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Preface 

The aim of this book is to provide an account of the state of the art in Com­
putational Kinematics. We understand here under this term ,that branch of 
kinematics research involving intensive computations not only of the numer­
ical type, but also of a symbolic nature. 

Research in kinematics over the last decade has been remarkably ori­
ented towards the computational aspects of kinematics problems. In fact, 
this work has been prompted by the need to answer fundamental question­
s such as the number of solutions, whether real or complex, that a given 
problem can admit. Problems of this kind occur frequently in the analysis 
and synthesis of kinematic chains, when finite displacements are considered. 
The associated models, that are derived from kinematic relations known as 
closure equations, lead to systems of nonlinear algebraic equations in the 
variables or parameters sought. What we mean by algebraic equations here 
is equations whereby the unknowns are numbers, as opposed to differen­
tial equations, where the unknowns are functions. The algebraic equations 
at hand can take on the form of multivariate polynomials or may involve 
trigonometric functions of unknown angles. 

Because of the nonlinear nature of the underlying kinematic models, 
purely numerical methods turn out to be too restrictive, for they involve 
iterative procedures whose convergence cannot, in general, be guaranteed. 
Additionally, when these methods converge, they do so to only isolated solu­
tions, and the question as to the number of solutions to expect still remains. 
These drawbacks have been overcome with the development of continuation 
techniques that are meant to produce all solutions to a given problem. While 
continuation techniques have provided solutions to a number of problems, 
they are still subjected to the uncertainties of iterative procedures. Hence, 
alternative approaches have been sought, that rely on modern software and 
hardware for symbolic computations. Commercial software of this kind is 
now very reliable and widespread; it has naturally found its way into kine­
matics research. In fact, current research in kinematics involves symbolic 
manipulations that were impossible to even imagine as recently as fifteen 
years 'ago, when the first symbolic manipulation packages started coming 
out of the computer science laboratories. 

The book reports trends and progress attained in Computational Kine­
matics in a broad class of problems. In order to ease the task of the reader 
searching for information on particular topics, we have divided the book 
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into six parts, namely, i) kinematics algorithms, whereby general kinematics 
problems are discussed in light of their solution algorithms; ii) redundant 
manipulators, which is self-descriptive; iii) kinematic and dynamic control, 
in which the link between kinematics and the disciplines of dynamics and 
control is highlighted; iv) parallel manipulators, in which an open problem 
is discussed, namely, the number of solutions of the associated direct kine­
matic problem; v) motion planning, touching upon computational geometry; 
and vi) kinematics of mechanisms, in which the main issue is the presence 
of closed kinematic chains, is discussed with regard to both analysis and 
synthesis. 

The reader will find here a representative sample of the most modern 
techniques available nowadays for the solution of challenging kinematics 
problems. Thus, resultant methods based on dyalitic elimination are dis­
cussed critically, while Grabner bases are proposed as a powerful alternative. 
Other, equally novel techniques, available only in conference proceedings of 
limited circulation, are included for the first time in book form. 

In light of its contents, the book should be of interest to researchers, 
graduate students and practicing engineers working in kinematics or related 
problems. Especially, roboticists, biomechanicists, machine designers and 
computer scientists will find here a useful source of information comprising 
methods, algorithms and applications. 

This book contains the Proceedings of the Workshop on Computational 
Kinematics, held at the International Conference and Research Center for 
Computer Science (IBFI), of Germany, from October 11 to October 15, 1993. 
IBFI is herewith given due acknowledgement for its financial :and logistical 
support and encouragement. This support made it possible to bring together 
specialists of various disciplines working in the area. Among the participants, 
who met for one week at the Dagstuhl Castle of IBFI, we count engineer­
s, computer scientists and biomechanicists, all of whom share a common 
interest, namely, Computational Kinematics. Prof. Dr. Reinhard Wilhelm, 
Scientific Director of IBFI, and his staff are especially acknowledged for their 
support. Dr. Nigel Hollingworth, of Kluwer Academic Publishers, is acknowl­
edged for his encouragement and support in editing the book and publishing 
it in record time. The technical support of Mr. Kourosh Etemadi Zangane­
h, a Research Assistant at the McGill Centre for Intelligent Machines, was 
decisive in bringing this book to completion. 

Jorge Angeles, Gunter Hommel and Peter Kovacs, Editors 

Dagstuhl Castle, Germany 
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Computations in Kinematics 

Bernard Roth 
Department of Mechanical Engineering 
Stanford University 
Stanford. CA 94305 
USA 

Abstract 
Several methods to solve sets of nonlinear equations are discussed. 
Then a modification of dialytic elimination is described. and two 
methods for obtaining new linearly independent equations are pre­
sented. Finally. one of the methods is applied to three quadratics and 
is shown to yield all of the solutions. without any extraneous roots. 

Introduction 
This paper deals with the numerical solution of sets of nonlinear 
equations which arise in the kinematics of mechanical systems. The 
most commonly used methods are iterative. All such methods reqUire 
an initial guess at a solution. and. if the initial guess is not close to an 
acceptable solution. they tend to diverge. or converge very slowly. or 
converge to an unacceptable solution. Furthermore. nonlinear prob­
lems have more than one solution. and iterative methods produce only 
one of these - the solution "closest" to the initial guess. Once one so­
lution is obtained. it is not any easier to obtain additional ones. and 
repetitive applications of iterative methods may not yield all solutions. 

In order to overcome these difficulties. a technique known as the 
bootstrap method (Roth and Freudenstein 1963) was developed in the 
early 1960s and applied to kinematic synthesis of mechanisms. as well 
as to sets of nonlinear polynomial equations. This iterative procedure 
has been improved and is now known as the homotopy or continuation 
method. It is widely used in kinematics (for example. Wampler and 
Morgan (1990), and Raghavan (1993)). The advantage of the continua­
tion method is that it incorporates a "good" initial guess and it yields 
all possible solutions. The disadvantages are that it is an iterative nu­
merical procedure which (i) can have numerical difficulties. (ii) gives 
little or no information about how physical parameters influence the 
solutions and (iii) can require dealing with large numbers of unwanted 
solutions at infinity. This latter difficulty can be somewhat mitigated by 
the use of m-homogeneous coordinates (Raghavan 1993: Morgan and 
Sommese 1987). 

J. Angeles et al. (eds.), Computational Kinematics, 3-14. 
© 1993 Kluwer Academic Publishers. 
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In this paper we will discuss non iterative methods which yield all the 
solutions to sets of nonlinear equations, and also partially overcome 
the disadvantages mentioned in the preceding paragraph. Grabner 
bases and elimination methods are two classes of methods which 
potentially have the characteristics we are interested in. Grabner 
bases seems to have first been published in 1964 under the name 
standard bases. They were then renamed and applied to various 
problems including the solution of multivariate polynomial sets 
[Buchberger 1985) and geometrical theorem proving. To-date this 
method seems ineffiCient for most of the types of problems we are in­
terested in since it is prone to exploding intermediate results and 
computational time. However, some of the ideas behind the method 
are useful to us. 

Currently, the elimination methods seem to be the most promising 
analytical techniques. The original ideas come from Cayley (1848). All 
elimination methods reqUire fOrming equations known as eliminants 
or resultants. Summaries of various types of eliminants and resultants 
can be found in several books (Salmon 1885; Van der Waerden 1964). 
The elimination methods will, in theory, lead to a solution of any sys­
tem of multivariate polynomial equations. In practice the method can 
only be applied to relatively simple equations - beyond these it ex­
plodes in complexity and introduces large numbers of extraneous so­
lutions. There have been various attempts at improving these methods 
in order to make them practical computational tools, for example 
Arnon et al. (1984) and Canny (1987). Although there has been some 
success in certain problem areas, see for example Macaulay's resultant 
and the u-resultant (Lazard 1981), the basic methods remain compu­
tationally too costly to be applied to the types of multivariate polyno­
mial problems which are common in kinematics. 

One elimination method. known as Sylvester's dialytic method 
(Salmon 1885), has been used in kinematics to eliminate one or two 
unknowns from small sets of equations (Bottema and Roth 1990). 
Although this method has been known for a long time, its use has been 
limited because it is not practical for problems with more than two or 
three unknowns or equations of high degree. Recently we have been 
able to modify the dialytic method, in order to make it part of a more 
practical approach. In the following, first the basic dialytic method is 
described, then its limitations are pOinted out with suggestions on 
how these may be overcome. 

Dialytic elimination methods 
There are six basic steps in using the dialytic elimination method to 
solve a nonlinear set of equations. Although the steps are easy to ex­
plain, the ideas behind Step 2 and Step 3 at first-sight seem strange, 
and even incorrect. The basic steps are: 
1. Rewrite equations with one variable suppressed. 
2. Define the remaining power products as new linear, homogeneous 

unknowns. 
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3. Obtain new linear equations so as to have as many linearly 
independent homogeneous equations as linear unknowns. 

4. Set the determinant of the coefficient matrix to zero, and obtain a 
polynomial in the suppressed variable. (If one is interested in only 
numerical solutions, this step can be omitted if we calculate eigen­
values in Step 5.) 

5. Determine the roots of the characteristic polynomial or the eigen­
values of the matrix. (This yields all possible values for the sup­
pressed variable.) 

6. Substitute (one of the roots or eigenvalues) for the suppressed vari­
able and solve the linear system for the remaining unknowns. 
Repeat this for each value of the suppressed variable. 

These steps can best be explained with a simple example. Consider 
the following two nonlinear equations: 

axy3+bx3+cy3+dx2y+ex2+f=O ; gx4+hxy3+ix3+jx2+kxy2+Lx+m=O. (1) 

Here, a,b,c,d,e.f,g,h,i,j,k,L and m are known coefficients, and x and y 
are the unknowns. Normally one considers these to be two fourth­
degree algebraic equations in two unknowns. For elimination theory it 
is useful to take a different viewpoint. First we suppress one of the 
variables, say, x; i.e., we assume the value(s) of this variable are known 
and therefore it becomes part of the coefficients. In this example we 
obtain for Step 1: 

(ax+c)y3+(dx2)y+(bx3+ ex2+f)=O ; (hx)y3+(kx)y2+(gx4+ix3+jx2+Lx+m)=O 
~ (2) 

The two equation now are in the form: 

Ay3 + By + C = 0 ; Dy3 + Ey2 + F = 0 , (3) 

where the new coefficients, A,B,C,D,E and F, contain the suppressed 
variable x. No matter how many equations we have, the first step is the 
same: suppress one variable (or a single power product) and thereby 
reduce the number of explicit variables by one. (There are also cases 
where it is advantageous to Simultaneously suppress several variables 
or power products.) 

In Step 2, each power product is conSidered as a separate indepen­
dent linear unknown. In order to illustrate this concept in a multivari­
able setting, it is instructive to revisit equation (1). In equations (1), if 
we conSider the power products, we have nine unknowns, viz. x4, xy3, 
x3, y3, x2y, x2, xy, x, 1. It is important to note that we count the num­
ber 1 as a variable. The reasons for doing this are (1) it is convenient to 
always have homogeneous equations and (ii), as we shall see, it pro­
vides a rationale to discount trivial solutions. The coefficient of the 
"variable" 1 is the constant term. Taking this viewpoint is equivalent 
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to rewriting equations (1) as the linear set: 

aX1 +bX2+cX3+dX4+eX5+fX6=O ; gX7+hX,+iX2+jX5+kXs+lX9+mX6=O. 

The result is that the equations are transformed in to linear equations. 
However, instead of simply x and y, we have seven additional variables. 
So far this change of variables seems rather trivial. However, it is here 
that the first important idea comes into play: in order to maintain the 
linear structure, we never explicitly employ any relationships between 
the new linear variables. So for example the fact that X9,X9 = X5, 

XSX9 = X4, X9X5 = X2, etc. (Le., X·X = x2, xy·x = x2y, x·x2 = x 3, 
etc.) is not used. Hence, we regard all nine variables as independent 
linear variables. The price we pay for this is that we now must 
introduce new equations in order to assure that the number of 
equations and unknowns are commensurate. Applying these ideas to 
the equations with the suppressed variable, (3), we obtain as a result of 
Step 2: 

(4) 

Where Y1, Y 2, Y 3 and Y 4 are linearly independent unknowns. Since we 
have two equations with four unknowns, we need additional equations. 
In Step 3, we obtain the additional equations. In our example this can 
be accomplished by multiplying equations (3) by y and then y2. The 
results are four new equations (with only two new power products). 
Using the concept of Step 2, Le., labeling every power product as an 
independent linear unknown, we can write these new equations as: 

This completes Step 3, since if we combine equations (5) and (4) we 
have a system of six homogeneous linear equations in six linear un­
knowns. This step contains the second major idea in the dialytic 
elimination method. Namely, new linearly independent equations can 
be obtained from the original set of equations simply by multiplying 
the original equations by one or more of the unknowns or power prod­
ucts of the unknowns. The key here is that even though the new equa­
tions are dependent on the original equations their dependence is not 
linear and hence they are linearly independent. 

We are now ready for Step 4, in which we obtain a single polynomial 
equation in the suppressed variable. In our example, we rewrite equa­
tions (4) and (5) in a combined matrix form: 
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A B C 0 0 0 Y1 

D 0 F E 0 0 Y2 

0 C 0 B A 0 Y3 
= 0 (6) 

E F 0 0 D 0 Y4 

B 0 0 C 0 A Y5 

0 0 0 F E D Y6 

Since we know that Y 3 = 1. it is clear that the trivial solution of Yj = 0 
(i=I.2 ..... 6) is not admissible. and therefore the determinant of the 
coefficient matrix must be equal to zero. Expanding this determinant. 
and setting the result equal to zero. yields a polynomial equation in 
A.B.C.D.E.F. If we then substitute into this polynomial the expressions 
for the suppressed variable (viz.:A=ax+c. B=dx2. C=bx3+ex2+f. D=hx. 
E=kx. F=gx4+ix3+jx2+lx+m) we obtain a polynomial in the suppressed 
variable. x. and the original coefficients. a.b.c.d.eJ.g.h.i.j.k.l.m. The 
term with the highest power in x is a 3g3x 15 (it comes from A3F3); the 
resulting polynomial is of degree 15 in x. 

The result of Step 4 will always be a polynomial in terms of the sup­
pressed variable (or power product). For design studies and theoreti­
cal concepts there is a large advantage in obtaining the polynomial 
coefficients explicitly. However. in cases where we need only a numer­
ical answer. obtaining the coefficients explicitly may add unnecessary 
computation time. Instead. we can threat (6) as an eigenvalue problem 
and determine the values of x in that way (Golub and Van Loan 1985; 
Manocha and Canny 1992). Step 4 can be omitted in such cases. There 
are problems for which the degree of the polynomial is too large for 
practical numerical computation. In such cases. an eigenvalue or alter­
native computation methods needs to be employed to deal with the 
matrix equation. 

This brings us to Step 5. Here we obtain IDl the values of the sup­
pressed variable (or power product) by using a root-finder routine for 
the roots of the suppressed-variable polr30mial. In our example. we 
get 15 values of x as the roots of the 15t degree polynomial. or from 
an eigenvalue routine applied to (6). Usually we are only interested in 
real roots. so any complex or imaginary roots will reduce the number 
of actual solutions from the maximum possible value of 15. 

Finally. in Step 6. we substitute for the suppressed variable in to the 
linear set of equations. and solve for the other original variables. In our 
example. we can use (6) to obtain y: substitute one root of x into (6). 
set Y 3 = 1. and then use any five of the resulting equations to solve for 
Y 2. Note that, because the system is linear. this will yield one y for 
each x. Thus the number and character (Le .. real or imaginary) of 
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solutions are generally determined by the roots of the polynomial (or 
the eigenvalues). Exceptions to this occur only when the linear 
system. (6) in our example. has rank less than n-l (where nxn is the 
size of the matrix). Hence. regardless of the size of the problem. if the 
rank the nxn is n-l for each root. all the other variables are linear 
(single valued) functions of each root of the suppressed-variable 
polynomial. 

Basic difficulty 
In principle. the foregoing procedure will always work if enough new 
equations can be determined from the original equations to obtain an 
nxn system of linear homogeneous equations. Thus the crucial step is 
Step 3. where we obtain the additional equations. However there is a 
subtle and important practical caveat: It is not enough to obtain an nxn 
system. it is important that the value of n be as small as possible. If the 
procedure introduces extraneous roots. n is larger than its minimum 
value and the suppressed variable polynomial is of higher order than is 
necessary. In most problems with more than two variables. mUltiplying 
the equations by the variables create sets of linear equations where the 
values for n are much larger than they need to be. 

In some problems we inherently have a very large value for n. It is not 
unheard of for nonlinear systems iIi kinematics problems to have sev­
eral hundred or even several thousand solutions. In such systems. it is 
extremely important not to introduce extraneous power products. 
since these increase the number n geometrically. To minimize n we 
need to. as far as possible. avoid introducing new power products and. 
if possible. eliminate solutions at infinity. 

Even if we do not introduce extraneous roots. it may tum out that the 
value of n is so large that literal or even numerical calculation of the 
suppressed-variable polynomial becomes unfeasible. In such cases we 
need to resort to other means of dealing with the matrix in Step 4. 
The important idea here is that even if the entire polynomial cannot 
be obtained as a literal expression. it is still possible to determine 
properties of the physical system by studying the affect of the parame­
ters on selected polynomial terms or the rank of the matrix. In this. 
we can utilize existing methods for dealing symbolically and numeri­
cally with matrices with polynomial entries. see for example Horowitz 
and Sahni (1975). 

Minimum n 
The theoretical minimum value for n is not a simple matter to deter­
mine. Even when it is known. it is not easy to obtain such a set of 
equations. In our example. we see that once we suppressed x. the re­
sulting set of equations (3) had four power products. In our solution 
we used a 6x6 set of equations. and so our n was 6 not 4. The resulting 
polynomial was of degree 15. This seems to be a reasonable result. 
since we started with two fourth-degree polynomials. We know that 
two. non degenerate. fourth-degree polynomials have 16 common val­
ues. In this case because of the special nature of the fourth-degree 
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terms one solution is at infinity regardless of the values of the coeffi­
cients. and that accounts for the degree of the suppressed variable 
polynomial being 15 rather than 16. Knowing what n should be is very 
useful. To-date the only two practical methods are to make use of the 
m-homogeneous Bezout count (Morgan and Sommese 1987). or to 
rely on physical insights into the nature of the solution. 

A further complication is that the size of the nxn system is only indi­
rectly related to the degree of the suppressed variable polynomial. For 
example. if in our problem we had suppressed y instead of x. then our 
equations (2) would become: 

(b)x3+(dy+e)x2+(ay3)x+(cy3+f)=O ; (g)x4+U)x3+Ulx2+(hy3+ky2+L)x+m=O 

Here we have five power products. and a balance between unknowns 
and equations occurs at n=7. (The additional five equations can be ob­
tained by mUltiplying the first equation three times and the second 
twice by x.) If we then expand the 7x7 determinant. we will again get 
a 15th degree polynomial in the suppressed variable - this time y. So 
for this example we see that an n of 6 and an n of 7 yield suppressed­
Variable polynomials of the same degree. 

Determining the theoretically smallest possible n is directly analogous 
to the problem of determining the set of variable groupings which give 
the smallest Bezout count (Morgan and Sommese 1987). This can be 
determined by exhaustive checking of all groupings (Raghavan 1993). 
A much greater difficulty occurs when the number of power products 
grows rapidly as we multiply equations by one or more Variables. This 
effect is very pronounced when we have more than one non sup­
pressed variable. For example if our original equations contained 
three. rather than two. unknowns. say: 

axy3 + bx3z + cy3z + dx2y + ex2 z2+ f Z= 0 
gx4 + hxy3 + ix3 + jX2 + kxy2z+ Lxz3+m= 0 

Then after suppressing x we obtain: 

(c)y3z + (ax)y3 + (ex2)z2 +(dx2)y + (bx3+f)z= 0 
(hx)y3 + (Lx)z3 + (kx)y2z + (gx4+ix3+jx2+m)= O. 

Here we have eight power products as opposed to the four we had in 
equation (3). If we multiply both equations by y we get two additional 
equations but now we have seven additional power products. Even with 
a third original equation without any new power products in it. it is 
clear that by the time we got to an equal number of equations and 
power products. the resulting value for n would be much larger than 
the eight power products we started with. 
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Minimum number of power products - first method 
There appear to be ways to obtain new equations (for Step 3) without 
increasing the number of power products. One of the most promising 
is the method that was discovered in connection with the manipulator 
inverse kinematics problem (Raghavan and Roth 1990). The idea is 
rather simple: one obtains the additional equations by combining the 
original equations rather than multiplying them by a variable. 

This can be illustrated with a si~ple example: 
Consider the two links shown the Figure. The link of length a is con­
nected to ground with a revolute joint and the link of length b is con­
nected to link a, also with a revolute jOint. The coordinates of the tip P 
are u,v as measured in the fixed coordinate system shown. Here we as­
sume that the lengths a and b are known and the tip coordinates u,v 
are known, and we wish to determine the link angles 't and <j>. From 
the geometry it follows: u = a cos't + b COS(H<j» ; v = a sin't + b sin(H<j» 

v p Le., u = a cos't + b cos't cos<j> - b sin't sin<j> 
v = a sin't + b sin't cos<j> + b cos't sin<j> . ",q. / 

'/ 
/ 

/ 
These have seven power products: 0, cos't, 
cos't cos<j>. sim sin<j> , sin't, sin't cos<j>. cos't sin<j» 
and two equations. Getting new equations by 
mUltiplying by the power products further 

U increases the number of power products. 
r---'-------... Instead we square each equation: 

u 2 = a 2 cos2't + b 2 cos2't cos2<j> + b 2 sin2't sin2<j> + 2a b cos2't cos<j> 
-2a b cos't sim sin<j> - 2b2 COS't cos<j> sim sin<j> (7) 

v2 = a 2 sin2't + b 2 sin2't cos2<j> + b 2 cos2't sin2<j> + 2a b sin2't cos<j> 
+ 2a b cos't sim sin<j> - 2b2 sin't cos<j> cos't sin<j> . 

This gives us two new linearly independent equations but these equa­
tions contain ten new power products, so the situation seems to have 
deteriorated. However if we sum these two equations we get: 

(8) 

This equation is exactly what we are looking for: it does not add any 
new power products to the original set! Now if we suppress all the 't 
terms we have from (7) and (8): 

(b cos't)cos<j> - (b sim) sin<j> + (a cos't - u) = 0 
(b sin't)cos<j> + (b cos't) sin<j> + (a sim - v) = 0 
(2a b) cos<j> + (a2 + b 2 - u 2 - ~2) = 0 . 

(9) 
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The set (9) can be viewed as three linear homogeneous equations in 
the three power products cosq" sinq,. l. Hence we need to equate the 
determinant of its coefficient matrix to zero. This yields a polynomial 
in terms of the suppressed variable 't (actually. it is a linear equation in 
terms of cos't and sin't). from which two values of't follow. Then. with 't 
known, the first two equations in (9) are a linear set for cosq, and sinq,. 

Clearly. in this example equation (8) could be solved directly for cosq,. 
and this could be used to simplify the problem. We have not done this 
here. since our interest is in showing how (8) can be used in the gen­
eral procedure. The point is that we are able to obtain this additional 
linearly independent equation by squaring and adding the original 
equations. and this new equation does not contain any additional 
power products. 

This example touches upon the key to solving very complicated sets of 
equations. Namely: it is necessary to determine ways to manufacture 
new linearly independent equations from the original equations. and 
to do so in a manner which does not introduce new power products. 
or at worst introduces less power products than equations. In 
Raghavan and Roth (1990). we have shown how to produce eight new 
linearly independent equations from an original set of six by using the 
notions of vector products. and what is most important is that the 
power products in the eight new equations are the same' as in the 
original six. With these equations we are able to obtain a minimum­
degree. suppressed-variable polynomial - in this case the degree is 
sixteen. We are able to use these fourteen equations to determine the 
inverse kinematics of open chain manipulators with six revolute jOints. 

In Raghavan and Roth (1992), it is shown that exactly the same proce­
dure can be used when some of the joints in the manipulator are 
prismatic. and in Raghavan and Roth (1993). it is shown that this 
method can be used for the inverse kinematics of single loop spatial 
linkages with lower pair jOints. We conclude. therefore. that these 
operations are of general utility in solving mechanism kinematics 
problems. 

Minimum number of power products - second method 
Another method that sometimes yields new equations without increas­
ing the power products relies upon the fact that the derivatives of the 
determinant of the Jacobian of a system of equations (written in terms 
of homogeneous coordinates) have the same zeros as the original sys­
tem of equations (Salmon 1885). This method can be applied to the 
problem of finding the common intersection pOints of a system of 
three quadratic surfaces. This is an important practical problem which 
appears in connection with computer aided design and other aspects 
of kinematics (Morgan and Sarraga 1982). As far as the author knows. 
the solution presented here has not been previously published. 

From Bezout's theorem we know that three quadratic surfaces have 
2x2x2=8 common pOints. The goal here is to show how to use our 
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methods to obtain these eight points directly. without any extraneous 
values. For the most general quadratics: 

aj x2 + b j y2 + Cj z2 + d j xy + ej xz + fj yz + gj x + h j Y + ij z + jj = 0, i=1,2,3 (10) 

If we suppress z we have: 

aj x2 + b j y2 + d j xy + (ej z+ gj )x + (fj z +hj )y + (Cj z2+i j z+jj ) = 0, i=1,2,3 (11) 

We have three equations and siX power products. and so we need at 
least three more equations. We will obtain these by using the Jacobian 
of the system. First. however. we convert to homogeneous coordinates: 
substituting X= X/W. y=Y /W and then multiplying by W2. The result is: 

aj X2+b jy2+d j XY+(ej z+gj )XW+(fj z+hj )YW+(Cj z2+i j z+jj )W2=0, i=1,2,3 (12) 

The Jacobian matrix. J. of (12), with respect to the homogeneous 
coordinates is: J= 

[

2atX+dty+(etz+gt)W 2btY+dtX+(ftz+ht)W (etz+gt)X+(ftz+ht)Y+2(ctZ2+itz+jt)W ] 

2a2X+d2 Y+(e2z+g2) W 2b2 Y+d2X+(f2z+h2)W (e2z+g2)X+(f2z+h2)Y+2(C2Z2+i2Z+i2) W 

2a3X+d3 Y +(e3z+g3) W 2b3 Y +d3X+(f3Z+h3)W (e3z+g3)X+(f3Z+h3 JY +2(C3Z2+i3Z+i3) W 

If we form the determinant of this matrix. a cubic polynomial follows: 

IJ I = A(z) X3 + B(z) X2 Y + C(z2) X2 W + D(z) X y2 + E(z3) X W2 
+ F(z2) X Y W + G(z) y3 + H(z2) y2 W + I(z3) Y W2 + J(z4) W (13) 

The coeffiCients A.B.C ..... J are functions of aj.bj.cj .... jj (1=1.2.3) and z. 
The parentheses are used to indicate that these coeffiCients are func­
tions of z. and the power of z indicates the highest degree that it ap­
pears in that coefficient. Now. we take the derivatives of this equation 
with respect to the homogeneous coordinates: 

I J I X =3A(z)X2 + 2B(z) X Y + 2C(z2) X W + D(z) y2 + E(z3) W2 + F(z2) Y W 
I J I y =B(z)X2+2D(z)XY+F(z2)XW+3G(z)y2+2H(z2)YW+l(z3)W2 (14) 
I J I w=C(z2)X2+2E(z3)XW+ F(z2) X Y + H(z2) y2 + 21(z3) Y W + 3J(z4) W2 

If we set equations (14) equal to zero we obtain three new equations 
which have the same zeros as the original set of equations. as given in 
(12). The main thing to notice is that the power products in (14) are 
identical to those in (12). So now we have achieved our ideal goal. we 
have the same number of equations as power products. and we have 
accomplished this without introducing any new power products. 
Rewriting equations (12) and (14) we obtain: 



3A(z) D(z) 

(etz+ gt) (ftz +h~ 

(e2z+ g2) (f2z +h2) 

d3 (e3z+g3) 

2B(z) 2C(z2) 

B(z) 3G(z) 2D(z) F(z2) 2H(z2) 

C(z2) H(z2) F(z2) 2E(z3) 21(z3) 

(ctZ2+i tz+j,) 

( 2· .) C2Z +12Z+J2 

(C3Z2+i 3Z+h) 

E(Z3) 

I(z 3) 

3J(z4) 

13 

X2 

y2 

Xy 
=0 (15) 

XW 

YW 

W 2 

What remains now is to set the determinant of the coefficient matrix 
equal to zero (or to determine the eigenvalues of this matrix). If we 
expand this determinant, we obtain an eight-degree polynomial in z. 
The coefficients of this polynomial are functions of the coefficients of 
the original three equations, so the roots can be readily determined if 
the surfaces are known. 

For each real root, we can then substitute for z into (15) and solve the 
linear system for x and y. The easiest way to do this is to set W = 1, in 
which case the first five equations of (15) can be rewritten as: 

• 
(e2z+ g2) (f2z +h2) 

d3 (e3z+g3) 

3A(z) D(z) 2B(z) 2C(z2) 

B(z) 3G(z) 2D(z) F(z2) 

(f3Z +h 3) 

F(z2) 

2H(z2) 

x2 (ctZ2+i tz+jt) 

xy =-
x 

y 

(C2Z2+i 2Z+h ) 

(C3z2+i 3Z+h) 

From this, it is obvious that in general we get one value of x and y for 
each z. Furthermore, since the polynomial in z can be obtained with 
explicit literal coefficients, we have a way of studying all the singular 
and special cases. (An alternative way of identifying singular cases is to 
determine when the rank of equation (15) is less than five.) Since, in 
general, we have at most eight real intersection pOints, this method 
gives us all the intersection pOints without any extraneous roots. 

Summary 
A basic six-step elimination method has been detailed, and two meth­
ods for obtaining new linearly independent equations have been de­
scribed. Finally, for three quadratics it is shown how to find (1) all of 
the solutions, and (ii) an analytical means to determine the affect of 
the system parameters on the number and character of the solutions. 
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Reducing the Inverse Kinematics of Manipulators to the 
Solution of a Generalized Eigenproblem 

Masoud Ghazvini 
Institute of Robotics, ETH Zurich 
CH-8092 Zurich, Switzerland 
e-mail: ghazvini@ifr.ethz.ch FAX: +41 (1) 2520276 

ABSTRACT. A new method is presented which reduces the full determination of the in­
verse kinematics of manipulators with revolute and prismatic joints to the solution of a 
generalized eigenproblem G'P+A H·p=O. Related single-loop mechanisms can also be 
solved. The eigenproblem-method is numerically stable, because eigensystems can be 
computed without previous determination of the characteristic polynomial. Furthermore, 
a compact aJ:).d efficient formulation of the basic equations is shown. Numerical results 
are reported at the end. 

1. INTRODUCTION 

In the study of robot manipulators there are two basic problems. The first, known as the 
forward kinematics, requires as input the geometry and the joint variables of the manipu­
lator. Output are the position and orientation of the endeffector. This task is easily solved 
and has a unique solution. The second problem is just the reverse: given the position and 
orientation of the endeffector, compute all the joint variables. The problem is highly 
nonlinear, and multiple solutions exist. Because the equations are nonlinear, there are 
closed-form solutions only for some special manipulators. Other manipulators can 
merely be solved with numerical and iterative methods. This paper focus on manipula­
tors of the last kind, however, the method can also be applied to other mechanisms. 
A first general method to obtain one inverse kinematic solution can be traced back to 
(Uicker, Denavit, Hartenberg 1964). They described the problem as an overconstrained 
system of nonlinear equations. Starting at an appropriate initial value, they solved the 
equations with a least-square-method. 
The first complete solution, i.e. with all the configurations, originates from (Tsai, 
Morgan 1985). The problem has been formulated as a system of eight second-degree 
equations in eight unknowns. The iterative numerical solution is done with a continu­
ation method. The method starts with 256 initial solutions. Most of them are eliminated 
during the solution process. Their experiments suggest that there are only 16 solutions 
for the general 6R-manipulator. 
A full and theoretically correct solution to the inverse kinematics of closed-loop 7R-me­
chanisms was given by (Lee, Liang 1988). They derived a 16th degree polynomial in the 
half tangens of one joint variable and mapped the 16 roots to the 16 configurations. Un­
fortunately, the roots are very sensitive to the unavoidable roundoff errors in the polyno­
mial coefficients (Wilkinson 1969). 
The generalization of the polynomial-method to any open-loop manipulator and related 

1. Angeles et at. (eds.), Computational Kinematics, 15-26. 
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single-loop mechanism can be found in (Raghaven, Roth 90) and (Lee 90). Polynomials 
of degree n=2,4,8,16 were derived. 
The basic new idea in this work is to reduce the inverse kinematics of nonredundant 
manipulators with revolute and prismatic joints and related single-loop mechanisms to a 
generalized eigenproblem 

G,p+AH·p=O (1) 

The eigenvalues and right eigenvectors will be computed with stable standard numerical 
methods. Therefore the eigenproblem-method combines the advantages of determining 
all the configurations and delivering numerically accurate results. 
The method will particularily be used for manipulators with general geometry and with­
out closed form solutions. However, the eigenRroblem-method is not restricted to such 
manipulators, which is expressed in (1) by n E {2,4,8,16}. By virtue of the fact that any 
lower-pair joint can be modelled by a combination of prismatic and.revolute joints, ma­
nipul~tors with such joints may also be solved with this method. 
The sequel starts with an introduction of used notation and terms. Next, an efficient for­
mulation of the extension of the closure equations for a 6R-manipulator is worked out, 
followed by a discussion of the obtained basic equations and their special properties. 
Afterwards the generalized eigenproblem for the inverse kinematics problem is derived. 
The issue of enhancing the method to prismatic joints is taken up in a separate section. 
Finally, the numerical properties of the eigenproblem-method are shown by an example. 

2. FUNDAMENTALS 

This paragraph is intended to be a short introduction to used terms and notation. For 
more information it is referred to textbooks like (Paul 81) or (Craig 89). 
A manipulator (arm) can be modelled to consist of rigid-bodies, or links, that are con­
nected by revolute (R) or prismatic (P) joints. Furthermore, we will make the restriction 
to manipulators with rigid-bodies connected in series. Therefore each body has at least 
one and at most two neighbours. The link at one end of the chain is fixed to a nonmo­
vable base, the link at the other end is free and is called the endeffector (hand). 
Because of its complexity we begin with the nonredundant 6R (Revolute) manipulator 
and extend later to easier solvable manipulators. 
For the purpose of formal description of the 6R manipulator, coordinate systems, or 
frames, are attached to the 6 joints and to the endeffector. Homogenous transformation 
matrices AI refer the position and orientation of the (i+ l)th frame to the position and 
orientation of the ith frame. 

A;:= [~~-~!l~~ ] E ~4X4 A~l:= [~~~~;(~I] E ~4x4 (2) 

The rotational parts CIE~3X3 and C~ are defined as 

C;:= C l ; • Cx , [c. -so 0 1 ' , , , 
with Cl ,,:= Rot(z, OJ = Sj cj 0 , 

CT: = CT .. CT 0 0 1 
I X,I 1,1 

Cj := cos OJ, Sj:= sin OJ 

and the translational parts Cl ,;· t; and -C!,,·t; with 

t;:=[a j 0 dJ (3b) 
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The matrices CI, Cz I' Cx I are orthogonal with a detenninant equal to 1. This property 
will be used. The Denavit-'iIartenberg-parameters ai' ai' di (i=1..6) are constant geome­
tric quantities. The 6R manipulator can now be described by the matrix closure equation 

Ahand = Al . Az . A3 . A4 . As' A, (4) 

Ahond defines position and orientation of the endeffector with respect to the base frame. 
Using A7 =A~!nd the open-loop 6R manipulator can be related to a closed-loop 7R-me­
chanism, and vice versa. Therefore the matrix closure equation (4) can also be stated as 

Al . Az . A3 . A4 . As . A, . A7 = I (5) 

I defines the identity matrix of appropriate dimensions. The interpretation of an open­
loop manipulator as a single-loop mechanism is preferred. A7 will be defined as 

Ahand = [~J1.tn!!f!!r<!J = l~ H!~:l ' A7 = [~~Jn~~Jf<.:~rh J. ~:::: ~!and (6) 
1)--<r-arr t7 =-thand 

Figure 1 represents equations (4) and (5) as a directed graph. The inversion A~l of the 
homogenous transfonnations AI is simply the inversion of the ith arrow. 
The goal of inverse kinematics is, given the endeffector description by Ahand and given 
the equations (4) or (5), to detennine the unknown joint variables ei (i=1..6). The pro­
blem is highly nonlinear and has up to 16 solutions for the 6R manipulator. 
The easier and unique problem, the forward kinematics, needs, given the joint variables 
ei (i=1..6) and equations (4) or (5), the evaluation of Ahand . 

3. SOLVING THE INVERSE KINEMATICS OF THE GENERAL 6R MANIPULATOR 

The eigenproblem-method is described by the following steps: 
[1] Define 14 basic equations: 2 scalar and 4 vector equations. 
[2] Replace the vectors in the equations by their matrix representations. 
[3] Factor out all the unknowns. 
[4] Enlarge the system of equations by 6 more equations. 
[5] Eliminate e4 , and es' 
[6] Derive the generalized eigenproblem. 
[7] Take Ahand as input, solve the generalized eigenproblem ~ ejk), eik) , e?) . 
[8] Compute the other unknowns e!k) , e?), e~k~ 

STEP 1: THE 14 BASIC EQUATIONS 

To solve the inverse kinematics, at most 6 joint variables must be found. For manipula­
tors with special geometric properties there are closed-fonn solutions, which can be 
derived by algebraic manipulations of equations (4) or (5) (Paul, Zhang 1986). Most of 
the industrial robots have special geometries and therefore closed-fonn solutions. 
For manipulators like the general 6R manipulator such solutions don't exist. In these 
cases the matrix closure equation (5) has to be enhanced. First (5) may be written as 

A . A . A = A -I . A -I . A -I . A-I (7) 345 z 176 

Geometrically this corresponds to cut the chain of links at two different joints (Woernle 
88). For instance, the chain could be cut at joint 3 and joint 6. Figure 2 verifies that there 
are two different subchains to get from joint 3 to joint 6. Clockwise you obtain 
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A3· A4· As (the A-chain), counterclockwise A;l. A;l. A;l. A;l (the B-chain). 

-1 
Ahand = A, 

A3 A4 

Fig. 1. 6R manipulator with its homoge­
nous transformations A. 

Fig. 2. Geometric interpretation of eqn. 
A ·A ·A -A-1·A-1·A-1·A-1 

3 4 s- 1 1 7 6 

Multiplying the matrix equation (7) by e3 and e4 on both sides produces 

zIA::C A3A4ASe3 = A;lA;lA;lA;le3 =:zIB (8) 

piA:=: A3A4Ase~ = A;lA;lA;lA;le4 =:pIB (9) 

Some remark on notation. P alone specifies the whole vector-equation PIA =11IB' Pi 
defmes the ith equation. The same is true for future equations of the form ..... IA= ..... IB. 
01. and PI are the vectors starting at the origin of the 3rd frame and ending at the origin 
ofthe 6th frame and written in components of the 3rd frame. ~A and ~B describe the z­
axis of the 6th frame written in components of the 3rd frame. 
The P4- and z4-equations define the trivial equations 1=1 und 0=0 and are ignored. 
More equations are got by applying scalar- and vector-products to the vectors PIA' PlB 
and ~A' zlB The nontrivial results are the two scalar and one vector-equations 

(11) (pxzt =(PXZ~B (12) 

A last relation is obtained br ap~~ying sc~ar- and vector-product as well as addition and 
multiplication to the scalar tpT'Z~A' (pT'Z~B and the vectors PIA' PlB' (pxzt, (PXZ~B: 

The vector-equation (13) has been published by (Lee, Liang 1988) in the form 

{(pT ,p)'Z-2(pT 'Z)'P}IA = {(pT .p)'Z-2(pT 'Z)'P}IB 

U sing the identity for double vector products, 

ax(bxz) = (aT .z).b-(aT. b).z 'Va, b,z E 1R3 

(13) 

(14) 

(15) 

it can be shown that the equations are equivalent. But for our purpose equation (13) can 
be handled easier. At the moment, no more equations have been found which also hold 
the condition to be linear in the terms cos 8. and sin 8 •. 
The basic equations in a compound form are therefore (see also Lee, Liang 1988) 

zIA:= A3A4ASe3 = A;l A;l A;l A;le3 =:ZIB (16) 

pIA:= A3A4ASe4 = A;lA;lA;lA;le4 =:pIB (17) 
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(pTpl = (pTp)IB (18) 

(pTzl = (pTz)IB (19) 

(p x zt = (p X Z)IB (20) 

{pX {pXZ)+p(pTZ)l = {p x (px z)+ p(pTZ)}IB (21) 

STEP 2: REPLACING THE VECTORS BY THEIR ORTHOGONAL MATRIXDEFINITIONS 

For the evaluation of the equations (16-21), first, the formal definitions (2) for the homo­
genous matrices AI should be applied and not their component definitions (3). Using (2) 
and the relations (22-24), it is easy to simplify the terms in the basic equations (16-21). 

VQ,ReIR 3X3 : orthogonal" detQ=detR=I, Va,b,zeIR3: 

(Qa)T ·(Qb)=aTb (22) (Qb)x[ax(QRz)]+ (Qb)-[aT.(QRz)] (24) 

(Qa)x(Qb)=Q(axb) (23) + ax[(Qb)x(QRz)]+ a-[(Qb)T'(QRz)] 

= 2{ax{Q{bxRz]}+ a-[bT.Rz]} 

On the other hand, begining with the component definitions (3) for the AI-matrices, 
trigonometric identities such as 

cos2 f3 + sin2 f3 = 1 

frequently occur and must be eliminated from the equations. Especially the simplifica­
tion of the vector-equation p x (p x z) + p(p T z) gets very expensive in terms of computer 
time (some days on a SUN 4-390 with Mathematica™) and computer memory. 
The relations (22-23) express the fact that the scalar- and vector-products are invariant 
with respect to orthogonal transformations. The last relation will only be used for the 
evaluation of p x (p x z) + p(pTZ) and reveals the symmetry of this equation. (24) is 
easily proved by application of (22-23) and the identity for double vector products (15). 
This way the orthogonal properties of parts of the homogenous matrices AI are used. 
The fully worked out equations in orthogonal matrix form are found in Appendix A. 

DISCUSSION OF THE EQUATIONS 

An analysis of the basic equations (16-21) in orthogonal matrix form reveals some 
interesting properties: 

a) The endeffector-description Abond appears only on the right hand side. 
b) All the equations are independent of °6 , 

c) Z3' P3' pT· Z, pT.p, (PXZ)3 and {pX(pxz)+p(pTz)L are independent of °3 , 

d) O,,02,04'OS appear only as the linear variables cosO; and sinO; with ie{1,2,4,5}, 
. 20 . 20 0' ° I.e. never as cos ;' SIn ; or cos ;' SIn ;' 

e) z" Z2' PI' P2' pTp, pTZ, (pxz)1' (PXZ)2' {px(pxZ)+p(pTZ)}l' 
{p X (p xz)+ p(pTz)L are linear in the variable tan(03/2). 

The proof of these properties is very easy, as long the basic equations in orthogonal 
matrix form (Appendix A) are used, and is worked out in Appendix B. Other proofs may 
be found in (Raghaven, Roth 1990) and (Lee 1990). 
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STEP 3: FACTORING OUT THE UNKNOWNS 

In order to prepare the later elimination of some unknowns out of the basic equations, all 
the unknown terms must be factored out. 
The angle 03 will be replaced by its half tangens substitution 

1-x2 

cosO; =--'2 ' 
l+x; 

. ° 2x; 0· 
SIn ; =--2 ' x;:=tan-L 

l+x; 2 

respectively better by the matrix-equivAlent [-x. 10] [X. 1 0] 

X;· C.,3 = X; where X~= l' x; 0 and X;= I-x; 0 
001 001 

(25) 

(26) 

The right hand side terms cosOI' sinOI' cos02 and sin02 are also replaced by their half 
tangens substitutions. The basic equations now can be formulated as 

A A 

For the determination of all the elements in the matrices U and V without formula-ma­
nipulation-programs, it is usefull to apply the following matrixdefinitions: 

[i=4,5] Du =[8 8 8], D. =[? -68], Dc =[6 ? 8] 
[i=3] 001 0 00 000 (28) 

[i=1,2] Dp=[b8?]. Dx=[8 -b8] 

C.,I =Du +s;D. +CiDc 
X; =Dp+xpx; X~=Dp-xPx 
C {I+x;(Du -DJ+2x;D.l 

.,1 1+x2 , 
After mulJiplication with (1 + x?)(1 + x;) to cancel denominators, the elements of the 
matrices U and V are easily extracted. 

STEP 4: 6 MORE EQUATIONS 

Multiplying the 6 scalar equations P3' Z3' pTZ, pTp, (PXZ)3' {px(pxz)+p.(pT.Z)} , 
which are independant of 03' with X3:= tan(03/2), and then adding one of the other35 
equations, results in 6 new equations: 

[X3Z3 + P3t = [X3Z3 + P3]IB (29a) 

[X3P3 +Z3t = [X3P3 +z3]IB (29b) 

[X3pTp+pTZl = [X3pTp+pTzt (29c) 

[X3pTZ+ pTpt = [X3pTZ+ pTpt (29d 

[X3(P x Z)3 + z3l = [X3(P X Z)3 + Z3t (2ge 

[X3{PX(PXZ)+p(pTZ)t +P3 t = [X3{PX(PXZ)+p(pTZ)L +P3l (29f) 

The addition of original equations is necessary to get later a full rank eigenproblem. 
An inspection of the combined system of equations (27,29) shows that the terms 
{X3X?X2, X3X?, X3X;, x3' x?x;, x?, x;, I} are found on both sides of the equations. 
Therefore they are collected on the right hand side. Thereby the vector ~ is shortened by 
the elements {x3 ,1} and the 20 equations (27,29) can be written as 
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STEP 5: ELIMINATION OF '84 AND 85 

There are 16 different terms, which contain 84 and 85 , and they only appear in the vec­
tor ~. 16 linear independant equations out of the 20 equations (30) are used to eliminate 
the vector ~. (1 + x~)(1 + xi) in the other 4 equations: steps (31) through (33): 

[V ] [V J[ A] V4E1R4X16; V16EIR16Xl6 v:6 '~'(1+x~)(1+x;)= v:6 . x~p V 4 E 1R4X18; V16 E 1R16Xl8 (31) 

~. (1 + x~)(1 + xi) = V;!VI6 . [X3~ p] (32) 

V V -I V [X3 . p] V [X3' p] 
4' 16' 16' P = 4' P (33) 

STEP 6: 12 MORE EQUATIONS AND THE GENERALIZED EIGENPROBLEM 

Now we can derive the generalized eigenproblem. Equations (33) can also be written as 

[ ] [ X pJ [ ] [x pJ 'VI6 , IV16 E 1R 16X9 
V 4 ' V;!· xVI6 ,lV16 · ~ = XV4,lV4 · ~ 'V4, IV4 E 1R 4X9 

Expanding this yields 

~(V4 V;!).1 VI6-1V4~'P+ X3~(V 4V;!)ox VI6-xV4~' p=O 
VA 

=:G =:H 

G,II E 1R 4X9 (34) 
PEC 9;X3 EC 

The essential trick is now to multiply these 4 multivariate polynomial (!) equations by 
X l X 2 ' x2 and Xl respectively to get 12 more independant equations. Vsing for the 
equations (34) the column-representation 

[a bcdef ghj}p+x3[klmn pq rst }p=O a,b,c,d,e,f,g,h,j,k,l,m,n,p,q,r,s,tEIR 4 (35) 
'-v-----' '-------v----' 

G II PEC 9 

A [ 2 2 2 2 2 2]T p= Xl X2 ' Xl X2 ' Xl' XlX2 ' Xl X2 ' Xl' X2 ' x2 ' 1 
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But that's nothing else than the Generalized Eigenproblem 

G·p+x3 H·p=O (37) 

In case the matrix H is nonsingular, the generalized eigenproblem may be reduced to the 
Standard Eigenproblem 

H-1 . G . P + X3 P = 0 (38) 

But if the matrix H is ill-conditioned, the original generalized eigenproblem (37) should 
be used (Golub, Van Loan 1989, p. 395). Otherwise the results won't be accurate. 
Generating new equations by multiplication of existing equations with already appearing 
terms, is a standard technique to solve multivariate polynomial systems of equations 
(Cox, Little, O'Shea 1991). 

STEP 7: SOLVING THE EIGENPROBLEM 

The eigenproblem can be solved by standard numerical methods, as for instance the QR­
algorithm for the standard eigenproblem or the QZ-algorithm for the generalized eigen­
problem (Golub, Van Loan 1989). 
An alternative approach to determine the generalized eigenvalues would be to calculate 
the roots of the characteristic polynomial det(G+ X3 H)=O. Unfortunately, the accuracy 
of the roots is very sensitive to the unavoidable roundoff errors in the polynomial coeffi­
cients (Wilkinson 1969). But, because polynomials and their roots have a unique map­
ping, the polynomials appearing in (Raghaven, Roth 1990) and (Le,Y 199Q) are identical 
to the characteristic polynomials det(G+x3 H)=O respectively det(G+x1 H)=O. 
The generalized eigenproblem G· P + X3 H· P = 0 has always 16 eigenvalues X~k) EC 
and eigenvectors p(k) E C16 • Whereas the eifenvalues X~k) are uniquely defined, the 
eigenvectors p(k) of different eigenvalues xt are only uniquely defined with respect to 
the direction, but neither with respect to sign nor length. In our context, this problem is 
fortunately solved by noting in (36) that the last element Pi~) in the kth eigenvector p(k) 
should equal to 1. The following statement reflects this 

p(k):=p(k) /A<:) k=1..16 (39) 

DETERMINATION OF ()(k) ()(k) ()(k) 
3 , 2 ' 1 

The eigenvectors p(k) contain the elements xik ) and X~k). Therefore the joint variables 
()~k), ()ik) , ()?) can be determined by applying the relation Xi = tan«()j2) to each 
eigenvalue X~k) and eigenvector p(k): 

()(k) = 2arctanx(k) . . i=I,2,3; k=1..16 (40) 

STEP 8: COMPUTA nON OF ()~k), ()~k), ()~k) 

The terms C~k):=COS()~k), s~k):=sin()~k), C~k):=COS()~k) and s~k):=sin()~k) appear in the vector 
~. Substituting the numerical values into the 4 appropriate equations in (32) we get 

()i(k) = Arctan(c?),s?») i=4,5; k=1..16 (41) 

And last, the joint variables ()~k) can be determined out of AIA1A3A4A5A6A7=I. 
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DISCUSSION OF THE SOLUTIONS 

Each solution with a real eigenvalue represents a realizable manipulator configuration. In 
case all the solutions are imaginary, the endeffector cannot reach the specified 
pose Abaod ' As soon as two joint variable solutions Ojl) and ot) have the same real value, 
the manipulator is at a singular position (Lee 1990, p. 95). 

4. PRISMATIC JOINTS, SPECIAL MANIPULATORS 

Only prismatic and revolute joints will be considered. Other lower-pair joints may be 
modelled by a combination of these two joint types. 
The eigenproblem-method can be extended to prismatic joints using the same arguments 
as can be found in (Raghaven, Roth 1990) for the polynomial method. The reason are the 
substantially common basic equations (16-21~. 
Replacing in a general 6R manipulator the it revolute (R) joint by a prismatic (P) joint 
does not change the dimension of the corresponding generalized eigenproblem, since the 
cosO; and sinO; are simply replaced by d; and d;2. On the other hand, if there are more 
than one prismatic joint, the dimension n of the generalized eigenproblem reduces to 
n=8, 4 or even 2. In this context the following properties are noteworthy 

f) z doesn't contain any d;. 
g) p, pTZ und pxz contain d;, but neither dj2 nor djdk • 

h) pTp and px(pxZ)+p(pTZ) contain dj, dj2 and djdk , but neither dj2dk nor d;2d;. 
Therefore the equation system (30) consists of less unknown terms than in case of a 
general 6R manipulator. As a consequence, less equations are needed to eliminate 
unknowns and derive a generalized eigenproblem. Appendix C shows the application of 
these ideas to a RPRRPR-manipulator. 
Manipulators with special geometry can also be reduced to a variant of equations (31) 
with less unknown terms, and thus to an eigenproblem with a dimension smaller than 16. 

5. EXAMPLE: GENERAL 6R-MANIPULATOR 

The following computations have been done with 15-digit arithmetic. 
Given a general 6R manipulator, its Denavit-Hartenberg-parameters and the joint 
variables 01'02,03,04,05,06 oftable 1 (Rag haven, Roth 90): 

I link I aj I (Xi [deg] I d; I (Jj [deg] I l .... s-o-lu-ti-on-k-=-1-5---.I-so-l-ut-io-n-k-=-1-6---. 

1 0.8 20 0.9 14 O(k) 13.1097107766116 14.0000000000008 
2 1.2 31 3.7 29.7 O~k) 50.9925511934656 29. 7()()()()()()()( 1 
3 0.33 45 1.0 -45 O~k) -72.0441108063809 -45.000000000001 5 
4 1.8 81 0.5 71 O(k) 72.0649090215457 70.9999999999993 
5 0.6 12 2.1 -63 (J~k) -7.19625925238062 -62.9999999999977 
6 2.2 100 0.63 10 O~k) -37.8522931900531 10.00000000000 18 

1 Error! 1.83047*10.13 1 1.63307*10.13 1 

Table 1 Table 2 

Solving the forward kinematics we obtain position and orientation of the endeffector: 

[
0.35493747530797 0.461639573991742 ---{).812962663562557 6.82151837150213] 

_ 0.876709605247149 0.137616185817978 0.460914366741046 1.4614670400283 
Ahaoe 0.324653132880913 -0.876327957516839 ---{).355878707125017 5.36950521368663 

o 0 0 1 
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Using the eigenproblem-method (standard eigenproblem variant) to solve again the 
inverse kinematics yields for {Op O2 , 03 , 04 , Os, 06} the only two real solutions oftable 2. 
The error of the solution has been determined by solving the forward kinematics for each 
inverse kinematics solution. Then the matrix-2-norm has been applied to the difference 
of the exact and the approximated value for Ahand (Golub, Van Loan p. 58). 

6. CONCLUSIONS AND FUTURE WORK 

This paper presented a new method to solve the inverse kinematics of nonredundant ma­
nipulators with prismatic and revolute joints and related single-loop mechanisms. The 
key idea is to reduce the inverse kinematics problem to a generalized eigenproblem 
G'P+A H·p=O where G,HelRnxIl , peC", AeC, ne{2,4,8,16}. The eigenproblem-method 
combines the advantages to determine all the configurations and to deliver numerically 
accurate results. It has been shown, by using simple orthogonal-matrix-relations, that the 
necessary basic equations may be derived without using formula-manipulation-pro­
grams. 
Future work will be done on the optimization and on the automatization of the eigen­
problem-method with a partial implementation on a parallel processor system. 
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ApPENDIX A: THE BASIC EQUATIONS IN ORTHOGONAL-MATRIX-FORM 

With substitutions (42), the definitions (2), and the application of the orthogonal-matrix-

81 :=Cx,7·Cz,1 ::Cz,I' 81:=Cx,l_l·Cz,1 for i=2 .. 7 (42) 

relations (22-24) to the basic equations (16-21), the following equations in orthogonal 
matrix form are obtained 

tjtJ 

+2t;S4t4 
+2t;S4SStS 

+ 

CZ,J {tJ x(tJ xS4SSS,eJ )+tJ (t;S4SSS,eJ )}+ 
2CZ,J{tJxS4(t4xSSS,eJ)+ tJ (tJSsS,eJ)}+ 
2Cz,J{tJ xS4SS(ts xS,eJ )+tJ (trS,eJ )}+ 

Cz,JS4 {t4 X(t4 xSsS,eJ)+ t4 (trSsS,eJ)}+ 
2Cz,JS4 {t 4 xS S(t s xS,eJ)+ t4 (trS,eJ )}+ 

C~,z {tz x(tz xsIs;sj eJ )+tz (tISIs;sjeJ )}+ 
2C;,z {tzxSJ (t 1 xS;SjeJ)+tz (t;S;SjeJ)}+ 
2C;,z {tlxsis; (t,xSjeJ)+tz (tjSjeJ)}+ 
2C~,z {tzxsIs;sj (t,xeJ)+tz (tJeJ)}+ 

C;,zSi {tl X(tl xs;sj eJ)+ tl (t;S;SjeJ)}+ 
2c~,zsI{tlXS;(t7xSjeJ)+ tl (tjSjeJ)}+ 
2c;,zsI {tl xs;sj (t,xeJ)+ tl (trel )}+ 

C;,zSis; {t,x(t,xSjeJ)+ t,(tjSJe3 )}+ 
2C~,zsIs;{t7xSj(t,xeJ)+ t, (tJeJ)}+ 
C~,zsIs;sj {t, x(t,xeJ)+ t, (treJ)} 

={px(pxZ)+p{pT .Z)}IB 
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The regular structure of the equations pTp, px(pxZ)+p-(pT·Z) should be noted, espe­
cially the t.-terms. E.g. the structure is the same you get by expanding (a+b+c)2: 

(a+b+ci=(a2+2ab+2ac)+(b2+2bc)+(c2) 

ApPENDIX B: PROOF OF PROPOSITIONS a) - e) 

The easiest way to prove the propositions a) through e) is to use the basic equations in 
orthogonal-matrix-form (see Appendix A). 
Proof a): S7 and t7 appear only on the right hand side. 
Proof b): 86 always appears as S,·e3 • But using the substitutions (42), this can be 

reduced to S,·e3 =C",s·C Z"·e3 =C,,,S·e3 , which proves the independance of 86. 
Proof c): In none of the equations pTZ and pTp the orthogonal matrix Cz 3 can be 

found. Thus the equations are independant of 83. In the equations Z3' P3' 
(PXZ)3' {px(pxz)+p.(pT .z)} the variable 83 always appears as e~ ·Cz 3. But 
it can easIly be shown that eqiIation e~ ·Cz,3 =e~ always holds. ' 

Proof d): Each orthogonal matrix S. and Cz 3 appears at most once in each multiple 
matrixproduct. ' 

Proof e): This property is a direct consequence of (26). 

ApPENDIX C: RPRRPR-MANIPULATOR 

This section shows how the inverse kinematics of a general RPRRRPR-manipulator can 
be reduced to a generalized eigenproblem with dimension 8. It is known that this 
manipulator has at most 8 solutions to the inverse kinematic problem. 
Only the equations (16,17,19,20), i.e. z, p, pTZ, pxz, are used. The kinematical chain 
will be cut as before at the joints 3 and 6. The analogous system of equations of (30) can 
be obtained as 

U· S·(l+x~) = V.[ X3~pJ (43) 

;=[X3s4ds, X3c4ds' x3ds' S4dS' c4ds, dsr, P=[S4' c4 , X~d2' x~, xld2, Xl' d2,lr 
Using 6 equations out of the 14 in (43), the unknown vector ~·(l+x~) may be stated as 

[ A] [U ] [V ] U e 1R 8X6 U e 1R6)(6 ~.(l+x~)=U;lv,· X3~P with U=U: ,V=V: V:eIR 8xs,'V:eR 6)(8 (44) 

and then eliminated out of the remaining 8 equations. One more reformulation yields 

~(USU;l).lV,_lVS~· P + X3~(USU;1)."V,_"Vs) :p = 0 G,HelRsxs; peCS; x3eC (45) 

=:G =;8 
where V,=["V"lV,], V.=["V.,tV.] "V"lV,eIR 6)(8, "V.,lV.eIRS)(S 

With G:=G, H:=H, p:=p this is already the generalized eigenproblem with dimension 8 
for the RPRRRPR-manipulator. 

(46) 

In this case the steps analogous to (35,36) are unnecessary. 
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Abstract. The tangent-half-angle substitution is commonly used to convert "goniometric" 
equations in the sine and cosine of a certain variable £) into polynomial equations in a new variable 
x = tan(£)/2). This facilitates the solution of goniometric equations and systems of equations. 
Elementary problems concerning the special case tan(±7t/2) and the introduction of trivial extrane­
ous roots into systems of equations are well known and can be handled. The article shows that 
nontrivial extraneous roots may be generated when a tangent-half-angle substitution for some vari­
able is used to derive a characteristic equation for another vari able from a goniometric system of 
equations. An effective method is presented to decide before the symbolic solution of a system 
whether a tangent-half-angle substitution produces such extraneous rootS. The results can also be 
used to detect relevant simple subclasses of manipulators in a given superclass when no general 
symbolic solution for the superclass is explicitly known. 
As an application, it is proven that the Raghavan-Roth algorithm for the symbolic solution of the 
inverse kinematics problem never generates these nontrivial extraneous roots. 

1 Introduction 
The solution of equations and systems of equations containing trigonometric functions in one or 
several variables is more difficult than the solution of ordinary polynomial equation(system)s. 
Therefore, methods for converting such equations into polynomial equations are desirable. This 
article investigates problems of a special conversion method for a special class of goniometric func­
tions, the so-called sine-cosine polynomials or short SC-polynomials. An SC-polynomial g«()) in 
some variable £) is a function of the type 

g( ()) E I m, 0 gl'j' , si d where sand c stand for sine ()) and cos( ()) and mEN. 
l+J= 

(1) 

The coefficients gij can be arbitrary functions in other variables; in particular, they can be SC-poly­
nomials in other variables. 

The most familiar conversion method for SC-polynomials is the so-called tangent-half-angle substi­
tution. It is based on the elementary trigonometric identities 

sin(£) = 2 tan(8h) and cos(£) = 1 - tan2(8h) for £) '# k 7t, kE Z . 
1 + tan2(8h) I + tan2(8h) 

(2) 

By application of (2), every SC-polynomial g( £) can be converted into a rational polynomial ~(x) in 
a new variable x = tan(8h). When ~(x) is collected over the common denominator, common factors 

1. Angeles et at. (eds.). Computational Kinematics. 27-39. 
© 1993 Kluwer Academic Publishers. 
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are cancelled and the maximal factor (1 + x2)k in the denominator is eliminated, one obtains an or­
dinary polynomial g(x) in x. g(x) is called the TSjorm (UTS" stands for tangent-half-angle substitu­
tion) of g«(/) concerning O. To find the roots (ji) of an SC-polynomial g«(/) it is sufficient to deter­
mine the roots X<l) of the corresponding TS-form g(x) because (jl) = 2 arctan(X<i» for (ji) *' ±1tf2. 

The conversion into the TS-form poses two well known, elementary problems. One results from 
the fact that tan(812) is undefined for 0 = ±n. This causes problems in reconstructing the roots 
0= ±1t from g(x). Moreover, it can become difficult to reconstruct other roots, occuring in conjunc­
tion with the root 0 = ±n; see (Lipkin & Duffy, 1985) for a detailed discussion of this problem. In 
(Kovacs, 1991), the homogeneous tangent-half-angle susbstitution was introduced which solves 
these problems in an elegant, unified way but complicates subsequent calculations with the con­
verted equations. 

The actual reason for a conversion to TS-form is not so much the solution of single SC-polynomi­
als but the symbolic solution of systems of equations of SC-polynomials (USC-equations"). The 
second problem is related to this type of systems. The major step in a symbolic solution is to find a 
so-called (univariate) characteristic equation for a variable 0, i. e. to eliminate all other variables 
from the system until an equation is obtained that contains only the desired variable O. To find a 
characteristic equation for 0, it may be helpful to bring SC-equations into TS-form with respect to 
O. It is obvious that the elimination of the denominator (1 + x2)k during the conversion may prevent 
the cancellation of factors (l + x2) in later steps of the elimination process. Therefore, extraneous 
roots x = ±l with l = ;J-i, may appear in the final characteristic equation for x. This phenomenon, 
well known in kinematics, is discussed for example by Raghavan and Roth (1991). Obviously, ex­
traneous factors (1 + x2) can be detected and eliminated easily from characteristic equations. 
This article investigates another problem of the tangent-half-angle substitution which is closely re­
lated to the last one. We show that extraneous roots "generated" by a conversion to TS-form with 
respect to 0i can induce extraneous roots also in the characteristic equations ft OJ) = 0 for variables 
OJ with i *' j. Note that the extraneous roots are generated in ft OJ) although their "generator", the 
variable Xi, is eliminated during the solution of the system of equations and does not appear in 
ft0j). In contrast to the second problem mentioned above, this kind of extraneous roots cannot be 
detected and eliminated easily anymore. Simultaneous conversions into TS-form for variables 
Oi, OJ, ... can generate a set of different extraneous roots in the characteristic equation for Ok. 

The results presented in this article are the following: 
An effective method is developed to decide "in advance", before a symbolic solution of the 
system is known, whether a conversion into TS-form with respect to some variable generates 
extraneous roots in a given system of SC-equations eSC-system"). 
The method can serve as an indicator for certain relevant simplifications during the solution of 
SC-systems. They can be detected easily before the system is solved. The simplifications are 
independent from the conversion into TS-form - they apply to unconverted systems. 

The technique permits to identify "in advance" subclasses of a manipulator class that possess 
simpler solutions than the general class. Manipulators with simple solutions are relevant for 
industrial applications. 

2 Extraneous roots and extraneous factors 
From now on the problem is discussed from a kinematical viewpoint; see (Paul, 1981) for a com­
prehensive introduction to kinematics. SC-polynomials playa major role in this field. In the sequel 
we distinguish in particular between revolute variables 0 and prismatic variables d. If a variable is 
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revolute, all equations in the system of kinematics equations are SC-equations with respect to e. 
For a prismatic variable d, all equations are ordinary polynomial equations with respect to d. 

In kinematics, we are not so much interested in isolated extraneous roots that occur only at certain 
effector poses. Their occurence after a conversion to TS-form is a normal, unavoidable phenome­
non that does not affect the solution of kinematical systems of equations; see (Kovacs, 1993). 
Much more important are extraneous factors. A (global) extraneous Jactor in a characteristic equa­
tionj(q) = 0 for some variable q, which may be revolute'or prismatic, is a factor p(q) ofj(q) such 
that all solutions of p(q) = 0 are extraneous roots. Note that extraneous factors yield extraneous 
roots for any given effector pose, reachable or not. The distinction between extraneous roots and 
factors is apparently meaningless if all parameters in the system of kinematics equations are set to 
numerical values. The method presented here detects both: isolated extraneous roots and extraneous 
factors caused by a conversion into TS-form. 

2.1 An example 
To examine the problem in detail, a kinematical example is investigated. Let 

(e1, 0, 0, 0) (0, d2, 0, 7th) (e3, d3, a3, a3) (e4, d4,~, 0) (es, 0, as, as) (e6, 0, 0, 0) (3) 

be the Denavit-Hartenberg specification (see (Paul, 1981» of a manipulator class with constant d3 
and e4, i. e. the third and fourth joint variable are e3 and d4. As usual, sine ei), cos( ei), sine aj) 
and cos(aj) are abbreviated by Si, Ci, I1j and Aj respectively. The pose parameters, i. e. the elements 
of the homogeneous 4 x 4 effector matrix T specifying the effector position, are denoted by tij. Let 

X = (,1,3 d3 + d4), Y = (q a3 + ~ + d3 113 S4), Z = (q d3 J13 - a3 S4). (4) 

The following equations can be derived from the system of kinematics equations of (3) 

0= t}4 + t13 (J1s (CS Z - sS y) - AS X) + s6 (q 1 (AS (SS Y - cs Z) -I1S X) + 
t12 (as +CS Y + ss 2») + C6 (t}2 (AS (SS Y - cs 2) -I1S X) - t11 (as + cS Y + ss 2») (5) 

0= t24 + f23 (J1s (CS Z - SS Y) - AS X) + S6 (t21 (AS (SS Y - cs Z) -/.1-5 X) + 
f22 (as + cS Y + ss 2») + C6 (t22 (AS (SS Y - C5 2) -I1S X) - t21 (as + cS Y + ss 2») (6) 

0= (,1,3 I1S + AS 113 (CS C4 - ss S4» (S6 f31 + c6 t32) + 113 (C4 s5 + cs S4) (C6 t31 - s6 f3V + 
(,1,3 AS + 113 I1S (-C5 C4 + ss S4» f33 (7) 

Equations (S) and (6) are the first and second "positional equation" ("element-equation (1,4) and 
(2,4)") of the homogeneous 4 x 4 kinematic matrix equation 

Al * A2 = T * A6- 1 * As-1 * A4- 1 * A3- 1 (8) 

where the Ai are the familiar arm matrices; see (Paul, 1981). (7) is element-equation (3,3) of (8). 
Equations (5), (6) and (7) constitute a system of three equations in three variables d4, eS and e6. 
For a first, detailed inspection of the problem, we simplify the manipulator class drastically and set 
d3 = a3 = a) = e4 = a4 = 0, as = 1 and as = atan2(3, 4), i. e. I1S = 3/S and AS = 4/5. In this case, 
eS vanishes from (5) and (6), yielding a simple system of two equations in two unknowns d4 and 
(J6. To avoid any distraction and to simplify considerations further, all pose parameters are set to 
(arbitrary) numerical values 

[
-100-5] o 1 0 2 

TO = 0 0 -1 3 

o 0 0 1 

(9) 

As a notational simplification we omit the indices of the variables. This transforms (5) and (6) into 
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{
3/SSd+C-S = O} 
S - 3/S cd + 2 = 0 

(10) 

(11) 

Obviously, no direct simplification of this system is possible. Solution of (10) for d and subsequent 
substitution into (1) gives 

-5c + c2 + 2s + s2 = 0 for s -:/:. O. (12) 

The last equation can be simplified and yields a characteristic equation of degree 2 after conversion 
to TS-form. 

Next, we investigate the solution in the case of a tangent-half-angle substitution. The substitution 
according to (2) yields for (0) and (1): 

-4 + 6/sdx - 6x2 = 0 (13) 
1 + x2 . 

2 - 3/Sd + 2x + (2+3/Sd)x2 
1 + x2 = 0 (14) 

No simplification is possible in neither of the equations. An extraneous root is generated when the 
denominators 0 +x2) are cleared. Solution of the numerator of (3) for d and substitution into ( 14) 
yields for x-:/:.O 

-2+2x+x2+2 x3+3x4 == (1+x2) (-2+2x+3x2)=0. (15) 

OS) contains an extraneous factor and the equation also reveals its origin: it is cancelled, if the 
denominator 0 +x2) of (14) is not eliminated. This side-effect of a coversion to TS-form is well 
known and it is easy to determine the correct characteristic equation in such a case: We only have to 
investigate ifl x = ±l is a solution of the characteristic equation and if so, divide the equation by the 
maximum power of (1 +x2). According to (2), x = ±l corresponds to a solution () at complex 
infinity. 

A more difficult problem arises if a characteristic equation for another variable is derived after con­
version to TS-form. Let lfbe the system of equations consisting of the numerators of (13) and 
(14). If lfis solved for d instead of () we get 

. -17500 - 6075d2 + 81£i4 == (9d2 - 700) * (9d2 + 25) = O. (16) 

The factor (9d2 - 700) yields the correct solutions, corresponding to the two proper solutions of 
(10) and (II). The solutions d = ±Sf31 of (9d2 + 25) = 0 are generated by the "original" extraneous 
roots x = ±l of'jf This becomes obvious by setting d = ±S/31 in lfbecause the only solutions of 
the resulting two systems in one variable are x = ±l. We say that x (or more precisely: the extrane­
ous factor 0 + x2) in (15» is the generator and (9d2 + 25) in (16) is its conjugate extraneous fac­
tor. Note that the origin of the two solutions d = ±5/31 and the fact that they are extraneous cannot 
be derived from the characteristic equation (16) alone. The conjugate extraneous factor (9d2 + 25) 
in (6) does not appear in a particular, clearly recognizable form like its generator (1 + x2) in equa­
tion (15). In general, generators are always of the form (1 + x2) but the form of their conjugate 
extraneous factors is not unique. The latter is determined by the particular system of equations. 
Thus, generators can be identified directly but not their conjugate extraneous factors. To detect 
conjugate extraneous roots in the general case, one has to inspect all solution sets (in kinematics: all 
joint configurations) of the system of equations. 

1 As mentioned before, 1 stands for ~ E C. 
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All observed phenomena can obviously occur as well if the system contains no prismatic but only 
revolute variables. 
It is evident that the symbolic solution of systems of equations usually becomes far more difficult in 
the presence of extraneous factors since intermediate and resulting equations are more complicated 
and of larger degree than the correct ones. Moreover, it is more difficult to solve the resulting char­
acteristic equations if conjugate extraneous factors are not detected and eliminated because they are 
of larger degree. This is particularily important for time critical applications like in robot control 
units. 

The above problems can even increase. If complicated systems of multivariate SC-equations are to 
be solved it may be helpful to carry out simultaneous conversions to TS-form with respect to sev­
eral variables, i. e. the converted system may contain different new variables Xi = tan( 8il2). 
According to the preceding considerations, a characteristic equation for some variable qj may now 
contain different extraneous factors which are difficult to identify. Each of these factors corre­
sponds to a solution Xi = ±z for some Xi. The identification and elimination of these extraneous 
factors can require considerable effort, especially in the case of large systems with several formal, 
i. e. nonnumerical, parameters. Section 4 gives an example of such a combination of extraneous 
factors. 

Consequently, it is desirable to decide in advance, before a system is solved symbolically, if a con­
version to TS-form introduces extraneous roots. Before an effective method for the early detection 
of extraneous roots is developed we briefly investigate some attempts to circumvent the problem. 
First, it may seem that the homogeneous tangent substitution mentioned above can prevent the 
generation of extraneous roots but is proven in (Kovacs, 1991) that this is never the case. 
Theoretically, the concept of ideal-quotients can be used to eliminate extraneous factors from an 
ideal but unfortunately this does not provide a practical method of solving the problem. 

2.2 Real extraneous roots 
Equation (16) seems to indicate that conjugate extraneous roots must 1;>e complex. This is not true. 
The system of equations ~ 

{
lO s2 s 1 - 4 C} d + 7 = 0 } 

4Sld+5cr-l=O 

S2 2 - 5/2 S2 CI - Sl d = 0 
(17) 

is a counter example. When it is converted to TS-form with respect to 01, extraneous roots are gen­
erated. The resulting univariate characteristic equation for S2 is 

(2 S2 - 1)2 * (-294 + 49 S2 + 674 S22 - 100 S23 - 196 S24 + 16 S25 + 16 S26) = 0 (18) 

and S2 = 112 is the extraneous root conjugated to XI. Thus, extraneous roots in characteristic equa­
tions can even be real. 

2.3 Euler substitution 
Actually, the problem is not specifically related to the tangent-half-angle substitution. It occurs 
whenever a conversion of a system of equations into polynomial form requires the elimination of 
non-trivial common denominators. As an example, the Euler substitution is investigated which is 
based on the familiar identities 

I - v 2 
sinCe) = 1* ~ 

y2 + 1 
cos(O) =2y-- withy=eW (19) 
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Conversion of (10) and (11) and subsequent elimination of common denominators yields 

{ 5 l - 3 d + 20 Y - 5 l y2 - 3 d y2 = 0 }. (20) 

5 + 3 l d - 50 y + 5 y2 - 3 l d y2 = 0 

The resulting univariate characteristic equation for y is 

(21 - 20 l)y + (-10 + 4 l )y2 + 29 y 3 = 0 (21) 

and obviously, y = 0 is an extraneous root. The univariate characteristic equation for d is 

-3500 l -2100 d - 45 l d2 + 27 d3 == (9~ - 7(0) * (3 d - 50 = 0 (22) 

and d = 513l is the corresponding extraneous root. Thus, a similar effect as in the case of the 
conversion to TS-form is encountered. However, the Euler substitution is apparently better suited 
for practical purposes: The elementary "original" extraneous factor (y) is linear instead of the 
quadratic factor (1 + x2) and is of simpler form! Moreover, the conjugate extraneous roots in other 
characteristic equations are also linear as demonstrated by (22). (Kovacs, 1993) contains details 
about Euler substitutions. 

3 Control systems 
In this section a method is developed to decide whether a conversion to TS-form generates extrane­
ous roots in a given system of SC-equations. 

3.1 Definition and basic properties 
Let :£be a system of SC-equations in variables e, ql, q2, ... of the type 

m .. 
L . . 0 gl'j"(Ql, Q2, ... ) Sl d = 0, mEN 

l+J= 
(23) 

with coefficients giiQI. Q2, ... ) that are functions in the remaining variables Ql, Q2, " .. The task is 
to determine if a conversion to TS-form with respect to e produces a factor (1 + x2) in the resulting 
characteristic equation for x. Such a factor appears if and only if the two values x = ±l lead to 
correct solutions of the system for all values of the formal parameters contained in the system. That 
means: For x = ±l and for any set of real or complex values for the formal parameters there exists a 
set of values for the remaining variables Ql, Q2, ... such that the resulting converted system of equa­
tions is satisfied. In the case of kinematic systems of equations, x = ±l must lead to correct solu­
tions for arbitrary real or complex values of the pose parameters tij and of the formal (nonnumeric) 
Denavit-Hartenberg parameters (short: DH-parameters). 
Before continuing we introduce a normalization for SC-polynomials that was already proposed by 
Lipkin and Duffy (1985). This normalization proves to be crucial for the subsequent investigation. 
If all occurences of s2 in an SC-polynomial g( e) of type (1) or (23) respectively are replaced by 
(1 - c2), one obtains an equivalent SC-polynomial h(B) where s appears only linearly 

'" n . '" n-l . h(B) == ~ j=O hoj cJ + s * ~ j=ohlj cJ with n E N, n ~ m (24) 

and with corresponding coefficients hij and hOn "* 0 or hl,n-l "* O. (24) is called the c-s-normalform 
of g( B). All SC-polynomials are considered to be in c-s-normalform from now on. 

The conversion of (24) to TS-form yields 1 

1 Indices are separated by comma when necessary. 
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(25) 

To investigate if the system produces the factor (1 + x2) we must set x first to 1 and subsequently to 
-1 and inspect the resulting two systems. Each of both substitutions eliminates all but the leading 
two summands (withj = n) on the left-hand side of (25), yielding 

hon (l - (2)n + hl,n-l (±21) (l - (2)n-l = O. (26) 

Thus, after dividing the resulting equations by the common factor 2n one obtains 

hon + 1 h l,n-l = 0 for x = 1 

hon-lhl,n-l=O forx=-l 

(27) 

(28) 

Note that the two coefficients are usually functions hi/ql, q2, ... ) containing the remaining vari­
ables. Obviously, the two equations are considerably simpler than the original equation (25). The 
prior conversion to c-s-normalform has contributed significantly to this simplification. The two 
equations (27) and (28) are called the positive and negative control equation of (25) with respect to 
O. The set of positive control equations of all equations of 'If constitutes the positive control system 
with respect to O. In the analogous way, the negative control system is formed. A solution of a con­
trol system is a set of values for the "remaining" variables q I, q2, ... such that the control system is 
satisfied. If a control system of a system of kinematics equations is solvable for all real and 
complex effector poses we say that it is globally solvable. The solutions of the control system must 
of course be the conjugate extraneous roots with respect to x; section 3.2 gives an example. 

If both control systems of a system of (kinematics) equations with respect to a variable 0 are 
globally solvable, x = ±l must be a solution of the converted system for all effector poses. 
Therefore, the characteristic equation for x must contain an extraneous factor (l + x2) and the char­
acteristic equations for the other variables contain conjugate extraneous roots. 

If one of the control systems is not globally solvable, then x cannot generate an extraneous factor. 
However, if a conversion of 'If to TS-form was done also for some other variable 0i -:f. 0, the uni­
variate characteristic equation for x may contain conjugate extraneous factors which are generated 
by the conversion with respect to 0i. 
Nonglobal solutions of a control system identify effector poses where the total number of real and 
complex jOint configurations decreases. Every neighbourhood of such an effector pose contains 
correct solutions ° that are arbitrarily close to complex infinity (without proof). 

If all equations in the original system have real coefficients the (global) solvability of one of the two 
control systems always implies the solvability of the other; a proof of this statement is contained in 
(Kovacs, 1993). Systems of kinematics equations always have real coefficients and thus it is suffi­
cient to check only the positive control system. 

3.2 The general case of the initial example 
As an example, the general, unspecialized system of equations (5), (6) and (7) is investigated. Its 
positive control system with respect to 06 is 

(Ull + tI2) (las - 115 X + cS (lY - ASZ) +ss (AS Y + lZ) =0 (29) 

(U21 + t22) (1 as - 115 X + cS (1 Y - AS Z) + ss (AS Y + 1 Z) = 0 (30) 

(1 t31 + G2) (A3I1S + 113 (CS (AS C4 - 1 S4) - SS (1 C4 + AS S4))) = 0 (31) 

This system is globally solvable: The second factor of (31) determines Os and for any value of OS, 
the right factor in (30) vanishes by appropriate choice of d4 in X. The right factor in (29) is identical 
to the corresponding factor in (30) and vanishes simultaneously. Consequently, a conversion to 
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TS-form generates an extraneous factor (1 + X62) in the system. If the parameters are set to the val­
ues of the example in section 2.1, (29) or (30) yield exactly the conjugate extraneous roots of (16). 

3.3 Extraneous roots under equivalent transformations 
It is an important fact that the generation of extraneous roots can be prevented in some cases by a 
preceding equivalent transformation of the system. This is demonstrated by the trivial example 

tu d c2 + tu s + 122 = 0 (32) 

t:33 d c2 + f22 c + d = 0 (33) 

The system «32) and (33) leads to a globally solvable control system {tIl d = 0, t33 d = 0). If 
this system is converted to TS-form, the resulting characteristic equations contain an extraneous 
factor. The generation of extraneous roots can be prevented as follows. Prior to the conversion to 
TS-form the algebraic combination f33 * (32) - tIl * (33) of the original equations yields 

f33 t11 s - t11 t22 c + f33 t22 - t11 d= O. (34) 

One of the two original equations, e. g. (32), may be replaced by (34) without changing the solu­
tion set of the system. If the conversion to TS-form is done after this transformation the control sys­
tem is not globally solvable since the control equation corresponding to (34) is t33 t11 l- t11 122 = O! 
The reverse transformation of «33) and (34» into «32) and (33» demonstrates that equivalent 
transformations of the original system can introduce additional extraneous roots into the converted 
system! It is obvious that a conversion to c-s-normalform never has this effect. 

4 Essential pythagorean simplifications 
After having investigated methods to identify extraneous roots we inspect the unconverted system 
in case that a conversion generates extraneous roots. First, single equations are investigated. A tan­
gent-half-angle substitution of (12) yields 

-5c + 2s + c2 + s2 
.i.i (35) 

-5 + 4 x + 5 x2 

1 + x2 
+ 

When (35) is collected over the common denominator (1 + x2)2 (i. e. without cancellation in the 
second term!), the extraneous factor appears in the numerator. The resulting numerator equals (15) 
multiplied by 2. (35) indicates that the occurence of an extraneous factor (1 + x2) in the numerator 
(TS-form!) corresponds to the applicability of the pythagorean formula s2 + c2 = 1 in the original 
SC-polynomial. We investigate the general case. Let 

g( 0) == (s2 + c2) J( bl (0) + bz( 0) , J( E N (36) 

with some SC-polynomials bl(O) and bz(O) in c-s-normalform. Apparently, gee) is not in c-s-oor­
malform. The equivalent transformation of g into bl + bz is called a pythagorean simplification. We 
speak of an essential pythagorean simplification if deg(bl) + 4 J( > deg(b2), where the degree 
deg(g) of an SC-polynomial g( e) is defined as the total number of roots of g( 0) counted with mul­
tiplicityl. Essential pythagorean simplifications are exactly those that eliminate all m+ 1 leading co-

With some practically irrelevant exceptions, deg(g) equals the ordinary polynomial degree of the TS-form 
of g with respect to x. For h(8) of (24) it can be shown that deg(g) = 2n. 
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efficients gij in (1). i. e. the coefficients with i + j = m. If such a simplification is possible for cer­
tain parameter values only the degree of the equation apparently decreases for these values. 
Let iiI and 52 be the TS-forms of bi and b2. A tangent-half-angle substitution for the right side of 
(35) yields 

with v. Jl E N (37) 

Since bi and h2 are in c-s-normalform. (25) shows that iiI and fi2 cannot contain a factor (1 + x2). 
When (37) is collected over its common denominator without cancellation of common factors the 
numerator contains a factor (1 + x2) if and only if (2 v =) deg(bI) + 4 I( > deg(b2) (= 2Jl). 
Consequently. an extraneous factor (1 + x2) appears in the numerator of (37) if and only if the 
original SC-polynomial g«(}) permits an essential pythagorean simplification. The extraneous factor 
can obviously be cancelled in (37). i. e. it does not appear in the TS-form of g( (J). 

This has an important practical consequence for the solution of SC-systems: the appearance of the 
extraneous factor (1 + x2) in a characteristic equation indicates an essential pythagorean simplifica­
tion at some time during the solution process of the unconverted system. Thus. any symbolic solu­
tion of the system must contain one characteristic equation whose degree decreases 1. For manipu­
lators. all prior results show that there is at most one equation of degree greater two in a symbolic 
solution. Consequently. the degree of this "complicated" equation must drop due to an essential 
pythagorean simplification. Usually. the univariate characteristic equation is affected. 

Note that it is impossible to obtain this information with methods that yield (symbolic) solutions 
only in case that all formal parameters are set to numerical values. 
The above observation is helpful for practical mass examinations of manipulator classes. Assume 
that a manipulator class Mis investigated and no general symbolic solution for the class is known 
but some system of equations is found from which characteristic equations can be derived. The 
concept of control systems permits the identification of subclasses of M for which the degree of the 
"complicated" characteristic equation decreases. These are the simple subclasses. i. e. the industri­
ally relevant manipulators among the given class. The information is obtained without having to cal­
culate the general symbolic solution of the - perhaps very difficult - system of equations. It is suf­
ficient to determine the values of the DH-parameters for which the control system with respect to 
some variable () is globally solvable. 
As an example we investigate the system «29). (30). (31)) again. As seen before. there must be an 
essential pythagorean simplification due to the extraneous factor generated by X6. Now. simplifica­
tions due to (}5 or x5 respectively are investigated. The positive control system with respect to (}5 is 

(t Y - Z) (tIl (A5 S6 + t C6) + tI2 (AS C6 - t S6) - JlS t13) = 0 (38) 

(t Y - Z) (t21 (AS S6 + t C6) + f22 (AS C6 - t s6) - JlS f23) = 0 

Jl3 (q + -t S4) (AS (s6 t31 + C6 f32) + t (C6 f31 - S6 f32) - JlS f33) = 0 

(39) 

(40) 

First we note that the variable d4 is not contained in the control system. The system is globally 
solvable only if (t Y - Z) = 0 because the factors of (38) and (39) containing pose parameters cannot 
vanish identically for arbitrary T. On the other hand. if (t Y - Z) = 0 then there is always some (}6 
satisfying (40) and thus the system is globally solvable. For real DH-parameters. (t Y - Z) = 0 is 
equivalent to Y = Z = O. Except from trivial solutions. the last condition is satisfied if and only if 

A symbolic solution always consist of a sequence of characteristic equations such that the j-th equation 
determines the solutions of some variable qij. 
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a3 = -C4ll.4 and a4 = -d3 /13 / s4· Consequently, an essential pythagorean simplification must be 
possible during the derivation of the resulting characteristic equations. Thus we have identified a 
simple(r) subclass of the original class having a smaller number of configurations. 
Actually, the global solvability of the control system «38), (39), (40» for Y = Z = 0 just reflects 
the fact that the variable 05 vanishes from (5) and (6) in this case. The resulting system of two 
equations can be solved easily. 

The control system «29), (30), (31» with respect to 06 was globally solvable without restrictions. 
Thus, Y = Z = 0 is an example of a case where two essential pythagorean simplifications combine, 
i. e. a simultaneous conversion to TS-form with respect to 05 and 0(} generates two extraneous fac­
tors, one by 05 and the other by O(}. 
Obviously, a drop in the number of solutions of a system of SC-equations must not necessarily be 
caused by an essential pythagorean simplification. It can occur as well in the way it does in ordinary 
polynomial systems. These "ordinary" cases can be investigated with the aid of the familiar homo­
genization of the system. Information about a drop in the number of solutions is obtained by setting 
the homogeneous extension to zero. It must also be mentioned that control systems do not indicate 
all pythagorean simplifications. The corresponding statement only holds for control equations, but 
not for systems. A detailed analysis of the remaining cases is contained in (Kovacs, 1993). 

5 Application to the Raghavan-Roth algorithm 
As a relevant example the universal algorithm for the solution of the inverse kinematics problem by 
Raghavan and Roth (1991) (short: RR-algorithm) is investigated. In the following, we use the nota­
tion of Raghavan and Roth and refer to the formulae in their paper by preceding formula-numbers 
with "RR", e. g. (RR-17). The RR-algorithm reduces the solution of the inverse kinematics prob­
lem to the solution of a system of 6 quadratic equations in three variables 0:3, 04 and 05. This sys­
tem is solved via a conversion to TS-form for all three variables and a subsequent dialytic elimina­
tion of X4 and xs. Raghavan and Roth prove that a conversion with respect to 0:3 always generates 
an extraneous factor (1 + X3 2)4 in the characteristic equation for X3. For this reason they do not 
eliminate denominators (1+ X32) in all six equations but leave two equations in rational form, i. e. 
in the form l(X3) = 0 of section 1. They prove that the extraneous factor (1 + X32)4 is cancelled in 
this way during the dyalitic elimination. 

In the light of the preceding sections it is natural to ask whether the conversion with respect to 04 
(or 05) generates nontrivial conjugate extraneous factors in the characteristic equation for X3. Since 
the RR-algorithm produces at most a 16-th degree polynomial in x3 it is obvious that conjugate 
extraneous factors cannot appear in the case of manipulators with 16-tl} degree characteristic equa­
tions. Thus, the question is whether special manipulator geometries with lower degree characteristic 
equations exist where the algorithm produces nontrivial extraneous factors. 

The nai"ve approach to this problem would try to proceed as follows: Calculate the symbolic solu­
tion forthe completely general case where all DH- and pose parameters are formal (unspecialized) 
parameters, inspect the characteristic equations for X4 and xs (after having determined X3) and try to 
determine DH-parameters such that one of these equations contains solutions Xj = ±l for all effector 
poses. The last step is difficult enough, but the nai"ve approach already fails because of the first 
step. It is virtually impossible to explicitly obtain the characteristic equations for completely general 
formal parameters with the RR-algorithm (or in any other known way) due to the extreme complex­
ity of the necessary calculations in this case. Thus, the concepts developed above are the only 
means to investigate the problem. 
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The system of the original six equations (RR-17) consists of two extremely complex equations 
(equations A and B of appendix 2 in1 (Raghavan & Roth, 1991» and four comparatively simple 
equations (RR-26). The control system of the original six equations (RR-I7) still is very complex. 
It contains two remaining variables 03 and 85. No pair of control equations contain a common 
factor which is free of pose parameters as in (29) and (30). Consequently, two of the six control 
equations determine values of l1.3 and 85 and the other four equations must hold for all these values. 
We assume first that A and B determine 0:3 and 85. This is the most difficult case. The four remain­
ing equations (RR-26) are obtained from a system of six quadratic equations in 81> 0:3, 84 and 85 
by using two of the six equations to eliminate 81. We investigate this system in detail. The equa­
tions are denoted 13,P3, p . p, p . I, (jj x 1)3, «p . p) 1 - (2p . I) P)3 in the original article. For 
the sake of simplicity we denote these equations by El to E6 in the sequence given above. The left­
and right-hand sides of Ei are Li and Ri, i. e. Ei is of the form Li = Ri. Without loss of generality it 
can be assumed that dl = d6 = % = lX6 = 0 because the corresponding constant elementary transfor­
mations of the kinematic matrix equation can always be "multiplied into the effector matrix T", 
yielding a constant, linear, invertible transformation of T. All six equations Ei are of the form 

UOl(1) C4 + ulO(i) S4 + UOO(i) = vOl(i) CJ + VlO(l) sl i E (I, ... 6) . , (41) 

where UOI (i) and UlO(i) are functions of 0:3, 85 and of the Denavit-Hartenberg- but not of the pose 
parameters. The coefficients UOO(i) depend on all variables and parameters including the pose pa­
rameters. VOl (I) and vlO(i) are variable-free expressions in a1> A1> J11 and the pose parameters. The 
RR -algorithm leaves open which equations to use for the elimination of 81. We select Eland E2, 
i. e. 13 and P3 for this purpose because their right sides have a simple structure. The solution of El 
and E2 for 81 yields 

Ll t23 - L2 t24 
sl = 

J11 (t14 t23 - t13 t24) 
CJ= 

J11 (t14 t23 - t13 t24) 
for J11 -:f. 0 (42) 

When all occurences of SI and CJ in R3, ... R6 are replaced by (42) one obtains fournew equations 
of the form 

Li = wl(i) Ll + w2(i) L2 for i E (3, ... ,6) (43) 

with variable-free expressions WI (i) and w2(i) containing aI, AI, J11 1Ild the pose parameters. 
These are the four equations of (RR -26). According to (41) the control equation of (43) is 

UOl(i) + UIO(i) t = WI(i) LI' + W2(i) Li, i E (3, ... , 6) (44) 

with Lt' = (UOl(l) + UIQ(l) t) and Li = (UOI(2) + uIQ(2) 0. Lt' and Li and the left-hand side of 
(44) are free of pose parameters. To be globally solvable the right side must also be free of pose pa­
rameters. The only possibility to achieve this is to select DH-parameters such that L I' = Li = O. To 
find appropriate sets of parameters we investigate L l' and Lz'. Let r = (C3 A3 J12 + A2 J13) and let 

U = (t S5, t C5, S5, C5, t, 1) (45) 

VI = (-S3 a5 .4 J12, r a5, r a5.4, S3 a5 J12, r ~ + S3 d5 J12 J14, S3 ~ J12 - r d5 J14) (46) 

V2 = (r J15, s3.4 J12 J15, s3 J12 J15, -r.4 J15, s3 A5 J12 J14, -r A5 J14) . (47) 

The Vi terms consist of the first six elements of the rows corresponding to 13 and P3 of the matrix P 
in (RR-I6). In accordance with (RR-13) and (RR-I4), Lt' = VI * U and Lz' = V2 * U. To be 
identical zero, all components of VI and V2 must be zero. Figure I depicts all different possibilities 
to achieve this. A complete directed path in the figure defines a sequence of conditions yielding 
LI' = Lz' = O. The label (i,}) indicates that the following condition(s) or alternatives, respectively, 

1 These two equations contain minor printing errors. 



38 

a2=0 (2,1) 
IX:3 = 0 

as:t:O • 

4 
a3 = 0 

a2= 0 
as=O a3:t:O (2,3) (2,5) 

a4=0 
a4=0 • as =0 • 

a 2 :t:O 

(1,5) • 
a4 =0 • as =0 • a4=0 

as=O (2,1) (2,6) 

Figure 1 

originate from the j-th component of Vi. We restrict considerations to non-degenerated manipu­
lators. This rules out both paths with l4 = 0 and the only remaining case is a2 = lX3 = O. This im­
plies a2 7: 0 7: a3 because the class would be degenerated otherwise. The control equations of E3 
and E4 can also be written in the form Vi * U .= 0 for i E (3, 4). Now, a similar investigation as 
above leads directly, without any alternative, to the conditions l4 = a4 = as = as = 0 (components 
(3,2), (4,1), (4,6) and (3,5) of V3 and V4). The resulting manipulator class is degenerated. 

Even in the degenerated case extraneous factors can be prevented completely. If we eliminate Ell not 
from El and E2 as in (42) but from E3 and E4 a similar investigation shows that the resulting sys­
tem of six equations is free of extraneous factors for this manipulator class. 
It only remains to inspect the second case of the initial alternative, i. e. we assume now that at most 
one of the equations A and B is used for the determination of 0:3 and 85. In this case the control 
equation of the unused equation is globally solvable only if four complicated expressions that are 
free of pose parameters (the left-hand sides of the control equations of [lo [2, PI, P2 in (Raghavan 
& Roth, 1991) are constantly zero. This very restrictive case can be ruled out with the same meth­
ods as above. Thus we have shown that a coversion to TS-form with respect to 84 of the system 
(RR-17) does not generate extraneous factors. Due to the structure of the original system (RR-17) it 
can be expected that xS cannot generate extraneous roots either. This was not checked explicitly yet. 

6 Conclusions 
We have investigated effects of a tangent-half-angle substituion on the solution of systems of SC­
equations. It was demonstrated that a tangent-half-angle substituion and subsequent elimination of 
common denominators (UTS-form") can introduce nontrivial extraneous roots into SC-systems. A 
simple kinematical example showed how these extraneous roots can combine in resulting character­
istic equations. An elementary but effective technique was presented that permits the determination 
of extraneous roots which are generated by a conversion to TS-form. This information can be 
obtained prior to the solution of the original SC-system. The concept of control systems can be 
used to determine certain simple, industrially relevant subclasses of a given manipulator class with­
out knowing a symbolic solution for this class. 

The results were applied to the Raghavan-Roth algorithm and it was proven that the generation of 
nontrivial extraneous roots by x4 can be prevented in all cases. The example demonstrated how the 
use of control systems reduces the investigation of extraneous factors and essential pythagorean 
simplifications in very complicated systems of SC-equations to remarkable simplicity. An important 
means to reduce the complexity further was to delay the evaluation of the concrete equations as long 
as possible and to inspect only their abstract structure instead; see equations (41), (43) and (44). 
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Abstract. We closely reconsider the mathematical tools needed for the solution 
of the inverse kinematics problem for 6R series manipulators by resultant methods. 
We discuss the reduction of the original problem, the homogenization of the reduced 
equations, and several approaches for the application of resultant methods. 

1. Introduction 

In recent years the application of resultant methods (dyalitic elimination) to the inverse 
kinematics problem of 6-degrees-of-freedom robots with 6 revolute joints gave interest­
ing results. In particular for robots of general geometry Lee & Liang (1988a, 1988b) and 
Raghavan & Roth (1990) demonstrated that there is a univariate trigonometric polyno­
mial of degree 16 in one of the joint angles, which determines all solutions of the inverse 
kinematics problem. 

Failures of the methods when applied to some robots of special geometry make it 
necessary to reconsider their mathematIcal foundations, and to make an in depth analysis 
of their limitations and their range of applicability. 

While we develop the material we will closely follow the paper of Raghavan & Roth 
(1990). Their paper contains two main results. From the closure equations they derive a 
system of 6 equations multilinear in three angles. By resultant methods they determine a 
univariate polynomial of degree 16 in one angle from this system. 

First we show that the first 4 of the 6 equations given by Raghavan & Roth are uniquely 
extensible to a system equivalent to the closure equations (in mathematical terms they 
generate an elimination ideal). 

Resultant methods intrinsically work with homogeneous equations only. Thus we dis­
cuss the relations between affine systems of equations and homogeneous systems. In 
particular we apply these considerations to trigonometric polynomials. In this context we 
reconsider the homogeneous substitution by the tangent of the half angle. This substitu­
tion allows us to eliminate the algebraic dependencies between sine and cosine. 

The central part of the article will be a review of resultant methods and their limita­
tions. 

In the last section we apply our theory to the inverse kinematics problem. We consider 
robots of general and special geometry. We give examples which demonstrate some of the 
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difficulties encountered. In particular we discuss an approach for handling systems with 
an infinite number of solutions at infinity. Finally we state some open problems. 

2. Notation 

We use the notation of Tsai & Morgan (1985) and Raghavan & Roth (1990) throughout 
this article. We describe the links of an 6R series manipulator by homogeneous 4 x 4 
transformation matrices Ai relating the coordinate system of the (i + 1 )st link to that of 
the ith link. 

Ai = Rotz(Oi) Transz(di ) Transx(ai) Rotx(Qi) 

with the translation and rotation matrices defined by 

where 

Rotz(Oi) ( 

Cj 

Sj 

o 
o 

( ~ 
Ci = COS(Oi) 

C. 

o 
o 

o 0 
1 0 
o 1 
o 0 

Si = sin(Oi) 

Transz(di) 

Ai = cos( Qi) J-Li = sin(Qi)' 

The closure equation for the 6R manipulator is the matrix equation 

(:: :: ~: ~:). 
/z mz nz pz 
o 0 0 1 

(2.1) 

(2.2) 

(2.3) 

(2.4 ) 

The inverse kinematics problem consists in solving these 12 scalar equations for the vari­
ables 01 , ••• , 06 , 

3. Reduction to 4 equations in 3 variables 

From these 12 equations (2.4) in 01 , •• • ,06 , which constitute the inverse kinematics prob­
lem, we will construct a system of 4 equations in 03 ,04 ,05 , which may be uniquely extended 
to a system equivalent to the closure equations. This is to say that every solution of the 
inverse kinematics problem solves these 4 equations. And each solution (03 ,04 ,05 ) of these 
4 equations may be uniquely extended to a solution of the original system. Furthermore, 
we get two additional equations of the same form, such that for robots of general geome­
try these 6 equations are linearly independent. Naturally, these two additional equations, 
though linearly independent, are algebraically dependent on the first 4 equations. The 6 
equations were already given by Raghavan & Roth (1990). The proof that the first 4 of 
them may· be uniquely extended to a system equivalent to the closure equations seems to 
be new. 

Splitting up the matrix A2 we may equivalently write the closure equation (2.4) in the 
following form: 
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Let r be the third column of these matrix equations, p the fourth: 

(3.2) 

Both vector equations are independent of (}6. Kovacs & Hommel (1990) proved that this 
system of 6 scalar equations in the 5 variables (}1, •.• ,(}s may be uniquely extended to a 
system equivalent to the closure equations. 

The next step is the elimination of (}2. We may hope that invariants under the rotation 
group built from rand p do not depend on some angles at all or have a polynomial 
dependence on Ci and 8i of low degree. The invariants are scalar and cross products of our 
vectors. We consider rand p of the first degree, p. p, p. rand px r of the second degree and 
the difference (p. p)l - 2(p .I)p of the third degree in p and r. The system of 6 equations 
formed by the scalar equations and the third components of the vector equations, that is 

(3.3) 

is free of (}2 and does not have higher degree with respect to the other variables than 
the equations rand p. In particular the equations are linear with respect to C1 and 81 

(Raghavan & Roth 1990). The 5 equations 13, P3, p. p, p. ~ (p X 1)3 may be uniquely 
extended to a system equivalent to the vector equations rand p(Kovacs & Hommel 1990), 
provided p. p - p~ =f. 0 or r. r - I~ =f. O. The second condition is equivalent to 13 =f. ±l. 
Thus the last equation «p. p)l - 2(p ·I)ft'h of the system (3.3) is algebraically dependent 
on the first 5 equations. 

The right-hand sides of some of these 6 equations (3.3) are 

p.p: 
p.~ 

J-!1(P81 - qC1) + A1(r - d,1) 

J-!1(U81 - vcd + A1W 

-2a1(q81 + pcd + p2 + l + r2 + a~ + di - 2rd1 

-a1(v81 + UC1) + pu + qv + rw - d1w. 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

The constants p, q, r, and u, v, w depend on the geometry of the robot and the hand 
matrix only (Raghavan & Roth 1990). Given these 6 equations (3.3) linear in C1 and 81 

we may eliminate C1 and 81 by Gaussian elimination. This gives 4 equations in (}3, (}4, (}s: 

i = 1, ... ,4 (3.8) 

Given a solution to the equations (3.8) and provided that J-!1 =f. 0 or a1 =f. 0 and pU- qv =f. 0, 
we are able to determine C1 and 81 uniquely by linear equations. But we have to check 
that the condition c~ + 8~ = 1 is satisfied. To prove that this is always the case, we observe 
that there is the following algebraic relation between the 6 equations (3.3). 

The left-hand sides of the equations (3.3) satisfy this relation identically in (}3, (}4, (}s. The 
right-hand sides (assuming no relation between C1 and 8d give 
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For most positions and orientations of the hand matrix, the second factor is not 0. So the 
first factor must be 0, giving the needed relation. 

We have shown that the 4 equations (3.8) may be uniquely extended to a system 
equivalent to the inverse kinematics problem. Any solution of these 4 equations may 
be uniquely extended to a solution of the inverse kinematics problem. And this gives all 
solutions. Because the sines and cosines of th~ remaining variables (}l, (}2, (}6 are determined 
by linear equations, we further note, that any real solution of the 4 equations will extend 
to a real solution of the inverse kinematics problem. 

These 4 equations will be multilinear in the variable sets Sj = {Ci' s;}, i = 3,4,5 as 
shown by Raghavan & Roth (1990). Thus they will have a total degree of 3. From the 8 
unused components of the vector equations we may derive 2 additional equations of the 
same form. 

i = 5,6 (3.11) 

These are necessarily algebraically dependent on the equations (3.8). But for a robot of 
general geometry the six polynomials are linearly independent. 

4. Homogenization 

Solutions of the equations (3.8) and (3.11) may be calculated by several methods. (Multi­
variate) resultant methods may be applied to homogeneous polynomials only. So it seems 
necessary to recall some results on the connection between affine and homogeneous ideals 
and the connection between the solutions of affine and the corresponding homogeneous 
equations. Proofs and further background can be found in Macaulay (1916), Zariski & 
Samuel (1958), Renschuch (1976), and Moller & Mora (1984). 

First we define the operator h which maps polynomials to homogeneous polynomials 
and the inverse operator a. Let K be a field. 

h : K[Xll' .. , xn] -+ K[xo, . .. , Xn] 

a : K[xo, . .. , Xn] -+ K[Xb' .. , Xn] 

We note the following properties: 

o ahf = f 

h!=xgeg(J)!(Xl/XO,""Xn/XO) (4.1) 

aF = F(l,xb""Xn) (4.2) 

o if F is homogeneous and F = xbG,G ~ (xo), that is, Xo does not divide G, then 
a F =a G and ha F = G. 

Next we extend these operators to ideals. For the ideal 1 ~ K[Xll"" xn] define hI = 
(h f I f E 1). Note that the set {h f I f E I} is not an ideal. If the ideal 1 is given by 
a basis, that is 1 = (ill ... ,fr), we define 'I = (hfl, ... ,hfr)' 'I depends on the basis 
chosen. Given an affine system of polynomial equations fi = 0, i = 1, ... , r, we will call 
h fi = 0, i = 1, ... , r the homogenized system of equations. This relation corresponds to 
the relation between 1 and' 1. We no.te some properties: 

o The operator h maps the polynomials of 1 of degree less than or equal to d bijectively 
onto the polynomials of hI of degree d. 

o f E 1 => 3 t such that x~ h fE' 1 
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oFE*I==>aFEI 

o hI:(xo)=hI 

o * I : (xo) = *1 ==> *1= hI 

o A basis (fll ... , Ir) of I is an H -basis for I, iff V I E I, 3gi , i = 1, ... , r such that I = 
,,£gJi with deg(f) = maxI95:r(deg(gJi))' Let I be given by an H-basis, then 
* 1= hI. 

The zero set V of an ideal I s: K[Xll' .. , xnl is 

( 4.3) 

For homogeneous polynomials F( ao, ... , an) = 0 implies F( Aao, ... , Aan ) = 0, A E K. 
For homogeneous ideals J we identify these points with each other and count a complete 
solution ray as one point in projective space, that is V( J) s: P'k. If the zero set V(I) 
consists of a finite number of points only, there is a bijection between these points and 
points of V(h I). The inclusion *1 s: hI implies the reverse inclusion for the zero sets of 
the ideals. The zero set of * I may be bigger than the zero set of I; that is, it may contain 
additional points, which are called points at infinity. Depending on the basis given, the 
zero set V(* I) may have no, finitely many, or infinitely many additional points at infinity. 

In the context of affine or homogeneous systems of equations, the zero sets V(I) and 
V(* I) of the ideals I and * I generated by the polynomials in the equations correspond to 
the solutions of the equations. The additional points at infinity in V(* I) correspond to 
solutions at infinity of the homogenized equations. 

Given an affine ideal I by its basis (fI, ... , Ir), we would like to work with the homo­
geneous ideal h I. But this requires the construction of an H-basis of I, which is a difficult 
task. It will be important to find as many linearly independent elements of low degree in 
the ideal I as possible. We must certainly avoid the case of infinitely many solutions at 
infinity, because this will completely break resultant methods. 

5. Trigonometric Ideals 

We will apply the considerations of the last section to trigonometric polynomials and 
trigonometric ideals. Let us assume that the Ci, S;, i = 1, ... , n are indeterminates. Let 
T = (cl +sl-l, i = 1, ... , n). We will call an ideal I s: K[Cll Sll ... , Cn, snl a trigonometric 
ideal if I s: T. Equivalently we may work with I IT s: K[Cll Sll ... , en, snllT. 

We homogenize trigonometric polynomials in the following way: 

The well known homogeneous substitution by the tangent of the half angle is the 

ring homomorphism t l / 2 : K[cI,SI,ZI,' ",cn,sn,znl -+ K[UllVll" .'un'vn], defined by 
the images of the generators 

Ci t-t u; - v; Sj t-t 2ujvj Zj t-t u; + v;' (5.2) 
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The kernel of the homomorphism is htT. The image is generated by (U;,UiVi,V;, i = 
1, ... , n). That is, the image is the tensor product ®i=l 6:ld=o K[ Ui, v;]2d' K[ Ui, V;]d denotes 
the K-module of homogeneous polynomials in Ui and Vi of degree d. 

The image of t1/2 is isomorphic to K[Cll Sl, Zll' .. , cn, Sn, zn]JhtT, the ring of homog­
enized trigonometric polynomials in n angles, by the Isomorphism Theorem. We define 
the inverse mapping ®i=l6:l~O K[Ui,Vi]2d -4 K[CllS1,Zh ... ,Cn,sn,znlJhtT by the images 
of u;, UiVi, v; 

U; f-+ (z; + c;)/2 v; f-+ (Zi - c;)/2 UiVi f-+ s;/2. (5.3) 

This definition of the inverse map immediately results in a simple algorithm for the con­
version of trigonometric polynomials in the form f( u, v) to the standard form f( c, s). For 
example write the polynomial 

(5.4) 

in the form 
f = a(u2)2 + b(u2)(uv) + c(U2j(V2) + d(uv)(v2) + e(v2)2. (5.5 ) 

Use the substitutions (5.3) and set Z to 1. 

EXAMPLE 5.1. The system of two linear trigonometric equations 

(5.6) 

may be solved in the following ways: 

o Grabner basis method: Add the equation c2 + S2 - 1 = ° to the scalar equations 
given and calculate a Grabner basis with respect to a lexicographic variable order. 

o direct method: Assume that the coefficient matrix of c and s is invertible. Write 

( ~ ) + (:: ~:) -1 ( ~: ) = 0 (5.7) 

This allows us to calculate the solutions, provided c2 + S2 - 1 = 0, that is 

(5.8) 

o resultant method: Map the equations to 

(ai + d;)u 2 + 2bi uv + (di - ai)v2 = 0, i = 1,2, (5.9) 

and calculate the resultant of these equations. The vanishing of the resultant is 
necessary and sufficient for the existence of solutions. The condition is the same as 
the condition (5.8). 

It is obvious that the Grabner basis and the resultant approaches are valid even for non­
linear systems of equations. 



47 

6. Resultant Methods 

In this section we will develop a criterion for the non-existence of solutions of polynomial 
equation systems. That this is a reasonable approach will become clear as we proceed. 

Consider the ideal I ~ [{[Xl,' .. ,Xn ], which is generated by fl, .. ·,fr. 

r 

1= {J I f = L.gJi, gi E [{[Xl," .,Xn]} (6.1 ) 
i=l 

Now a special version of Hilbert's zeros theorem states that 1 E I {:? V(I) = 0. So if it is 
possible to write 1 = L~=l gJi with appropriate gi E K[xt, . .. , xn], the equations 

fi = 0, i = 1, ... , T (6.2) 

do not have any solutions. Let di = deg(f;). Given DEN, consider the set SD of 
polynomials I E I of the form I = L~=l gJi with deg(gi) :S D - di . If 1 is in the set SD, 
1 is in I and V(I) is empty. 

We may view the set S D as the image of the map 

(gt, ... , gr) f-+ L. gJi. (6.3) 
i=l 

This map is linear in the coefficients of the gi' The image S D is a subspace of the [{-vector 
space with a basis which consists of all monomials of degree :S D. 

We have thus reduced our nonlinear problem to a linear algebraic problem. If 1 is in 
the image ofthe linear map <P D, the equations (6.2) do not have solutions. We will further 
simplify our criterion. If the map <P D is onto, 1 is certainly in the image, and there are no 
solutions. 

The surjectivity of the linear map <P D described by an n X m matrix <P may be checked 
by the following methods: Assume that n = m; then <P is onto if and only if det( <P) i- O. 
If the dimensions do not agree, the surjectivity may be verified by a method suggested by 
Cayley (1848). For a modern treatment see Gelfand et al. (1992). Another method is the 
calculation of the gcd of the maximal minors of <P (Macaulay (1902, 1916, 1921)). The 
(~quivalence of the methods is shown in Kapranov et al. (1992). 

We have shown that the surjectivity of <P D is sufficient, that our equations do not have 
solutions. But it is not necessary. 

What else is needed for a necessary condition? The first problem is the degree bound 
D. Given d and 1 ~ Sd, maybe 1 E Sd+l? Let us assume that the Ii are ordered ill 
such a way that dl 2: d2 2: ... 2: dr. If r < n + 1 set di = 1 for i = r + 1, ... , n + 1. 
Let D' = L7:ll di - '1':. Under appropriate conditions, in particular that the homogenized 
system has only a finite number of solutions, Lazard (1981) shows, that 1 ~ SD' implies 
1 ~ Sd, d 2: D'. For our applications this a priori bound will prove to be too high to be 
useful. 

The second problem is that we test for surjectivity and not if 1 is in the image of the 
map <PD' If the map is not onto, we cannot be sure which monomial( s) is( are) not in 
the image. A closer inspection shows, that the absence of an arbitrary monomial in the 
image is a criterion for a solution of the homogenized equations. Thus, resultant methods 
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give criteria for the existence or nonexistence of solutions for systems of homogeneous 
equations only. When applied to affine systems the methods treat solutions at infinity on 
equal footing with ordinary solutions. 

We will use these considerations in the following context. Given a system of affine 
equations 

i = 1, ... , r (6.4) 

with a finite number of solutions (ali,' .. ,an;), i = 1, ... , I. If we specialize the indeter­
minate Xl to c E J(, the system 

i = 1, ... , r (6.5) 

has solutions if and only if c E {ali I i = 1, ... , I}. We may consider Xl as a parameter 
and determine if the resulting system has no solutions. A sufficient condition, that no 
solutions exist is the surjectivity of the linear map cI> D, which is now parametrized by Xl' 

The importance of the surjectivity tests described above is that they still work, when 
the linear map is parametrized. Both tests give a polynomial R in the parameter Xl' The 
map as a function of Xl is onto if and only if R(XI) f: O. 

For all specializations of the parameter c with R( c) f: 0, the map is surjective and 
there are no solutions. Only if R( c) = 0 there may be solutions of our system (6.4). We 
may factor R into irreducible components over J(. All roots of an irreducible factor are 
algebraically equivalent. Each irreducible factor of R corresponds to 

o solutions of the affine system (6.4), 

o solutions at infinity, that is, solutions of the homogenized system not present in the 
affine system, 

o or to an artefact, because the degree D, up to which we considered polynomials in 
our ideal, was too low. 

If the homogenized system has an infinite number of solutions at infinity, R will be iden­
tically O. And the methods discussed so far will fail. 

7. Inverse Kinematics Problem 

In section 3 we reduced the inverse kinematics problem to a system of four equations (3.8) 
in ()3, ()4, ()5. Our aim is to apply the resultant methods developed in the last section. This 
will necessitate the homogenization of the equations. The two additional equations (3.11), 
which in general are linearly independent will help us to avoid some zeros at infinity. 

We treat the angle ()3 as a parameter. Thus the result of our resultant methods will 
be a trigonometric polynomial in ()3. 

We call robots without algebraic relations between the Denavit-Hartenberg parameters 
robots of general geometry. Note, that this definition is different from the one given in 
Mavroidis & Roth (1992). If there are algebraic relations, we call the robot a robot of 
special geometry. In particular, a robot with rational values for some of the parameters is 
a robot of special geometry, because there will be linear equations for these parameters. 
For example if d3 = 5, there will be the equation d3 - 5 = O. 
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7.1. Robots of General Geometry. For robots of general geometry the 6 equations 
(3.8) and (3.11) are linearly independent. They are still linearly independent when viewed 
as polynomials in 84 ,85 with coefficients which are trigonometric polynomials in 83 , The 
equations are linear in the 9 monomials C4C5, C485, 84C5, 8485, C4, 84, C5, 85, and 1. 

Let us homogenize these equations with one additional variable z. Multiply each of 
the six equations by C4, 84 and z. Using the relation 8 2 = Z2 - c2 we get 18 equations 
in the 15 monomials C~C5' C~85' C484C5, C48485, c~z, C484Z, C4C5Z, C485Z, 84C5Z, 8485Z, C4Z2, 

84Z2, C5Z2, 85Z2, and Z3. 

It is not correct to choose 15 equations which are linearly independent out of these 18, 
because the determirtant of this system will have extraneous factors. But we may apply 
Cayley's method to the 18 equations. The result is a trigonometric polynomial in 83 of 
degree 16. 

Raghavan &; Roth (1990) homogenize the angles 84 and 85 separately and apply the 
ring homomorphism t 1(2' Then they set V4 and V5 to 1. In principle this may generate 
singularities not present in the original equations. In practice, because they use the re­
sulting equations as the input to a resultant method, they implicitly continue to use the 
homogeneous form of the equations anyway. In the following we will not set V4 and V5 to 
1. The result of the transformations is a system of 6 equations in the 9 monomials u~u~, 

U~U5V5' u~vg, U4V4U~, U4V4U5V5, U4V4Vg, v~u~, V~U5V5' and v~vg. 
Multiplying these equations by U4 and V4 gives 12 equations in the 12 monomials 

u~u~, U~U5V5' u~v~, U~V4U~, U~V4U5V5' U~V4V~, U4V~U~, U4V1U5V5, u4v1v~, vJuL VJU5V5' and 
vJv~. These 12 equations are linearly independent for robots of general geometry. The 
determinant of these equations is a trigonometric polynomial in 83 of degree 16. 

7.2. Robots of Special Geometry. For robots of special geometry the methods just 
described may not work. Equations linearly independent for robots of general geometry 
may become linearly dependent. 

Systems with an equation in one angle or systems with two equations in two angles 
only should be handled separately. In these cases there usually exist some additional 
polynomials of low degree in the ideal linearly independent of the ones given. If we 
homogenize the equations, this will lead to solutions at infinity. In the worst case there 
may be an infinite number of solutions at infinity, rendering our resultant methods useless. 
Besides, a direct treatment of such simple cases is much more efficient. 

If we still want to use the second method, that is homogenizing the angular variables 
separately, we must consider the case that an equation does not depend on an angle at 
all, say 8i • So the homogenized form of this equation is of degree ° in the homogeneous 
variables Ui and Vi' Multiplying the equation by u;, UiVi, and v;, we get 3 equations 
homogeneous of degree 2, which we all need to consider. It is not sufficient to multiply 
the original equation by u; + v; only, as this may add solutions at infinity. 

7.3. Examples. 

EXAMPLE 7.1. Let us consider a robot given by the Denavit-llartenberg parameters 

(81 ,0, ah ad, (82 , d2, 0, (2), (83 , d3 , a3, (3)' (84 , d4 , 0, 7r /2), (85,0,0, 7r /2), (86,0,0,0) (7.1) 

and al = 5,Al = 3/5,{tl = 4/5,d2 = 3,A2 = 5/13,{t2 = 12/13,d3 = 7,a3 = 1l,A3 = 
4/5,{t3 = 3/5,d4 = 13. 
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The six equations (3.8) and (3.11) considered as polynomials in (}4, (}5 contain the four 
monomials C485, 8485, C5, and 1 only. If we homogenize each angular variable separately, the 
resulting system of equations does not have a finite number of solutions. If we homogenize 
with one variable z only, we may directly apply the resultant methods to the six equations 
in the 4 monomials C485, 8485, C5Z, and Z2. The result is a fourth degree univariate 
polynomial in (}3 without extraneous factors. If we had taken the first four equations (3.8) 
only, which are sufficient to eliminate the four monomials, the result for (}3 would have 
developed an additional factor of degree 4, which does not correspond to any solutions of 
the affine system. 

EXAMPLE 7.2. This example demonstrates, that for some robots it is not sufficient to 
consider polynomials of degree 3 in U4 and V4 and of degree 2 in U5 and V5' 

( (}1 , 0, 0, 0:1), ( (}2 ,.d2, a2, 0:2)' ((}3, d3, 0, 7r /2), (() 4, 0, 0, 7r /2), ((}5, d5, a5, 0:5)' ((}6, 0, 0, 0) (7.2) 

with.\1 = 3/5,/-l1.= 4/5,d2 = 5,a2 = 3'.\2 = 5/13,/-l2 = 12/13,d3 = 7,d5 = 1l,a5 = 
13,.\5 = 4/5,/-l5 = 3/5. 

From the six equations (3.8) and (3.11) only 5 are linearly independent in (}3, (}4, (}5' 

The methods of Raghavan & Roth (1990) lead to 10 linearly independent equations in 12 
monomials. So the resultant methods are not applicable at these degrees. If we multiply 
the 5 linearly independent equations by U4U5, U4V5, V4U5, and V4V5 instead of U4 and V4 
only we will get 20 equations in 16 monomials. These give a polynomial in (}3 of degree 8 
without extraneous factors. This solution cannot be obtained by considering polynomials 
of lower degree only. This effect may even occur when the original 6 equations are linearly 
independent. 

EXAMPLE 7.3. Here we give an example, where our resultant methods fail completely. 

with al = 3'.\1 = 3/5,/-l1 = 4/5,d2 = 7'.\2 = 5/13,/-l2 = 12/13,a3 = 7'.\3 = 4/5,/-l3 = 
3/5,d4 = 5'.\4 = 8/17,/-l4 = 15/17,.\5 = 12/13,/-l5 = 5/13. 

From the six equations (3.8) and (3.11) only 4 are linearly independent in (}4,(}5' Only 
the monomial 85 is missing in the equations, when compared to the general case. The ho­
mogenized system always has an infinite number of solutions at infinity. A close inspection 
of the ideal by Grabner basis methods reveals that we have not identified all polynomials 
of low degree, which are linearly independent. So our resultant methods fail. 

7.4. An Infinite Number of Solutions at Infinity. As demonstrated by Example 
7.3, resultant methods may fail due to an infinite number of solutions at infinity. This 
indicates, that there are polynomials of low degree in our ideal, which we were not able 
to identify. This problem is unrelated to the problem addressed in Example 7.2, though 
both problems manifest themselves by almost the same symptoms. In both cases we do 
not have enough linearly independent equations to eliminate all monomials. 

How could we hope to handle systems with an infinite number of solutions in our 
framework? If there is only a finite number of solutions, we find the minimal degree at 
which we can apply the resultant methods by the condition that we need as many linearly 
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independent equations as we have monomials (see Example 7.2). If the equations have an 
infinite number of solutions, we do not have as many linearly independent equations as we 
have monomials for any degree. Thus, we may not constructively determine this bound. 
Unfortunately, the a priori bound given in Section 6 is too high to be useful. 

If we knew an appropriate bound D, we could examine our parametrized linear map 
<P D. Because there is an infinite number of solutions, the map will not be onto. But in 
a matrix represent,ation of the map the ranks of all minors of maximal rank will drop 
for some specializations of the parameter. Basically this seems to be the idea of Canny 
(1990). 

A similar approach is suggested in Mavroidis & Roth (1992). But their methods exhibit 
two problems. They use the degree bound obtained from robots of general geometry. In 
general it seems not to be sufficient to look at one minor of maximal rank only. 

7.5. Open Problems. At the end of section 6 we have shown that resultant methods 
may give extraneous factors which correspond to solutions at infinity or even to artefacts 
of the method. In practice it seems that factors corresponding to artefacts of the method 
occur very rarely if they occur at all. There should be' a theoretical reason for this. 

On theoretical grounds this question seems to be closely related to the degree bound 
for systems with an infinite number of solutions discussed in the last subsection. 

If more equations than monomials are given, there may be circumstances when a 
judicious choice of equations may prove it unnecessary to apply Cayley's method at all, 
reducing the problem to a single determinant. 

If no general answers can be obtained, constructive criteria would be helpful. In­
tegrated into implementations of the algorithms they could prevent the application of 
solution methods inappropriate for a specific robot. 

8. Conclusions 

Resultant methods are an important tool for solving the inverse kinematics problem. 
They map the problems of systems of nonlinear equations to linear algebraic problems. 
This allows us to use fast and well understood algorithms for handling matrices and 
determinants. The general drawbacks of resultant algorithms may be mostly avoided by 
the proper use of specific knowledge about the ideals involved. Therefore, they seem to 
be better suited for the inverse kinematics problem than Grabner basis techniques. 
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REDUNDANCY RESOLUTION FOR AN EIGHT-AXIS MANIPULATOR 

H. HeiB, BMW, ET-203, 80788 Miinchen, Germany 

Abstract A method allowing closed form solutions of the joint variables (inverse kinematic 
problem) has been developed for a man-like kinematic structure. Moreover, the procedure 
takes into account the available joint range, thus opening up new ways towards intelligent 
optimization strategies. 

Keywords man-like kinematic structure; redundant robots; explicit backwards solution; 
mechanical variables control; computer aided simulation; automation. 

INTRODUCTION 

Robots with 7 or 8 degrees of freedoms, which require an efficient control are currently 
under development, or even in use [Karlen, 1989; Karlen, 1990]. 

Moreover, there is great potential not only for increasing the efficiency of manual work 
operations, but also for optimizing the design of workshop places under ergonomic 
aspects in order to reduce the burden on the workers. It is for this reason that the Institut 
fUr Montageautomatisierung (ifm) has developed a simulation system for the 3-dimen­
sional graphic planning of both the layout of the work cells and the sequence of manual 
operations. This system, which is called COSIMAN (COmputer aided SImulation of 
MANual assembly), is implemented on a micro V AX II from DEC and draws on the 
capabilities of the graphic terminal PS390 from Evans&Sutherland. 

In order to enable the assembly planner to simulate the sequence of manual operations of a 
human worker, it was necessary to design a kinematic model of man. After modelling in a 
CAD system, the different geometrical elements of the model were linked together, defin­
ing 40 joints (see Fig. 1). Each single joint could be moved using the dials of the PS390. 
The kinematic model described in Table 1 and Fig. 2 is the arm part of this man model 
without the three gripper axes, which simulate the fingers of a hand. 

This paper thus deals with a kinematic model with 8 rotational joints, arranged as follows: 
rotational joint - spherical joint - rotational joint - spherical joint 

J. Angeles et at. (eds.), Computational Kinematics, 55-66. 
© 1993 Kluwer Academic Publishers. 
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DESCRIPTION OF THE PROBLEM AND THE METHOD OF SOLUTION 

Prior to the continuous simulation of the series of manual operations by the robot or 
worker each individual position adopted by the man model had to be taught to the robot by 
the assembly planner (similar to the "Teach-In" of robots). Up until now this procedure 
has always required a lot of practice because the planner can only change th!! values of the 
different joints using the dials of the PS390. For example the planner has to change and 
coordinate the values of up to eight joints of the hand-arm-system, in order to move one of 
the man's hands to a new position. It is thus very difficult and time-consuming - in some 
cases nearly impossible - to place, for example, an object grasped by one of the man's 
hands in a position where one of its planes is coplanar to another object's plane. It is par­
ticularly these placement functions, however, which are very often necessary when simu­
lating the assembly of several components. To reduce the time needed for the planning, 
therefore, it was necessary to simplify the method of teaching new positions. This meant 
realizing the possibility of moving the man model's hand both in the direction of the axes 
of a system of coordinates, and additionally by adopting elementary placement functions 
(like point-to-point, plane-to-plane and other CAD-functionality). 

Fig. 1: Volume model of a human worker 
and its affiliated kinematical structure 

Fig. 2: D-H-coordinate systems of the 
kinematic model of the arm 
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In both cases the basic requirement was to develop a backwards solution for the eight rota­
tional joints of the man model's hand-arm-system. This meant calculating the values for 
these axes at a given position and orientation of the hand. Because of the on-line visualisa­
tion in the simulation system COSIMAN, it was necessary for the solution to be computed 
as quickly as possible. The same is true for a robot control which processes cartesian 
coordinates. It is for this reason that we do not employ differential methods (using velocity 
information) to solve the inverse kinematics, but an explicit solution of the eight joint 
variables [HeiG, 1986a]: 8j = f«values of aim pose» 

TABLE 1 The Denavit-Hartenber~ description of the model 

8j (Rotation dj (Translation aj (Translation <Xj (Rotation 
about z) alon~ z) alon~ x) about x) 

81 (variable) 0 al al 

8') (variable) d') 0 90° 
8~ (variable) 0 0 90° 
8.1 (variable) d.1 a.1 a.1 

8" (variable) d" a" a" 
86 { variable) d;; 0 9()0 

87 (variable) 0 0 90° 
8S/ (variable) 0 0 0 

Another reason for an explicit solution formula is that we want to hold all joint values 
within their mechanical range. As a universal movement in space has six degrees of free­
dom, two of the eight joint variables can be defined by the user. For the remaining six joint 
variables it is necessary not only to find a closed solution formula, but also to take into ac­
count the mechanical - that means in this case also the anthropometrical - joint range. A 
result of this is that the range of the two user-defined variables will be further reduced so 
that the other joint values - computed by the solution formula - are within their mechanical 
range. 

PREPARATIONS 

Basics of the robot kinematic 

The D-H-Parameters shown in Table 1 lead to the basic kinematic equation 

Al,2eA2,3eA3 4eA4,5eA5,6eA6,7eA7,SeAS,9 = T, in which the parameters dl' ds, as, as and 
the tool transformation TR are integrated in the given aim pose [HeiG, 1987] and denoted 
by T. Aj,j+I=ZjeXj+1 is the well-known "Denavit-Hartenberg matrix", as described, for 
example, by [HeiG, 1987]. Application of the method of the characteristic joint pair 
[Woernle, 1988] and modification of the basic equation by inverting the outer rotation­
translation-matrices Zj and Xj+l yield suitable single equations for solving the joint vari­
ables [HeiG, 1986c]. Because our kinematic structure has only rotational joints, we have 

attempted to find an equation "a*sin(8)+b*cos(8)=c" which can be solved as follows: 

8 = ATAN2(c, ±,Ja2+b2-c2) + ATAN2(-b, a). 
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ATAN2(O,O) is a special case, indicating that the variable 8 vanishes from the equation, 
thus rendering the equation correct for all 8-values, or never in the case of c,.t:(). We can 
make a distinction between mathematical attainability and mechanical joint range [He is, 
1986b]. Unattainability is expressed by insoluble equations, an effect which can be put 
down to the existence of a negative argument under a square root in the formula (see 
a2+b2_c2). Result values 8 out of the joint range, however, cannot be seen in the structure 
of the formula. 

Definition of the term "free variable" 

Because it has eight degrees of freedom, the given aim pose of the robot/man model can be 
achieved by varying two joint variables in an application specific way. These variables are 
called "free variables". For the above described kinematical structure one of them is inter­
preted as a distance related degree of freedom and will be represented by 81 or 8~. This 
free variable has an influence on all other joint variables. Due to the special kinematlc with 
two spherical joints, the other free variable affects only the variables of the two spherical 
joints. This degree of freedom rotates about the axis through the two spherical joints (see 
Fig. 3) and is expressed by one of the joint variables 82, (83,) 84, 86 (, 87) or 8g. 

--
--- G 

shoulder 

Fig. 3: Elbow rotation 

SOLUTIONS FOR 81 TO 85 

Use of the appropriate kinematic equation (I) provides us with the possibility of defining 
the two free variables and of solving the variables 81, 82, 83, 84 and 8s. 

A3,4eA4,SeAS,6e~,7eq = (A 1,2eA2,3t I eTe(XgeAg,9t I (I) 
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Deducing 81 and 85 from distance equation 

11.4 denotes the single equation at position 1.4 (first row, fourth column) of the matrix 
equation (I) and the distance equation is defined by 11.42+12.42+13.42. 'This distance 
equation gives us a5*sin(85) + b5*cos(85) + kI5 = al *sin(81) + bi *COS(81) (1) 

Further details of the principles of this method can be found in [HeiB, 1986c]. 

81 as free variable Defining c5:=al*sin(8 I) + bI*cos(8I) - k15, 

85 = ATAN2(c5 ,±~ a52+b52-C52) + ATAN2(-b5 ,a5) (2) 

85 as free variable Defining c I :=a5*sin(85) + b5*cos(85) + k 15, 

81 = ATAN2(CI ,±~ aI2+bI2-CI2) + ATAN2(-bi ,aI) (3) 

Choosing 81 or 85 as a free variable and fixing its value as described in a later section 
("Choice of the free variables") provides us with a user-defined and a deduced (from 
formula) value for 81 and 85, These values are the basis for the further computations. 

Deducing 82 and 84 from the "single position equation" 

With help of the pOSition method using 13.4 [HeiB, 1986c] we get 

a2*sin(82) + b2*cos(8z) = a4*sin(84) + b4*cos(84) 

With cz:=a4*sin(84) + b4*cos(84) => Cz = ~ a4z+bi*sin(84-<p) 

and c4:=az*sin(8z) + bz*cos(8z) => c4 = ~ ai+bzz*sin(8z-'I') follows 

(4) 

8z = ATAN2(cz, ±~ azz+bzz-C22) + ATAN2(-b2, az) (5) 

or 84 = ATAN2(c4' ±~ ai+bi-ci) + ATAN2(-b4' a4) (6) 

As discussed below, the smaller amplitude ~ a?+b? defines the free variable. 

Unique solution of 83 

From 11.4 and 12.4 we have 11.4: b3*sin(83) - a3*cos(83) = e3 (7) 
12.4: a3*sin(83) + b3*cos(83) = c3 (8) 

and therefore 83 = ATAN2(a3*c3+b3*e3,b3*c3-a3*e3) always exists [HeiB, 1985]. (9) 

SOLUTIONS FOR 86, 87 AND 8g 

In order to solve the joint variables 86, 87 and dg we use the orientation method 
[HeiB, 1986c] and choose the kinematic equation 

A7,g·Ag,9 = ~fI.(AI,Z·Az,3·A3,4·~,5·A5,6rI.T (II) 
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With K:=(Al,2·A2,3·A3,4·~,5·A5,~-1.T and Konfe6E {-I,I} we get the formulae: 

when K 13=0 and K23=0 

then 96 = an arbitrary value; (10) 

97 = ATAN2(O, -K33); (11) 

9g = ATAN2(Kll*sin(96)-K21*COs(96), K12*sin(96)-K22*cos(96» (12) 

According to the later described algorithm for defining the permissible joint 
range, 96 has to be restricted with respect to 9g in order to avoid a 9g-value 
out of the permissible range. 

otherwise 96 = ATAN2(Konfe6*K23 ' Konfe6*K13) 

97 = ATAN2(Konfe6*" K132+K232 ,-K33) 

9g = ATAN2(-Konfe6*K32 ' Konfe6*K31) 

OBSERVATIONS ON THE JOINT RANGE 

Basic considerations 

(13) 

(14) 

(15) 

Viewing the joints from a mathematical perspective means that rotational joints with a 
range of 3600 and translational joints with an unlimited range have to be assumed. Based 
on this assumption we can identify a variable of the spherical joints which - moving over 
its full range of 3600 - does not produce insoluble equations for the other variables. This 
can be interpreted geometrically as the 3600 -rotation of the "elbow" around the axis 
through the two spherical joints (see Fig. 3). The variable depends on the given aim pose 
and cannot therefore be determined in advance, but has to be integrated into the solution 
algorithm. 

The mechanical joint range is even more important than the mathematical view, as a result 
of which the joint range of the free variable has to be connected with the accompanying 
values of the other joint variables. If the dependent joint variables run out of their range, 
the range Dfree of the free variable has to be restricted in such a way, that all the dependent 
joint variables lie within their mechanical range. 
That means: fbacksol(Dfree)!;;; MRdependent 
For this purpose it is necessary to find "inverse" functions fj: 9j -4 9free and project the 
mechanical range MRj of 9j to the definition range of 9free: 

Dfree = nfj(MRj) ('I MRfree 

Then it is possible to find for each value from Dfree a backwards solution variant, which 
projects the result value in the permissible mechanical range of the calculated joint 

Algorithm to define the permissible joint range of the both free variables 

Defminl: the "inverse" functions 

The distance equation (1) and the equation (4) are both suitable for the generation of solu­
tion formulae (function) and computations of range limits (inverse function). The third 
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inverse function, necessary for the range definition of the free variable 9cree e {92, 94} by 
93, will also be derived from the kinematic equation I. 

In order to simplify the computation process, the whole kinematic equation will be inverted 
using the kinematic symmetry between the two spherical joints. 

(III) 

This allows interchange between the two spherical joints and enables the variables 96, 97 
and 9g to be dealt with in an analogous way, like 92, 93 and 94, Therefore the variable 
9pseudOfree is defined as an element of {96, 98}. Because there is no degree of freedom for 
tlie (pseudo-)free variable from 96, 97 and 6g, this variable has to be determined by the 
kinematic equation and the second free variable has to take into consideration the permis­
sible joint range of the pseudo-free variable. The advantage of this procedure is that the 
limits of 96,97 and 9g can be applied to the pseudo-free variable [Kiener, 1991], meaning 
that it is only necessary to connect the pseudo-free variable with the free variable by a fur­
ther inverse function. This function arises from 

A3,4·Z4 = A2,fl.Alfl.T.(Xs·As,6·~,7·A7,g·Ag,9tl (N) 

Joint ran~ computation 

The inverse functions fi from (1) and (4) can be described by ±FCree-l.Feale: Deale ~ ~. 

Feale(9ea1e)=CCree(9ea1e) ±fcree-l(x)=ATAN2(x,r-jafree2+bfree2_x2)+ATAN2(-bfree,afree) 

To obtain efficient computation of the set fi(MRi) we use the property of monotony. 
Dividing Deale into the two sets +Beale and -Beale> we can prove the following statement: 

+Beale is the set of mathematical solutions of geale from an equation with" +C' 
-Beale is the set of mathematical solutions of 9ea1e from an equation with "-C' 
a) Feale: +I-Beale ~ ~ is monotone 

b) +1-FCree-1 is monotone for all soluble values xe Feale(+I-Beale) 

Because we do this computation in order to restrict the free variable to the mechanical 
range of 9ea1e, it is not important, that there are some values 9ea1'i with gealeE +I-B~e 
which cannot be attained from 9f ee' Based on this restriction to I-Beale> the requrre­
ment "DCree !::: MRCree ("\ (9cree I geale=fbas;,ksO!(9free) is soluble}" implicitly holds true 
for Dfree and does not have to be specifiCally guaranteed. 

Proof: 

Differentiating +I-Ffree-l(x) results in +1-F'free-1(x) = 1 I (±" aCree2+bfree 2_x2) and this con­
firms statement b). 

Dealing with a) we need knowledge about +I-Beale. Later in this paragraph you find from 
(24) and (25) 

+Bi ~ [ATAN2(-bi,~)-1t12 ,ATAN2(-bi,ai)+1t/2] = [ATAN2(-~,-bi) ,ATAN2(ai,bi)] 

-Bi ~ [ATAN2(-bi,ai)+1tI2, ATAN2(-bi,ai)+3*1tI2] = [ATAN2(ai,bi) ,ATAN2(-~,-bi)] 
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Differentiating Fcalc(8calc) gives us 

F'calc(8calc) = ~c *cos(8calc) - bcalc *sin(8calc) 

= -V acalc2+bcalc2 *sin(8calc-<p), <p=ATAN2(-~o-bcalc) 

Therefore F calc(8calc) is monotone for 8calcE [AT AN2( -acalc,-bcalc),AT AN2(<:tcalc,bcalc)] 

and 8calcE [ATAN2(acalc,bcalc),ATAN2(-acalc,-bcalc)] 
and consequently statement a) is proved true. 

++Dcalc~free is a set of 8free-values, calculated from +BcalcnMRcalc by means of +Ffree-1 

-+Dcalc~free is a set of 8free-values, calculated from -BcalcnMRcaIc by means of +Ffree-1 

+-Dcalc~free is a set of 8free-values, calculated from +BcalcnMRcalc by means of-Ffree-l 

- - Dcalc~free is a set of 8free-values, calculated from -BcalcnMRcaIc by means of-Ffree-l 

Thus: Dfree = ( ++Dcalc~free U +-Dcalc~free U -+Dcalc~free U - - Dcalc~free ) n MRfree 

81 and 85 will be considered in isolation of the other variables due to the fact that there is 
another second free variable to guarantee the solubility of the kinematic system. Only in the 
case of a degeneration of the permisf.ible range of the second free variable does the deter-

mination of 8 1 or 85 and of an appropriate value become necessary. 

The second free variable 82 or 84, however, has to take into account the variable 83. We 

got the value of 83 from equation (9): 83 = ATAN2(a3*c3+b3*e3 ' b3*c3-a3*e3) 

But there is a more suitable equation for the range computation; [Kiener, 91] has shown, 

that from equation "-e3*sin(83)-c3*cos(83)=-b3" (when 8free=82) (16) 

or from equation (8) (when 8free=84) 83 can be computed. (17) 

The main advantage is that from this equation "ffree(8free)*sin(83) + k*cos(83) = m" the 

inverse function ff 83 ~ 8free can be derived and the ± ambiguity of Bcalc is strictly con­

nected to the ± solution of 83, 

Thus the permissible range Dfree of the second free variable is defined by 

D+B~free = (++Dcalc~free U -+Dcalc~free) n (++D3~free u -+D3~free) 

D-B~free = (+-Dcalc~free U - - Dcalc~free) n (+-D3~free U - - D3~free) 
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Now we have to deal with the computation of ···D3~free. Again the inverse function f3 will 

be transformed into Ffree-1eF3: 93 ~ dfree 

F3(93) = (m-k*cos(93»/sin(93) 

Ffree-1(x) = ATAN2( x, ±"'-fr-a-free-2,,-+-b-free-2----:x2) + ATAN2( -afree ' -bfree ) 

Ffree-l(x) is confirmed as monotone by statement b) and only the following statement has 
to be proved: 

c) F3: ]-1t,1t[ - {O} ~ 9\ is strictly monotone 

F'3(93) = (k-m*cos(93»/sin2(93) and when k2~m2 the statement c) holds true; 

the subdivision into -S3=[ -1t,0] and +S3=[0,1t] is congruent with +Bi and -Bi. 

11.4: b3*sin(93) - a3*cos(93) = e3 

12.4: a3*sin(93) + b3*cos(93) = c3 

13.4: '4 *sin(94) + b4 *cos(94) = a2*sin(92) + b2*cos(92) 

The distance equation" 1.42+2.42+3.4211 from (I) gives us 

with a3=-b4*sin(94)+a4*cos(94) and e3=b2*sin(92)-a2*cos(92) 

the equivalence "a42+bi+b32 = a22+bl+c?'. 

When 9free=92, 
then k=-c3; m=-b3; k2-m2=cl-bl=ai+b42-(a22+b22) and • 

with the condition "ai2+bi2 ~ afree 2+bfree 2" for the second free variaffle 
k2-m2~0 is proved true. 

When 9free=94, 
then k=b3; m=c3; k2-m2=b32-c32=al+bl-(ai+b42)~0 
according to the condition "a?+b? ~ afree2+bfree2". 

e Calculation of the limits of +/-Bi 

There are two types of equation which are responsible for +i-Bi: 

(18) 

(19) 

9i = ATAN2(Ci,±-Vai2+bi2_c?)+ATAN2(-bi,ai) with ci:=aj*sin(9j)+bj*cos(9j)+k (20) 

and 

(21) 



64 

For equation (20) it holds true 

[UG,OG] =[--Va/+b/ +k, +-Va/+b/ +k] n [--V aj2+b? ' +-Va?+bj2] 

+Bj = [ATAN2(UG, +-V ~2+bj2-UG2)+ATAN2(-bj,~) , 
ATAN2(OG, +-Va?+bj2-OG2)+ATAN2(-bj, aj)] 

-Bi = [ATAN2(OG, --V ~2+b?-OG2)+ATAN2(-bj,~), 
ATAN2(UG, --V aj2+b?-UG2)+ATAN2(-bj , aj)] 

(20) leads to +Bj ~ [ATAN2(-bj,aj)-1t12 ,ATAN2(-bj,aj)+1tI2] 

-B j ~ [ATAN2(-bj,~)+1tI2 ,ATAN2(-bj,~)+3*1t/2] 

F (21) d fi ±f-l·f·9----'"9 or we e me: j free· free ~ i' 

ffree(9free) = -bfree *sin(9free) + afree *cos(9free) (=x) 

k2;;::m2 holds true (see (18) and (19» and thus ±f(l(x) cannot fail; in dependence 
on the sign of k ±fj-l(x) is monotone. From this it follows for +I-Bj : 

• Connecting the pseudo-free variable to the second free variable 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

In order to connect the range of the pseudo-free variable with the second free variable we 
use equation IV and get - abbreviating to L:=Al,2-1.T.(X5·A5,6·~,7·A7,8·A8,9rl - the 
inverse functions 

9free = 92 = <l>(6pseudofree) = AT AN2( ~3 ' L13 ) {+1t} or 

9free = 94 = <l>(9pseudofree) = ATAN2( -L32 , L31 ) {+1t} 

(28) 

(29) 

Inside L the backwards solutions of 97 and 9calc ( F7(9pseudofree), F6/8(9pseudofree) ), 

based on 9pseudofrw have to be applied and therefore we must distinguish between the +L­

and -L-variant and the accompanying range of 9pseudofree. 
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Until now we have not succeeded in proving the theorem "f(9)=ATAN2( FI(9) ,F2(9» 
is monotone in [-tt , tt]", but all our simulations have shown this result; so we use this 
theorem to simplify the last step of the range computation. 

The backwards solution of 9pseudofree from 9free contains two ambiguities and this results 

in four intervals S+H+, S+H-, S-H+, S-H- of 9pseudofree instead of two (see +/-B). 

We have already reduced MRpseudofree to Dpseudofree' but with sin(9+2tt)=sin(9) and 

cos(9+2tt)=cos(9) the theorem shows that all intervals S"'R" have an extent of 2tt and 

therefore there is no need for the intersection "S"'R"nD+/-B~pseudofree", as done in the 
former section, 

The interval Dpseudofree~free arises from the union of four sets: 

++Dpseudofree~free = +<P(D+B~pseudofreenMRpseudOfree) with +L 

+-Dpseudofree~free = +<P(D-B~pseudOfreenMRpseudOfree) with-L 

--+Dpseudofree~free = -<P(D+B~pseudofreenMRpseudofree) with +L (=++Dpseudofree~free+tt) 

- - Dpseudofree~free = -<P(D-B~pseudofreenMRpseudofree) with -L (=+-Dpseudofree~free+tt) 

Dpseudofree~free = ++Dpseudofree~free U +-Dpseudofree~free U --+Dpseudofree~free U 
- - Dpseudofree~free 

The final form of Dfree looks like 

Dfree = ( (D+B~freerlDpseudOfree~free> u (D-B~freerlDpseudofree~free» n MRfree 

~ Dfree = (D+B~free u D-B~free) n Dpseudofree~free n MRfree 

Choice of the free variables 

The described algorithm will be applied to both 9 1 and 95, We can then choose this vari­
able as a free variable whose actual value lies within the definition range Dj or very near to 
it. A user-specific decision has to be made when both actual variables values lie within Dj. 

As shown earlier there is a*sin(9)+b*cos(9)=r*sin(9-<p), which means that - viewing 
joints G2 and G4 from a mathematical perspective -, the second free variable has a range 
of 360°, when choosing the variable with the smaller amplitude r as the free variable. 
Besides we have to choose the second free variable under this condition because the 
statement about the monotony of 93 is based on it. 

More details on the computation of f/tBjnMRj) and the optimization of the free variable 
91/95 in the case of degeneration of the other free variable can be found in [Kiener, 1991]. 



66 

CONCLUSION 

The proposed algorithm provides explicit, closed formulae for solving the inverse kine­
matic problem of a man-like structure with eight rotational joints, and it takes into account 
the available range of the joints. As a result of this it becomes possible to stay close to the 
current joint values and to implement further optimization strategies to define the values of 
the free variables adequately from the permitted range. 

The algorithm was implemented on a microV AX II (DEC) and needs about 60 msec com­
putation time (without optional optimization of the free variable 91/95), 

Based on this work it was shown that also kinematical structures with more than six joints 
can also be handled efficiently and profitably by explicit methods. 
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A Mixed Numeric and Symbolic Approach 
to Redundant Manipulators1 

Michael Kauschke 

Institute for Robotics and Computer Control 
Technical University of Braunschweig 

D-38114 Braunschweig F.R.G. 

Abstract 
This paper presents a method for generating locally optimized link variable solution 
for redundant serial link robots. It combines closed form solutions for the inverse 
kinematic problem of nonredundant subchains and a numeric approach solving the 
local optimizing problem. The result is an efficient method for low degree of redun­
dancy and complex optimizing tasks. 

1 Introduction 

Most methods dealing with redundant robots reduce the highly nonlinear mathema­
tical descriptions to a locally linearized representation. This allows the use of well 
known methods from linear algebra for solving the inverse kinematic problem (IKP) 
plus additional tasks. Unfortunately it is difficult to transfer simplifications resulting 
from a specialized kinematic structure to these approaches. Therefore a closed form 
solution of the IKP, which relys on specialization, often gives better results in the 
case of nonredundant manipulators. The solution can efficiently be generated by the 
algorithms given by R. Paul in 1981. Attempts to build closed form solutions, which 
are able to handle additional tasks for redundant manipulators, lead to impracti­
cal results with respect to computational complexity. Even a simple task, like the 
limitation of a link variable range, produces exhaustive expressions. Nevertheless 
combining numerical and symbolic approaches lead to efficient solutions as will be 
shown in the following. 

IThis work has been supported by the German Forschungsgemeinschaft DFG. 

1. Angeles et al. (eds.), Computational Kinematics, 67-74. 
© 1993 Kluwer Academic Publishers. 
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2 The Closed Form Solution 

The direct kinematic equations for a manipulator with n links can be written in the 
following form: 

qn is the n-dimensional link variable vector, Xk contains the position of the end ef­
fector in k-dimensional Cartesian space. Vector d describes the kinematic structure 
of the robot, often given as Denavit-Hartenberg parameters (omitted in the follo­
wing). When dealing with globally nondegenerated structures, it is often possible to 
generate a closed form inversion of f for n = k: 

~-l 

h is used to select a unique solution of the finite set of solutions for f . The 
corresponding scalar equations of f(Xk) can be denoted in a triangular form: 

Znl (1) 

Zn2 qn2 = 92 (x, qnl> h) 
Znn qnn = 9n(X, qnl, ... ,qn n-l,h) 

This can be extended to redundant robots by building a subset qm out of qn with 
m = k link variables, which allows the detemination of a closed form solution for 
this subset as shown by Schrake in 1990. 

(2) 

qr contains all link variables not in qm' The solution set Qr for qr is Rr excluding 
those elements which do not lead to a valid solution for the inverse kinematic: 

To be able to use all elements of Qr it is necessary that f describes the complete 
solution set of the IKP. This is a natural property of symbolic solutions. Note, that 
equation (2) delivers a stable solution for the positioning task independent of qr as 
long as the manipulator is not in a singularity with respect to qm' 

3 Integrating Additional Task Constraints 

To get a finite set of solutions for qn additional task constraints have to be introdu­
ced. These can be divided into two groups: 
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1. Tasks, which depend directly on the link variables, like obstacle avoidance, 
joint range limitations, etc. 

2. Tasks, which are described by equations including differential expressions of 
the link variables. Examples are energy minimization, torque optimization, 
etc. 

The second group implies that a differential term for the inverse kinematic has to 
be generated: 

di(Xk,Cir,h) 
dCir 

(3) 

Having a triangular form of r like in (1), this can be obtained by applying the chain 
rule recursively to the equation system. Unfortunately the results are far too complex 
to be of any practical use. So, this work is focused on tasks of the first kind. They 
can be described by a cost function t(Cin) to be minimized. Using equation (2), one 
gets 

(4) 

In the case of tasks with a given trajectory Xk(t) the optimizing problem advantage­
ously can be considered in the configuration space Qr. According to (4) one has to 
solve the following differential equation for every point of the trajectory: 

(5) 

The second term of the sum is the same as in (3); so the solution of (5) cannot be 
determined independently of the optimizing task with reasonable efforts. 
Nevertheless, it is possible to build a local model of t' which is easy to produce and 
easy to differentiate: 

(6) 

This quadratic polynomial has nc = l' + (r~l)r + 1 coefficients to be determined by 
solving a linear equation system generated by nc test points of t'(Cir)' The minimum 
of [(Cir) can be found by the following set of differential equations which are linear 
in Cir: 

d[(Cir) r o = -- = ai + L bijqj + biiqi 1\ i = 1, ... ,1' 
dqi .. 

J=' 

(7) 
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Using a local model of the modified cost function t', there is no need to differentiate 
t'. This means that one can use nonanalytic functions combining many different 
task constraints. Nevertheless, a function t' E (:2 supports a stable iteration. The 
resulting computational complexity of this optimizing strategy is determined as 
follows: 

Computational Step Costs 

Calculation of the test points for t' O(r2) 

Determining coefficients of (6) O(nD = O(r5 ) 

Calculating dl(qr)/dqr = 0 O(n~) = O(r5 ) 

4 Handling Singularities of the Inverse 
Kinematic 

The differential movement of the robot in Cartesian coordinates can be derived from 
a differential movement in link variable space: 

(8) 

The manipulator is in a nonsingular position if the set n of all k-dimensionallink 
variable vectors corresponding to k linear independent columns contains at least one 
element. An inverse kinematic (IK) i(qr, h) = qm becomes singular if qm cf. n. So, it 
is necessary to build an IK i(qrl h) for each possible k-dimensional subvector of qn to 
cover all cases of nonsingular positions of the whole manipulator with Inl = 1. This 

gives a total number of (~) different IKs, which can be generated in advance by the 

aid of automatic IK generators like SKIP (H. Rieseler 1990) or INKAS (L. Herrera­
Bendezu 1988). Having a complete set of IKs at hand, it is possible to generate a 
stable iteration for all nonsingular positions of the complete manipulator by choosing 
an adequate IK. As all IKs describe the complete solution set for the corresponding 
subchain, switching between nonsingular IKs can be done in a continious way by 
choosing the corresponding pairs of selection variables h. 
In cases where the complete set of IKs cannot be built, the cost function t' has to 
be modified by an additional term expressing the distance to a singularity of the 
actually used IK to prevent the iteration process to select such configurations. 
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5 An Example 

The end effector E of a 2D-manipulator consisting of 3 rotational links represented 
by arbitrary polygons follows a given trajectory e(t) simultaneously avoiding colli­
sion with some obstacle 0: 

q2 a2 
q3 

al 

~ q . 
1 

Using the described strategy one has to build 3 different IKs i1(x(t),q1), G(X(t),q2), 
i;(x(t), q3). The IK i1 solving q2, q3 has the following form: 

Px = ex(t) - a1 COS(q1) 

Py = ey(t) - a1 sin(q1) 

sq= (a2 + a3? - px2 - py2) * ((a2 - a3? _ px2 _ py2) 

q2 = atan2 (p;py + p; + a~py + Px..;sq - a~py, 

a~px + p; + PxP~ - pxa~ - ..;sqpy) - q1 

q3 = atan2(py - a2 sine q1 + Q2), Px - a2 * cos( Q1 + Q2)) - Q2 - Q1 

The other IKs can be built in an analogous way. To avoid collision one has to intro­
duce a cost function t describing a potential field. As there is no need to differentiate 
t, this field can be defined in a simple manner: 

t(q) = 1/ min (mindist(Pi,O)) 
iE{1,2,3} 

(9) 

mindist(Pi, O) gives the shortest distance between the polygon attached to link i 
and the obstacle O. The resulting potential field is not a C2-curve in configuration 
space: 



72 

y 
t 

. I 

lIdi. I 

,. . 

o 
I lid! 

"." .... . . --. 

x 
collision 

In contrast to global differentiable definitions of t this approach allows the use of 
heuristic strategies for finding the minimal distance to an obstacle in more complex 
environments. The local model I and its minimum To are calculated once for an 
instant tn+l using sample points To, TI , T2 derived from the last iteration n for the 
free link variable of the IK in use: 

TO{n+I) = quadmin(Ton, TIn, T2n ) 

T _ TO{n+l) + Ton 
I{n+I) - 2 

T Tori + TIn 
2{n+I) = 2 

The function quadmin realises the optimization. 

(10) 

(11) 

(12) 

The end effector of the given manipulator is moving along a straight line from 
the space point (5,5) to (5, -5) avoiding collision with obstacle points. In the first 
example (Fig. 1) the potential field generates a continuous run of the local minimum 
for all instants of time giving a continious movement of the manipulator. 

x 

Figure 1: A task leading to a continious movement 
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The second example (Fig. 2) shows a potential field which has two local minima 
to the left and right auf P2 . The resulting jump of the trajectory in configuration 
space can be seen in Fig. 3. As the task optimization and the tracking of a given 
trajectory are decoupled by the inverse kinematic, a simple limitation of the joint 
velocity can deliver a continious solution for qn. 

x 

Figure 2: An noncontinious movement produced by a second obstacle 
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Figure 3: The plot of G.n = f(e(t)) belonging to the second example 
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6 Conclusions 

The use of closed form solutions for the inverse kinematics of subchains of redundant 
robots leads to a reduction in the dimension of the configuration space in which the 
local optimization is performed numerically according to some task constraint. This 
approach has the following advantages: 

• High speed for a low degrees of redundancy. 

• Nonanalytic task functions can be integrated. 

• A stable trajectory for the end effector is guaranteed. The distance between two 
interpolation points of the trajectory can be tailored to the precision needed 
for the optimizing task. 

However, there are some drawbacks: 

• High degree of redundancy results in unacceptable high computational effort. 

• Known properties of the task constraints can not be integrated in the local 
model. 

• There is no simple criterion for the stability of the iteration. 

Future work will concentrate on the development of better local models and task 
constraint functions for obstacle avoidance. 
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COMPUTATIONAL CONSIDERATIONS ON KINEMATICS INVERSION OF 

MULTI-LINK REDUNDANT ROBOT MANIPULATORS 

Jadran Lenarcic 
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ABSTRACT - The paper critically evaluates the utilisation of pseudo-in verse-based 

methods for the kinematic inversion of hyper-redundant multi-link robot 

manipulators. The validity of these methods is questioned from the viewpoint of the 

computational efficiency specified in terms of arithmetic operations per iteration step. 

Even though the pseudo-in verse-based methods provide better convergence, less 

computation time is needed by steepest descent methods especially in continuous path 

control and in applications where very few iterations are needed or good initial 

estimations are provided. 

1. INTRODUCTION 

A common feature in the utilisation of multi-link hyper-redundant manipulators is an 

infinity of possible motions that these mechanisms can make. There is a need to decide 

which particular motion should be executed in order to satisfy the task constraints and 

simultaneously optimise a given set of criteria. From the kinematics viewpoint, the 

advantages that multi-link manipulators introduce in the task are their high flexibility and 

versatility. These mechanisms have the ability to solve a given task with a minimum effort 

with respect to various kinematic and dynamic criteria, and in the same time, to move in 

very complex environments avoiding obstacles, as reported by Maciejewski and Klein 

(1985), Galicki (1992), Colbaugh et al. (1989), and undesired or ill-conditioned 

configurations reported by Baker and Wampler (1988), Nakamura and Hanafusa (1986), 

and Shamir (1990). The large number of degrees of freedom permits the grasping of 

1. Angeles et al. (eds.), Computational Kinematics, 75-84. 
© 1993 Kluwer Academic Publishers. 
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objects with the body of the manipulator, presented by Pettinato and Stephanou (1989), 

and Kerr et aI. (1992), introducing the objects in tubes of different shapes, presented by 

Chiacchio et aI. (1991), or gaining advantages of kinematic singularities with the goal to 

compensate weak actuators, presented by Kieffer and Lenarcic (1992). With a large 

number of rigid links they can approximate a continuous morphology of snakes or 

tentacles, reported by Chirikjian and Burdick (1991). 

Despite their potential advantages, practical utilisation of multi-link hyper-redundant 

manipulators is still far away. This is primarily because of several technical and 

technological problems in the mechanical design, control and programming, which call 

for more effective mathematical treatment. Numerical complexity of the existing methods 

for redundancy resolution usually increases with the number of degrees of freedom. 

Hence, real-time computation for robot manipulators possessing one hundred or more 

degrees of freedom is still unrealisable in practice or requires extreme computer capacity. 

The closed-form solutions to the inverse kinematics problem for redundant manipulators 

are rather exclusive and exist only for special manipulator structures. These were 

investiagted by Chang (1987). For a general manipulator, there are only iterative 

numerical solutions that can be computationally very expensive. However, the numerical 

approach is essential for the development of a general-purpose computer-aided robot 

design and control. 

2. POSITION AND ORIENTATION OF THE END EFFECTOR 

As is well known, the kinematics model of a serial robot manipulator is specified as a set 

of independent algebraic equations (Lenarcic, 1993) 

p - po(e) = 0, (1) 

where p is an m-dimensional column vector that expresses the desired end effector 

position and orientation of the robot mechanism, 8 is an n-dimensional column vector of 

joint (generalised) coordinates, and Po (8) is a trigonometric vector function of joint 

coordinates representing the actual end effector position and orientation that is also 

referred to as the vector of Cartesian (task) coordinates. The Jacobian form of (1) is 

obtained by differentiation with respect to time 

p-J(8)8=O, 

where 

(2) 
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(3) 

J is the mXn Jacobian matrix, and pand e are Cartesian and joint velocities of the 

manipulator, respectively. The inverse kinematics problem is referred to as the calculation 

of joint coordinates for a given combination of Cartesian coordinates based on their 

relationship specified by (1,2,3). 

In general, the inverse kinematics problem of a robot manipulator is the problem of 

finding joint coordinates or their velocities that will produce a given end effector motion. 

The solution to this problem can be used in the real-time control of robots to determine 

joint motions that correspond to a desired Cartesian path of the end effector. For serial 

robot manipulators, the inverse kinematics problem is often difficult to solve, since the 

joint coordinates appear in (1,2,3) as arguments of trigonometric functions. This problem 

may not always have a real solution, and the closed-form solution can be specified only 

for the simple, usually non redundant, structures of robot mechanisms. For more complex 

mechanisms, time-consuming numerical procedures must be used. The solutions are 

multiple and there is a need to decide which combination of values is more suitable in 

each particular case. Providing a robot mechanism with some redundant degrees of 

freedom enhances its motion capabilities considerably. Kinematically redundant robots 

provide the means for solving sophisticat~d motion tasks, but require complex approaches 

in both mechanical design and control. The main feature of redundancy is that there is an 

infinity of possible motions which these mechanisms can make, all of which satisfy the 

task constraints. Mathematically, a robot manipulator is redundant with respect to the 

prescribed task, when (1) is underdetermined and the dimension of e is greater than the 

dimension of p; n > m. It results in a non square Jacobian matrix (3) which is not directly 

invertible. 

3. THE MOORE-PENROSE GENERALISED INVERSE 

A widely used approach of finding joint coordinates e for a given combination of 

Cartesian coordinates p is to use the pseudo inverse. Also termed the Moore-Penrose 

generalised inverse, it was proposed by many authors in similar variations of iterative 

numerical schemes (Klein and Huang, 1983; Benhabib et aI., 1985; Lovass-Nagy and 

Schilling, 1987; Nakamura et aI., 1987; Nenchev, 1989). The Moore-Penrose generalised 

inverse M of the Jacobian matrix J is given by 
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M == JT (JJTrl. (4) 

Its size is nXm and solves (2) as follows . 
e == Mp , (5) 

This is a particular solution. We can verifY that from the infinity of solutions the Moore­

Penrose generalised inverse chooses the one that minimises the Euclidian norm of joint 

velocities. These are very known results in mathematics related to underdetermined 

systems of equations where the number of unknowns is greater than the number of 

constraints. The formulation (5) forms the background of very elegant numerical 

procedures which by integration of (5) can calculate joint coordinates of a redundant 

manipulator for given end effector positions and orientations. One is given by 

(6) 

where i = 1,2, .. .is the number of iterations, P is a desired end effector pose, Pa(e i ) is the 

actual end effector pose, M(e i ) is the corresponding Moore-Penrose generalised inverse 

as given in (4), and eO is a known initial estimation. In order to control the error in , 
Cartesian coordinates of the end effector we must additionally compute 

E(e i ) == (p - Pa(e i )/ (p - Pa(e i » (7) 

for all i = 1,2, ... The procedure is stopped when E is less than the desired accuracy Eo. 

There are, however, some disadvantages that must be taken into account in the utilisation 

of the pseudo-in verse-based methods. These are entirely numerical procedures and is very 

difficult to find any analytical result. They have intrinsic inaccuracy and accumulate error 

that becomes larger as the velocity increases. To overcome these difficulties some authors 

developed analytical or semi analytical methods to resolve redundancy. However, no 

symbolic solution can be developed for a general redundant manipulator unless certain 

conditions are met by the manipulator structure. Some attempts were reported by Stanisic 

and Pennock (1985), Varma and Huang (1992), Duffy and Crane (1980), and Chaware 

and Amarnath (1987). More general approaches were presented by Ghosal and Roth 

(1988), and Chang (1987). The calculation schemes based on the Moore-Penrose 

generalised inverse are procedures of local optimisation (Nenchev, 1989). They minimise 

a weighted Euclidian norm of joint velocities at every point or any given moment. It is 

very hard to know a priori how large the minimum is. Recently, promising results were 

obtained in the global optimisation with integral-type criteria (Nedungadi and 

Kazerounian, 1989; Kazerounian amd Wang, 1988). Generalised inverse methods yield a 
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non conservative motion. The particular problem of concern is the non-repeatability of 

periodic motions resulting from drift associated with pseudo inverse approach. The drift 

problem was described Klein and Huang (1983). It has become the major criticism of the 

methods based on pseudo inverses and, consequently, one of the most investigated 

subjects in redundancy resolution. We can refer here to the work presented by Klein and 

Kee (1989), and more recently by Luo and Ahmad (1992), and Bay (1992). 

From the viewpoint of adopting the pseudo inverse techniques for the inverse kinematics 

of multi-link robot manipulators, the main difficulty is associated to their numerical 

complexity. According to (6,7), the calculation of the vector of joint coordinates in each 

iteration i = 1,2'00' contains N;tPI multiplications and divisions and N~PJ additions and 

subtractions is proportional to a third order polynomial of nand m 

N:tPI = n(m2+m)+m3+ m2+m 

N~PI = n(m2+m)+m3 +m-l 
(8) 

where the number of arithmetic operations is taken from regular matrix multiplication 

rules and matrix inversion by performing LV decomposition. It can be observed that for a 

high number of degrees of freedom, for example n = 100, and for m = 6 that corresponds 

to the number of position and orientation constraints, the number of multiplications N:tP1 

= 4458, and additions N~PI = 4421 in each iteration step i = 1,2,00' The number of 

iterations that find a solution depends on the accuracy of the first estimation and on the 

desired accuracy of the result. We can also observe in (8) that the number of 

multiplications and additions increases with the number of degrees of freedom multiplied 

by a quadratic polynomial of the number of the task constraints. 

4. RAPIDLY CONVERGENT DESCENT METHOD 

We can minimise the number of arithmetic operations by decreasing the task constraints 

m or, as it is shown in this section, by simply redefining the optimisation criterion. 

Searching for a solution of (1) we can consider a local optimisation problem of 

minimising the difference between the desired Cartesian coordinates p and the actual 

Cartesian coordinates Po(9). An adequate criterion would be a quadratic function of the 

form 
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1 
f(8) = -E(8) , 

2 
(9) 

where f is the objective function given as a norm E(8) specified in (7). The criterion 

function f (8) can be interpreted as the quadratic distance between the desired and the 

actual end effector position and orientation. Assume that f is differentiable with respect to 

8. Its gradient is then given, in accordance to the definition of the Jacobian matrix J (3), 

by 

(10) 

. where g is n-dimensional column vector. We are concerned here. with the general 

problenY of finding an unrestricted local minimum of the function f(8) of several variables. 

We suppose that the function of interest can be calculated at all points. It is also 

convenient to group functions into two main classes according to whether the gradient 

vector g is defined analytically at each point or must be estimated from the difference of 

values off The method described in this paper is applicable to the case of the analytically 

defined gradient. 

The steepest descent method introduced almost fifty years ago and later modified by many 

authors, for example by Powell (1962), is still one of the most attractive and efficient 

approaches for non linear minimisation problems. The aim is to find the sequence of 

vectors of joint coordinates 8 that minimises the objective function f(8). Applied to our 

case, this method can be expressed as 

8i+l = 8 ' + a 'g(8 i ) , (11) 

where i = 1.2 .... is the number of iterations, a i is the iteration step size, and 80 is a 
known initial estimation. The gradient g is minimised in each iteration depending on the 

step size a i until the error E(8 ' ) is less than the desired accuracy Eo. a i can be kept 

constant or can be changed within the procedure in order to guarantee the convergence, 

as well as to minimise the number of iterations. The reader is referred to the work of 

Powell (1962) for more extensive details. Comparing (11) with (6) and in relation to the 

definition of the Moore-Penrose generalised inverse (4), a suitable choice of the step size 

ai, i = 1.2 .... can be 

I E(8') 
a = g(8'/ g(8 i ) . 

(12) 
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For functions of several variables, there are two very useful conditions that enable very 

fast and stable convergence. One is to have the Jacobian matrix J whose columns 

depend only on a very small number of variables, and the other is to have quantitatively 

similar dependency on each of the variables. The resulting numerical procedure has a 

quadratic convergence and finds the nearest local minimum of a function of several 

variables very efficier1tly, especially when the initial estimation is sufficiently close to the 

solution. From the computational viewpoint, the main difference between the steepest 

descent method and the method that utilises the Moore-Penrose generalised inverse is in 

the number of arithmetic operations needed in each iteration. For every i = 1,2, ... the 

steepest descent method as presented in (11,12) contains 

N~D = n(m+ 1)+2m+ 1 

N~ =n(m+l)+2m-1 

arithmetic operations. When n » m 

(13) 

N~ N~ 1 
N MPJ ~ N MPJ ~ m (14) 

® Ell 

However, to properly compare the mentioned approaches we must also take into account 

the number of iterations needed to obtain a desired accuracy, as well as the number of 

operations necessary to compute the Jacobian matrix in each iteration step. 

5. NUMERICAL EXAMPLE: N-R PLANAR MECHANISM 

In order to validate these theoretical findings a planar mechanism that possesses equal 

links and parallel revolute joints was used. The Moore-Penrose generalised inverse 

method (6) and the descent method (11) were implemented and compared on a personal 

computer IBM 425SX (486-processor). The inverse kinematics problem was solved for a 

given end effector position, m = 2, and for a series of examples of mechanisms with 

different number of degrees offreedom, n = 20, 50, 100, 500. The computation time per 

iteration as a function of the number of degrees offreedom is as follows 

11 20 50 100 500 

MPI (ms) 

SD (ms) 

SDIMPI 

2.860 6.570 12.91 64.59 

1.530 3.790 7.630 39.14 

0.535 0.577 0.591 0.606 
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The ratio SDIMPI is in favour of the descent method and approximately corresponds to 

the prediction in (14) - the difference arises from the computation of the end effector 

position and its derivatives that are not included in (14). The generalised inverse method 

showed better convergence. However, extremely fast convergence was obtained also with 

the descent method when the joint coordinates of the mechanism were specified in terms 

of the absolute angles between the links and the reference coordinate frame - instead of 

relative joint angles that are mea~ured between neighbouring links. A comparison of the 

convergence specified in terms of the square root of the error (7) for a typical case (n = 

100) is as follows 

iteration MPI SD 

0.737188 0.737188 

2 0.341060 D.293930 

3 0.009324 0.013108 

4 0.000005 0.000810 

5 0.000000 0.000037 

6. CONCLUSIONS 

This work reports a critical evaluation of the pseudo inverse approach in the kinematic 

inversion of multi-link hyper-redundant robot manipulators from the viewpoint of 

computational efficiency. If the inverse kinematics problem is defined as an optimisation 

problem of minimising the quadratic distance between the desired and the actual end 

effector position, the pseudo inverse approach can be converted to a more simple 

procedure of finding local minimum of a function of several variables by using the 

steepest descent approach. The iteration step of this procedure is approximately m-times 

less expensive (where m is the number of task coordinates). However, the main point of 

concern in the implementation of the steepest descent method is related to its 

convergence. It was shown that very fast convergence, comparable to the convergence of 

the pseudo-in verse-based method, can be obtained when the coordinates are expressed by 

the absolute joint angles. This, on the other hand, can incorporate some difficulties in the 

algorithm. For instance, if there are limits applied to the joint angles, the transformation 

between absolute and relative joint angles must be performed in each iteration step. In the 

presented case of a planar n-R mechanism the transformation is trivial, but for a general­

type spatial mechanism might be more complex. Another difficulty of the utilisation of 
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absolute angles in the iterative procedure is when, in an initial configuration, two or more 

absolute angles are equal. They remain equal in the whole procedure, as well as in the 

final configuration, and may, therefore, disturb the convergence. In conclusion, the 

steepest descent method is more efficient in applications where the number of iterations is 

small. An example is ~n continuos path control where the neighbouring points of the end 

effector trajectory are relatively close and thus good initial estimations are provided. 
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Abstract 
The inverse kinematic solution of a manipulator with p redundant d.o.f. 's can be 

seen as the configuration space of a closed kinematic loop with mobility M = p. This 
set can be described by means of the fasible ranges of values that each variable can 
take. It is possible, for all planar and spherical loops, obtaining such ranges without 
explicitly finding· the algebraic expression of the solution. The form presented by 
such ranges permits inferring topological properties of the solution space as a whole. 

1 Introduction 

A serial manipulator with n degrees of freedom (d.o.f.) can be described by an open 
kinematic chain with r revolute pairs and p prismatic pairs, with n = r + p. A 
manipulator configuration is determined by an n-dimensional vector q = (ql, ... , qn), 
where qi is the joint coordinate corresponding to joint i. The forward kinematic 
function f associates each joint configuration vector q to an end-effector pose (in 
general, location and orientation), x: 

x = f(q). (1) 

The manipulator joint space, or configuration space, is an n-dimensional manifold 
with the structure Tr x RP, where Tr is an r-dimensional torus. The set of all 
possible poses x reachable by the end-effector, that we will call end-effector workspace, 
is a subset of 5 E(3) = 50(3) x R3 , whose dimension, m ~ 6, depends on the 
manipulator's morfology and link-parameters. Thus, for example, in general planar, 
spherical and regional manipulators m = 3, and in spatial manipulators m = 6. Since 
the end-effector workspace cannot have a higher dimensionality than the configuration 
space, we must have m ~ n. We say that a manipulator is redundant if n > m, and 
the difference p = n - m is the redundancy of the manipulator. In the case of m = n 

1. Angeles et al. (eds.), Computational Kinematics, 85-94. 
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the manipulator is non-redundant, and for any given pose x there are in general a 
finite number of joint vectors q satisfying (1). 

For a redundant manipulator, the different dimensionality between the joint space 
and the end-effector workspace implies that the forward kinematic function must de­
fine a many-to-one mapping where an infinite number of configurations q are mapped 
onto the same pose x. 

Of major interest in Kinematics is the study of the inverse kinematic function 

(2) 

that computes the set of configuration vectors that place the end-effector at a given 
pose. 

The solution to the inverse kinematic function for a regular value x is one or more 
self-motion manifolds of dimension p (Burdick 1989). 

The solution set can be mathematically characterized by a set of non-linear equa­
tions involving the joint variables. By using appropriate algebraic methods, as for 
example, those described in Buchberger (1989), it is possible, in principle, to derive 
a generalized input-output equation for any variable, i.e., a single equation involving 
only the desired variable and a set of p other variables that play the role of parame­
ters. The parameterization of the solution set obtained in this way is not a "proper" 
one, in the sense that it is not clear beforehand what vectors of parameter values 
will provide an actual solution (the input-output equations may produce imaginary 
values). This is so since, in general, for a given pose of the end-effector, each joint 
variable has a restricted set of feasible values. In order to characterize the solution 
set, it is necessary to provide, besides the n - p generalized input-output equations, 
the feasible ranges for the variables treated as parameters. In fact, this is not yet 
enough, since in general, the feasible set of values for a given parameter depends on 
the values already assigned to other parameters. A solution to this problem is to 
determine parameter ranges "on-line": before assigning a value to a parameter, its 
feasible range compatible with the already assigned ones has to be computed. 

Note that if there is an effective way of computing compatible ranges for variables, 
solution vectors q may be obtained without any need of deriving input-output equa­
tions: Just extending the process to all variables in the loop (and not just to those 
taken as parameters) will provide the desired solution vector q. This is adequate 
for those kinds of problems in which one or more particular solutions, and not the 
functional relationships between variables, are required. Furthermore, the solution 
may be directed by the user in the process of fixing variables into their ranges. Ad­
ditional constraints, as externally imposed joint limitations, may be accounted for in 
a straightforward way. 

The remaining of this paper is organized as follows: In Section 2 each inverse 
kinematic problem is associated with a kinematic loop, Sections 3 and 4 are devoted 
to the determination of feasible ranges for variables in planar and spherical loops, 
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respectively, and Section 5 shows some consequences for the topology of the solution 
derived from the properties of the ranges. 

2 Kinematic Loop Associated to an Inverse Kine­
matic Problem 

When the end-effector of a manipulator is fixed at a given pose x, the resulting 
kinematic chain becomes a loop with an extra imaginary link attaching the end­
effector to the base link. The set of inverse kinematic solutions of the manipulator 
for this pose coincides with the configuration space of the corresponding loop. The 
redundance p of the manipulator corresponds to the mobility M of the loop, which, 
according to the well-known Kutzbach-Griibler formula (Duffy 1980), is: 

n 

M= "f:Ji-d, 
i=1 

where Ii is the number of d.o.f. of joint i, and d is, roughly speaking, the dimension 
of the loop's workspace. In our case Ii = 1 and d = m, which yields 

M=n-m=p. 

This formula fails to provide the correct mobility value in those loops obtained from 
a non-regular point of the end-effector workspace. In this case, the dimension of 
the workspace locally decreases to some value m' < m, and the actual mobility M' 
mcreases: 

M'=n-m'>M. 

Our purpose is the determination of the feasible ranges for variables in kine­
matic loops without explicit derivation of generalized input-output equations. We 
will provide explicit ranges for variables in arbitrary planar and spherical loops. The 
approach we take is broadly the same in both cases: First, loop closure conditions are 
derived for each kind of loop. Such closure conditions take the form of inequalities 
involving all link parameters in the loop, and they establish necessary and suficient 
conditions for the loop to be possible. To find the feasible range for a variable qi in 
a given loop we consider a new loop obtained by formally substituting the two links 
sharing joint i by a single link whose parameters are a function of qi. 1 The closure 
condition for this new loop is interpreted as a condition on qi. The feasible range for 
variable qi in the original loop is the set of values for which this condition is satisfied. 

1 In some cases, due to the conventions used in the link-parameters definition, the parameters 
affected may correspond to some other link. 



88 

~\CJ./'" 
------------------ --_. 

RR RP PR PP 

Figure 1: Representation of planar links. 

3 Planar Loops 

Each link in a planar loop can be characterized by no more than a single magnitude 
whose meaning depends on the type of joints it connects. Figure 1 shows the repre­
sentation used for each type of link, and the parameters by means of which they are 
characterized. 

According to these conventions, a planar loop may be represented in two alterna­
tive forms, depending on what direction is taken to define the loop. The difference 
comes from the uneven treatment given to RP and PR links. Figure 2 shows a loop 
represented in non-standard form, and its two possible normalized representations. 

From simple geometric considerations, loop closure conditions to be satisfied by 
the links' parameters can be derived (see Celaya (1992) for details). Depending on 
the number of P pairs existing in the loop, different closure conditions hold: 

1. Loops with no prismatic pairs: 

A planar loop with n R pairs is characterized by n parameters Ii. The necessary and 
suficient closure condition can be expressed as: 

n 

21M :s Eli, (3) 
i=1 

Figure 2: A planar loop and its two possible representations. 
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Kind of loop Variable Ranges for which there is a solution 

tj2-/LI-/~ 0-2_/2 _/2 
nR fh <COS() < k-l k 

2/k - 1h - k - 2lk - 1h 

a = L:i~{k,k-l} Ii 
8 = max(O, 21MI - a) 

lMI = max(li, if/. {k,k -1}) 

nR-P ()1 
- E~-II--d < () < L:~~21/i-d ,-2 · 

11 _ cos 1 - 11 

()n 
d- L:~~12Ii < . () < d+ L:~~12 Ii 

In - 1 - sIn n - In - 1 

()k 
c52_/~-/LI 

~ cos ()k 2/k lk - 1 
(k i= 1,n) 

8 = max(O, d - L:iliUk k-ll Ii) 

x 82 - d2 ~ x2 ~ (L:i,:} li)2 - d2 

8 = max(O, 21M - L:i;ll Ii) 

1M = max(li, i E {1, ... ,n -1}) 

nR-P-P ()k No restriction if there are two or more R pairs 

Xk I xksina I~ L:i;lli 

nlR-P-n2R-P ()k No restriction 

Xk 82 _ d2 < X2 k - k 

8 = max(O, dl - L: Ii) 

... P ... P ... P ()k No restriction if there are two or more R pairs 

Xk No restriction 

Table 1: Ranges for variables in planar loops. 
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where 1M = max(li, i E {1, ... , n}). An equivalent form to express this condition, 
that is more appropriate for the purpose of finding ranges for variables is: 

21M' - Eli ~ I,. ~ Eli, (4) 
i# i# 

where 1M , = max(li, i i= k). 
2. Loops with one prismatic pair: 

If the loop has n R pairs, the loop will have one PR link with parameter d, one RP 
link, which is characterized by no parameter, and (n - 1) RR links with parameters 
Ii. In this case, the closure condition is: 

n-1 

d~E/i. (5) 
i=1 

3. Loops with two or more prismatic pairs: 

In this case there is no closure condition to be satisfied, provided there is at least one 
R pair. In the particular case of a loop with n P pairs and no R pairs, the loop is 
formed by n PP links with parameters ai, and the closure condition is: 

n 

cos(E ai) = 1 (6) 
i=1 

Using these closure conditions, and following the general procedure described 
above, ranges for variables in any planar loop can be obtained (Celaya 1992). The 
feasible ranges for all possible cases are summarized in Table 1. 

4 Spherical Loops 

A spherical kinematic loop may be represented by an articulated spherical polygon 
in which sides correspond to links, and vertices correspond to revolute pairs. A link 
of length a in a spherical loop is kinematically equivalent to a link of length 211" - a 
(Chiang 1988), thus the sides of the polygon may always be taken of length ~ 11". 

If, in a polygon with sides ai ~ 11", we substitute one vertex Pi by its antipodal 
Pi' sides ai-1 and ai are replaced by 11" - ai-1 and 11" - ai, respectively. The differ­
ent polygons obtained through these substitutions are called supplementary polygons 
following Chiang (1988), and they may be used to represent the same spherical loop. 
With an appropriate selection of the vertices or their antipodals, it is always possible 
to obtain a supplementary polygon with at most one side > 11"/2 representing the 
same spherical loop as the original polygon (Fig. 3). 

The closure condition for a spherical loop with n links represented by a spherical 
polygon with sides ai E [0,11" /2J for i i= k, and a,. E [0,1I"J is (see Celaya and Torras 



Figure 3: Supplementary spherical polygons. 

(1990) or Celaya (1992) for a derivation): 

n 

2aM ~ Ea;, 
;=1 

where aM = max(a1, ... , an). This closure condition can be rewritten as: 

2aM' - Ea; ~ ak ~ Ea;, 
i# ;# 

where aM' = max(aj, i -=1= k). 
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(7) 

(8) 

Replacing sides ak-1 and ak by a variable side a (Figure 4) we have, using the 
cosine law for spherical triangles: 

cos a = cos ak-1 cos ak - sin ak-1 sin ak cos Ok. 

The closure condition for the new loop yields the following constraints for Ok: 

cos {j - cos ak-1 cos ak 0 cos (j - cos ak-1 cos ak 
---:--~--=--- < cos k < ---:---:------'--,----

-2 sin ak-1 sin ak - - -2 sin ak-1 sin ak 

(9) 

(10) 

where {j = max(O, 2aM - L;!i!{k-1,k} a;), with aM = max(a;, i t/. {k -1,k}), and 
(j = min( 7r, L;!i!{k-1,k} aj). 

5 Properties of the Solution Sets 

An examination of the conditions obtained for the different variables in all planar 
and spherical loops (Table 1 and eq. (10), respectively) reveals that in all cases, 
angular variables Ok appear in sine or cosine functions, and translational variables Xk 

in absolute value or in squared form. The fact that the inverses of these functions are 
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Figure 4: Finding ranges for Ok in an spherical loop. 

double-valued implies that the sets of feasible values for the variables are symmetric. 
More precisely, the set of permissible values Si for any variable qi must take one of 
these forms: 

1. The empty set (unfeasible loop). 

2. A single point or interval, that eventually may be the full range [0, 27l"] for 
rotational variables, or (-00, 00) for translational variables. 

3. Two points or two intervals Si- and st of the same length. 

It is useful considering the mapping Mij that for each value of variable qi in a 
given loop gives the set of compatible values for qj. Figure 5 shows the graphical 
representation of Mij for a particular spherical loop. The image of each value a of 
qi is obtained as the set of feasible values for qj in the loop with one less link that 
results when qi is fixed to the value a. The projection of the shaded region on the 
horizontal (resp. vertical) axis is the set Si (resp. Sj) of allowed values for qi (resp. 
qj) in the original loop. Of course, the same sets Si and Sj can be obtained directly 
by using the corresponding conditions for variables qi and qj in the original loop. 

The above-mentioned properties of symmetry holding for Si must hold also for the 
image l\1ij (a) of each value a of qi, since this is the set of feasible values for variable 
qj in a different loop. Note also that the intervals' extremes for OJ vary continuously 
with the parameters of the links, and hence with the value of Oi. In general we can 
derive the following property: 

Prop. 1 If the mapping Mij has two disconnected regions, their projections on Oi, 
st and Si-' either coincide or form two non-intersecting intervals. 

This is so since a partial overlapping of st and Si- would imply an assymetry at 
the extreme points of the overlapped regions. A direct consequence of Prop. 1 is: 
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Figure 5: Set of compatible values for variables qi and qj in a given spherical loop. 

Prop. 2 A revolute joint is a crank (is able to perform complete turns) if and only 
if its feasible range is the complete interval [0, 27l"]. 

This can be seen as a generalization of the Grashof condition (Hunt 1978) for 
planar and spherical loops with more than four links, and for planar loops with both 
Rand P pairs. 

Clearly, the existence of a variable with two disjoint feasible intervals implies that 
the configuration space of the loop has two disconnected parts, i.e., the loop has two 
modes of assembly. As a consequence of Prop. 1, the converse is also true: 

Prop. 3 The solution space is formed by a single connected manifold if and only if 
the feasible range for each variable is a single interval. 

The only circumstance in which Prop. 3 is not justified by Prop. 1 is the hypo­
thetical case of a loop having two different modes of assembly, in which all variables 
have full mobility, thus avoiding the partial overlapping problem. We conjecture that 
such a situation is not possible. 
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6 Conclusions 

Expressions giving the sets of feasible values for variables in all planar and spherical 
loops have been provided in explicit form. This results can be applied to finding 
inverse kinematic solutions of redundant planar and spherical manipulators. A simple 
examination of the feasible sets for variables permits deriving global properties of the 
solution set, as the number of self-motion manifolds. 

This formulation based in ranges for variables lends itself to considering problems 
with multiple kinematic loops, an issue that has been investigated in Celaya and 
Torras (1992). Some extensions of these procedures to spatial kinematic chains can 
be found in Celaya (1992). 
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The Self-Motion Manifolds of the N-bar 
Mechanism 

Federico Thomas 
Institut de Cibernetica (UPC - CSIC) 
Diagonal 647, 2 planta 
08028 Barcelona. SPAIN 

1 Introduction 
This paper investigates the global sets of solutions for single loop inverse kinematic 
problems containing only independent rotational and translational degrees of freedom, 
providing a rational and compact method to obtain these sets. This is a sequel of the 
work presented in Thomas (1992). 

A forward kinematic function, F, is defined as a non-linear vector function which 
relates a set of n joint coordinates, D, of a closed kinematic chain so that 

F(D)=I, (1) 

where I is the identity displacement. 
One of the primary problems of practical interest in kinemati~ is determining the 

inverse kinematic function, F-1 , which computes the sets of joint coordinates that 
keep the mechanism closed. The problem is especially hard to solve when dealing 
with redundant kinematic chains, i.e. kinematic chains with extra degrees of freedom 
(d.o.f.). This paper essentially deals with the problem of obtaining these solution sets, 
keeping in mind that, for redundant mechanisms, there is an infinite number of joint 
coordinates that satisfy (1). 

Kinematics of interconnected rigid bodies may lead to very complex computations 
and it is important to perform these computations in the most compact form and 
to search for their most rational organization. This goal motivates a great deal of 
research on the fundamental operations and the algebraic structures underlying kine­
matic methods. Nevertheless, no general satisfactory solution, convenient for prac­
tical use, has been found for the general positional inverse kinematic problem. This 
problem is highly complicated because of its non-linearity, the non-uniqueness of the 
solution, and the existence of singularities. This is why the redundant manipulator 
literature has focused on the linearized first order instantaneous kinematic relation 
between joint velocities, that is 

J(D)D = 0 
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(2) 



96 

where J(n) = dF(n)/dn is the Jacobian of the kinematic chain. In this literature, the 
inverse solution of (2) is often referred to as the inverse kinematic solution, rather than 
that of (1). Thus, given the position and velocity states, the set of joint coordinates 
can be obtained either by directly solving positional equations (1), or by solving 
the first-order differential equations (2). Since (2) at a particular position is linear, 
numerical solutions to the inverse velocity problem are relatively easier than that 
of the inverse position problem. Nevertheless, practical applications, including most 
industrial robot coordination algorithms, avoid numerical inversion of the Jacobian 
by using analytical inverses developed on an ad hoc basis. 

In general, ad hoc methods make use of simplifying heuristic arguments.These 
simplifying arguments have made ad hoc analytical inverses dominate many of the 
practical applications in this area. 

The first foundation for a unified theory of analysis of spatial mechanisms was 
provided in Duffy (1975). Nevertheless, the algebra used prevents any intuitive in­
terpretation of the results, making any further insight difficult. The present work 
presents an alternative foundation for a unified theory of analysis of spatial mecha­
nisms based on simple results. 

This paper is structured as follows. Section 2 states the inverse positional kinematic 
problem in terms of 3 X 3 dual-number matrices. Section 3 is devoted to finding the 
expressions of the components of rotation and translation of a kinematic equation used 
throughout this paper. Section 4 investigates the sets of solutions of the rotations 
equation. It is shown that this problem is equivalent to that of finding a global 
solution to the positional kinematic problem of the orthogonal spherical mechanisms. 
Section 5 deals with the problem of obtaining those points of the sets of solutions of 
the rotations equation that also satisfy the equation of translations. Section 6 deals 
with the problem of parameterizing the sets of solutions of the rotations equations. 
Section 7 presents two examples whose analysis is carried out using the developed 
methodology and, finally, Section 8 provides a brief summary of the main points in 
this paper. 

2 Stating the problern 
The general inverse kinematic problem will be formulated in terms of 3 x 3 dual ma­
trices (see, for example, Duffy 1975, or Veldkamp 1976). The dual matrix formulation 
is preferred here to the popular homogeneous coordinate form because, for analyti­
cal manipulation, the formulation obtained for the separation of the rotational and 
translational parts is essential herein. 

A kinematic chain is defined as a set of n links in series. The proportions of link 
i will be specified by a constant dual angle ¢>i = <Pi + c;d; between the two adjacent 
joint axes. The dual operator is defined by c;m = 0 where m is any integer greater 
than one. The parameters <Pi and di are referred to as the twist angle and the length 
of link i, respectively. 

Neighboring links have a common joint axis between them. One parameter of 
interconnection is the distance along this common axis from one link to the next. 
Thus, the displacement linking the reference frame of element i with that of element 
i + 1 can be expressed as: 

Rx(ai + C;Xi) Ry(,Bi + C;Yi), (3) 
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or, in other words, 

Rx(a; + eXi) X RX(,8i + 1r + eYi) X RX(1r). (4) 

where 

( 
0 -1 0) 

X=Rz(1r/2)= 1 0 0 . 
001 

(5) 

Thus, any kinematic chain can be described kinematically by giving the values of 
four quantities for each link. Two describe the link itself, and the other two describe 
the link's connection to a neighboring link (Craig 1986, page 64). In what follows, we 
will consider the four quantities as variables. This way we can model any kinematic 
chain by constraining the appropriate rotational or translational d.o.f. 

If we define 

the kinematic equation for a closed kinematic chain is an equation of the form: 

n 

F(&) = II B(J;) = I. (7) 
i=1 

This equation can be interpreted as the loop equation of the n-bar mechanism 
(Thomas 1992), where & = (J!, J2, ... , In) = (rP1 + cd!, rP2 + cd2, . .. ,rPn + cdn) is 
called the vector of displacements; if> = (rP!' rP2, ... rPn), the vector of rotations; and 
D = (d1 ,d2, ... dn ), the vector of translations. 

3 Equating real and dual parts 
Some proposed symbolic methods for solving simple inverse kinematic problems can 
be factored into a solution for the rotational component and a solution for the trans­
lational component (thomas and Torras 1988). Notice that the rotation component 
can be extracted directly from the original equation by simply removing all the trans­
lations, but not the translational component. The approach taken here also follows 
this sequencing strategy. Under the dual number formalism, both components can be 
obtained by equating the real and dual parts of (7), respectively. 

Equating the real parts in (7), we have: 

n 

F(if» = II B(rPi) = I (8) 
;=1 

which will be called the equation of rotations. 
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The partial derivatives of F( <p) with respect to <Pi can be expressed as: 

(9) 

where 

(
0 0 0 ) 

Q = 0 0 -1 , 
o 1 0 

and Ai = { 
I, i = 1 
m;;;,~ B(<pj), i> 1 

(10) 

Thus, we define VF(<P) as 

VF(<P) = (AIQAi, A2QA~, ... ,AnQA~). (11) 

On the other hand, the linearization of equation (8) around a solution <Po = 
(<p~, ... , <p~) can be expressed as: 

n 

L: L1<Pi AiQA~ = 0 (12) 
i=l 

where .1<Pi = (<Pi - <p?). In other words, 

(13) 

This is called the equation of approximation, which agrees with the result obtained 
in Dicker (1964). Actually, equation (12) is the first order approximation of F(<P) = I 
around <Po, which defines a hyperplane of approximation. 

Now, equating the dual parts in (7) and taking into account that e2 = 0, it can be 
easily shown that 

(14) 

which will be called the equation of translations. 
Note that the superposition principle applies for the translational solutions, that 

is, if for a given vector of rotations we have two vectors of translation that satisfy 
equation (14), say Dl and D2 , then any vector of translations which can be expressed 
as D3 = /hDl + 1l2D2, 'v'1l1,1l2 E ~ also satisfies it. 

Considering that there are three translational degrees of freedom in space, it should 
be expected that there be three equations representing this information. Actually, if 

(
nix 

Ai = (ni 0; ai) = n;y 
n;z 

then it can be proved that 

(15) 

(16) 
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Then, if we define the vectors AiQA~ = (nix, niy, niz)t, and we express the equation 
of approximation and the equation of translations in terms of them, we get t~three 
equations we were expecting. Actually, a deeper insight reveals that vector AiQA~ in 
lR3 is a unit vector pointing in the positive direction of translation di with respect to 
the first bar of the n-bar mechanism. Thus, the equation of translations can also be 
expressed as: 

... nnx) ... nny Dt = J(4))Dt = o. 
nnz 

(17) 

Likewise, for the equation of approximation. It can be checked that J (4)) is the 
3 x n Jacobian matrix of the spatial transformation F(4)), that is: 

J(4)) = d~~). (18) 

This formulation leads to the following remark. 

Remark I. The solution of the translations equation of the n-bar mechanism (13) is 
the Jacobian null space of the corresponding rotations equation (8). 

If the following condition is satisfied 

max (rank J(4))) = 3, 
4> 

(19) 

it is said that the degree of redundancy of the closed spherical kinematic chain is 
r = n - 3. If 

rank J(4)) = 2, (20) 

for some (/J, then we say that the closed kinematic chain is in a singular state (all the 
n bars are on a plane). In others words, the vectors A;Q"A;, i.e. the columns of the 
Jacobian matrix, define a subspace of ~ which coincides with lR3 iff the mechanism 
is not in a singular state. 

Since all the axes of rotations of an n-bar mechanism can never be arranged so that 
they all keep aligned, rank (J(4>)) cannot be lower than two. 

Let N( J) be the null space of the linear mapping J. Any element of this subspace is 
mapped into the zero vector. If the Jacobian is of full rank, the dimension of the null 
space, dim(N(J)), is the same as r, the degrees of redundancy. When the Jacobian 
is degenerate, its rank decreases, and the dimension of the null space increases by the 
same amount. The sum of the two is always equal to n, that is: 

rank(J) + dim (N(J)) = n. (21) 

The solution to equation (17) involves the same number of arbitrary parameters as 
the dimension of the null space. 
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4 Self-motion sets and singularities 

Equation (8) corresponds to the loop equation of a orthogonal spherical mechanism. 
The configuration space, C, for a spherical mechanism is a product space formed by the 
n-fold product of the individual variables of rotation, that is, C = S1 X S1 x ... X S1 = 
Tn, where Tn is an n-torus, which is a compact n-dimensional manifold. The space 
of pointing directions in three-space is two-dimensional and can be represented by 
the set of unit vectors in three-space or, equivalently, by the surface of a sphere. In 
contrast, the configuration space is an n-torus. The mismatch between the topological 
properties of a sphere and a torus prevents the construction of a singularity-free inverse 
kinematic mapping (Baker and Wampler 1988). 

For non-redundant kinematic chains, there is a finite set of configurations that 
solve the inverse kinematic problem. For redundant ones, there is an infinite number 
of configurations, which can be grouped into regions of the configuration space with 
the structure of algebraic sets of dimension r. 

The term "self-motion sets" was coined by Burdick in Burdick (1989) motivated 
by the fact that any trajectory inside these sets corresponds to a continuous motion 
of the elements of the closed kinematic chain which does not require to open it. 

Formally, let a redundant inverse kinematic solution of a rotation equation be 
denoted as the union of disjoint r-dimensional algebraic sets 

F(4))=I =} 4>=USi, (22) 
, 

where Sj is the ith r-dimensional connected algebraic set and Sj n Sj = 0 when i i= j. 
Self-motion sets can be seen as smooth hypersurfaces of dimension r intersecting 

themselves. The stratification of these sets leads to several manifolds of dimension 
r, which will be denoted M i , connected through manifolds of lower dimension. The 
former will be called self-motion manifolds, and the latter just singularities. Note 
that, motivated by the presence of these singularities, the definition of self-motion 
manifolds is a rather different definition from the one introduced in Burdick (1989). 

Bounds on the number of self-motions sets are also discussed in Burdick (1989), 
where it is shown that a redundant kinematic chain can have no more self-motions 
sets than the maximum number of inverse kinematic solutions of a non-redundant 
kinematic chain of the same class. 

In Yoshikawa (1986), Thomas and Torras (1988), or Wampler (1989) it is shown 
that a discrete closed-form solution exists for spherical mechanisms with up to three 
d.o.f. For n = 3, there are two discrete solutions. For n > 3, a spherical kine­
matic chain becomes redundant. Thus, regardless of the number of d.o.f., a spherical 
redundant mechanism can have at most two distinct self-motion sets. 

Self-motion manifolds canbe parameterized, at least locally, by a set of r indepen­
dent parameters, say 1[1 = {1/;1, ... ,1/;r}, so that distinct self-motions can be generated 
by continuously sweeping 1/;; through their range. 

As already noted in Duffy (1975), equation (8) has a straightforward geometric 
interpretation as an n-sided spherical polygon. Consider a unit radius sphere centered 
at the coordinate origin. As a result of applying successive rotations, the z-axis will 
describe on the surface of the sphere a spherical polygon with sides (arcs of great 
circles) of length ¢i, and exterior angles 7r /2. Alternatively, the y-axis will describe a 
spherical polygon with sides of length 7r /2 and exterior angles ¢i. These two polygons 
are considered duals. All theorems from spherical trigonometry are thus applicable; in 
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particular, the sine, cosine, and sine-c9sine laws, which are the the three basic laws for 
spherical triangles. By trian~ulating the thus obtained n-sided spherical polygon, the 
global solutions to equation ~8) will be obtained in terms of r independent parameters. 
This is not the only possible parametrization. Actually, we can take any r variables 
as parameters. We will discuss in detail this latter parameterization in section 6, 
but, for the moment, let us assume that a set of expressions of the <Pi, i = 1 ... n, 
parameterized in terms of n - 3 independent parameters, is obtained, so that they 
yield one solution for every choice of the parameters. 

5 Satisfaying the equation of translations 

The set of all tangent vectors to a manifold M at a fixed point iPo is called the 
tangent space to the manifold M at point iPo. This set is denoted Tl/lo(M), which can 
be endowed with the structure of a linear space. The tangent space to Mi at some 
iPo = iP(tlio) in terms of the independent parameters is: 

T. (M-) = dMi(iPO) = diP(l/Io) ~nx(n-3) 
1/10 ' dl/l dl/l E 

(23) 

where dl/l E ~n-3. Then, by applying the chain rule, 

dF(iPo) = dF(iP(l/Io» diP(l/Io) = J(iP )diP(l/Io) = J(iP)T. (M-) ~3x(n-3) (24) 
dl/l diP dl/l 0 dl/l 0 1/10 • E . 

However, when F is restricted to a self-motion manifold, F must equal the identity 
displacement, dF(iPo)jdl/l must be zero, and therefore the tangent space of Mj(lft) at 
/fI = /flo, must be in the null space of the Jacobian evaluated at this point. Thus, since 
the null space of the Jacobian is the solution of the equation of rotations, the tangent 
space of Mj(/fI) is part of the solution of the translations eqvation. 

If iP(/fIo) is a point on the self-motion manifold, then 

rank (diPd~o») = N (J (iP(lfto))) = r. (25) 

If iP(lfto) is a point of a singularity, then the dimension of N(J(iP(lfto))) is greater 
than rand diP(/fIo)jdlft is not strictly defined. This leads to the following remark: 

Remark II. For the n-bar mechanism, the vector of translations that satisfies the 
equation of translations at cp(lfto), restricted to a self-motion manifold of the equation 
of rotations, is any vector in the subspace of dimension n - 3 defined by dcp(lfto)jdlft. 

The set of all tangent vectors T(/io (Mi) to a manifold at a point CPo is a linear space 
of the same dimension as that of Mi. The whole set of tangent vectors to a manifold 
Mi is denoted T(Mi) and called the tangent bundle of Mi. Then, if the solution of the 
rotations equation can be represented by the self-motion manifolds M i , the solution 
of the translations equation is the tangent bundle of Mi, that is T(M;). Hence, 

D _ \ oiP(tlio) \ oiP(l/Io) 
- 1\1 O'lh + ... + I\r o.,pr ' (26) 
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Following differential geometry nomenclature, the numbers (AI, ... , Ar) are called 
coordinates of the tangent vector D to Mi at point !p(Wo ) in a local coordinate system 
('ljJI,' .. ,'ljJr) on the surface M i , and equation (26) is called the tensor law of coordinate 
transformation for the tangent vector D. 

At a point belonging to a singularity, the Jacobian becomes degenerate, that is, 
the dimension of its null space is greater than r. Hence, the associated spherical 
mechanism becomes planar (all axis of rotation lie on a plane), and, since an n-bar 
mechanism can degenerate to planar only when n is even, it is easy to infere that 
there are no singularities when n is odd. 

Given a point on a singularity, there is a set of arbitrarily close points on the self­
motion manifolds for which we know the allowed translations. Then, by applying the 
superposition principle for the translational component, the solution at a point of the 
singularities can be expressed as a linear combination of the solution for each of these 
points. 

6 Local parameterizations 

In this section, we concentrate ourselves in obtaining simple local parameterizations, 
or local charts, useful for local analysis of the self-motion manifolds. 

Since the rank of the Jacobian matrix is maximal at every point !Po E Me (i.e. rank 
of J(!po) = 3), Me is a r-dimensional smooth manifold of class Coo, and r coordinates 
of the surrounding space Tn can be taken as local coordinates in the neighborhood 
of each point !Po E Me. This is, in fact, the implicit function theorem formulated in 
convenient terms whose proof can be found in any text book of differential geometry. 
In what follows we will study this simple parameterization. 

Let us take r consecutive variables in the chain as parameters. Without loss of gen­
erality, let {1>1, 1>2, ... , 1>r} be the set of parameters. Hence, the equation of rotations 
can be expressed as: 

(27) 

which has always solution for any proper orthogonal matrix A encompassing all the 
parameters. In general, this equation has the following two discrete solutions: 

1>r+1 = atan2(±a3b =fa2t} 

1>r+2 = atan2(±J1 - ail> an) 
1>r+3 = atan2(=fa13, =fa12) 

(28) 

where aij denotes the element (i,j) of A. One solution is obtained by taking the 
upper row of signs, and the other, the lower one. 

When an = ±1, there appear infinite solutions. Those points of the self-motion 
manifolds where this happens are called singularities of the parametrization, and it 
can be easily shown that they correspond to those situations in which the axes of 
rotation of bars r + 1, r + 2, and r + 3 lie on the same plane. 

Using this parameterization, two different sets of values for the parameters might 
lead to the same point on the self-motion manifold. Therefore, this mapping is not 
inyective but, by constraining its domain, we can get a local chart (this will become 
clear in the second example of the next section). Let Wo be a point of the space of 
parameters that maps onto !Po. This mapping is regular because at least one of the 
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minors of order 3 x 3 of the Jacobian matrix is different from zero in l[to. Since this 
minor is continuous, it is different from zero in a neighborhood of l[to. Therefore, we 
conclude that there will be an open subset in the space of parameters containing l[to 
in which the mapping in inyective. The highest the value of n, the smaller the size of 
this set. This is why, as n -+ 00 (that is, the n-bar mechanism behaves like a rubber 
band), this parametrization becomes useless. 

Thus, taking the proper r consecutive rotational variables as parameters, we al­
ways obtain a local parameterization of the self-motion manifold. This leads to the 
following remark: 

Remark III. The set of n local charts consisting of r consecutive variables used as 
parameters constitutes an atlas of the self-motion manifolds. 

Obviously, certain points are provided with several local coordinate systems. 

7 Examples 
This section contains two examples. The first one is a simple global analysis, including 
the stratification of the resulting self-motion sets and the analysis of the singularities. 
The second one is about a local analysis using the parameterization described in the 
last section, including the situation in which it is singular. 

7.1 Global analysis of the 4-bar mechanism 
The kinematic equation to solve for the 4-bar mechanism is: 

4 

II Rx( <Pi + cdi ) X = I. 
i=1 

(29) 

It is a well-known result that a rotation can be resolved into three successive rota­
tions about perpendicular axes of rotation. In doing so, we get 

(30) 

The stratification of this algebraic set leads to 4 manifolds of dimension 1 and 4 
of dimension o. As shown in the following diagram, the strata of dimension 1 are 
connected through those of dimension o. 

+-- <Po = (0,0,0,0) --t 

(31) 

+-- <P3 = ('Jr, 'Jr, 'Jr, 'Jr) --t 



104 

The tangent spaces of these strata are constant. For example, the tangent space 
of the upper left stratum on diagram (31) is (1,0,1,0). Thus, Dl = ..\1(1,0,1,0), 
lambdal E ?R, is the only possible solution of the corresponding equation of transla­
tions for any point on this stratum. For the other strata, the solutions are: D2 = 
..\2(0,1,0,1), for the upper right stratum; D3 = ..\3(1,0, -1,0), for the lower left stra­
tum; and D4 = ..\4(0,1,0, -1) for the lower right stratum. 

Let us just see what happens at the singularity ([>0 = (0,0,0,0). In this point the 
Jacobian is: 

( 
1 ° -1 ° ) 

J([>o) = ° 1 0-1 

° ° ° ° 
(32) 

which is clearly singular, as expected. Since its rank is two, the 4-bar mechanism is 
planar, also as expected. 

By applying the superposition principle at this singular point (i.e. the solution to 
the translations equation at this point can be expressed as a linear combination of 
those at the non-singular points on their boundaries), we get: 

which is clearly the solution sought. 

7.2 Local analysis of the 5-bar mechanism 
The equation to solve for a 5-bar mechanism is: 

5 

II Rx( <Pi + Edi)X = I. 
;=1 

(33) 

(34) 

A solution to its rotational component is ([>0 = (0, -~,~, -~, ~). At this point the 
Jacobian is: 

( 
1 ° -0.707 -0.707 0) 

J([>(Ifto)) = ° 1 ° 0-1 ° ° -0.707 0.707 ° 
(35) 

This point is located on a self-motion manifold of dimension 2 embedded in T5. 
Now, let us assume that we want to know the allowed translational d.o.f. for this 
particular set of rotational values. To this end, we can obtain the tangent space 
around ([>0 using a finite differences technique as follows. 

We can take 'lj;1 = <PI and 'lj;2 = <P2 as parameters of the self-motion manifold. This 
choice is obviously arbitrary. Note that given a set of values for the parameters, there 
are two solutions for the other rotational d.o.f., but choosing the closest points to ([>0, 

we get: 

7r 
([>1('Ij;1 = L1,'Ij;2 = --) = (0.001,-0.78539,1.5715034,-1.570089,0.78539) (36) 

4 
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7r 
iP2 ( 'l/h = 0, 1/;2 = -4" + £1) = (0, -0.78439, 1.57079, -1.57079, 0.7863) (37) 

with £1 = 0.001. Thus, 

8Mo iP I - iPo 
81/;1 ~ £1 = (1,0,0.7071,0.7071,0) (38) 

and 

8Mo iP2 - iPo 
8'IjJ2 ~ £1 =(0,1,0,0,1). (39) 

Since 

(40) 

finally we get, 

d1 1 0 
d2 0 1 
d3 = ).1 0.7071 + ).2 0 (41 ) 
d4 0.7071 0 
d5 0 1 

Thus, d2 = d5 , and d3 = d4 = 0.7071 . db which certainly corresponds to solution. 
It is important to realize that, if we would take rP3 and rP4 as parameters, we would 

be in a singular point of this particular parametrization. 

8 Conclusions 
We have proved that the information required for the analysis of any single loop spa­
tial mechanism is essentially stored in the self-motion sets of the orthogonal spherical 
mechanism. Thus, it has been shown the great relevance of deepening on the struc­
ture of the self-motion manifolds of the orthogonal redundant spherical mechanisms, 
and how a thorough understanding of them is very helpful in the study of spatial 
mechanisms. 

Any kinematic loop equation can be modeled as the loop equation derived from 
an n-bar mechanism by taking as many bars as needed and constraining some of the 
resulting d.o.f. It has been shown that the set of angle solutions of a n-bar mechanism 
can be obtained by computing the tangent space of the self-motion manifolds of the 
orthogonal redundant spherical mechanism. 
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Feedforward Torque Computations with the Aid 
of Maple V 

Abstract 

Thomas H. Connolly and Friedrich Pfeiffer 
Lehrstuhl B flir Mechanik 

Technische U ni versi tat M unchen 
80333 Miinchen, Germany 

Using the symbolic manipulation software package Maple V, the kinematic and dy­
namic representations needed to design a feedforward torque controller are derived. 
The derived kinematic representations include the inverse kinematics, the Jacobian 
and its time-derivative, which are needed to convert a task space trajectory to the 
joint level. Two Newton-Euler based recursive multibody dynamics algorithms are 
also programmed symbolically; one for the inverse dynamics to design the feedfor­
ward torque controller and one for the forward dynamics to validate the controller. 
The symbolic computations are demonstrated on a six degree of freedom PUMA 560 
manipulator. 

1 Introduction 

Kinematic and dynamic representations of robotic manipulators are regularly nec­
essary for their control. For multilink manipulators these representations are alge­
braically complex, making hand calculation impractical. The development of symbolic 
manipulation software such as MACSYMA, Mathematica and Maple V has made the 
derivation of complex kinematic and dynamic systems less time-consuming and less 
error prone. 

Engineers have made use of commercially available symbolic manipulation soft­
ware and have also written problem specific software for deriving kinematic and dy­
namic expressions of mechanical systems. Manocha and Canny (1992) developed 
an algorithm for solving the inverse kinematics of a general 6R manipulator with 
the aid of symbolic computation. While optimizing the design of a redundant ma­
nipulator, Mayorga. et al. (1992) used symbolic manipulation software to develop a 
Jacobian based objective function for their minimization procedure. Custom symbolic 
manipulation software has also been written to automatically generate the forward 
and inverse kinematics of a manipulator from its Denavit-Hartenberg parameters 
(Herrera-Bendezu et al. 1988; Rieseler and Wahl 1990). The equations of motion 
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for manipulators have also been written making use of symbolic manipulation. Lieh 
(1991) made use of Maple for developing the equations of motion for an elastic ~a­
nipulator. Armstrong et al. (1986) developed an explicit dynamic model of a PUMA 
560 manipulator using the software EMDEG. Symbolic computation software has also 
been used in control systems design. Van Essen and De Jager (1993) used Maple V to 
analyze and design nonlinear control systems, and to check for stability of nonlinear 
systems RothfuB et al. (1993) used MACSYMA to assist in the extensive analytical 
and numerical calculations. 

Computed feed forward torque controllers have been demonstrated to provide good 
tracking performance (Leahy 1988; Tarn et al. 1993) in robotic control systems. The 
structure of such a controller is shown in Equation (1). 

T = M(0 d )8d + V(0 d ,0d ) + G(0d) + Kp(0 - 0 d ) + Kd(0 - ed ) (1) 

where the first three terms make up the feedforward part of the control law and are 
computed off-line and the last two terms are the PD controller part calculated on­
line. Solving for the feedforward terms involves computing the inverse dynamics for 
a preplanned path. The path (position,velocity and acceleration profiles), however, is 
often described in task (Cartesian) space and hence needs to be converted into joint 
space using the manipulator's inverse kinematics, Jacobian and its time-derivative as 
shown in Equations (2-4) 

r(Xd) \ 

rl(0)Xd 

rl(0) (Xd - j(0,e)e) 

(2) 

(3) 

(4) 

where r represents the inverse kinematics. For a multilink manipulator these deriva­
tions as well as deriving the inverse dynamics model are time consuming and prone to 
errors, therefore, the use of symbolic manipulation software will greatly aid in their 
development. 

In Section 2.2 the usc of Maple V is demonstrated in developing the inverse kine­
matics, the Jacobian and its time-derivative for a PUMA 560 manipulator. The ap­
plication of Maple V to the development of the inverse dynamics model is discussed 
in Section 3. The appendix contains some of the results. 

2 Kinematics 

The coordinate frames used for developing the kinematic relationships are those used 
by U nimation, Inc. and are shown in Figure 1. The modified Denavit- Hartenberg 
parameters for this coordinate frame convention can be found in Armstrong (1986). 
After writing the corresponding Denavit-Hartenberg matrix for all six links, the dis­
placement of a point in the sixth coordinate frame can be written in the base coordi­
nate frame using the closure equation of the manipulator 

~T = ~T~T~T~TiT~T (5) 
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Figure 1: PUMA 560 Manipulator in the Zero Position 

Algebraic manipulation of this equation will be the basis of the inverse kinematics 
solution. 

2.1 Inverse Kinematics 

The procedure used to solve for the inverse kinematics is the algebraic technique 
descri bed in Paul (1981). If ~T is specified, then succesive premultiplication of Equa­
tion (5) by the inverse of the coordinate transformations between the links U+1 T- 1 ) 

will yield expressions isolating each joint variable. 
Using Maple V, this procedure is greatly simplified and leaves little work to be 

done by hand. To show the ease at which this technique can be implemented the case 
for calclulating the inverse kinematics of joint angle 5 is shown. 

Equation (5) can be rewritten as follows 

[T01Tl2T23T34r1 T06 = T45T56 

In Maple V the two sides of the equation can be written as 

SIDEl .- multiply(inverse( multiply(TOl ,Tl2, T23, T34), T06)); 

SIDE2 '- multiply(T45,T56); 

Examination of the resulting 12 nonlinear equations shows that the (1,3) and (3,3) 
elements of SIDE2 isolate sin((Js) and cos(£is) respectively in terms of known link pa­
rameters and already determined joint angles. Joint angle 5 can then be solved as 
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t5 := arctan(SIDEl[1,3J,SIDEl[3,3]); 

2.2 Jacobian and its Time-Derivative 

The linear velocity partial derivative terms of the Jacobian can be found by differ­
entiating the translational elements in Equation (5) with respect to time. This can 
be performed using Maple V by applying the "diff" function to each of the three 
translational elements. For example, 

v[i] := diff(T06[1,4J,t); 

will perform chain rule differentiation on the x component of the trahslational part 
of gT with"respect to t. The elements of the Jacobian coming from the linear velocity 
partial derivative terms are then extracted using the "coeff" function. The linear 
acceleration partial derivative terms, which are needed for determining the time­
derivative of the Jacobian, are found similarly by differentiating each of the three 
linear velocity components with respect to time. 

The angular velocity terms for the Jacobian come from the angular velocity equa­
tion for the sixth link, which is found recursively using the following equation. 

i+1 i+1Ri + ()' 
Wi+1 = i Wi i+1 (6) 

Such recursive equations, which are often used in multi body system analysis, can 
easily be implernented using Maple V. For the six links of a PUMA 560, Equation (6) 
was implemented as follows 

oll1cgaO := vector([O, 0, 0]); 
omegal := add(multiply(inverse(minor(TOl,4,4) ),omegaO),tdotl); 

omega6 := add(multiply( inverse( minor(T56,4,4) ),omega5 ),tdot6); 

where "tdot" is the relative angular velocity between coordinate frames. The elements 
of the Jacobian are again extracted using the "coeff" function. 

The angular acceleration terms used for the time-derivative of the Jacobian come 
from the angular acceleratioll equation for the sixth link, which is found recursively 
uSlllg 

i+1 i+lRi +i+1Ri ()' +() .. 
£Xi+1 = i £xi i W X i+1 i+1 

This was written in Maple V as 

alphaO := vector([O, 0, 0]); 
alpha.! := add( add( multiply( inverse( minor( TOl ,4,4)) ,alphaO), \ 

crossprod( multiply( inverse( minor(TOl ,4,4) ),omegaO), tdotl) ),tddotl); 
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alpha6 := add( add(multiply(inverse(minor(T56,4,4) ),alpha5), \ 
crossprod( multiply(inverse( minor(T56,4,4)) ,omega5), tdot6)), tddot6); 

where "tddot" is the relative angular acceleration between coordinate frames. 
The expressions for the time-derivative for the Jacobian are given in the Appendix. 

3 Inverse Dynamics Model 

The feedforward joint torques can be computed from the desired joint angle positions, 
velocities and accelerations (2-4) using the manipulator's inverse dynamics equations. 
The recursive multi body dynamics algorithm chosen for solving the inverse dynam­
ics is the Newton-Euler based method which can be found in Craig (1989). This 
algorithm can be easily implemented in Maple V using similar linear algebra state­
ments demonstrated in Section 2.2. The PUMA 560 parameters used in the recursive 
equations are from Armstrong (1986). 

The resulting expressions for the joint torques~ even after applying the trigono­
metric simplifications built into Maple V, were pages of expressions containing manip­
ulator parameters and trigonometric functions. Verifying these results with a hand 
derivation would be impractical, therefore, a second recursive multi body dynamics 
algorithm was programmed to check these expressions. 

The second recursive multi body dynamics algorithm, which is also based on a 
Newton-Euler formulation, is that of Roberson and Schwertassek (1988). This method 
solves for the forward dynamics of the manipulator recursively without inversion of the 
mass matrix. The resulting expressions for the joint accelerations can be compared 
to the hrst method·s results by solving the first method for the manipulator's joint 
accelerations. 

Since the resulting expressions of both methods were too complex to check term for 
term, the model of the PUMA 560 was built up one link at a time so that application 
errors of the algorithms could be found early from less complicated expressions. After 
correcting these errors, the complete PUMA 560 models were compared against each 
other with numerical examples and agreement was achieved. The required vectors and 
matrices used for the recursive inverse dynamics algorithm are given in the Appendix. 

4 Conclusions 

In this paper we have shown how symbolic manipulation can be used in writing kine­
matic and dynamic expressions for a multilink manipulator. The use of symbolic 
computation reduces immensely the amount of hand calculation and simplification 
needed when deriving these expressions. The tree structure associated with most 
manipulators allows for easy application of programs such as Maple V to the recur­
sive equations used to write the kinematics and dynamics of the systems. Symbolic 
computation has also been demonstrated to be a useful tool on understanding how 
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a particular algorithm should be implemented. Although the results from symbolic 
computation for the inverse dynamics could not provide a compact closed form so­
lution, symbolic computation software did provide a convenient means to implement 
and check the recursive multi body dynamics algorithm for future programming in a 
lower level computer language. 
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Appendix 

The time-derivative of the Jacobian in the coordinate frame system shown in 
Figure 1 is given below. The angular acceleration terms of the time-derivative of the 
Jacobian have been expressed in frame 6. To express these terms in the base frame, 
as were the linear acceleration terms, the lower 3 x 6 submatrix of the time-derivative 
of the Jacobian should be premultiplied by ~R, which is the rotational submatrix of 
the closure equation. 

J= 
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& . '*' = ((a4 c23 - d4 823 - a3 c2) c1 + (d2 - d3) 81) 01 
8 1 • • '*' = -2 (a4 823 + d4 c23 - a3 82) 81 01 + (a4 c23 - d4 823 - a3 c2) c1 O2+ 

2 2 (a4 c23 - d4 s23) c1 03 
~ = -2 (a4 s23 + d4 c23) sl 01 + (a4 c23 - d4 s23) c1 03 
~=O 
&9. 
~=O 
&9. 
~=O 
&9 6 & . 
~ = ((a4 c23 - d4 s23 - a3 c2) sl + (d3 - d2 ) c1) 01 

%T- = 2 (d4 c23 + a4 s23 - a3 s2) c:l 01 + (a4 c23 - d4 s23 - a3 c2) sl O2+ 
2 2 (a4 c23 - d4 s23) sl 03 

& . . 
~ = 2 (d4 c23 + a4 s23) c1 01 + (a4 c23 - d4 s23) sl 03 

!!..<:.:t. = 0 
&9 4 

&a y = 0 
Des 

!!..<:.:t. = 0 
&9 6 

~=O :91 • • * = (a3 s2 - d4 c23 - a4 s23) O2 - 2 (d4 c23 + a4 s23) 03 

~ = -(d4 c23 + a4 s23) 03 
~=O 
&9. 
~=O 
&9. 
~=O 
&9 6 

~=O 
&9 

~ = (s23s5c6 + c23(s4s6 - c4c5c6»01 - (s4s6 - c4c5c6)04 - s4s5c60s + (c4c6 - s4c5s6)06 

~ = (s23s5c6 + c23(s4s6 - c4c5c6»01 - (s4s6 - c4c5c6)04 - s4s5c60s + (c4c6 - s4c5s6)06 
lJ 3 ••. 

~ = s23(c4s6 + s4c5c6)OI - c5c60s + s5s606 
h&'/ = c6(s23c4s5 - c23c5)01 + c606 

9. 

~ = (s23s4c6 + s6( s23c4c5 + c23s5) )01 

5t =0 891 .... 
~ = (c23(c4c5s6 + s4c6) - s23s5s6)OI - (s4c6 + c4c5s6)04 + s4s5s60s - (c4s6 + s4c5c6)06 
& .... 7 = (c23(c4c5s6 + s4c6) - s23s5s6)Ol - (s4c6 + c4c5s6)04 + s4s5s60s - (c4s6 + s4c5c6)06 g 3 .•. 

~ = s23(c4c6 - s4c5s6)/h + c5s60s + s5c606 
a ~ . . 
~ = (c23c5s6 - s23c4s5s6 )01 - S606 
& . 
~ = (s23(c4c5c6 - s4s6) + c23s5c6)OI 

~=O 
&9 

~ = -(s23c5 + c4s5c23)01 + s4c50s + c4s506 

~ = -(s23c5 + c4s5c23)01 + s4c50s + c4s506 

%f = s23s4s501 - s50s 

~ = -(c23s5 + s23c4c5)01 

~=O 
&9 6 
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Nonlinear Control of Constrained 
Redundant Manipulators 

Christoph Woernle 
Institute A of Mechanics, University of Stuttgart, 

Germany 

Abstract. The dynamic hybrid position and contact force control of open-chain 
manipulators with redundant degrees of freedom by means of exact input-output 
linearization is investigated. The dynamics of the manipulator is transferred into a 
decoupled linear dynamics in the subspace of the control variables and a still nonlinear 
dynamics in the subspace of the redundant degrees of freedom. By projecting artificial 
potential and damping forces into the subspace of the redundant degrees of freedom, 
it is possible e. g. to realize repeatable motions in the joint space for cyclic trajectories 
or to avoid collisions with obstacles in the workspace. 

1 Introd uction 

Kinematically redundant manipulators have more independently controllable degrees 
of freedom than control variables specified by the particular task. This provides in­
creased flexibility for the execution of complex tasks. Typical variables for dynamic 
control are the position coordinates of the endeffector or independent position coor­
dinates together with contact forces in case of material contacts between manipulator 
and environment. The considered control task is to make all control variables track 
prescribed time functions and to accomplish desirable subtasks using the redundant 
degrees of freedom such as avoiding collisions with obstacles in the workspace. Be­
cause of the nonlinearities of the mechanical system, the method of exact input-output 
linearization is applied. By means of a nonlinear state feedback the dynamics of the 
manipulator is transferred into a linear, decoupled dynamics in the subspace of the 
control variables and a still nonlinear dynamics in the subspace of the redundant 
degrees of freedom that is non-observable from the control variables. 

The dynamics of the manipulator in the subspace of its redundant degrees of free­
dom is then prescribed by nonlinear artificial potential and damping forces that ge­
nerate asymptotically stable equilibrium positions in this subspace. Potential forces, 
that depend only on the joint coordinates, are applied to realize repeatability in 
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the joint motions for cyclic trajectories. Collision avoidance is achieved by potential 
forces that are defined over the cartesian workspace and push the manipulator away 
from the obstacles. The described procedure can be applied to unconstrained mani­
pulators, to manipulators with material contacts at the endeffector, as described e. g. 
by KHATIB (1987) or YOSHIKAWA (1990), and also to manipulators with multiple 
contacts at the endeffector and/or other limbs. 

2 Dynamics of a Constrained Manipulator 

2.1 Equations of Motion 

Assuming a rigid-body model of an open-chain manipulator with f degrees of freedom 
and f control forces U E IR/ acting directly along the f independent joint coordinates 
q E IR/, the equations of motion are 

M(q) q = g(q,q) + u. (1) 

Here, M E IRJ.f is the symmetric, positive-definite inertia-matrix, while the vector 
9 E IR' summarizes the generalized centrifugal forces as well as all applied forces 
except for the control forces u. 

During execution of a task, the manipulator may be constrained by material con­
tacts of the endeffector or other limbs with the environment. It is assumed that these 
material contacts lead to d < f independent constraints on the joint coordinates q: 

CPFi(q) =0, i=l, ... ,d, or (2) 

If the functions cP F( q) are differentiable at least twice with respect to time, the total 
second-order time derivative of Eq. (2) is 

'PF == CPF(q) q + CpF(q,q) = 0 

CPF(q) = 8cpF(q) E IRd,/ , 
8q 

;; ( . ) d cP F( q) . E IRd 
cP F q, q = dt q . 

(3) 
with 

The d < f constraints (2) reduce the number of degrees of freedom of the 
manipulator from f to f - d. In the equations of motion (1) constraint forces cpJ A 
are to be added, whereby A E IRd are independent coordinates of the constraint 
forces: 

M(q) q = g(q,q) + cpJ(q) A + u. (4) 

The differential-algebraic set of equations (2) and (4) then describes the dynamics 
of the constrained manipulator. Hereby, the constraints (2) must be fulfilled on 
position, velocity and acceleration level. If the positions q and the velocities q, which 
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have to be consistent with the constraints (2) and their first-order time derivatives, 
as well as the control inputs u are given, Eqs. (3) and (4) together represent a set of 
f + d linear equations to determine uniquely the f unknown accelerations q and the 
d unknown contact force coordinates ..\ : 

(5) 

2.2 Control Variables 

The objective of the considered control is to make altogether m control variables yet) 
track prescribed functions yet). For the constrained manipulator described by (2) 
and (4), the m control variables may include mF force outputs YF as well as mp 
position outputs Yp. In this work, all d coordinates ..\ of the constraint forces are 
defined as the mF = d force outputs: 

YFi = Ai, i = 1, ... ,mF, or YF =..\. (6) 

If only a subset of ..\ is chosen as control variables, the manipulator is statically 
redundant. This case is not considered here, although the following derivations can 
be easily extended to include it. 

With f - mF degrees of freedom of the constrained manipulator, mp :s: f - mF 

position outputs YP can be defined as functions of the position variables q : 

YPi = 'PPi(q) , i = 1, ... , mp, or YP = I.pp(q) . (7) 

In the same manner as the constraint functions I.pF(q) of Eq. (2), they are assumed 
to be at least twice differentiable with respect to time: 

yp = ~p(q) ip + (pp(q,q) 

with ~p(q) = 8I.pp(q) E lRmp,l , 
8q 

;; ( .) _ d~p(q) . E lRmp 
I.p p q, q - dt q . 

(8) 

The kinematical control variables Y p must be chosen within the admissible motion 
space of the constrained manipulator. This condition is fulfilled, if the mF functions 
I.pF(q) of Eq. (2) and the mp functions I.pp(q) of Eq. (7) are independent, or equiva­
lently, the mF + mp row vectors of the functional matrices ~F and ~p are linearly 
independent. 

For m = mp + mF < f, the manipulator is kinematically redundant with f - m 

redundant degrees of freedom that are not specified by control variables of type (7). 
Basically, it can be always made non-redundant by introducing f - m additional 
independent control variables of type (7). The practical problem is, however, that 
desired values for these additional outputs are not prescribed by the manipulator 
task. The redundant degrees of freedom will be therefore controlled in a different 
manner. 
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3 Input-Output Linearization 

3.1 Linear Input-Output Equation 

For the derivation of the input-output linearization, the so-called partial relative 
degree di of the i-th output Yi is important. It is exactly the number of times one 
has to differentiate Yi totally with respect to time in order to have at least one 
component of the input vector u explicitly appearing, refer to ISlDORI (1989). By 
this, a set of equations is obtained that is linear in the dith-order derivatives of Yi and 
the inputs u. The solution of this "linear input-output equation" with respect to u 
yields the "inverse system" necessary for input-output-linearization and -decoupling. 

The linear input-output equation for the manipulator is obtained by inserting 
the accelerations q and the contact forces ~ resulting from Eq. (5) into the control 
output equations (6) and (8). It can be brought into the form 

with 

[ 
- (cPFM-lcP~rl 

F = _ (cPpM-1cPn (cPFM-1cPn-1 

The matrix D E IRm ,J here has full row rank r( D) = m ~ f and is the decoupling 
matrix of the system, ISlDORI (1989). This means that the m outputs y can be 
independently controlled by the f inputs u . Thus, the relative degrees are dpi = 2 
for all position outputs y p and dFi = 0 for all force outputs y F . 

3.2 General Decoupling Feedback 

To obtain the linearizing state-feedback, the input-output equation (9) is solved with 
respect to u. The control outputs YF E IRmF and fJp E IRmp are hereby replaced 
by new inputs W F E IRmF and w p E IRmp of the decoupling feedback. Since in 
the considered redundant case the decoupling matrix D is nonsquare, the solution of 
Eq. (9) is not unique. It can be generally expressed by 

u = D- [::]- D- d + (1 - D-D)w·. (10) 

The matrix D- E IRJ,m is an arbitrary generalized right-inverse of D with the pro­
perty DD- = I. The arbitrary vector w* E IRJ is projected into the nullspace of D. 
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A particular generalized inverse D- will be determined in section 4.2. The cancel­
lation of the nonlinearities of the mechanical system by the feedback (10) is shown 
by inserting Eq. (10) into the input-output equation (9). If the matrices D and din 
Eqs. (9) and (10) coincide, a linear and decoupled system is obtained consisting of 
mF proportional and mp double-integrating input-output channels: 

or YFi = WFi, i = 1, ... , mF, 

or tiPi = WPi, i = 1, ... ,mp . 

(11) 

(12) 

These input-ouput channels and the redundant degrees of freedom can now be sepa­
rately controlled. 

4 Control of the Decoupled System 

4.1 Control of the Output Variables 

To obtain asymptotically stable tracking control for the system outputs, i. e. 

lim (iJp(t) - yp(t)) = 0, 
t-+oo 

(desired values marked by " A ") each input-output channel (11) for the contact forces 
is separately controlled by an integral feedback 

WFi(t) = aFi J eFi dt, i = 1, ... , mF, (13) 

of the force error eFi = YFi - YFi, while each input-output channel (12) for the 
positions is separately controlled by a feedback 

WPi(t) = gPi + aDi epi + api epi + ali J epi dt , i = 1, ... ,mp , (14) 

of the position error epi = YPi - YPi. The feedback gains ali, api, av;, and aFi are 
determined by pole-placement, see e. g. ISIDORI(1989) or YOSHIKAWA (1990). 

4.2 Control of the Redundant Degrees of Freedom 

Independently from the control of the decoupled input-output channels, the dynamics 
of the manipulator in the subspace of its f - m redundant degrees of freedom is 
inherently determined by a particular inverse system (10). This dynamics is now 
prescribed in such a way that desired configurations of the manipulator are asympto­
tically stable equilibrium positions. The manipulator then tends to move towards 
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these configurations. In terms of the joint coordinates q, this artificial dynamics is 
stated as simple as possible in the form 

Qqu = p, (15) 

where Q is regarded as a diagonal, positive-definite inertia-matrix and p as a vector 
of generalized applied forces in the joint space. The asymptotic motion of the kine­
matical chain towards desired configurations must be realized by the applied forces p, 
while the time behaviour of this motion is additionally influenced by the masses Q. 
Eq. (15) only holds, if the joint accelerations qu are unconstrained, as indicated by 
the index "u". However, the actual accelerations q must be consistent with the mF 

constraints (3) and the mp output equations (8). With the replacement yp -+ Wp, 

the latter are additional constraints on q. Eqs. (3) and (8) together are a set of 
m = mF + mp constraint equations for q: 

(16) 

Because of these constraints, the "unconstrained" accelerations qu = Q-l p from 
Eq. (15) is different from the actual accelerations q. The determination of the actual 
q can be formulated as an optimization problem by means of the principle of least 
constraint of GAUSS, refer e. g. to PARS (1968). It defines the "constraint" Z as the 
sum of the mass-weighted squares of the differences between the accelerations qu of 
an unconstrained and q of a constrained mechanical system, and requires that Z gets 
minimal with respect to q, i. e. 

Z( ") 1 (.. ..)T Q (.. ..)! . q = 2 q - qu q - qu = mJn 

or, with qu = Q-l p, 

Z(q)=~qTQq_pTq (+pTQ-lp)~m.in. 
2 q 

(17) 

This optimization problem is constrained by Eq. (16). To solve it, the extended 
objective function 

(18) 

with LAGRANGE-multipliers JL E lRm is minimized. The necessary minimum condi­
tion gives in combination with the constraint equations (16) the linear set of equations 

az _ 0 -+ 
aqT -

(16) -+ 
[ Q ~T 1 [q 1 = [ p 1 
~ 0 JL -~+Vwp 

(19) 
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These are differential-algebraic equations of motion for the dynamics of the manipu­
lator within its redundant degrees of freedom. Elimination of JL yields the solution 

(20) 

with 
q,tQ) = Q-l q,T (q, Q-l q,Ttl . 

Here, q,tQ) E IR/,m is the pseudoinverse of q, weighted by Q. It has the property 

q,q,tQ) = I. Inserting (20) into (4) yields together with (6) the particular inverse 
system, refer to Eq. (10): 

u= J-q,~ I ~q,tQ)Vl[::l-Mq,tQ)c;,-g+M(I-q,tQ)q,)Q-lp. (21) 

n-
If the corresponding matrices of the input-output equation (9) of the mechanical 

system and the inverse system (21) coincide, the decoupled input-output channels 
(11) and (12) are obtained, as shown by inserting (21) into (9). The feedback (21) 
transfers the dynamics of the mechanical system into the linear input-output dyna­
mics (11), (12) and the nonlinear "internal" dynamics (19) that is non-observable 
from the outputs YP and YF. A block diagram of the overall control structure is 
shown in Fig. 1. 

positron output control linearizing feedback mechanical system 
r------------l r-----------------------l r------------------------I 

ifp' 'YP' ~--------------~' ~~' ______ ,-______ ~~ , 

, 
, 

control of redundant d.o.{ : 
r------------l I 
, , p' 
, p(q, iI, t), M (I -<.PtQ) <.p) Q-lp 
, , 
~-------------

ifp 

Ar-------------~YF 

, -------------- ~ _______________________ l 

, , 
, , 
, , , , , 

~------------------______ I 

Fig. 1: Nonlinear Control Structure 
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5 Examples 

The desired configurations are now formulated as equilibrium positions of the con­
strained dynamics (19) of the manipulator in the subspace of its redundant degrees 
of freedom. This can be achieved by an artificial potential energy field U(q) that 
is minimal in desired configurations of the manipulator. The control forces P then 
are conservative forces Pc(q) together with dissipative forces Pd(q,q) for asymptotic 
stabilization: 

. aU(q) . ( )
T 

p(q,q) = - ---aq -Pd(q,q) with e. g. ki = const. (22) 

The choice Q = I for the artificial mass matrix turned out to be reasonable for 
manipulators with revolute joints. Compared to e. g. Q = M(q), these decoupled 
"masses" avoid undesired dynamic couplings between the coordinates that make the 
dynamic transition to the equilibrium position less predictable, see also HOLLERBACH 

and SUH (1987). Examples are given in the following. 

5.1 Repeatable Motions 

If there are no other restrictions, it is usually desired to reach the initial joint positions 
at the end of a closed-loop trajectory of the position outputs YP in order to be able 
to carry out repeated tasks in the same manner. This can be realized by artificial 
springs in the joints that are not tensioned in the initial configuration qo: 

1 J 
U(q) = 2" L: C;(qi - qO,i)2 , 

• =1 

Ci = const . (23) 

A repeatable motion of a planar manipulator with three redundant degrees of freedom 
tracking a circular trajectory yp(t) (no contact constraints) is shown in Fig. 2. 

1 cycle 1 cycle 
80.00 

/ 
_........ / 

...... '-...... '-. --. ~-60.00 

50.00 

110.00 

30.00 

20.00 

10.00 

0.00 

yp(t)' ... -10.00 ql 
-20. 0g. =00~---:9-:. 0""0 ~-IC:CB .':cOO+-'--::-27~. o:-:Co ~-':-:CB~. oo"'-t-![~s l-"~. 00 

Fig. 2: Repeatable motion in joint space (J = 5, mp = 2, mF = 0) 
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5.2 Hybrid Position/Force Control 

The motion of a planar manipulator with one redundant d.o.f. along a wall with 
prescribed contact force under a potential of type (23) is shown in Fig. 3a. The 
contact force A(t) converges asymptotically towards its desired value ~, Fig. 3b. 

150.GO 

,\ [N] 
123.33 

18.81 

b) -IO.Og.oo 0.17 0.33 a.so 0.&7 0.83 1.0D 

t[s] 

Fig. 3: Hybrid position-/force control (f = 3, mp = 1, mF = 1) 

5.3 Collision avoidance 

A main advantage of kinematically redundant robots is their ability to avoid collisions 
with obstacles in the workspace while tracking a desired trajectory. This can be 
achieved by artificial potential forces repulsing the manipulator arm from the obstacle. 
To a discrete point Pi on the manipulator with the absolute position vector ri and 
the shortest distance d(ri) from the obstacle a potential:U(ri) is assigned, refer to 
KHATIB (1986): 

{I (1 1 )2 
-2'" d( .)--d for d(ri):5 do, 

U(ri) = r, 0 

o for d(ri) > do. 
(24) 

Here, ", is a scaling factor and do denotes the distance of influence of the obstacle. 
The artificial repulsing force on Pi derived from U(ri) for d(ri) :5 do is: 

f.(r.) = _ oU(r) _", _1 __ ~ 1 od(r) ( )T ( ) ()T 
, , or r=ri - d(ri) do (d(ri))2 or r=ri 

(25) 

To get the control force p needed in Eq. (21), the forces fi on all npi discrete points 
Pi are projected into the joint space and there summarized: 

with 
i=1 

. = (ori(q))T f. p, oq ,. (26) 

Two examples for trajectories of a planar five-link manipulator with this collision 
avoiding strategy are shown Fig. 4. 
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, 
, 

" , 
2::"'1_=--0-----0---0----4> to 

Fig. 4: Collision avoidance (f = 5, mp = 2, mF = 0) 

6 Conclusion 

The dynamics of a constrained redundant manipulator in the subspace of its red­
undant degrees of freedom is prescribed by artificial applied forces that generate 
asymptotically stable equilibrium positions in this subspace. Control goals such as 
repeatability in the joint motions or collision avoidance can be realized. It is a "local" 
optimization procedure instantaneously minimizing the "constraint" on the motion 
in the subspace of the redundant degrees of freedom. Further improvements can be 
expected by application of "global" dynamical optimization schemes covering whole 
trajectories, that are, however, more complex. Other future investigations concern 
control of combined kinematically and statically redundant manipulators where the 
control inputs needed to realize a desired motion can be minimized, if no explicit 
control of the contact forces is desired. 
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ANAL YSIS OF MECHANISMS BY THE DUAL INERTIA OPERA TOR 
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ABSTRACT 
The application of dual numbers to kinematics is based on the principle of 

transference that extends vector algebra to dual vector (motor) algebra. No such direct 
extension exists however, for dynamics. Inertia binor is used to obtain the dual 
momentum, from which the dual equations of motion are delived. This derivation raises the 
dual dynamic equations to six dimensions, and in fact, it does not act on the dual vector as 
a whole, but rather on its real and dual parts as two distinct real vectors. 

In this investigation, the dual inertia operator is introduced. This gives the mass a 
dual property which has the inverse sense of Clifford's dual unit, namely, it reduces a 
motor to a rotor proportional to the vector part of the former, allowing direct relation of 
dual force to dual acceleration. As a result, the same equation of momentum which holds 
for linear motion, holds also for angular motion if dual force, dual acceleration, and dual 
inertia, replace their real counterparts. 

This approach was implemented in a symbolic computer program. By adding dual 
number algebra, the program is able to handle dual quantities. Furthermore, applying the 
dual inertia rules, the dual equations of motion are obtained by replacing real with dual 
quantities as it is illustrated in the example of a three-degrees-of-freedom robot. 

1. INTRODUCTION 
Dual numbers were invented by Clifford in the nineteenth century [Clifford, 1873], 

and were generalized for kinematic applications by Kotelnikov's principle of transference 
[1895] that extends the algebra of vectors to that of dual-vectors (motors). This principle 
states that when dual-numbers replace real ones, the relations of vector algebra for 
kinematics of a rigid body with a fixed point, hold for motor algebra of a free body (see 
also [Hsia and Yang, 1981; Martinez and Duffy, 1993; Rooney, 1975]). But it was about 
one century latter before they were applied to mechanisms analysis [Dimentberg, 1965; 
Yang and Freudenstein, 1964; Yang, 1966]. 

In the 80's, as robot manipulators became popular, several investigators applied the 
dual-numbers to their kinematic analysis [Gu and Luh, 1987; Lee and Soni, 1979; 
McCarthy, 1986; Pennock and Yang, 1985; Pradeep, Yoder, and Mukundan, 1989]. Direct 
kinematics of robot manipulators, both position and orientation, can therefore, be obtained 
by consecutively multiplying 3X3 dual orthogonal matrices, one for each degree of 
freedom, instead of 4X4 real ones. It was shown [Gu and Luh, 1987] that the same 
multiplication also yields the Jacobian matlij~ in an explicit fOlm. 
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Only a few investigations over the past thirty years aimed, however, at the 
application of dual numbers to mechanisms dynamics [Dimentberg, 1965; Lee and Sony, 
1979; Luh and Gu, 1984; Yang, 1967; Yang, 1967; Yanzhu, 1988]. In order to understand 
the difficulties involving the use of dual numbers in dynamics, it is best to quote from 
Dimentberg's book [1965] " ... It will be appropriate to note here that the attempt to apply 
the transfer principle to dynamics no longer produces such simple relationship as can be 
obtained for kinematics and statics .... because the complex operator linking the kinematic 
and force screws cannot be obtained from the corresponding affine operator linking the 
angular velocity vector with the moment by substitution of complex for real quantities. As a 
result many dynamic and static problems must be solved on the basis of general screw 
theory with the screw expressed by means of six Plucker coordinates. [page 61]". 

Also, on page 137, he remarked that even though the three-dimensional dual­
kinematic equations are expanded into six real ones, there is still a discrepancy in the 
derivation of the dynamic equations" ... Then the dynamic equations decompose into two 
groups of three equation each. But those three equations that express the relation of the 
principal part of screw U, i.e., the angular-velocity vector, to the moment of the external 
forces will be not the principal part of the equations, but rather their moment part. The 
corresponding vector equation will be not the principal, but the moment part of the screw 
equation. Thus, the differential equations for the principal part of the kinematic screw are 
not the principal part of the basic differential equations, but, to the contrary, are their 
moment part.". The same problem obviously, arose in Yanzhu's [1988] investigation, 
where he reversed the order of the velocity screw in order to derive the Newton-Euler 
equations in a screw matrix form. 

Furthermore, Yang [1966] showed that the acceleration of a rigid body is not a dual 
vector, as it does not follow the relevant transformation rule. Nevertheless, the acceleration 
can be composed in the regular manner of a dual vector into real and dual parts, a quantity 
Yang called a pseudo-dual vector [yang, 1967]. 

In order to overcome the problem of dual number representation of a rigid body 
dynamics, Kotelnikov (according to Dimentberg) introduced the inertia binor concept. The 
binor is a combination of two dual matrices which, when applied to a dual vector 
transforms it into a new dual vector, according to the rule: 

r'=(A)r=Ar+A+r 
o (1) 

where rand ro are, respectively, the real and dual parts of a dual vector f' ,and 
A A + 
A and A are dual matrices, generally different. The symbol " defines a pair of a real 
and dual quantities. 

The inertia binor about a body-fixed coordinate system is defined as: 

(T) = (1':1'+) = ([-S:::Ixy Sz£~::xy ~:Y:£~~],[£~z -~z 
Sy + £1 xz -Sx + £1 yz £Izz -£Sy £S x -~']J 

(2) 
where £ - the dual unit 

m, lij - body mass, and moments of inertia matrix element, respectively 
S. - body moments about axis i 

I 

Multiplying the above equation by the dual velocity, we obtain the dual momentum: 
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A A+ 

p= (T)u =Tm+T v (3) 

where u = 00 + EV - is the kinematic screw of the body, in accordance with Dimentberg's 
definition. Thus we obtain the dynamic equation in dual form: 

dp =~[(T)u] =f 
ili ili ~ 

A 

where f is a dual force ( wrench ). 
Examining the binor operation and its effect on a screw, Dimentberg observed that 

replacement of the real quantities of any real operator with dual ones does not yield a binor. 
Hence, the screw formulation for dynamics is not a straight generalization of a vector 
formula into the dual-number domain. In other words, the principle of transference ~ 
not extend to rigid body dynamics. 

It has to be noted that even though dual matrices were applied in earlier 
investigations to the Lagrangian dynamics of rigid bodies (see for example [Luh and Gu, 
1984] ), their use was limited there to the kinematic part, and after separation of the dual 
expressions into linear and angular parts, the dynamic terms were calculated in the 
traditional way. 

Dual numbers were applied to dynamics of a rigid body in almost complete dual 
number form by Yang [1967,1969]. The dual momentum about the body's center of mass 
is utilized in his study as follows: 

A 

h = mv+w 

h = 1m 
(5) 

where v - is the velocity of the center of mass with respect to the inertial frame; 
I - is the body moment of inertia about its center of mass. 
If dual number algebra is applied, then the expression for the momentum is 

obtained through an inertia binor multiplication (Eq. 3). But such an operation expands the 
equation's dimensionality to six, and actually operates on two separate sets of three­
dimensional real vectors. For dual dynamic analysis, the six-dimensional real vector is in 
tum, combined into a three-dimensional dual one in reverse order. 

In order to obtain a general formulation of the dynamics of a rigid body in dual 
form, and to utilize its advantage of compactness and efficiency, we propose to consider 
the inertia as being of a dual nature and replace the binor operator with a much simpler dual 
inertia operator. Under the new representation, the spaces of wrenches and their integrals 
(i.e. dual forces and dual momenta) can directly be connected with those of twist 
derivatives and twists (i.e. dual accelerations and dual velocities), respectively. 

2. FORMULATION OF DUAL MASS OPERATOR 
Let us begin our dynamic analysis with the motion of a particle. The use of dual 

numbers and dual vectors in representing particle motion is obviously formal, since they 
refer to motion of rigid bodies about lines not of points. Hence, formally, a particle velocity 
in space is described by a dual vector as follows ( this is a pure vector; hence, in its dual 
representation, is a pure dual number) : 

U=EV (6) 
and its acceleration is, 
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Add A 
a=Ea=-Eu=-u. 

dt dt (7) 
When the particle of mass m moves with acceleration, there is a force which acts 

on it in accordance with Newton's law, 

f =ma (8) 
In terms of the dual numbers as defined by Clifford, the force is the rotor part of a 

motor, hence a real vector, 

f=f (9) 
whereas the linear acceleration is the dual part of a motor, hence a pure dual vector, 

A 

a =Ea (10) 
In order to satisfy Eq. (8) it is necessary to include with the mass a dual operator in 

order to transform the pure dual vector into a real one. This transformation can be achieved 
if the dual symbol E in the acceleration is eliminated. We propose to add such an operator 

to the mass and denote it formally by dldE, even though it has no derivative sense. 
This at first sight artificial operation, is justified if one considers it in the light of 

Clifford's definitions of a motor and the dual symbol E. The operator dldE applied to any 
motor, changes it into a rotor parallel to its vector axis and proportional to the vector part of 

it. We can easily see that dldE operating on a motor twice, also reduces it to zero. 
Accordingly, Newton's law in dual vectors reads 

A dAd 
f=m-a=m-(Ea)=ma (11) 

dE dE 
Considering dynamical relations such as Newton's law or the expression for 

momentum, we can conclude that with respect to dual-vectors the mass has a special 
property, that it acts on the vector part of a motor (pseudo-motor) and transforms it into the 
rotor part of a pseudo-motor (motor). Therefore, we can combine the mass and its dual 
operator into the dual mass operator m as follows 

A d 
m=m­

dE 

Using this operator we can rewrite the equation of motion of a particle 
A 

f = mil 
hI =mv 

where hI is the linear momentum of a particle. 

(12) 

(13) 

In accordance with the above formulation one can obtain the moment of momentum 
of a rigid body as the sum (integral) of moments of momentum of all elementary particles 
which constitute the body. Carrying out this derivation the dual moment of momentum, hc, 
becomes: 

(14) 
where I - is the body inertia matrix. 

Comparing this equation with the analogous real one it is seen that in order to 

satisfy the dual relation we must. multiply I by E. Note that ro is a rotor, or in other 
words the real part of the velocity motor. Accordingly we can rewrite (14) in the form: 
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he = (EI)(ro+EV) = Elv (15) 
Note that the linear momentum of a rigid body is still a real vector: 

A AA d( ) hI = mv = m- ro + EV = mv 
dE 

(16) 

it seems to be natural to combine momentum and moment of momentum into a new 
quantity - dual momentum, given by the expression: 

A A A 

h = hI + he (17) 

After substitution (13) and (15) in (17) we finally obtain, 

A A A A d )( ) h=mv+EIv=(m-+EI ro+EV =mv+EIro 
dE (18) 

We can expand the mass into a diagonal matrix, if a unified notation is desired. 
Then we define dual inertia as follows: 

d 
EIxy EIxz m- + £I xx 

dE 
A A A d d 
M=m+I=m-+EI= £I yx m- +EIyy EIyz 

dE dE 

£Izy 
d 

£Izx m- +EI zz (19) dE 

At this point we can summarize the derivation of dual momentum by the following 
compact form: 

h=Mv (20) 
To derive the dual force acting on the body, we difffrentiate equation (20) with 

respect to time in the moving body-fixed coordinate system: r;,' 

A d A A dv A A 

f =-h = M-+rox Mv 
dt dt 

(21) 

It is seen from Eqs. (20) and (21) that both dual momentum and dual force are 
obtained without using the inertia binor, and without artificially interchanging the dual with 
the real part. In fact, Eq. (20) and its time derivative might be considered as an extension of 
the principle of transference to dynamics. 

3. DYNAMIC ANALYSIS OF MECHANISMS 
In this section we use the dual inertia operator to obtain the equations of motion of a 

mechanism. We propose to base the sought equations on the virtual-work and D'Alembert 
principles [Shoham and Srivatsan,1992] since almost all components of this equation are 
parts of the Jacobian matrix which is explicitly obtained through the dual-direct-kinematics 
expression. This equation has the form: 

T ~ T[[mi 0Jfg ....J 
n = J f+ ttJi a Ii La +JiB+ JiB + 

(22) 
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where: f = [fx, fy,fz,'tx,'cy,'tz) - vector of external force and moment 
n - vector of joint moment or force 

and 

J - Jacobian matrix for the end-effector 
J j - Jacobian matrix for center of mass of the i-th link 
mj - mass of the i-th link 
L - number of links 
hi - moment of momentum of the i-th link about its center of mass 
g - gravitation vector 

[m 
0 :J Q.=[ :. 

-illiz 

_00" ] m, = ~' mj 0 illix 

0 -illiy illix 0 

We now extend this equation to dual formulation. The vector of generalized 
coordinates in dual form is given by: 

A A A A T 
8 = (Ql>Q2, ... qd 

where (L == 8 i - for a revolute joint 

<h = ~A -for a prismatic joint 

qi = 8i + Ed i - for a cylindrical joint. 

(23) 

Using the dual inertia operator to relate dual force and acceleration (19) we, finally, 
obtain: 

n= jT f+ tJ i
T M[Eg+J10+JjS]+QIVlJjS] 

1=1 

(24) 

A T 
where: f == (fx + etx, fy + ety,f z + etz) - dual force applied at the end-effector 

A A A d 
M = m + I = m dE + d - dual 3x3 inertia operator 

j i , j - dual Jacobians, obtained in accordance with a known algorithm, e.g. [Gu 

and Luh, 1987]. 

One can see that the 6 x L and 6 x 6 matrices of equation (22) have been reduced to 
3 x Land 3 x 3 matrices in (24). The advantage of the dual-form equation (24), apart 
from its compactness, is reduction of the number of generalized coordinates when the 
manipulator has cylindrical joints (see below). 

4. COMPUTER PROGRAM FOR SYMBOLIC DERIVATION OF A 
MECHANISM DUAL-DYNAMIC EQUATIONS 
A symbolic computer program based on the Mathematica software package, was 

developed to obtain the symbolic representation of a mechanism dynamic equations. 
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Utilizing the dual inertia operator, derivation of the dual dynamic equation is direct 
extension of the real one. Since the same mathematical formulas hold also for dual vectors, 
it is possible to define the algebraic rules of dual numbers, and then the development 
environment becomes "dually" oriented where numbers can be pure real, pure dual, or a 
combination of both (this is similar to the program's ability to handle complex numbers). 
Once these rules are defined, all build-in mathematical rules, e.g., vector, scalar, and 
matrix mUltiplication, as well as special dual rules such as function of dual numbers, 
become applicable. As a result, it was relatively simple to expand the Mathematica program 
to deal with dual numbers, which facilitates the derivation of a mechanism symbolic 
dynamic equations once kinematics and inertia parameters are given. 

5. ILLUSTRATIVE EXAMPLE 
As an example, consider a three-degrees-of-freedom robot, shown below. First the 

dual transformation matrices are derived and then from their corresponding columns, the 
dual Jacobian is constituted. The dual inertia operator is then applied to obtain the joint's 
dual forces. 

/ 

x. Yo 

Transformation from the tool coordinate system to coordinate system 1 is given by: 

AT = 0 c2 s2 
Al [1 Els2 -El~] 

EI -s2 c2 
(25) 

and complete dual transformation from the tool to the world coordinate system by means 
of: 

[ 
cl - E(I sl s2 + dsl ) sl + E(dcl + 1 cl s2) 

AO 
AT = -sl~ +EdS2cl cls2 - Edc 2sl 

-81 s2 + EO cl + dCl S2) -cls2 + E(I sl - dSl S2) 
(26) 

where si and Ci denote sin8i and cos8i, respectively. 
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Because of the cylindrical pair, we consider the manipulator as having only two dual 
degrees of freedom ( instead of three real ones ) 

<II = 81 +fd 

(27) 

The first rotation and translation is about the z-aXIS ill frame 0 (see Fig. 1) and the 
second about the x-axis in frame 1, hence, the third column of (44) is the first column of 
the Jacobian matrix, and the first column of (43) is the second column of the latter; we then 
obtain: 

(28) 
Let r be the distance from the origin of coordinate system 1 to the center of mass of 

link 1, and let the link inertia matrix, in a link-attached coordinate system at the center of 
mass, be: 

I =[~ I~ ~] 
'0 0 I 

(29) 

The Jacobian matrix J I for the center of mass is obtained by replacing r for 1.. 

The dynamic equation (24) requires knowledge of the angular velocity matrix, which 
is also a part of the Jacobian matrix, given by: 

[ 
0 -c281 S281] 

111 = c2 8.1 ? -82 

-S281 82 0 
(30) 

Substituting Eqs. (28,29,30) in Eq.(24), the dual forces are obtained: 

c~ [fx x] [-frc2 S2 c2] 
flJ fy+f't y + 1 0 fr 

(. +q 

{l\t([g~2f + -:~2 
l~gC2f c2 

(31) 
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where it is as per (19). 
After simple calculations, we obtain the vector of dual forces in the directions of the 

corresponding joint axes, or more precisely, the corresponding dual degrees of freedom 

•• .., 2 

f h + fZc2 + md - mg +mrc 282 -mrs282 + 

e[ 'tyS2 + 'tzC2 - f xl C2 + mr2c~ 81 - 2 rnr2c2 S2 81 82 + 
2 2 •• • • 

(los2 + Ic 2)81 + 2(10 - 1)c2 S2 81 82] 
n= 

(32) 
fx - mrc 2 81 + 2mrs2 9182 + 

.. 2" 2 . 2 
e['tx + f.l + mrc 2d + mr 82 + mr c2s281 - mgrc2 + 

•• . 2 
182+ (1- Io)c2s281 ] 

This simple derivation of the inverse dynamics of a three degrees-of-freedom robot, 
yields even more than is needed. The bottom term in (34) contains not only the moment 
about the second joint but also the force along it, which is not specifically needed for 
control purposes but is useful in robot synthesis and design. 

6. CONCLUSIONS 
As the principle of transference was not extended to dynamics, dllal number 

representation of the dynamics of a rigid body was unobtainable merely through 
replacement of real with dual numbers. Rather, the inertia binor was utilized to derive the 
dual momentum, which actually operates on two separate three-dimensional real vectors. 
By introducing the dual inertia operator and development from the basic particle equation, 
the equation of motion of a rigid body is obtained in a complete dual three-dimensional 
form. This operator may be considered as the inverse of Clifford's dual number, reducing a 
motor to a rotor proportional to the vector part of the former, and thus relating the dual 
force acting on a particle to its dual acceleration. There is no need for the inertia binor, and 
at no point are the equations expanded to six dimensions. The dual force is obtained merely 
by manipulation of dual-generalized displacements (dual angles), dual velocities, and dual 
transformation matrices. 

A mechanism equation of motion is written in such a manner that most of its 
kinematic elements are parts of the I acobian matrix. This lend itself to dual representation 
since the dual Iacobian is explicitly obtained from the dual-direct kinematics of the 
mechanism. The application of the dual inertia operator to the analysis of mechanisms is 
illustrated by an example of a three-degrees-of-freedom robot. Apart from the compact 
equation obtained by the dual representation, it has to be noted that since this particular 
robot contains a cylindrical joint which counts in dual terms as one degree of freedom, the 
dimensionality is further reduced to two dual-degrees-of-freedom. 

A symbolic computer program was developed to implement the derivation of the 
dual dynamic equations. By adding such rules as dual number algebra and dual inertia 
operator, the build-in mathematical library was adopted to operate on dual-numbers. This 
provides a useful and convenient tool which enables the derivation the dual dynamic 
equation merely by replacing real with dual numbers. 
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Abstract. This paper presents the analytical form solution of the direct position analysis for a 
fully-parallel manipulator that features oa base and a platform connected by six adjustable-length 
legs whose extremities meet the base and the platform respectively at four and five points. When 
the leg lengths are given, the manipulator becomes a statically determined structure that can be 
assembled in different configurations. The direct position analysis aims at solving all possible 
configurations. In the paper, the analysis is first reduced to the solution of a three non-linear 
equation system in three unknowns, then two unwanted unknowns are eliminated thus obtaining a 
final 24th order polynomial equation in only one unknown. The twenty-four roots of the equation 
provide as many configurations of the 5-4 structure in the complex field. Numerical examples 
support the new theoretical findings. 

1 Introduction 

Recently the interest of many researchers has been focused on parallel mechanisms. These, 
indeed, offer appealing performances in many fields, ranging from automobile to aerospatial 
applications, in addition to robotics. Outstanding characteristics are a favorable payload to 
manipulator weight ratio and high structural stiffness, which allow for great precision of end 
effector positioning. Parallel manipulators are closed-chain mechanisms with one or more loops 
where only a certain number of pairs are actively controlled. Fully parallel mechanisms, in 
particular, feature two rigid bodies, base and platform, connected by six adjustable-length legs 
whose extremities meet the base and platform at single or multiple spherical kinematic pairs. The 
six variable-length legs provide the platform with six degrees of freedom with respect to the base. 
When a set of leg lengths is given, the mechanism becomes a statically determined structure. 
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Position analysis of fully-parallel manipulators involves a direct and an inverse problem. The 
inverse problem is trivial for it asks for the leg lengths when position and orientation of the 
platform are given with respect to the base. On the contrary, the direct position analysis (DPA), 
which calls for the position and orientation of the platform when the leg lengths are given, is a 
difficult problem since non-linear equations are involved and many solutions are possible. 
Numerical methods prove difficulty to find all solutions and do not guarantee finding all of them, 
whereas analytical solutions would give more insight into the mechanism behavior and make it 
possible to improve the control strategies for platform motion. Although some general ideas are 
worthy of consideration when tackling the solution of a new mechanism in analytical form 
(Innocenti and Parenti-Castelli, 1992), a general, successful procedure has not yet been found. 
Moreover, for the time being, general approaches would lead to a system of closure equations too 
cumbersome to deal with even using the most powerful symbolic computational packages. As a 
consequence, every mechanism, or at least a class of mechanisms, must be solved by a customized 
strategy. In this perspective analytically solving a mechanism may represent a further step toward 
the solution of more difficult cases. 

Basic ideas for solving the DP A in analytical form can be summarized as follows. First, the 
position and orientation of the platform with respect to the base are parameterized by as small 
number of parameters as possible, so that a closure system with a reduced number of equations and 
unknowns can be written. Second, by a suitable elimination procedure a final polynomial equation 
in only one unknown is sought. When the whole process succeeds, the roots of the final polynomial 
equation (which is solved numerically when the order is greater than four) can be found and, by 
substitution, all solutions can be found. Consequently the order of the polynomial equation 
represents the number of solutions of the DPA in the complex field. 

The DPA of numerous fully-parallel manipulators has been solved in analytical form and 
presented in the literature. Much work has been done by DuffY, Song, Meriet, Waldron and their 
coworkers (Lin et aI., 1992; Lin et aI., 1990; Merlet, 1990; Nanua et aI., 1990; Zhang and Song, 
1992); further references can be found in (Innocenti and Parenti-Castelli, 1992). Nevertheless other 
mechanisms still remain unsolved. Well known among these is the most general - and difficult -
case, the 6-6 fully-parallel manipulator also referred to as the 6-6 generalized Stewart platform. 
For special geometries such as, for example, base and platform planar or symmetrically shaped, 
the DPA in analytical form can be more workable (Merlet, 1990; Lin et aI., 1992; Zang and Song, 
1992). 

In this paper the analytical form solution of the DPA of the fully-parallel manipulator shown in 
Fig. I, is presented. Such an arrangement is called the 5-4 fully-parallel manipulator because of the 
number of connection points on the base and the platform. When the leg lengths are frozen the 
manipulator becomes the structure shown in Fig. 2, which is called the 5-4 structure. Different leg 
arrangements are possible while maintaining the 5-4 pattern. These cases are shown in (Lin et aI., 
1992), where their DPA in analytical form is also presented when the base and platform are both 
planar. The mechanism studied in the present paper is more general than that considered in (Lin et 
aI., 1992) since it allows for both base and platform with general geometry, i.e., spherical pair 
centers both on the base and on the platform do not necessarily belong to a plane. 

The direct position analysis of the 5-4 structure here considered is carried out in two steps. 
Position and orientation of the platform with respect to the base are first parameterized by three 
angles, a closure system of three equations in these angles being obtained. Then, by a suitable 
procedure, two unwanted unknowns are eliminated thus obtaining a final 24th-order polynomial 
equation in only one unknown, which is representative of the structure assembly. Hence, from each 
root of the polynomial equation, and via a back substitution, all sets of three angles can be 
determined. Thus, twenty-four closures of the 5-4 structure are possible in the complex field. 

Finally, a numerical example supports the new theoretical result. 
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base 

Fig. I Schematic of a 5-4 fully-parallel manipulator 

2 Direct kinematics 

2.1 Kinematic model 

Inspection of the 5-4 structure (see Fig. 2) shows that for a given set of leg lengths the three 

triangles tl =AIBIA2' t2=AIB2BI and t3=A4ASB4 can be considered as rigid bodies. If the 
platform is momentarily disconnected from the legs at points B I' B2, and B3 and the distance 
between points BI and B2 is maintained, the triangles tj, i==I,2,3, can rotate about the axes AIA2' 
AlB" and A4AS respectively, and their angular positions with respect to each other or the base can 
be defined by three angles 8 I, 82, and 83, Thus the positions of points B I, B2, and B4 with respect 
to the base is uniquely defined by these angles. In particular 8 I defines B I, 8 1 and 82 define B2, 
and 83 defines B4. Points B I, B2, and B4 also belong to the platform, and their mutual distances 
are known quantities. By lying dO\\<ll that corresponding mutual distances evaluated with respect to 
the base and to the platform are the same, two equations can be written. One involves 8 1 and 83, 
when considering distance B 1 B4, and the other 8 1, 82, and 83, when considering distance B2B4. 

A third equation can be obtained as follows. Angles 8 j, i== 1,2,3, uniquely define the positions of 
the three points B I, B2 and B4, and consequently parameterize the position and orientation of the 
platfonn with respect to the base. Thus the position of point B3 of the platform can also be defined 
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Fig. 2 Kinematic model of the 5-4 structure 

with respect to the base as a function of the three angles ai, i=\,2,3. Point A3 belongs to the base, 
then the distance between points A3 and B3 can be written as a function of the three angles ai, 
i=\,2,3. Considering that points A3 and B3 also belong to a leg whose length, L4, is known, a 
constraint equation can be written. Then a third equation in the unknowns ai, i= \,2,3, is obtained. 

2.2 Closure equations 

With reference to Fig. 2, Wb represents the reference system where the base points Ai, 
(i=\, ... ,5), are given. Then a second reference system, WL , fixed to the base is chosen with origin 
in AI, z axis from Al to A2, and x axis parallel to the plane x-y ofWb. The x axis ofWL has a 
positive component along the x axis ofWb (when vector (A I-A2) is parallel to the x axis ofWb, 
then the x axis of WL is chosen parallel to the y axis of Wb). Moreover, an arbitrary coordinate 
system W p fixed to the platform is chosen. 

Since triangles 'I, '2 and '3 can be considered as rigid bodies, angles ai, a2, and a3 can be 
evaluated in terms of their sines and cosines as follows: 

ul = -------- (I) 
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u2 = -------- (2) 

u3 = -----'---- (3) 

where Uj=COSUj; vj=sinuj, j= 1,2,3, and L j , i= 1,2, ... ,6, are leg lengths. A vector subscript points to 
the coordinate system where vector components are to be evaluated. 

The distance H of point B4 from the line A4AS is equal to LS'v3' The projection Q of point B4 
on line A4AS is defined by: 

L S'u3 
(Q - A4)b = . (As - A4) (4) 

" [(As - A4)b2j 

Two unitary vectors aq and bq are chosen so that vectors (aq, bq, (As - A4» represent a right 
hand reference system; vector aq is parallel to the x,y plane of Wb and has a positive component 
along the x axis of Wb (if (As - A4) is parallel to the x axis of Wb, vector aq is parallel to the y 
axis ofWb). Position vectors of points B1, B2 and B4 in reference system WL can be obtain as 
follows: 

(5) 

(6) 

(7) 

where c·=cos8· and s·=sin8· (j= 1 2 3) J 1 J J ". 
The first closure equatIOn can now be written by setting the distance between points B4 and Bl 

be equal when measured in WL and in Wp' The equation can be written as follows: 

(8) 

The following position holds: 

(9) 

which leads to: 

[W + (Q-A1)L2 + Ll2 - (B4-B 1)p2j/2 

+ (B4-Q)C(Q-A1)L - (B4-Q)c(B 1-A1)L - (Q-A1)dBI-Alk = 0 (10) 
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Equation (10), taking into account relations (5) and (7), can be written as: 

L aij"slp(i)'ClQ(i)'S3P(j)'C3q(j) = 0 
ij=0,2 

(11) 

where aij are coefficients which depend only on the geometry of the 5-4 structure, p(i) = (i mod 2) 
means the remainder of the givision of integer i by 2, and q(i) = [i - p(i)]12. Equation (11) 
represents a sine-cosine linear equation in the two unknowns 9 l and 93, 

A second closure equation can be written by setting the distance between points B2 and B4 be 
equal when measured in WL and Wp. The equation is: 

that can be written as: 

and, subsequently, as: 

[H2 + (Q-A l)L2 + L32 - (B4-B2)p2]12 + (B4-Q)c(Q-A l)L 

- (B4-Q)c(BT A l)L - (Q-A l)C(B2-A lk = 0 

Equation (14), taking into account relations (6) and (7), can be written as: 

L mijk'slP(i)'ClQ(i)'S2P(j)'C2Q(j)'S3P(k)'C3Q(k) = 0 
ij,k=O,2 

(12) 

(13) 

(14) 

(15) 

Here mijk are coefficients that depend only on the geometry of the 5-4 structure. Equation (15) 
represents a sine-cosine linear equation in the three unknowns 9 l, 92, and 93, 

Before developing the third closure equation, the position of point B3 is revalued in Wp as 
follows. Since all points Bi, i= I ,2,3,4, belong to the same rigid body, the following relation hollis: 

(16) 

where u, v, and ware constant scalar quantities to be determined. 
Vector equation (16) represents three linear scalar equations in the unknowns u, v and w. 

Equation (16), after rearrangement, leads to: 

r (BTBI)p2 

l (B2-B l)p'(B4-B 1)p 
(17) 

(18) 

The two linear equations (17) provide u and v, while equation (18) provides w. 
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By imposing the distance between points A3 and B3 measured in WL equal to leg length L4, the 
third closure equation can be obtained: 

which can be wr~tten as: 

By adopting the following positions: 

vector (Br B1)L becomes: 

(Br B1)L = u(b-a) + v(c+d-a) + w(b-a) x (c+d-a) 

and the closure equation (20) can be written in the following form: 

[(BrBl)p2 + L12 + (ArAl)2 - L42]12 + v(a"c) + v(a"d) + u(a"b) - (u + v)a2 + 

+ w(axb)"c + w(axb)"d - v(c"e) - v(d"e) - u(b"e) + (u+v)(a"e) + 

- w(bxc)"e + w(axc)"e - w(dxe)"b + w(dxe)"a - w(axb)"e - a"e = 0 

Moreover, by considering that 

and 

the third closure equation (19) can be written as follows: 

L nijk"sl p(i)"CI Q(i)"S2P(i)"C2Q(j)"S3P(k)"C3Q(k) = 0 
ij,k=O,2 

(19) 

(20) 

(21) 

(23) 

(24) 

(25) 

(26) 

(27) 

where nijk are coefficients which depend only on the geometry of the 5-4 structure" Equation (27) 
represents a sine-cosine linear equation in the three unknowns 8 1, 82, and 83, 

2.3 Elimination of 82 and 83 

To solve the direct position analysis in analytical form, two unknowns must be eliminated from 
the three closure equations (II), (15), and (27). Since equation (11) does not contain the unknown 
82, the dialytic elimination of82 between equations (15) and (27) could be performed as a first step 
then, in a second step, either of the unknowns "8 1 or 83 could be dialytically eliminated between 
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equation (11) and the resultant of equations (15) and (27). This procedure is t;orrect but 
cumbersome, so, in the following a single-step elimination procedure proposed in (Lin et aI., 1992; 
Innocenti, 1993) will be used. 

The closure equations are first transformed into algebraic equations by substituting for sine and 
cosine of82 and 83 the well-known expressions: 

(28) 

where ti=tan(8/2). After substitution, equations (11), (15) and (27) can be respectively written in 
compact form as follows: 

L Rj"t~ = 0 
j=0,2 

L wjk·titl = 0 
j,k=0,2 

L Zjk·tzi·t3k = 0 
j,k=0,2 

where: 

R = L r··s,P(i)·c,q(i) 
J IJ 

i=0,2 

Wjk = L Wijk·S,P(i)·c,q(i) 
i=O,2 

Zjk = L Zijk·S,P(i)·c,q(i) 
i=0,2 

(29.1 ) 

(29.2) 

(29.3) 

(j=0,1,2) (30.1) 

(j,k=0, 1,2) (30.2) 

(j,k=0,1,2) (30.3) 

and coefficients ri~' Wijk> Zijk> (i,j,k=O, 1 ,2), resulting from substitution of positions (28) into 
equations (11), (15), and (27), are functions of quantities aij, mijk, and nijk; therefore they depend 
on the geometry of the 5-4 structure only. 

Multiplying equations (29) by suitable factors, sixteen equations are obtained that can globally 
be regarded as a homogeneous linear system in sixteen unknowns. In particular, the first eight 
equations are obtained by multiplying equation (29.1) by factors: 

(31 ) 

and the remaining eight equations, grouped in fours, are obtained by multiplying equations (29.2) 
and (29.3) by factors: 

(32) 

The sixteen unknovvns of the homogeneous linear system are represented, apart from an arbitrary 
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scaling factor, by the following sixteen quantities: 

In order to have non trivial solutions for the above-mentioned homogeneous linear system, the 
determinant of the coefficient matrix: 

Ro 0 0 0 RI 0 0 0 R2 0 0 0 0 0 0 0 
0 0 0 0 Ro 0 0 0 R J 0 0 0 R2 0 0 0 
0 Ro 0 0 0 RI 0 0 0 R2 0 0 0 0 0 0 
0 0 0 0 0 Ro 0 0 0 R J 0 0 0 R2 0 0 
0 0 Ro 0 0 0 R J 0 0 0 R2 0 0 0 0 0 
0 0 0 0 0 0 Ro 0 0 0 RI 0 0 0 R2 0 
0 0 0 Ro 0 0 0 R J 0 0 0 R2 0 0 0 0 

M= 0 0 0 0 0 0 0 Ro 0 0 0 RI 0 0 0 R2 (34) 

Woo WIO W20 0 WOJ W II W21 0 W02 W J2 W22 0 0 0 0 0 
0 Woo WIO W20 0 WOI W 11 W21 o W02 W 12 W22 0 0 0 0 
0 0 0 o Woo W IOW20 0 WOI W 11 W2J o W02 W J2 W22 0 
0 0 0 0 o Woo WIO W20 0 W01 W ll W21 0 W02 W 12 W22 

ZOO ZIO Z20 0 ZOI Zl1 Z21 0 Z02 Z12 Z22 0 0 0 0 0 
0 Zoo ZIO Z20 0 ZOI Zll Z21 0 Z02 ZI2 Z22 0 0 0 0 
0 0 0 o Zoo ZIO Z20 0 ZOI Zll Z21 0 Z02 ZI2 Z22 0 
0 0 0 0 0 Zoo ZIO Z20 0 ZOI ZII Z21 0 Z02 Z12 Z22 

must vanish. Then: 

detM=O (35) 

represents the necessary and sufficient condition under which a couple of values t2 and t3 
simultaneously satisfy equations (29). Equation (35) is the result of the elimination of unknowns t2 
and t3 from equations (29). 

When expressions (30) are substituted for the elements of matrix M, by direct computation it 
results that equation (35) can be written as: 

L brsIP(i)'clq(i) = 0 
i=O,24 

where coefficients bi, i=(O, 1, ... ,24) depend only on the geometry of the 5-4 structure. 
If positions (28) for i= I are substituted for sine and cosine in equation (36), it follows that: 

L hrtli = 0 
i=O,24 

(36) 

(37) 

that represents an algebraic equation in the unknown tl of order twenty-four. Coefficients hi, 
i=(O,I, ... ,24), are known quantities that depend only on the geometry of the 5-4 structure. Equation 

(37) is the final result of the elimination of unknowns 82 and 83 from closure equations (11), (15), 
and (27). It provides 24 solutions for tl in the complex field. 
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2.4 Back substitution 

For a given geometry of the 5-4 structure, equation (37) can be solved for tl' Every root tip 
r=1,2, ... ,24, provides the values Sir and cl r for sl and ci by means of relations (28), and the 
solution 9 1r for angle 9 1, can be determined. For every value 9 1r of9 b all elements of matrix M 
can now be computed by equations (30). Since condition (35) is satisfied, the homogeneous linear 
system of 16 equations, whose coefficient matrix is M, provides a non-trivial solution for the 16 
unknowns (33). In particular, solutions t2r and t3r for the unknowns t2 and t3 are then determined. 
Actually, they are the second and fifth quantities of (33) when the first one is made unitary. Again, 
relations (28) provide the sine and cosine of 92p and 93p thus angles 92p and 93r can be 
determined. Since every (9 I, 92, 93) triplet defines a configuration of the 5-4 structure, it follows 
that for the 5-4 structure 24 configurations are possible in the complex field. 

3 Case stu<.Jy 

The direct position analysis of a 5-4 fully-parallel manipulator is reported in this section. With 
reference to Fig. 2, the geometry of the 5-4 structure is defined by the following data, with 
arbitrary length unit. Position vectors of points Ai, i= I ,2,3,4,5 in base reference Wb are in the 
order (4,-2,1), (1,5,2), (-3,-4,-1), (-2,3,-2), (6,1,0) Position vectors of points B~j=I,2,3,4, in 
platform reference system W p are in the order (5,4,4), (-2, I ,3), (2,3,-3), (3,-6,5). The leg lengths 
Li, i=I,2, ... ,6, are in the order 6.78, 4.58, 7.00, 8.83, 12.44,9.1 I. 

The results of the DPA for all twenty-four configurations are shown in Table 1 in terms of 
coordinates of points Bj , (j= I , ... ,4), in Wb. All solutions have been verified by inverse position 
analysis. 

Table 1. Coordinates x, y, z in reference system Wb of points BI, B2, B3, and B4 for every 
configuration (only one out of two complex conjugate configurations is reported.) 

# x y z 

( 5.01956785, O.O()O()OOOO) 4.01336765, 0.000000(0) 3.96113000, 0.00000000 ) 
( -1.99075338, Cl.OO()()()OOO) 1.03099903, 0.0000(000) 2.98088840, 0.00000000 ) 
( 2.01638037, O.OOO()()()()O) 2.97675411, 0.00000000 ) -3.03217374, 0.00000000 ) 
( 2.98487373, 0.000000(0) -5.97269309, 0.000000(0) 5.02818701, 0.00000000 ) 

2 1.56385449, O.O()OOOOOO) 3.42139699, 0.00000(00) -2.26221546, 0.00(00000) 
-0.66318696, 0.(0000000) -3. 73995867, 0.00000000 ) -3.92211654, 0.00000000 ) 
-3.96435898, O.OOO()OOOO) 2.00334207, 0.00000000 ) -7.40303020, 0.00000000 ) 
704394220, OOOO()OO()O) -2.92105316, 0.00000000 ) -8.15644695, 0.00000000 ) 

3 l.34235715, ll.OOll()()()OO) 3.32454892, 0.000000(0) -2.24877103, 0000(0000) 
8.90648553, O.OOOOO()OO) 2.47133853, 0000000(0) -1.22115543, 0.000(0000) 
4.180386ll7, O.OOO()OOOO) -117425139, 0.00000000 ) 3.29256343, 0.00000000 ) 
7.19944446, OOOO()OOOO) -2.47706914, 0.00000(00) -8.33447198, 00000(000) 

4 1.07154018, 0.0000(000) 3.20326692, 0.000000(0) -2.21224788, 0.00(00000) 
2.23885959, 0.000000(0) 3.16889458, 0.000000(0) 5.37960195, 0.00000000 ) 
5.36038824, O.OOO()OOOO) -2.18647962, 0.000000(0) 1.18722481, 0.00000000 ) 
7.52038695, 0.000000(0) 9.63042102, 0.00000000 ) 2.48924820, 0.000000(0) 
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Table 1 (continued) 

5 ( 4.12514321, 0.00000000) ( 4.38024067, 0.00000000) ( -1.29025504, 0.00000000) 
( 10.48426203, 0.00000000) ( 0.13678564, 0.00000000) ( -0.54547502, 0.00000000) 
( 4.36483712, 0.00000000) ( -1.75614555, 0.00000000) ( 3.32356236, 0.00000000) 
( 7.25736521, 0.00000000) ( -2.30617224, 0.00000000) ( -8.39525806, 0.00000000) 

6 ( -1.55641752, 0.00000000) ( 1.75861745, 0.00000000) ( 0.01642529, 0.00000000) 
( -0.89947156, 0.00000000) ( -5.41394980, 0.00000000) ( p2.65241362, 0.00000000) 
( 3.60620617, 0.00000000) ( -0.08909495, 0.00000000) ( -5.36254074, 0.00000000) 
( 2.97078677, 0.00000000) ( -5.77947829, 0.00000000) ( 5.27774965, 0.00000000) 

7 0.54566594, 0.00000000) ( 2.95820529, 0.00000000) ( -2.07443922, 0.00000000) 
( 4.55959244, 0.00000000) ( -2.30543616, 0.00000000) ( -5.97090848, 0.00000000) 
( -1.95842254, 0.00000000) ( 0.10100381, 0.00000000) ( -8.75021188, 0.00000000) 
( 8.92113465, 0.00000000) ( 5.21431480, 0.00000000) ( -7.52984881, 0.00000000) 

8 0.56763720, 0.00000000) 2.96871231, 0.00000000) ( -2.08207456, 0.00000000) 
6.29086862, 0.00000000) ( 4.35022969, 0.00000000) ( 2.85108182, 0.00000000) 
5.65633200, 0.00000000) ( -2.46183588, 0.00000000) ( -0.18093500, 0.00000000) 
8.95569086, 0.00000000) ( 8.29404568, 0.00000000) ( -4.58834275, 0.00000000) 

9-10 ( -1.92028430, 0.18943905) ( 1.49683659, 0.24240132) 0.75729097, -1.12849211) 
( 1.45872664, -0.25139656) ( -0.43820406, 1.69220030) 7.57862564, -0.49884871 ) 
( -5.98729698, -0.24049775) ( -1.00465406, 1.82755079) 7.00432275, -0.77365509) 
( 3.30724075, -0.21262471 ) ( -7.52505868, 0.38368057) 2.18635332, 1.23417939) 

11-12 ( -0.06343771, -0.57884262) ( 2.66729611, -0.29637671 ) ( -1.86538595, 0.33810911 ) 
( -3.63041762, 4.16989024) ( -7.99650246, -1.31890178) ( -2.76840029, -6.34465673) 
( -6.15192074, -0.54193989) ( 2.15174433, -0.04240203) ( -6.52760258, 0.26183235) 
( 6.55312948, 4.05666233) ( -8.58941136, 9.07731357) ( -11.86155430, -7.14933576) 

13-14 ( 7.67181424, -1.46468268) ( 5.13877186, -1.32490296) ( 4.04003969, 4.88027270) 
( 6.98775527, 0.17434734) ( 3.53910508, 4.45047803) ( -5.61224324, 3.80696410) 
( 0.63796195, -0.89506311 ) ( 4.74222925, -0.25596295) ( 0.51643720, 3.62289472) 
( 10.61173565, -1.57841677) ( 14.45294747, 4.66538743) ( -5.05362014, 10.97905453) 

15-16 ( -1.82549262, 2.76557083) ( 0.84319449, 0.75301065) 5.61716071, 3.02563797) 
( 7.74142362, 5.18134230) ( 0.77760801, 2.42857510) 9.35536116, -3.12748014) 
( 5.66011502. -0.02349371 ) ( -I. 92088666. 1.34785212) 0.68588930. -1.54154787) 
( 6.79425093. 1.30698055) ( 9.45433979, 1.91922319) 5.21771109. -3.3086990 I) 

17-18 ( 8.74940158, 0.49424291) ( 5.96400427, -0.68652897) ( 1.49617485, 6.28843151) 
( 16.02750547. 10.73728234) (-25.98402681, -41.70915767) ( 44.21193364, -26.13852662) 
( 24.84567831, 5.01017039) (-65.89968503, 12.77368796) (-10.77660035, -66.60553213) 
( 15.95816486, -3.87429192) (29.51312050, 12.54384233) (-11.37916396, 28.04101000) 

19-20 ( 8.82557583, -0.15927829) ( 5.93503772, 0.83988708) ( 1.92746342, -6.35704446) 
( -0.01314890, 7.19717413) ( 22.51665587. -26.73504293) (-27.11910421, -24.33709031) 
( 12.66712640, 10.06368418) ( -7.97367778, -41.02338271) ( -41.77698994, 7.86430575) 
( 2.36458704, -0.98513816) ( -9.52248577, 2.92310312) ( 3.95954107, 6.86365577) 

21-22 ( -1.17427028. 3.24700238) ( 1.02198897. 1.02342008) ( 6.31926640, 2.57706658) 
.( 1.73421878, -1.49225442) ( 4.08999128. -0.33950430) ( -2.05053113, 0.43059511 ) 
( -6.38191737. -0.30647878) ( 5.20033726, -0.83228020) ( 0.49669658, 4.42359038) 
( 7.00513791. 1.29875706) ( 9.76341220. 1.71225658) ( 4.68323557. -3.48277167) 

23-24 ( 1.83065526. -4.38396402) ( 2.08793107, -1.83727455) ( 7.87244824, -0.29097019) 
( -4.51615060. -0.51171999) ( -2.22521488. -1.57618618) ( 2.00832076, -4.67397404) 
( 0.98369071. 0.26794119) ( 3.89546324. -0.13749610) ( -1.04687959, -0.38824148) 
( 3.32108424, 0.25601072) ( -7.59858147, -0.42695331 ) ( 2.05745658, -1.45099620) 
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4 Conclusions 

This paper presented the direct position analysis in analytical form of a general-geometry 5-4 
fu\1y-para\1el manipulator. By considering the 5-4 structure, which derives from the manipulator 
when inputs are given, an original kinematic model has been reported which reduces the closure 
equations to a three-equation system in three unknowns. By a single-step elimination procedure two 
unknowns are eliminated and a final 24th-order polynomial equation in only one unknown has been 
found. Since introduction of extraneous roots is avoided, twenty-four configurations are possible 
for the 5-4 manipulator in the complex field. Numerical results validated the new theoretical 
findings. 
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THE KINEMATICS OF 3-DOF PLANAR AND SPHERICAL 
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Abstract. Two double-triangular mechanisms are introduced here. These are plana.r and 
spherical three-degree-of-freedom mechanisms that consist of two triangles moving with 
respect to each other. Moreover, each side of the moving triangle intersects one corre­
sponding side of the fixed one at a given point defined over this side. The direct kinematic 
analysis of the mechanisms leads to a quadratic equation for the planar and a polynomial 
of 16th degree for the spherical mechanism. Numerical examples are included that admit 
two real solutions for the former and four real solutions for the latter, among which only 
two positive values are acceptable. All solutions, both real and complex, are listed. 

Key words: Direct Kinematics - Double-Triangular - Manipulator - Parallel - Planar -
Spherical - 3-dof 

1. Introduction 

Parallel manipulators are known to offer some advantages over convention­
al serial manipulators when high accuracy, superior structural stiffness and 
low inertia are required. The best known spatial parallel manipulators are 
probably those of the platform type (Stewart, 1965). The kinematics of sev­
eral planar parallel manipulators was investigated by Gosselin and Angeles 
(1990), Hunt (1983) and Gosselin and Sefrioui (1991). Spherical parallel 
manipulators constitute an important type in that they find applications in 
robotic wrists and other devices used to orient rigid bodies. The kinematics 
of a few spherical parallel manipulators was investigated by Gosselin and 
Angeles (1989, 1990), Craver (1989) and Gosselin et a1. (1992a, 1992b). 

In this paper we introduce first a new class of parallel manipulators in 
two versions, planar and spherical, as shown in Fig. 1. Similar to the double­
tetrahedron mechanism, which was investigated by Tarnai and Makai (1988, 
1989a, 1989b) and Zsombor-Murray and Hyder (1992), these two manipula­
tors consist of two bounded rigid bodies whose bounding edges are in con­
tact. The geometric model of a planar 3-dof double-triangular (DT) device 
consists of two triangles. These triangles move with respect to each other 
such that each side of the moving triangle intersects a corresponding side of 
the fixed triangle at a designated point defined over that fixed side. More­
over, the intersection point should lie within the physical boundaries of the 
respective edges in contact. For a given set of intersection points defined over 
the sides of the fixed triangle, we determine the position and orientation of 

153 

1. Angeles et at. (eds.), Computational Kinematics, 153-164. 
© 1993 Kluwer Academic Publishers. 



154 

Q, 
Q, 

fP (fi:&ed) 
!2 (movable) 

P,----
!2 (movable) 

Rz 

a- Planar Manipula.tor b- Spherical Alanipul.ator 

Fig. 1. Planar and Spherical Double-Triangular Parallel Manipulators 

the moving triangle, a problem that we call direct kinematics (DK) of the 
device at hand. We show that the DK of this device leads to a quadratic 
equation. The two real solutions, for one numerical example, are included 
here. 

On the other hand, the geometric model of a spherical 3-dof DT device 
consists of two spherical triangles. These triangles move with respect to each 
other so that each arc of the fixed triangle intersects one arc of the moving 
triangle at a designated point exactly as in the planar case. For a given set of 
intersection points defined over the sides of the fixed triangle, we determine 
the orientation of the moving triangle. We show that the DK of this device 
leads to a polynomial of 16th degree in the tangent of one half of one of the 
arcs sought. We include all real and complex solutions of this problem for 
one numerical example. 

2. Planar DT Parallel Manipulator 

Consider two triangles, P and Q, with vertices P1P2P3 and QIQ2Q3, respec­
tively. Triangle P is designated the fixed triangle (FT), while Q is the 
movable triangle (MT), such that P2P3 intersects Q2Q3 at point RI, P3P1 

intersects Q3Ql at R2 and P1 P2 intersects QIQ2 at R3. Moreover, Ri, for 
i = 1,2,3, cannot lie outside its corresponding vertices. Thus, feasible or 
admissible motions maintain Ri within edges Q i+! Q i-I and Pi+! Pi-I, for 
i = 1,2,3, the sum and the difference in the foregoing subscripts being 
understood as modulo 3. 

The motion of triangle Q can thus be described through changes in the 
edge length parameters, Pi, which locate Ri along a side ofP, measured from 
Pi+l, as shown in Fig. la, for i = 1,2,3. The non-negative displacements 
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Q, 

(a) (b) 

Fig. 2. a, Triangles Q and 'Rj b, Solutions of the Example Problem 

Pi are assumed to be produced by actuators, and hence, they are termed 
the actuator coordinates. The coordinates of the moving triangle Q, in turn, 
are the set of variables used to define its pose. Note that the Cartesian 
coordinates of the three vertices of Q can be used to define this pose. 

2.1. DIRECT KINEMATICS 

The direct kinematic problem of the manipulator described above is the 
subject of this subsection. This problem may be formulated as: Given the 
actuator coordinates Pi, for i = 1,2,3, find the Cartesian coordinates of the 
vertices of triangle Q. 

We solve this problem by kinematic inversion, Le., by fixing the MT Q 
and letting the FT P to accommodate itself to the constraints imposed. To 
this end, we define points Ri at given distances Pi, for i = 1,2,3, on the 
edges of P, thereby defining a triangle R 1R2R3 , henceforth termed triangle 
n, that is fixed to P. Next, we let d, e and f be the lengths of the sides of this 
triangle. The problem now consists of finding the set of all possible positions 
oftriangle n for which vertex Ri lies within the side Qi+I Qi-I, for i = 1,2,3, 
as shown in Fig. 2a. By carrying n back into its fixed configuration, while 
attaching Q rigidly to it, we determine the set of possible configurations of 
the MT for the given values of actuator coordinates. 

In Fig. 2a we note that each vertex Ri is common to three angles labeled 
with numbers 1, 2 and 3. We will denote these angles by a subscripted 
capital letter. The subscript indicates one of the three angles common to 
that vertex, while the capital letter corresponds to the lower-case label of 
the opposite side of the triangle R 1R2R3 . We thus have at vertices RI, R2 
and R3 the angles Di, Ei and Fi, for i = 1,2,3. 

Considering triangle QIR3R2' the law of sines for triangles yields 

(1) 
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where 

d 
al = --:-:-"7 

sin(Qd 

Similarly, for triangle Q3R2RI we have 

where 

f 
a2 = -:--~""7 

sine Q3) 

Adding eq.(l) to eq.(2) gives 

al sin(FI) + a2 sin(D3) = b 

where 

From triangle Q2RIR3, we have 

DI = 1f' - F3 - Q2 

but 

F3 = 1f' - FI - F2 

Substitution of F3 from eq.(5) into eq.(4) yields 

DI = FI + F2 - Q2 

Again, we have 

D3 = 1f' - D I - D2 

Substitution of DI from eq.(6) into eq.(7) yields in turn 

D3 = G - FI 

where 

G = 1f' - D2 - F2 + Q2 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

Substituting the expression for sin(D3) from eq.(8) into eq.(3), we obtain 

bI sin(FI) + b2 COS(FI) = b (9) 

where 
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In the above equations, we substitute now the equivalent expressions for 
cosines and sines given below: 

where 

T = tan(FI/2) 

sin(FI) = 2T 2 
I+T 

Upon simplification, eq.(9) leads to 

cI T 2 + C2T + C3 = 0 

where 

CI = -b2 - b, 

Solving eq.(10) for T gives 

-bl ± /bi + b~ - b2 
T = ------'-,-------,----

-(b2 + b) 
The above expression leads us to the result below: 

(10) 

(11) 

Theorem 1: Given two triangles nand Q, we can inscribe n in Q zn 
at most two poses such that vertex Ri is located on the edges Qi+1 Qi-I of 
triangle Q, for i = 1,2,3. 

2.2. EXAMPLE 

Consider the following sides assigned to the triangles P and Q: 

Choose three points, R I , R2 and R3 , located by three actuator coordinates 
specified as PI = 0.2m, P2 = 0.14161m and P3 = 0.03064m. These values 
produce the lengths d, e and f given below: 

d = 0.33166m, e = 0.26458m, f = 0.2m 

The two roots of eq.(l1) are: 

TI = 1.0788 , T2 = 0.4447 

i.e., (FIh = 94.34°, (FI )2 = 48°. Equations(I-8) are used to compute the 
other parameters, which leads to two poses of the triangle, Fig. 2b. The 
two triangles Q and Q' represent the two solutions which correspond to the 
assembly modes of the manipulator. 
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3. Spherical DT Parallel Manipulator 

Consider an unit sphere with centre at 0 and a spherical triangle PI P2P3, 

referred to as P, on its surface. Moreover, a second spherical triangle, labeled 
QIQ2Q3, likewise referred to as Q, is defined. Furthermore, the side P2P3 

of P, arbitrarily regarded as the FT, intersects the arc Q2Q3 of Q, regarded 
as the MT, at point R 1 • We denote by R2 and R3 the other intersection 
points, that are defined correspondingly. Moreover Ri, for i = 1,2,3, cannot 
lie outside its corresponding vertices. Thus, feasible or admissible motions 
maintain Ri within edges Qi+l Qi-l and Pi+1Pi-l, for i = 1,2,3. 

Thus, the motion of triangle Q can be described through the arc lengths 
Pi of Fig. 1b, or actuator coordinates, for i = 1,2,3. Likewise, the Cartesian 
coordinates of the moving triangle Q are the set of variables defining its 
orientation. Note that the Cartesian coordinates of the three vertices of Q 
can be determined once its orientation is given. 

3.1. DIRECT KINEMATICS 

Similar to the direct kinematic problem of the planar mechanism, the same 
problem, as pertaining to the spherical mechanism, may be formulated as: 
Given the actuator coordinates Pi, for i = -I, 2, 3, find the Cartesian coordi­
nates of the vertices of triangle Q. 

Likewise, we solve this problem by kinematic inversion, i.e., by fixing 
the MT Q and letting the FT P to accommodate itself to the constraints 
imposed. To this end, we define points Ri at given arc lengths Pi, for 
i = 1,2,3, on the edges of P, thereby defining a triangle R 1 R 2R3, henceforth 
termed triangle n, that is fixed to P. Next, we let d, e and f be the sides 
of this triangle. The problem now consists of finding the set of all possible 
orientations of triangle n for which vertex Ri lies within the side Qi+l Qi-l, 
for i = 1,2,3, as shown in Fig. 3a. By carrying n back into its fixed con­
figuration, while attaching Q rigidly to it, we determine the set of possible 
configurations of the MT for the given values of actuator coordinates. 

In Fig. 3a we note that each vertex Ri is common to three spherical angles 
labeled with numbers 1, 2 and 3. Similar to the planar mechanism, we call 
them the spherical angles Di, Ei and Pi, for i = 1,2,3. 

We introduce now the definitions below: 

s == (d + e + 1)/2, k == 
sin(s - d) sin(s - e) sin(s - 1) 

sin( s) 

From spherical trigonometry we have 

k 
D2 = 2 arctan( . ( d) ) sm s-

k 
E2 = 2 arctan( . ( ) ) 

SIn s - e 

(12) 

(13) 

(14) 
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Q, Q; 

Q.!-----

( a) (b) 

Fig. 3. a, Triangles Q and 'Rj b, Solutions of the Example Problem 

k 
F2 = 2 arctan( . ( f) ) sm s-

(15) 

Consider now the spherical triangle QI R3 R 2 . Using the law of cosines for 
spherical triangles we have 

cos QI = - cos FI cos E3 + sin FI sin E3 cos d 

Similarly, for the spherical triangles Q2RIR3 and Q3R2RI we have 

cos Q2 = - cos DI cos F3 + sin DI sin F3 cos e 

cos Q3 = - cos EI cos D3 + sin EI sin D3 cos f 

However, 

D3 11' - DI + D2 

E3 = 11' - EI + E2 

F3 11' - FI + F2 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

Substitution of the expressions for cos E3 and sin E3 from eq.(20) into 
eq.(16), we obtain 

(22) 

where 
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a13 = cosdcos E2 a14 = cos dsinE2 

alS = - COSQl Cl = cosFl 

81 = sinFl C2 = cosEl 

82 = sinEl 

Similarly, substitution of eq.(21) into eq.(17) yields: 

(23) 

where 

a2l = cosF2 a22 = - sinF2 

a23 = cose cos F2 a24 = cos e sin F2 

a2S = - COSQ2 C3 = cosDl 

83 = sin Dl 

Likewise, substitution of eq.(19) into eq.(18) yields: 

(24) 

where 

a3l = cosD2 a32 = - sin D2 

a33 = cos / cos D2 a34 = cos/ sin D2 

a3S = - COSQ3 

Equations (22-24) must be solved simultaneously to determine the values 
of angles Db El and Fl. In the above equations, we substitute now the 
equivalent expressions for cosines and sines given below: 

1- x~ 
C - , 
i----2' 

1 + Xi 

where xi, for i = 1,2,3, are tangents of one half of the angles Fl , El and 
D l , respectively. 

Upon simplification, eqs.(22-24) lead to 

dlX~ + d2X2 + d3 

d4X~ + dSX2 + d6 

d7X5 + d8X3 + d9 

o 
o 
o 

(25) 

(26) 

(27) 
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where 

d1 = (an + a15)x~ - 2a14xl + (a15 - an) 

d2 -2a12x~ + 4a13xl + 2a12 

d3 (a15 - all)x~ + 2a14xI + (a15 - an) 

d4 = (a31 + a35 )x~ - 2a34x3 + (a35 - a3t) 

d5 -2a32x~ + 4a33x3 + 2a32 

ds (a35 - a31)x~ + 2a34x3 + (a35 - a31) 

d7 (a21 + a25)x~ - 2a24xI + (a25 - a21) 

ds -2a22x~ + 4a23xI + 2a22 

dg = (a25 - a21)x~ + 2a24xI + (a25 - a21) 

We now eliminate X2 from eqs.(25) and (26), using Bezout's method 
(Salmon, 1964), the resulting equation thus containing only Xl and X3, name­
ly, 

det [~11 ~12] = 0 
~21 ~n 

where quantities ~lb ~12 and ~21 are defined below: 

~21 == det [~: ~:] 

After expansion and simplification, eq.(28) reduces to 

AIX~ + A2X~ + A3X~ + A4X3 + A5 = 0 

where 
4 

Ai = LAipxi 
p=O 

(28) 

(29) 

(30) 

and the coefficients Aip are constants and depend only on the data. Detailed 
expressions for Aip are not given here because these expansions would be 
too large to serve any useful purpose. 

Now, X2 is eliminated from eqs. (25) and (26), while X3 is eliminated 
likewise from eqs. (27) and (29), thereby obtaining one single equation in 
Xl, namely, 

(31) 
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where 

dn = A2d7 - AIds 

d21 = A3d7 - A1d9 

d12 = A3d7 - A1d9 

d22 = A3dS - A2d9 + A4d7 

The foregoing determinant is now expanded and simplified, which then 
leads to 

16 

LkiX~ = 0 (32) 
i=O 

where ki are constants and depend only on kinematic parameters, and are 
related by 

(33) 

As with coefficients Aip of eq.(30), detailed expressions for ki are not 
given here because these expansions would be too large to serve any useful 
purpose. What is important to point out here is that the above equation 
admits 16 solutions, whether real or complex, among which we are interested 
only in the real positive solutions. The real negative solutions lead to the 
same configurations of the positive ones with the exception that the sides of 
the triangle n, d, e and f, are replaced by another triangle with the same 
vertices RI R2R3 , but different sides, namely, 27r - d, 27r - e and 27r - f. Then, 
the negative solutions are discarded. The upper bound for the number of real 
positive solutions of a polynomial is given by Descartes theorem, namely, 

The number of real positive solutions of a polynomial is given by the 
number of change of signs of the coefficients ko, kt, ... , kn minus 2m, where 
m~ o. 

The maximum number of changes of sign in the foregoing polynomial 
is eight. Therefore, the problem leads to a maximum of eight real positive 
solutions and, as a result, triangle Q of Fig. 1b admits up to eight different 
orientations, for the specified values of PI, P2 and P3. 

3.2. EXAMPLE 

Consider the spherical triangles P and Q given as: 

QIQ2 = 60° 

PI P2 = 70° 

Q2Q3 = 70° 

P2P3 = 58.6° 

Q3QI = 50° 

P3PI = 81.5° 

and three points, RI, R2 and R3 , located by the three values PI = 10°, 
P2 = 49.5° and P3 = 40°. These values correspond to the angles D2, E2 ~nd 
F2 given below: 

D2 = 43.4745°, E2 = 37.9120°, F2 = 106.7287° 
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TABLE 1 

The sixteen solutions of the example problem 

NO. Xl Dl Deg. El Deg. Fl Deg. 

1 -3.52853659 1800 + (Dl h3 1800 + (El h3 180 0 + (Ft}13 
2 -1.81493883 1800 + (Dlh6 1800 + (E1h6 180 0 + (Ft}16 
3 -0.7122360 - ,0.9461246 

4 -0.7122360 + ,0.9461246 

5 -0.4987636 - ,1.64486621 

6 -0.4987636 + ,1.6448662 

7 -0.0110361 - ,1. 7618928 

8 -0.0110361 + ,1. 7618928 

9 0.00355500 - ,0.5675491 

10 0.0035550 + ,0.5675491 

11 0.1688234 - ,0.5567607 

12 0.1688234 + ,0.5567607 

13 0.28340360 31.64584216 76.17273858 42.53021089 

14 0.5078577 - ,0.6746313 

15 0.5078577 + ,0.6746313 

16 0.55098275 57.70801252 99.32576667 64.91849185 

Equation (32) is solved for Xl. The solutions are shown in Table 1. For this 
particular problem, we were able to find two real positive solutions. These 
solutions, which are depicted in Fig. 3b, correspond to the assembly modes 
of the manipulator. 

4. Conclusions 

In this paper planar and spherical double-triangular parallel manipulators 
with three degrees of freedom were introduced. The direct kinematics of 
the two manipulators have been formulated. We showed that the direct 
kinematics of the planar mechanism leads to a quadratic polynomial in the 
tangent of one half of a representative angle. The direct kinematics of the 
spherical mechanism leads, in turn, to a 16th-order polynomial in the tangent 
of one half of a representative angle. This result implies that, for a set of 
three given actuator displacements, the foregoing polynomial admits up to 
16 different solutions, among which only eight would be real positive. Since 
only the real positive solutions are acceptable, the moving triangle Q admits 
up to eight different orientations. However, in tests we ran, we found that 
the maximum number of geometrically distinct solutions was only two. 
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Abstract. A semigraphical method is presented for computing all real direct kinemat­
ic solutions of platform-t.ype parallel manipulators with general geometries. The direct 
kinematic problem is reduced to basically two bivariate equations in the sines and cosines 
of two unknown angles. One eqnation is derived by solving an overdetermined system of 
equations that can be perturbed by different multiples of the least-square error involved 
in the solutions. Upon perturbing this equation by two different multiples, two distinct 
equations are obtained. The first bivariate equation and each of these two equations define 
three contours in the plane of the two angles involved, the intersections of these contours 
providing all ne",1 sulutiu1l6. The method is used to f.iid ~l! ~cd di~cct. ki~2m;:,t.ic ~~luticr.~ 

of a general parallel manipulator of the platform type. 

Key words: Direct kinematics - Parallel manipulator - Semigraphical - Symbolic com­
putations 

1. Introduction 

Platform-type parallel manipulators are multibody mechanical systems com­
prising a movable platform, henceforth abbreviated as MP, connected to a 
base platform (BP) by several kinematic subchains leading to an architecture 
with multiple kinematic loops. The direct kinematic problem of these manip­
ulators is, in general, more challenging than the inverse problem, because of 
the nonlinearities involved. Hence, all methods presented in the literature for 
the direct kinematic analysis of general platform-type parallel manipulators 
are essentially numerical (Parenti-Castelli, 1992). Among these methods, 
only few aim at finding all possible solutions (Innocenti and Parenti-Castelli, 
1992; Raghavan, 1991; Lazard, 1992; Angeles and Zanganeh, 1992). 

In this paper we introduce a comprehensive semigraphical method for 
solving the direct kinematics of general platform manipulators, as compared 
to the procedure previously presented in (Angeles and Zanganeh, 1992). 
Within the proposed solution procedure, we derive two basic bivariate equa­
tions in the PiTH'S and cosines of two unknown angles. One equation is derived 
by solving an overdetermined system of equations that can be perturbed by 
different multiples of the least-square error involved in the solutions. Upon 
perturbing this equation by two different multiples, two distinct equations 
are obtained. The first bivariate equation and each of the latter two equa-
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tions define three contours in the plane of the unknown angles, the intersec­
tions of the three contours providing all real solutions of the problem. 

Figure 1 depicts the general platform manipulator under study. It com­
prises a kinematic chain with six legs connecting a mobile platform to a 
base platform. The legs at each end are joined to the platforms by spherical 
joints, the centers of the latter being, in general, non-coplanar. Moreover, 
each leg is driven' by a prismatic actuator. 

The direct kinematic problem (DKP) of the manipulator under study is 
defined as: Given the lengths of the six legs, determine the corresponding lv!P 
pose, i.e., the orientation and position of the MP. 

(a) (b) 

Fig. 1. General platform-type parallel manipulator 

2. Kinematic Model 

Given the general platform manipulator of Fig. 1, the attachment points 
of the ith leg on the BP and MP are denoted by Ri and Pi, respectively. 
Further, we fix a coordinate frame F to the B P at point 0, and a coordinate 
frame g to the MP at point P. Moreover, the MP is moved from the home 
configuration (He) to the current configuration (ee) with the aid of the 
six actuators. Hence, if at the HC the vector directed from point P to Pi is 
denoted by ai, and at the CC by 7ri, then we can write 

7ri=Qai; i=1, .. ·,6 (1) 

where Q is the rotation matrix relating the orientation of the MP at the HC 
with that at the ce. Moreover. at the ec we denote the position vectors of 
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the vertices Pi and Ri by Pi and Ti, respectively, while vector Ui is defined 
as directed from Ri to Pi, its magnitude being qi, for i = 1, ... ,6, and P is 
the position vector of P, as shown in Figure 1. Referring to this figure, the 
geometrical relations below can be readily derived: 

i = 1", ,,6 (2) 

where II . II denotes the Euclidean norm of (.). After expanding the right­
hand-side of eq.(2), we obtain 

1 
2p2 + (QUi - Til P - TTQUi + Si = 0; i = 1"",6 (3) 

where 8i == ~(u; + Tt - u;) and (·l represents the transpose of (.). The 
DKP of the general platform manipulator under study consists of finding all 
real solutions to the system of six equations in eq.(3) . 

• 3. The Contour Equations 

For completeness, we recall a part of the elimination procedure introduced 
first in (Angeles and Zanganeh, 1992). At the outset, we eliminate P by 
rewriting eq.(3) in linear homogeneous form, namely, 

A~ = 0 (4) 

where the 5-dimensional vector z is defined as ~ == [p2 P 1]T and A is 
the 6 X .5 matrix shown below: 

A== [1~2 (QUl~TdT -rrQ~1+81l (5) 

1/2 (QU6-T6)T -r[Qu6+s6 

Now, for eq.(4) to admit a nontrivial solution, all determinants of the 5 X 

5 submatrices of A should vanish. This results in a set of six nonlinear 
equations in Q. However, only five of them are independent. If we denote 
the determinant of the ith submatrix by ~i, then 

6 

~i == I) _1)i+j1]j~ij = 0; i=1, .. ·,6 (6) 
J=l 
j::f.i 

where 1]j == T; Qu j - Sj, ~ij == det( Aij) and Aij is the 4 X 4 submatrix of 
A obta.ined by deleting the ith and jth rows and the last column of A. The 
expansion of ~ij yields in turn an expression of the form 

1 
~ij =-

2 

6 

L (-1 )i+j+k D.ijk 

k=l 
kf;i. kf;j 

(7) 
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\vhere !:::.ijk == det( Aijk) and the 3 X 3 matrix Aijk is also a submatrix of A, 

namely, that obtained by deleting the first and last columns together with 
the ith, jth and kth rows of A. Using the above notation, some symmetry 
properties can be exploited among the foregoing sub determinants that ease 
their computations. Moreover, every rotation matrix q can be written in 
the form 

Q=[rn n rnxnJ 

subjected to the conditions 

o 
1 

1 

(8) 

(ga) 

(9b) 

(gc) 

where, rn == [ml' m2, m3JT and n == [nb n2, n3jT. Now, in order to derive 
the bivariate equations of the contours, we have to eliminate four of the 
unknowns among the six unknown components of rn and n. To do so, we 
first. 118(> eq.(9a) to eliminate oue of the compunenb of 'tn. Withuut loss uf 
generality, we can eliminate the third component, i.e., m3, provided that 
n3 f:. O. Thus, we have: 

1 
m3 = --(nlml + n2 m 2) 

n3 
(10) 

Upon substitution of the above equation into eq.( 9b) and multiplying the 
equation thus resulting by n~ to clear denominators, we obtain: 

(11) 

Moreover, the same substitution in eq.(6) yields a set of six nonlinear equa­
tions free of m3, only four of which are independent. These equations can 
be cast in the form 

N'y' = 0 (12) 

where all entries of the 6 x 6 matrix N' are functions of vector n only, 
while y'== [mi, m~, mlm2, ml, m2, 1 jT. Furthermore, from eq.(ll) we can 
derive an expression for mi, i.e., 

1 [2 2 2 2J mi = 2 2 (n2 + n3)m2 + 2nln2mlm2 - n3 
n l + n3 

(13) 

Now, we substitute eq.(13) into eq.( 12) and then pick up four independent 
equations among the six equations thus obtained. This yields a system of 
four homogeneous equations in the form 

Ny=O (1.!) 
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where all entries of the 4 X 5 matrix N are functions of vector n only, while 
y :::::: [m~, m1m2, ml, m2, l]To Moreover, N is of full rank, and hence, a 
05-dimensional nonzero vector ( exists that spans the nullspace of N. Let ( 
have the components below: 

. ]T 
~5 (1.5 ) 

Comparing the components of ( with those of y defined above, we notice 
that (.5 should be different from zero, for the fifth component of y is. Hence, 
we can normalize ( by dividing all its components by nonzero (50 Moreover, 
the 3rd and 4th components of yare nothing but In] and TII'2, and so, the 
latter are equal to the 3rd and 4th components of the normalized (, namely, 

(16) 

Moreover, if eqo(16) is substituted into eq.(10) we obtain an expression for 
m3 in terms of n only, i.e., 

1 , ,~+ ,.) 
1113 = ---1.1/.1l,'3 /(,21.,4 

n3~5 

, 1 ,..,. \ 

1.1/ ' 

Since m is of unit magnitude, we can use eqs.( 16 & 17) in order to derIve 

( '2 (2 ·2 1 ((. ')2 0 
3 + 4 ~ ~5 + 2 111 3 + n2~4 = 

n3 
(18) 

We now express the components of vector n in spherical coordinates in order 
to reduce the number of unknowns to only two, i.e., 

n :::::: [sin (h cos O2 sin 01 sin O2 cos 01 ]T (19) 

Upon substitution of eq.(19) into eqs.(18), a bivariate t'quations in 01 and 
O2 is derived, namely, 

(20) 

Function it dt'fines a contour C1 in the (}l-fh plane, which rt'presents the locus 
of all possible solutions, actual and spurious. However, the actual solutions 
of the problem are only those which satisfy the equation: 

(21) 

If we now substitute eqso(16, 17 & 19) into eqo(4), all entries of the coefficient 
matrix A become functions of 81 and 82 only. The equation thus resulting 
can be written in the form 

Ex = b (22) 
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where x == [p2, p]T and the entries of the 6 X 4 matrix B and the compo­
nents of the 6-dimensional vector b are functions of 01 and O2 only. Hence, 
we can solve eq.(22) for p2 and p in terms of the two angles involved. How­
ever, this is an overdetermined system of six equations in four unknowns. 
The least-square solution to this system can readily be found by applying 
Householder reflections (Golub and Van Loan, 1989) to both sides, thereby 
deriving 

(23) 

where R is a 4 X 4 upper triangular matrix, 0 is the 2 X 4 zero matrix and 
b1 and b2 are 4- and 2-dimensional vectors, respectively. Hence, the solution 
is obtained by back substitution into Rx = b1 , which yields four relations 
for p2 and the components of p in terms of (h and °2, On the other hand, 
the least-square error to eq.(22) is equal to Ilb2 11. Thus, the foregoing four 
relations, when substituted into eq.(21) and added with a multiple of brb2 , 

result into a single equation in 01 and O2 , namely, 

(24) 

where 0i is a nonzero constant that is meant to perturb the equation. For 
two distinct values of 0i, i.e., 01 and 02, we obtain two equations that, in 
turn, lead to functions fz and h, respectively. These functions define two 
more contours, C2 and C3 , in the {h -()2 plane. Thus, the intersection points of 
the three contours C1 , C2 and C3 , when superimposed, yield all real solutions 
of the problem. 

4. Numerical Example 

By means of the above procedure, the contour intersections and the posi­
tion and orientation of a general platform-type parallel manipulator were 
obtained, for given values of the actuator variables {qi}~' The parameters of 
this manipulator are given as 

[ 0.06503501 ] [ -0.50508753] [ -1.09491488] 
-1.42475422 , r2 = -0.0289200 , r3 = 0.22313340 , 
1.93172294 -0.04608834 1.93280714 

[ 0.00048050 ] [0.75279702] [ 0.11011463] 
0.32929144 , r5 = 0.81007514 , r6 = -0.32291556 

-0.05044410 1.82952667 0.01200174 

[ 0.01346965] l-1.04:~?13~] [ -1.73287180] 
-1.65009147 , 0"2 = -0.59, 12236 , 0"3 = 1.51458094 , 
0.77441816 0.02532155 0.95305524 

[ -0.00177893] [ 5.07444276] [ 1.11289374] 
1.22775426 , 0"5 = 0.77126528 , IT(j = -0.62965332 

-0.00914577 0.90334291 0.00374341 



0.26321981, 

1.53376882, 

q'2 = l.52167226, 

q5 = 4.2.5152610, 

q3 = 1.4~)376759. 
q6 = 1.53758131 
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For the values of 0'1 = -1 and 0'2 = -;3, the superimposed contours are 
shown in Figures 2, in which C1 is shown with dashed line. Moreover, in 
Fig. 3 we magnified the region where the intersection points exist. From 
these figures two solutions are found as recorded in Table 1. 

\ :\;' I' " ... f \ \" " : 3 i V-~· : ,: ,: i '. l ' , 
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B1 (rad) 

Fig. 2. C1 ,C2 and C3 contours of the numerical example 

It should be noted that the contours have been plotted for all values of 
O2 between zero and 7f. We have done this because, for each pair of (01 , O2 ) 

values in Table 1, we can always find a complementary pair (O~, 0;) that 
satisfies the following identity: 

[
sin 01 cos 02 ] [Sin O~ cos 0; ] 

n ~ sin 01 sin O2 = sin O~ sin 0; 
cos 01 cos O~ 
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1.8 

82 (rad) 

1. 75 

1.7 

1. 65 

1.6 

TABLE I 

Direct kinematic solutions 

point 1 2 

Ol (rad) 1..570796 1.643131 
O2 (rad) 1.570796 1.742817 

1nl 1.0 0.983827 

1n2 0.0 0.165975 

1n3 0.0 -0.0673.50 

P;r -0.0790339 -0.034122 

Py 0.0005794 0.158842 

pz 1.198686 1.152051 

/ 
./ 

1.55 
~1.~5~~1~.~5~25~~1~.5~5~~1~.~57~5~~1~.~6~71~.67.2~5~71~.6~5~~1~.6~75 

81 (rad) 

Fig. 3. Magnifcation of the contours of Fig. 2 

The architecture of the manipulator of this example was chosen so as to 
yield an isotropic Jacobian matrix. Isotropic Jacobian matrices with dimen­
sionally inhomogeneous entries, as in the case at hand, were defined using 
the concept of characteristic length in (Angeles et aI., 1992). 
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5. Conclusions 

In this paper, a mathematical model for the direct kinematic problem of 
platform manipulators with general geometries was derived. Then, the equa­
tions were reduced to two bivariate equations. By using the first equation 
and perturbing the second equation, we found three contours in the plane of 
the two unknown angles involved. The superimposed plots of contours yield 
all real solutions. A numerical example was included that admits two real 
solutions. 
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ON THE REPRESENTATION OF RIGID-BODY MOTIONS 

AND ITS APPLICATION TO GENERALIZED PLATFORM 

MANIPULATORS* 
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4 place Jussieu, 75252 Paris Cedex OS, France 

Abstract. Different ways for representing rigid-body motions (direct isometries) in a 
computer are presented. It appears that the choice between them may have a dramatic 
effect on the difficulty of a computation or of a proof. 

As an application, a computational proof is given of the fact that the direct kinematic 
problem for a generalized Stewart platform has at most 40 complex solutions. 

1. Introd uction 

A generalized Stewart platform is a body with 6 legs. The legs are fixed on 
the body and on the ground, which is not necessary plane. The geometry 
of the platform is given, as well as the points where the legs are connected 
with the platform and with the ground. The position of the platform is 
commanded by modifying the lengths of the legs. 

The problem studied in this paper consists in computing the position of 
the platform from its geometry and the lengths of the legs (direct kinematic). 

If an initial position of the platform is defined, this problem is equiva­
lent to compute a rigid-body motion (i.e. a direct isometry) satisfying some 
constraints, i.e. to solve an equation, the unknown of which is a rigid-body 
motion. 

The variety of rigid-body motions has dimension G; there are many ways 
for representing it with scalar variables submitted to some constraints. It 
appears that the complexity of solving an equation with a rigid- body motion 
as unknown heavily depends on the representation chosen. 

In Section 2, we describe some representations that have been tried, and 
we discuss their interest for solving the problem, which is the ma.in result of 
this·paper: Prove that the number of cornplex f)olutions of the direct problem 
for the generalized Stewart platform is at most 40 or infinite. 

We first proved this result for the case of planar platforms (Lazard, 1992). 
Then Ronga and Vust proved by hand the general case, using intersection 
theory, blowing-up and Chern classes. Having heard the result by J.J. Risler, 
we figured out their proof before reading their paper, which led 11S to the 
proof given below, that is conceptually very sirnple, but needs machine com-

+ Work supported by EEC projects POSSO and PROMOTION. 
++ E-mail: lazard@litp.ihp.fr 
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putations. Ronga and Vust (1992) were, in turn, influenced by this and 
devised a much simpler proof. 

At the same time, B. Mourrain devised a different proof of the same 
result, as yet to appear. 

As rigid-body motions appear in many applied geometrical problems, 
especially in robotics, we hope that the considerations developed in this 
paper will be useful in a much more general context than the one of gener­
alized Stewart platforms, which is for us a kind of paradigm for problems of 
spatial geometry. 

2. How to Represent Rigid-Body Motions? 

A rigid-body motion is the product of a translation by a rotation. Many 
authors use Euler angles for representing rotations. For this reason, angles 
and trigonometric functions appear in many papers related to generalized 
Stewart platforms. Angles are convenient if floating point computations are 
used, but are very difficult to handle in symbolic or exact computations. For 
this reason, we do not consider here the representations that involve angles 
explicitly. 

A standard way for eliminating angles consists in using the formulas 

. ) 2t 
sin( 0 = 1 + t 2 ; 

1 - t 2 

cos(O) = --2 
1 + t 

(1) 

As three angles are needed for a spatial rotation, such a transformation leads 
to complicated formulas of a rather high degree. For this reason, we do not 
consider further this approach. 

2.1. REPRESENTATION BY IMAGES OF POINTS 

In (Lazard, 1992), we have represented a rigid-body motion by the images of 
three points of the platform (nine coordinates), submitted to the constraint 
that their three respective distances are given. The other points of the plat­
form are defined by their coordinates in the local coordinate system defined 
by the first three points. For the direct kinematic problem we are consider­
ing, this leads, when the platform is planar, to a system of nine equations, 
six of them being quadratic, the remaining ones being linear. 

Thus, in this case, the variety of rigid- body motions (of dimension six) is 
represented as imbedded in R g . Bezout's theorem, applied to the system of 
equations to be solved, gives a bound of 64 for the number of solutions. A 
study of the "solutions at infinity" (i.e. the solutions obtained in homogeniz­
ing the equations and looking at the solutions for which the homogenizing 
variable is 0) shows that they are of dimension 0 and of degree 24. Thus, in 
the planar case, the number of solutions is a.t most 40, if they form a set of 
dimension O. 
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If the platform is not planar, for representing a point of it in the coordi­
nate system defined by three points, we need to use vector products of the 
vectors defined by these three points. After some reductions, this leads to a 
system with eight quadratic equations and one cu bic one. It is clearly much 
more difficult to solve. It appears also that the solutions at infinity now form 
an algebraic set of positive dimension. It follows that Bezout's theorem does 
not give a sharp bound. This is the reason for which the sharp bound of 40 
was so difficult to prove. 

Another representation, also introduced in (Lazard, 1992) consists in 
defining a rigid- body motion by the images of four points subjected to six 
constraints (the values of their respective distances). This representation 
codes not only rigid-body motions, but also skew isometries (prod uct of a 
rigid-body motion by a reflection). For the Stewart platform problem, this 
leads to ten quadratic and two linear equations. The best general bound 
obtained in (Lazard, 1992) follows from this representation. 

2.2. QUATERNIONS 

In previous repr~sentations, rigid-body motions do not really appear explic­
itly. We consider now representations where rigid-body motions appear as 
explicit objects. 

The representation by quaterniolls has the advantage to be rational, as 
the expressions appearing in eq.( 1) are. and to introduce less denominators 
than if the identities of eg.( 1) were used. 

Let us recall that the quaternions are a skew field which is a real vector 
field of dimension 4 with (1, i,j, k) as a basis. The multiplication table may 
easily be deduced from 

i 2 = j2 = k2 = -1 ijk = -kji = -1. 

The pure quaterniOTl8 are those that are in the subspace generated by (i, j, k). 
A quaternion q acts on the vector space of pure quaternions by v ~ qvq-l. 
This action is a rotation of this real vector space that defines an isomorphism 
between the real projective space of dimension :3 (ql1aternions up to the 
multiplication by a real number) and the space of rotations. 

A rigid- body motion is the product of a rotation represented by a quater­
nion T = TO + 1'1 i + r2j + r3k and a translation of vpctor t = t1 i + t2j + t3k. The 
image produced by this motion of a point of coordinates :1:1, :r2, .1:3 has, for 
coordinates, the sum of a ti and of a fraction with numerator homogeneous 
of degree 2 in TO, T1, 7'2, T3 and denominator 1'6 + 7'i + 7'~ + 7'§. 

U sing this, the direct kinematic problem for generalized Stewart plat­
form leads to an equation of degree 2 in the t; and five equations that are 
homogeneous of degree 2 in the 7'; and linpar in the Ii. 

There are several ways for applying Bezont's theorem to sl1ch a system. 
The standard ones give a bOllnd of c~~G. The rnulti-hoillogeneous llezont 
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theorem (Shafarevich, 1974) gives a better bound of 1GO. 
Thus, this approach leads to systems of higher degree, but with only six 

equations. The fact that the equations are homogeneous with respect to a 
part of the variables may be useful in some situations. 

2.3. REPRESENTATION WITH ORTHOGONAL MATRICES 

The most obvious representation of the rotations consists in using orthogonal 
matrices, i.e. matrices such that R· Rt = I and det( R) = 1. This makes the 
rotations a subvariety of R 9 , of dimension 3. This means that rigid-body 
motions are represented by twelve parameters submitted to six conditions 
(in fact, seven). As computational problems grow exponentially with the 
number of variables, we have preferred the preceding representation. 

Let us examine further the equations that arise here. 
The condition R· Rt = I means that the three row vectors of the matrix 

R have norm 1 and that the three dot products between rows are zero: These 
relations and det( R) = 1 generate many other conditions, among them are 
the similar conditions on columns (R· Rt = I) and R = cofactor(R), where 
cofactor( R) is, as usually, defined by det( Rs) . rofactor( R)Jf = R-1 . 

It appears that the 21 equations R- Rt = J ,R- Rt = J and R = cofactor( R) 
give a Grabner basis of the ideal generated by R . Rt = I and det( R) = 1, 
for the degree ordering. This basis is neither minimal nor reduced, but a 
reduced basis is easily obtained by replacing the equations for the norms of 
the first column and the first row by their common normal form with respect 
to the other equations. The resultiug Grabner basis appears as a subset of 
the Grabner basis given below .. 

U sing this Grabner basis, the Hilbert function is easy to compute, showing 
that the rotations are a variety of dimension ;3 and degree 8 in R9. 

\Vith this representation, the distance between a point A (represented by 
its position vector) and the image of a point Al by the rotation R followed 
by the translation of vector T is given by the norm of R.Al + T - A. 

For the Stewart platform problem the data are the coordinates of six pairs 
of points A;[ and A such that the first AI and the first A may be chosen at 
the origin, as well as the six lengths of the legs. This leads to the equations 

2 IITII I} 
Tt . R . Mi - A; . R . Ali - A: . T constant for i = 2 .. 6, (2) 

where the unknO\vlls are the coefficients of the square matrix R and the 
column matrix T. This means that we intersect the variety of degree 8 
of the rigid motions by six quadratic hypersurfaces. But the vector space 
generated by the quadratic parts of the five last equations is of dimension 
at most 3 (the dimension of the space generated by the Md. Thus, two of 
these equations reduce to linear ones, and Bezout's theorem gives a bound 
of 8 * 23 = G4 for our problem. 
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In the above considerations, we have viewed a rigid-body motion as a rota­
tion of matrix R followed by a translation of vector T. It may also be viewed 
as another translation U followed by the same rotation T. The two repre­
sentations are related by formulas 

T=R·U (3) 

where the nonlinear part of preceding equations appears. 
This leads us to introduce a new representation of rigid-body motions as 

a subvariety of R 15, where the coordinates aTe the coefficients of the matrix 
R and of both vectors T and U. The equations of this variety are those of 
the rotations and eq.(3). Surprisingly, the Grabner basis of this ideal is very 
simple and rather easy to compute (note that the twenty polynomials not 
depending on ti and Ui, which appear in the middle, are a Grabner basis for 
the variety of rotations: 

1'2,I1'2,2t/.l + 7"3,1 "'3, 2 t/. 1 - 1'1,11'2,2112 - 1'1.11'3,2 U ;; - 1'1,l t2, 

2 2 
l'2,2t/.l + 1'3,2t/.l - l'I,21'2,2t/.2 - 1'1.21';;,2113 - 1'1.2i2 - HI, 

7"2,11'2,3t/.l + 1'3,11"3,311.1 - 1·1,11"2,3t/.2 - 1'1,11".3,.311..3 - 1·I,l t .3, 

1"2,21"2,.3t/.l + 1'.3,2 1·.3,:3"U l - 1"1,21'2,;~V2 - 1'1,21"3,311.3 - 1'1.2 i .3. 

? OJ 

1'2,.3 11 1 + 1'i3,3111 - 1'1 • .31'2 • .3 11 2 - 1'1,.31"3,.3 11.3 - /'I,.3i.3 - t/.l, 

p2 1,2 p2 '1,2 1,2 + 1 
'1,1 - 2,2 - '2,.3 - 3,2 - .3,.3 • 

1'1,11'1.2 + 1'2,11'2,2 + 1'.3,11'3,2. 
? 2 0) 

1'1,2 + 1'2,2 + 1'3.2 - 1, 
1'1,1 1'1,3 + 1'2,1 1'2,3 + 1'3,1 1'3,.3, 

1'1,21'1,3 + 1'2,21'2,.3 + 1'3,2 1'3,3. 

1,2 + 1,2 + 1,2 1 
1,3 2,3 .3,3 - , 

1'1,1 1'2,1 + 1'1,21'2,2 + 1'1,31'2,.3, 

1'1,2 1'2,1 - 1'1,1 1'2,2 + 1'3,.3, 

7"1,3 1'2,1 - 1'1,1 1'2,.3 - 1'3,2, 
') .) ') 

1'2,1 + 1"2,2 + 1'2,3 - 1, 

1'1,31'2,2 - 1'1,21'2,3 + 1'3,1. 

1'1,11'3,1 + 1'1,21'3,2 + 1'1,31'.3,3. 

1'1,2 1'3,1 - 1'1,1 1'3,2 - 1'2,3. 

1'1,31'.3,1 - 1'1,1 1'.3,3 + 7"2,2, 

1'2,1 1'3,1 + 1'2,2"'3,2 + "'2,3"'3,3, 

1'2,27"3,1 - 1'2,1 1'.3,2 + 1'1,.3, 

1'2,31'3,1 - 1'2,11"3,:3 - 1'1,2, 

I'L +1'~,2 + 1'~,3 - 1, 
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1'1,31'3,2 - 1'1,21'3,3 - 1'2,1, 

1'2,31'3,2 - 1'2,21'3,3 + 1'1,1, 

r1,l t 1 + r1,2 t 2 + rl,3t3 + U1, 

1'1,2t 1 - 1'1,l t 2 - 1'3,3U 2 + r2,3 U3, 

r1,3 t l - 1'1,l t 3 + 1'3,2U 2 - r2,2 U 3, 

r2,l t 1 + r2,2 t 2 + 1'2,3t3 + U2, 

r2,2 t l - r2,l t 2 + 1'3,3Ul - r1,3'U'3, 

r2,3t1 - r2,l t 3 - l'3,2 U 1 + l'l,2 U 3, 

r3,l t 1 + r3,2 t 2 + 1'3,3t 3 + U3, 

r3,2t1 - r3,l t 2 - 1'2,3U1 + rl,3 U 2, 

r3,3ft - r3,l t 3 + r2,2 U 1 - l'l,2 U 2, 

t 2 t2 t2 2 2 2 
1 + '2 + 3 - 11.1 - 11.2 - 113' 

r1,3t2 - l'l,2t 3 - 1'3,1 11 2 + 1'2,1 113, 

r2,3t2 - r2,2t 3 + 1'3,l U l - l'l,1'!/.3, 

1'3,3t 2 - 1'3,2t 3 - 1'2,1111 + 1'1,1 '!/.2 , 

1'1,1 11 1 + 1'2,1 '!/.2 + 1'3,1 '!/.3 + t 1 , 

r1,2'!/.1 + 1'2,2112 + 1'3,2'!/.3 + t 2 , 

1'1,311 1 + 1'2,3U 2 + 1'3,3U 3 + t3 

This Grabner basis computation took :3h30' with Maple (Char et al., 198,5, 
1988), 4' with Axiom (Jenks and Sutor, 1992) and less than 3" with GB, an 
experimental software written by J.C. Faugere (on SUN-Spa.re 2 sta.tion or, 
for Axiom, IBM-RISC 6000). Computing the Hilbert function of this ideal, 
for example with Macaulay (Bayer and Stillman, 1983, 1990), it is easy to 
see that it is of dimension 6, as expected, and of degree 20. 

Now, by repla.cingTt·R byUt in 'equations (.2), they become linear, except 
for the first one, which is unchanged and remains of degree 2. Thus, Bezout's 
theorem asserts that, if the set of solutions is of dimension 0, it has a degree 
of 2·20 = 40. 

Clearly, for special configurations, some of these 40 points may be at 
infinity, and the number of actual solutions may be smaller. We have also to 
remark that the version of Bezout's theorem given by Heintz (1983) bounds 
also the number of isolated solutions, even ifthere are components of positive 
dimension at infinity. Thus, we have proven: 

THEOREM 1..If the di/'ed kinematic problem for generalized Stewart plat­
form has a finite number of comple:r solutions, this number is at nwst 40. 

4. Conclusions 

We have shown that the choice of the equations for describing rigid-body 
motions may have a dramatic effect on the difficulty of a problem, 
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Clearly, for the generalized Stewart platform, the main problem is to 
effectively compute the solutions. 'rVe have the hope that the Grabner basis 
method could be an efficient and robust way for this purpose. Unfortunately, 
floating point computations are not convenient, because of the number of 
equality tests which are needed. Thus, it would be better to compute with 
exact integers or rational numbers. 

This is possible, but difficult because ofthe size of the integers that appear 
during the computation, and even in the final output. We have done some 
experiments with randomly chosen configurations. For a planar platform 
modelled as in subsection 2.1, the Grabner basis is computed in 8 minutes 
by GB on a Sparc 10 without the final verification that all S-polynomials 
reduce to O. Another example (not planar) has been run using the modelling 
of Section 3, starting from the Grabner basis given there. Despite the fact 
that the equations which are added to this Grabner basis are one very simple 
quadratic one and five linear ones, the computation took 4 hours (without 
the final verification) and tl!e result needs 5Mbytes for storing the integers 
of several thousand of digits which appear in the result. 

Thus, the best way for modelling this problem in order to efficiently com­
pute the position of the platform requires further study. Clearly, execution 
depends on the solution algorithm that is used, and the best choice may by 
completely different for floating point algorithms and for exact computations 
like Grabner bases. 
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ALGEBRAIC-GEOMETRY TOOLS FOR THE STUDY OF 

KiNEMATICS OF PARALLEL MANIPULATORS 

JEAN-PIERRE MERLET 
INRIA Sophia Antipolis, BP 93, 06902 Sophia-Antipolis Cedex, France 

Abstract. Manipulation of algebraic equations arise frequently in kinematic problems. 
But in many of these problems it is not necessary to solve the algebraic equations to 
establish interesting results as sometimes only the number of real solutions is important. 
Fortunately many theorems in algebraic geometry, some of them being not well known, 
may give some insight on this point. We present some of these theorems and show how 
they can be applied to demonstrate interesting results in the field of kinematic problems 
for parallel manipulators. 

Key words: Parallel manipulators - Kinematics - Algebraic geometry 

1. Introduction 

Systems of algebraic equations play an important role in kinematics prob­
lems as most of these problems can be stated as solving such a system. For 
some kinematics problems it is not necessary to solve the equations but it 
is more important to determine: 

the maximum number of real roots of the system 

the number of real roots in a given interval 

We will present some tools which can be used for these purposes without 
computing the roots of the equations and study their application for some 
kinematics problems related to parallel manipulators. 

2. Bezout's theorem 

This theorem is one of the most interesting in algebraic geometry. An exten­
sive study of Bezout's theorem can be found in (Walker, 1950). We give here 
a simplified version of this theorem: 

The intersection of rn algebraic equations in n unknowns (rn? n) of degree 
nl, n2,···,nm is constituted of at most Ili~;n ni points 

In the case of planar algebraic curves a version of Bezout's theorem can 
be stated as: 

two curves of order' m, n with no common components have exactly mn 
intcTscction points. 

183 

1. Angeles et al. (eds.), Computational Kinematics, 183-194. 
© 1993 Kluwer Academic Publishers. 



184 

3. Circularity 

This notion and its application to kinematic problems has been discussed in 
detail in (Hunt, 1978). 

:3.1. PLANAR CASE 

Bezout's theorem may seem to be rather strange in some cases. Let us con­
sider two circles described by algebraic equation of order 2. It is well known 
that they will have at most two real intersection points .... 
Let a circle of radius r, with center at coordinates (a, b), be defined by the 
equation: 

By expanding this equation we get: 

:r2 _ 2 xa + a2 + y2 - 2 yb + b2 - r2 = 0 

The terms of this equation are not homogeneous, i.e. their order with respect 
to the variables x, yare 2, 1 or O. Let us rewrite this equation with a new 
unknown w: 

(~ _ a)2 + (y _ b)2 - r2 = 0 
W 111 

where 111 is simply a scaling factor. The previous equation is now homoge­
neous as it can be written as: 

or 

for which the order of each term with respect to the variables x, y, 111 is now 
2. The system of unknowns x, y, 111 is called a planar homogeneous system 
of coordinates. 

If w = 0 the circle is infinitely enlarged and every point is at infinity. The 
line 111 = 0 is called the line at infinity and this line crosses the circle in two 
points defined by: 

(1) 

i.e. at the points 81 , 8 2 

c{1l1=O 
LJ1 . 

x = zy 
c{1l1=O 

LJ2 . 
X = -zy 

These two imaginary points are called the the imaginary circular points and 
equation (1) defines the imaginary circle 
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As the parameters a, b, r do not appear in the definition of the imaginary 
circular points, they belong to any circle. Therefore, they belong too to the 
intersection of two circles. Accordingly, two circles with two real intersection 
points have also in common the two imaginary circular points, i.e. a total of 
four intersection points, in accordance with Bezout's theorem. 

If a planar curve has the points Sl, S2 as double, triple .. points it will 
be said that this curve has a circular'ity of 2,3, ... Therefore a circle has 
circularity 1. 

:3.2. ApPLICATION OF CIRCULARITY 

Let us consider the following planar parallel manipulator described in fig­
ure 1. The triangular plate B D E is connected to the three fixed points 

P3 

D 

y P2 

PI 

x 

A(O,O) C(cz,O) 

Fig. 1. A planar parallel manipulator. 

A, C, F by three links with revolute joints at each extremity. A linear actu­
ator in each link enables to change the link length and it may be shown 
that by controlling these lengths the posture of the triangular plate can be 
adjusted at will. Indeed let us assume that we have fixed the position and 
orientation of the triangular plate B D E in some reference frame. There­
fore, the positions of its vertices are also known in this frame. The link 
lengths corresponding to the given posture are simply the distances between 
the points A B, CD, E F and we have solved the inverse kinematic problem 
of this manipulator. Formally let us define the reference frame such that: 
A : (0,0), C : (C2' 0), F : (C3, d3) and we define the posture of the triangular 
plate by the coordinates (x, y) in the reference frame of point B and its 
orientation by the angle <l> between the line BD and the x axis. The link 
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lengths p can be computed as: 

x2 + y2 
2 2 (x + 12 cos «l> - C2) + (y + 12 sin «l» 

(x + 1:3 cos( «l> + 0) - C3)2 + (y + 13 sin( «l> + 0) - d3)2 

Let T = tan( «l> /2). We have: 

2T 
sin ( «l» = 1 + T2 

1 - T2 
cos( «l» = 1 + T2 

The previous equations can be written now as: 

(2) 

(3) 

(4) 

(5) 

x 2 + y2 - pi = 0 (6) 

x 2 + x 2T2 + y2T2 + y2 + alx + a2 xT2 + a3T2 + a4yT2 + as = 0 (7) 
x 2 + x 2T2 + y2T2 + y2 + b1x + b2xT2 + b3T2 + b4yT2 + bs = 0 (8) 

The orders of these equations- are 2, 4, 4. Suppose now that the lengths of 
the links are fixed and that we want to determine the position and orienta­
tion of the triangular plate i.e. solve the direct kinematic problem. We have 
therefore to solve the previous system of algebraic equations. Using Bezout's 
theorem we deduce that this system will have at most 32 (2x4x4) solutions, 
either real or complex. We will show now thac in fact a smaller upper-bound 
of the number of real solutions can be established. Let us consider another 
mechanism, as described in figure 2. 

This mechanism is called a four-bar mechanism. Many authors (Hunt, 
1978) have shown that point C of this mechanism describes a sixth order 
curve, a sextic with a circularity of 3 (which is the maximum for the circu­
larity of a sextic). 

N ow let us consider the four-bar mechanism AB E DC in the mechanism 
of figure 1. E lies on the sextic of the four-bar mechanism but also belongs 
to the circle centered in F, of radius FE for a valid solution of the direct 
kinematic problem. E is therefore the intersection point of two algebraic 
curves of order 2 and 6 and there will be at most 12 intersection points 
according to Bezout's theorem. 

But the intersection will contain the two circular imaginary points Sl, S2 
as triple points. Therefore there will be at most 6 real intersection points 
and therefore this is an upper bound for the number of postures of the direct 
kinematic problem. 

This has been confirmed in (Gosselin, 1990) who has shown that the 
system of equations (2, ;3, 4) can be reduced to a 6th-order polynomial in 
one variable. Indeed, let us subtract equation (2) from equations (3), (4). 
We get a linear system of two equations in the two unknowns x, y, which can 
be solved, the result being substituted into equation 2. The only unknown 
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Fig. 2. A four-bar mechanism. 

in this equation is now <P. Using the substitution described by equation (5) 
the remaining equation becomes a 6th-order polynomial in T: 

(9) 

:3.:3. SPATIAL CASE 

Let us consider now the intersection of two spheres i.e. two surfaces of degree 
2 which, according to Bezout's theorem, must intersect along a curve of order 
4. 

But it is known that the intersection of two spheres is a circle of degree 2. 
We must therefore find a conic at infinity which explains the missing degree. 
We rewrite the equation of the sphere in homogeneous coordinates: 

(J: - aw)2 + (y - bw)2 + (z - cw)2 - r2w2 = 0 

The plane w = 0 is called the plane at infinity and the intersection of the 
sphere and this plane is found as: 

(10) 

As none of the parameters a, b, r appear in this equation, this curve of order 
2 belongs to all the spheres and, therefore, to the intersection of any two 
spheres. Equation (10) defines an imaginary cone whose intersection with 
the plane at infinity is the imaginary spherical circle which belongs to all 
the spheres. 
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The imaginary cone intersects the plane z = 0 along two imaginary lines 
defined by x = ±iy and, therefore, the circular imaginary points belong to 
the cone. As a consequence there cannot be more than 2 real intersection 
points between a sphere and a circle. 

The circularity of a surface is then defined as the order of multiplicity 
with which it contains the imaginary spherical circle. A sphere has therefore 
a circularity 1. For example, it may be shown that a general torus (fourth­
order surface) has a circularity 2 (maximal circularity). 

:3.4. ApPLICATION TO A KINEMATIC PROBLEM 

Let us consider the spatial mechanism described in figure :3. A triangular 

ball and socket joint 

rotoid joint 

Fig. 3. A general spatial mechanism. 

plate B1 B2B3 is connected to three fixed points A1, A2, A:3 by three links 
which have a rotoid joint at point A and a ball-and-socket joint at point B. 
We assume that the lengths of links A1 B1, A2B2, A3B3 are fixed and we 
want to determine the possible locations of the triangular plate B1 B2 B3 i.e. 
solve the direct kinematic problem for this mechanism. 

We will consider the spatial mechanism obtained when we dissociate one 
of the B i . We get the mechanism described in figure 4 which is known under 
the name RS S R. 

We use now one of Cayley's theorem (Hunt, 1978): 
A line with two points C, D lying on two algebraic curves of degree nc, nd 

and cir'cularities Pc, Pd descTibes a Tuled surface of degree 2nc( nd - Pd) + 
2nd(Pc - nc) 

For the RS S R mechanism we have two points lying on two circles i.e. 
n, = nd = 2, Pc = Pd = 1. The order of the surface is therefore 8 and B lies on 
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Fig. 4. The RSS R mechanism 

a surface of order 16 (as point B can freely rotate around the line joining the 
centers of the ball-and-socket joints). It may be shown that the circularity 
of this surface is 8 (Merlet, 1989). For a valid posture of the mechanism 
described in figure 3, point Bl belongs to such a surface but also to the 
circle centered in Al whose radius is the link length. According to Bezout's 
theorem there are 32 intersection points (either complex or real) between 
the surface and the circle and, according to the circularity of the surface 
and the circle, 16 points among these 32 intersection points are the circular 
imaginary points. Therefore, there are at most 16 real intersection points 
and, consequently, the direct kinematic problem has at most 16 solutions. 

Now let us consider a parallel manipulator (figure .5). In this manipulator 

B5 

Fig. ,5. A parallel manipulator. 

the 6 legs have their extremities connected to the plates by ball-and-socket 
joints. Their lengths can be modified in order to control the position and 
orientation of the upper plate. 
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Suppose that the legs have a known fixed length. The direct kinematics 
problem consists in determining the maximum number of postures of the 
upper plate for these leg lengths. Let us consider two legs with a common 
point B on the upper plate. As the leg lengths are fixed, B will lie on a 
circle whose center and radius can be computed from the leg lengths and the 
position of the joint centers on the fixed plate. We can therefore substitute 
the two legs by a virtual leg whose only possible motion is a rotation around 
a fixed axis. 

This can be done for any pair of legs sharing a common point on the 
upper plate and, therefore, the parallel manipulator upper plate will have the 
same possible postures as the mechanism described in figure 3: its maximum 
number of postures will be 16. 

A more tedious way to demonstrate this result is to combine the algebra­
ic equations describing the inverse kinematic problem to get a polynomial 
in one variable, whose order shall be 16 or less. A sixteenth-order poly­
nomial has been first found in (Charentus and Renaud, 1989) and later by 
many authors, for example (Dedieu 1990) (who give additional results about 
the convexity of the solution), (Griffis, 1989), (Innocenti, 1990). Using this 
result, an example of manipulator with 16 possible postures for the end­
effector has been presented by (Merlet, 1989) and (Dedieu, 1990). In the 
former reference it has been shown that this result can be extended to many 
others manipulators as soon as they have a triangular end-effector. 

4. N umber of real roots of a polynomial in a given interval 

The systems of algebraic equations arising in some kinematic problems can 
be reduced to the analysis of a polynomial in only one variable which shall 
furthermore lie in a given interval. Therefore, it is of interest to consider a 
polynomial in one variable and to determine the number of its real roots in 
a given interval. 

4.1. STURM'S METHOD 

An excellent and practical introduction to this method can be found 1Il 

(Mineur, 1966). 

Principle 
Let f( x) be a polynomial of degree n in x 

1.=n 

fo(x) = L anxn = 0 
i=O 

We consider the first derivative of this polynomial with respect to x: 

h (x) = f~(x) 
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We denote by Rem (fi-l (x), fi( x)) the remainder of the Euclidian division 
of li-I(X) by fi(X) 

We build a sequence of functions by: 

fi+l = -Rem(fi-l(x),fi(X)) i E [1,n-1] 

The last function of this sequence does not depend upon x. Let [Xl, X2] be 
the interval in which we are looking for the real roots of fo(x) = 0. 

Sturm's theorem 

The number- of r-eal 1'00ts of the equation fo( x) = ° in the inter-val [Xl, X2] 
is obtained as the number- of sign changes in the sequence fi( xt), fi+l (Xl)' i E 

[0, n-l] minus the number- of sign changes in the sequence fi( X2), fi+l (X2), i E 
[0, n - 1]. 

4.2. ApPLICATION EXAMPLE 

We consider a particular case of the planar parallel mechanism described in 
a previous section (figure 6). The equations giving the links lengths for a 

Fig. 6. A special case of planar parallel manipulator. 

given posture of the end-effector are: 

pi x2 + y2 

p~ (X + l2 cos <1> - C2)2 + (y + l2 sin <1»2 

p~ (X + l3 cos <1> - C3)2 + (y + l3 sin <1»2 

By manipulating these equations in a similar manner as in section 3.2, they 
can be reduced to a polynomial in one variable: 

(11 ) 
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with T = cos <P. Therefore there can be up to 3 real roots for this polynomial 
and, as each root defines two values for <P, we may think that an upper bound 
of the number of postures for the direct kinematic problem is 6. We will show 
now that, in fact, there will be at most 4 solutions to this problem. 

To solve the direct kinematic problem we have to find the real roots of 
the polynomial, but we are looking only for the roots in the interval [-1,1]. It 
may be shown that fo(1), fo( -1) are always strictly positive (their symbolic 
values are squares) 

If we build the Sturm sequence, we get four functions fo, It, 12, 13, where 
13 is a constant. We are looking for sequences such that the number of real 
roots in the interval [-1,1] is maximal. This number will be a maximum in 
four cases: 

fo It 12 13 number of sign changes 

x =-1 + + + 2 

x = 1 + + + + 0 

fo It 12 13 number of sign changes 

x =-1 + + + 2 

x = 1 + + + + 0 

fo It 12 13 number of sign changes 

x =-1 + + 3 

x = 1 + + + 1 

fo fl 12 13 number of sign changes 

x =-1 .+ + 3 

x = 1 + 1 

In all cases the number of roots will be at most 2 and, therefore, the direct 
kinematic problem will have up to 4 solution. 

5. Huat's Theorem 

Let a polynomial equation of degree n in x: 

t=n 

fo(x) = L anxn = 0 
i=O 

with real coefficients. 
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Theorem: If the roots of fo( x) are all real, the square of every non 
extremal coefficients is necessarily greater than the product of its neighboring 
coefficients ' 

In fact, Huat's theorem is a result of Newton inequalities (Hardy, 1967), 
which states that, if fo(x) has only real roots, then: 

k(n - k)ai ~ (k + 1)(71, - k + l)ak-Iak+1 V k E [1, n - 1J 

S.l. ApPLICATION IN KIN EMATICS 

Let us consider the planar parallel manipulator described in figure 1. We 
have seen in a previous section that, for a fixed set of link lengths, there 
can be a maximum of 6 different postures for the triangular mobile plate. 
We are considering now a robot with a given geometry and are looking for 
a set of link lengths such that the direct kinematic problem has effectively 
6 solutions i.e. 6 postures of the end-effector can be found. 

To solve this problem we may choose randomly three link lengths, com­
pute the coefficients of the 6th order polynomial (9) and then solve the 
polynomial until we find a set of link lengths such that all the 6 roots of 
the polynomial are real. Although this method has worked in practice (an 
example of solution is given in (Merlet, 1989)), the computation time may 
be huge. 

A faster way is to choose randomly only two of the three link lengths, 
say PI, P2 and then compute the 7 coefficients ai of the forward kinematics 
polynomial (9) as functions of the unknown link length P3. 

Then we compute the square of all the non extremal coefficients minus the 
product of their neighbor coefficients i.e. ai-aOa2,a~-aIa3,a~-a2a4,a~­
aSa3, a~ - a4a6, which happen to be all fourth-order polynomials in P3. 

The roots of these 5 polynomials Pj are computed and are used to deter­
mine for each polynomial the intervals of P3 such that the polynomial is 
positive. 

If the intersection In of these intervals is empty, then there is no value of 
p,) such that the direct kinematic problem will have 6 solutions for the link 
lengths PI, P2· 

On the contrary, if the intersection is not empty, the possible solutions for 
P3 will lie in the interval In. Therefore, random values for P3 can be tested 
but only in In. 

Such an algorithm has been implemented using the symbolic computation 
program MAPLE. 
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6. Conclusion 

Dealing with algebraic equations is the" essence" of kinematic problems, but 
many of these problems can be solved in an elegant way without determining 
the roots of these equations. By using basic theorems of algebraic geome­
try we have shown that many powerful results can be established in the 
field of parallel manipulator kinematic problems. These results have been 
established in most cases by dealing either with the geometrical aspect of 
the problem or with manipulations on the symbolic values of the coefficient 
of the algebraic equations that arise during the solution of the problem. 
Therefore, we have avoided to use numerical procedures in which numerical 
errors may introduce spurious results. Unfortunately many of these algebraic 
geometry theorems are not well known and are missing in many textbooks. 
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SINGULARITY CONTROL FOR SIMPLE MANIPULATORS 

USING "PATH ENERGY" 

J. E. LLOYD 
McGill Research Center for Intelligent Machines fj 

Department of Electrical Engineering, McGill University 
3480 University Street, Montreal, Canada H3A 2A 7 

e-mail: lloyd@mcrcim.mcgill.ca 

Abstract. A new method is presented for controlling the trajectories of straight-line 
Cartesian paths near the kinematic singularities of simple manipulators. Conventional 
approachs to this problem, which typically employ a pseudo-inverse of the manipulator 
Jacobian, result in path deviations and have difficulty controlling joint accelerations. The 
more global approach described here uses a "potential function" in the region of the 
singularity to reduce the path velocity in such a way that both the joint velocities and 
accelerations remain bounded without incurring any deviation from the desired path. For 
cases such as the elbow or shoulder singularities of the PUMA manipulator, the results 
are very good and the necessary computations are simple enough to be done on-line. 

1. Introduction 

It is well known that most serial chain robot manipulators possess regions 
in their workspace where the mapping from Cartesian to joint coordinates 
becomes ill-conditioned along one or more degrees of freedom. Such regions 
correspond to singularities of the manipulator. The execution of a Cartesian 
trajectory in such a region may produce arbitrarily large accelerations or 
velocities in one or more of the manipulator's joints. Singularities are asso­
ciated with a loss of rank in the manipulator Jacobian J which maps joint 
velocities 8 into Cartesian velocities v. The inverse of the Jacobian (or a 
pseudo-inverse in the case of a redundant manipulator) can be used to deter­
mine the joint velocities required to effect a particular Cartesian velocity, 
according to 

e = J-1v. (1) 

Clearly, in regions where the Jacobian is ill-conditioned, some ofthe resulting 
joint velocities may become very large. 

Since singularities restrict the Cartesian workspace of the manipulator, 
and because Cartesian trajectories can easily blunder into them, particu­
larly when controlled on-line by sensors or operator inputs, techniques for 
managing singularities are of importance. 

Most approaches to singularity control involve trying to condition the 
relationship in (1), either by using some form of pseudo-inversion technique 
(Chiaverini, et al., 1991; Maciejewski and Klein, 1989; Wampler, 1988) or by 
directly eliminating degenerate degrees of freedom from the Jacobian (Aboaf 
and Paul, 1987). An overview is given in (Chiaverini et al., 1990). 
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Fig. 1. A two-link manipulator being driven to its outer boundary singularity (left). The 
corresponding velocity profile (for discretely sampled values of 8) is shown at the right. 

A common limitation of these approaches is that they control only the 
joint velocities (as a consequence of using only equation 1). The effect of the 
singularity, however , extends to higher derivatives. In particular, the joint 
accelerations must be controlled as well, as has been discussed briefly in 
(Maciejewski and Klein, 1989). 

As an example of this, consider Figure 1, which shows a two-link planar 
manipulator being driven at constant speed along the x axis into the bound­
ary singularity at () = O. The velocity iJ rises rapidly as the singularity is 
approached, but when the singularity is reached, the velocity falls immedi­
ately to zero. The problem in this case is not only that iJ becomes large, 
but that it is also discontinuous at the singularity. The practical effect of , 
this is that, upon reaching the workspace boundary, () will overshoot, caus-
ing the manipulator to reverse direction and possibly inducing controller 
instabilities. This problem has been noted in (Deo and Walker, 1992). 

Unfortunately, acceleration constraints complicate the singularity prob­
lem considerably. Simply "clipping" the acceleration can introduce consider­
able wander and overshoot into the computed path, since this fails to ensure 
that the integral of the resulting velocity profile matches the displacement 
to the target. 

In this paper, we introduce a somewhat different approach to singularity 
control, in which we handle velocity and acceleration constraints by simply 
slowing down the trajectory execution without deviating from the desired 
path. This capability is particularly useful because it opens the way for 
making explicit time/accuracy tradeoffs near singularities. 

The method is intended for simple manipulators for which closed form 
inverse kinematic solutions are available. It implicitly makes use ofthe obser­
vations by (Nielson et al., 1990; Pohl and Lipkin, 1991) that well-behaved 
motion along the degenerate degrees of freedom associated with a singular-
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ity is often possible, particularly when the trajectory is sampled in discrete 
time, providing the desired Cartesian path displacements are scaled appro­
priately. 

2. Problem Description 

We will limit our consideration to straight-line Cartesian trajectories with 
constant orientation. Such a path can be described in terms of a single 
parameter s by 

(2) 

where PI is the initial point and Pd is a unit vector in the path's direction. 
Timing for the trajectory is established by making s a function of time 

t. In areas of the workspace where the Jacobian is well-conditioned, it is 
generally possible to keep the joint velocities E> and accelerations e within 
bounds by placing constant bounds on ;; and s: 

., 

1;;1 :S Mv, Isl:S Ma. (3) 

Such bounds are also frequently part of the task specification. 
Close to singularities, these constraints will not be sufficient, and so the 

path timing s(t) must be further constrained. If we were only interested in 
limiting the joint velocities, then it would be enough to simply scale;; to 
match the corresponding rise in E>. However, we must also limit the joint 
accelerations, while at the same time preserving the bounds on ;; and s given 
in (3) so as to maintain the behavior of joints which are not directly affected 
by the singularity. 

3. The Path Energy Approach 

It is often the case for simple manipulators that one joint dominates the 
singularity, such that if the derivatives for that joint are controlled, the 
derivates of any other joints associated with the singularity will be controlled 
as well. 

In such cases, we should be able to control the singularity by "stretching" 
the velocity timing for the dominant joint and then back-solving for the 
appropriate path parameter timing s(t). We have found that an easy way 
to do this is to use the concept of "path energy" , which is defined simply as 
;;2/2. 

With path energy so defined, a potential energy function U( s) can be 
established to control the path execution. Figure 2 shows one such function 
Uo( s) defined by two line segments of slopes ±Ma descending from 0 to a 
third line segment of constant value - M,~ /2. If the path energy is initialized 
to zero at s = 0, then letting the path parameter s follow this potential will 
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U(s) 
slope = -Ma 

s 

Fig. 2. Potential energy curves for controlling the path parameter s. 

generate a simple trapezoidal profile for s that satisfies the constraints in 
(3). 

"Slowing down" the velocity profile in certain parts of the path can be 
accomplished by adding extra potential functions Ui( s) that serve as "hills" 
over which the path parameter must climb, such as U1 in Figure 2. The net 
U(s) can be computed from these by 

U(s) = m~xUi(s). (4) 
t 

One useful aspect of the energy function approach is that it allows easy 
accommodation of the constraints in (3). The maximum operation in (4) 
takes care of the velocity, and acceleration bounds are satisfied by simply 
ensuring that IdUi(S)jdsl ~ Ma , which follows from the fundamental rela­
tionship 

s = -dU(s)jds. 

U sing this technique, the slowing down required in the region of a singu­
larity can be accomplished using an appropriate potential function Us. How 
can this function be generated? 

Let the dominant angle for a singularity be given bye, and let I = 
[sa, Sb] define a path i.nterval wh~re B or jj exceed .limits under the default 
path timing. Let ea, ea, eb, and eb denote e and e at Sa and Sb. From the 
manipulator forward kinematics, e can be determined as a function e = f( s) 
of the path parameter. Connect ea, Ba and eb, Bb with a smooth timed curve 
e = q( t) that satisfies the joint velocity and acceleration constraints. Then 
sample q(t) at various value~ of t and determine the corresponding values 
for sand s from 

These values are used to construct a piecewise linear approximation to the 
required potential curve Us. 
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To ensure that s remains monotonically increasing, q(t) must be con­
structed so that sgn( q) = sgn( df / ds) within I. If I contains points Sz where 
df/ds = 0, then knot points where () = f(sz) and iJ = 0 must be added 
to q(t). The inversion of f can be performed piecewise between these knot 
points. 

The rate at which q(t) must be sampled when producing points for the 
potential has only been studied experimentally thus far. We have found that 
a rate equal to the nominal trajectory sampling rate (about 30 milliseconds) 
works well, and that this can be reduced farther from the singularity. 

4. Elbow and Shoulder Singularities of the PUMA Manipulator 

To compute a controlling potential Uses), we need to be able to relate the 
path parameter s to the dominant angle for the singularity. In this section we 
do this for the elbow and shoulder singularities of the PUMA robot. Because 
the PUMA is wrist-partioned, such paths imply a straight-line path for the 
center of the wrist, which is itself a function of only the first three joints. 

4.1. REVIEW OF THE PUMA KINEMATICS 

(a) (b) 

Fig. 3. (a) Kinematic structure of the first three links of the PUMA manipulator. (b) 
The workspace boundaries for the center of the wrist. 

Results similar to those found in (Elgazzar, 1985) are given here. Figure 
3( a) shows the kinematic structure of the first three joints. Note that the 

canonical offsets d4 and a3 can be combined into a single offset 14 = J d~ + a§ 
so that joints two and three comprise a two-link revolute sub-manipulator, 



202 

with link lengths a2 and 14 • Redefining (h by 0; = -03 + 7r /2 - tan-Ie a3/ d4 ) 

makes it correspond to the more standard definition of the elbow joint for a 
two-link manipulator. 

With the origin taken to be the base frame for joint one, the forward 
kinematics gives the position of the wrist center (Px, py, pzf as a function 
of the joint angles (01. O2 , 03f: 

TI d4 S23 + a3C23 + a2C2, (5) 

Px CITI - S I d3, 

py SITI + C l d3, 

pz d4C23 - a3S23 - a2 S2, 

where Si, Ci, Sij, and Cij denote sin Oi, cos Oi, sine 0i + OJ), and cos( Oi + OJ). 
It is easier to state the inverse kinematics using 0; in place of 03 : 

0' 3 

-1 ( 14 sinO; ) -1 (pz) O2 = tan - tan -
a2 + 14 cos O~ TI . 

(6) 

(7) 

The variables ks and ke are assigned values of either 1 or -1 to resolve 
solution ambiguities and select the robot's "configuration". Similar variables, 
with slightly different definitions, are described in (Elgazzar, 1985). 

The elbow and shoulder singularities occur at the boundaries of the 
workspace reachable by the wrist center (ignoring joint limits). These bound­
aries are geometrically quite simple (Zhang, 1991), consisting of an out-

er sphere of radius Ro = j(a2 + [4)2 + d§ and an inner sphere of radius 

Ri = j( a2 - [4)2 + d§, both centered at the origin, and a cylinder of radius 

Rc = d3 centered on the z (or ( 1 ) axis (Figure 3(b)). 

4.2. THE ELBOW SINGULARITY 

The elbow singularity occurs when e~ = O. In this situation the arm is fully 
outstretched and is touching the outer sphere of the workspace boundary*. 

The dominant angle for the elbow singularity is e~, which we will now 
relate to the path parameter s. 

It will be conveni€llt to replace s in (2) by U = s + PI . Pd, so that 

p(u) = Po + UPd, with Po = PI - (PI' Pd)Pd. (8) 

• There is a companion singularity at ()~ = 11", which corresponds to the inner sphere of 
the workspace boundary. This singularity is slightly more complicated to handle and will 
not be discussed here. As a matter of practicality, it lies outside the range for joint 3. 
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Po gives the point of closest approach to the origin, which implies that 
Po . Pd = 0 and IIpI12 = P5 + u2 (where Po == IIPoll). Noting that IIpI12 = 
P; + P~ + p~, applying (7) and (6), we get 

0' _ k -I (P5 + u 2 - d§ - a~ - l~) 
3 - e cos I ' 

2a24 

which can be differentiated to yield 

0·, u. 
3 = - I . 0' u. a2 4 sm 3 

Now we need to solve for u and it. It is easy to invert (9) to get 

u = ±vha214 cos O~ - P5 + d§ + a~ + l~. 

(9) 

(10) 

To determine the sign, apply the sgn function to both sides of (10) to get 

(0·' ) __ sgn( u ) sgn( it ) 
sgn 3 - (0' ) . sgn 3 

From (9) we have that sgn(O~) = ke, and if the path is directed such that 
s (and consequently u) is increasing, then sgn( it) = 1 and so sgn( u) = 
-ke sgn(e~). Lastly, inverting (10) for it, we obtain 

u = -ke sgn( e~)J2a214 cos O~ - p5 + d§ + a~ + l~, 

(11) 

4.3. THE SHOULDER SINGULARITY 

The shoulder singularity occurs when the argument of the square-root in 
equation (6) equals zero. The set of points for which this is true corresponds 
to the inner workspace cylinder of radius Rc = d3 . The shoulder singularity 
is dominated by 01 . 

Since 01 is a function of Px and Py only, the problem can be treated as 
a two-dimensional one in the x-y plane. From this perspective, the cylinder 
becomes a circle of radius d3 centered on the origin (Figure 4). 

The projection of the path (2) into the x-y plane is also a straight-line 
path that can be expressed as 

where ql is the initial point, qd is a unit vector in the path direction, and 

Q = <ld· Pd· 
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x 

Fig. 4. Path projected into the x-y plane, with the axes rotated so that the path is 
parallel to the x axis, while Xl and X2 denote the path endpoints. , 

Again, it will be convenient to replace s by u = Qs + q1 . qd, so that 

(12) 

(Note that if Q is very small, the corresponding displacement of (h will also 
be small and so, this case is not of concern). 

Now, without loss of generality, rotate the x and y axes by the angle 
</> = tan-1(qOx/qOy), so that qo is parallel to the y axis and qd is parallel to 
the x axis (Figure 4). q now becomes 

(13) 

where qo = Ilqoll and qd = ±1, depending on the direction of qd along the x 
axis. (h is also transformed according to O~ = 01 - </>, although for notational 
simplicity we will denote O~ simply as 01 • Combining (13) with the forward 
kinematics (5) and differentiating yields 

u= C1qo-d3 u= -qo + C1d3iJ (14) 
Qd S1 qd S; 1· 

5. Implementation and Experimental Results 

Our implementation of this method for the PUMA works in this way: First, 
the path is clipped to lie entirely within the manipulator workspace. This is 
easy to do using methods described in (Zhang, 1991). Second, the controlling 
potentials are constructed roughly as follows: let 0 be the dominant angle 
for a singularity. A trapezoidal velocity profile is constructed to connect the 
values of 0 at the path endpoints (computed from the forward kinematics). 
This is sampled at time intervals of about 30 milliseconds, and the corre­
sponding values of 0 are used to compute sand s, and hence Us(s), from 
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Fig. 5. Velocity profiles for ih, ih, ih, (deg/s) and s (m/s) for a straight-line motion 
(pictured at the top) from a shoulder-singular position at (d 3 , 0, 300.0)T to an elbow 
singular position at (Ro, 0, 300.0)T The graphs at the left show the velocities without 
singularity control; note the large spikes. The graphs at the right show the velocities as 
controlled by the method described in the paper. 

the relations (11) or (14). In the case of the elbow singularity, if the path 
contains the point u = 0 (see 8), then the corresponding value of (J~ must 
be computed and added to the profile as a knot point with iJ~ = 0 (since 
this corresponds to a place where dJlds = 0, as described in section 3). 
Lastly, the net potential function U (s) is integrated to produce the output 
trajectory. Integration is relatively simple because U(s) is composed of line 
segments. 

In practice, we can omit computing many of the points in a controlling 
potential for locations far from the singularity. In these places, the con­
trolling potential will generally lie greatly below the default path energy. 
The sampling rate used to build the potential can also be reduced farther 
from the singularity. With these optimizations, calculation of the controlling 
potentials typically requires about 20 points for the elbow singularity and 
35 points for the shoulder singularity. The total compute time is about four 
milliseconds on a Silicon Graphics Indigo workstation with an IP12 CPU, 
permitting all computations to be done on-line. The results have been test­
ed and shown to work well both in simulation and on a physical robot. A 
particular demonstration is shown in Figure 5. 
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6. Conclusion and Future Work 

A "path energy" method has been developed for computing straight-line 
Cartesian trajectories near certain singularities of simple robot manipula­
tors. The resulting trajectory can be calculated quickly, and satisfies both 
joint velocity and acceleration constraints without deviating from the path. 

Further investigation should study extending the method to curved tra­
jectories, handling multiple singularities, and dealing with on-line changes in 
the path direction. Also, as currently implemented, the controlling potentials 
are computed prior to execution of the path. While this can be done quickly 
(in several milliseconds), it would be more efficient to compute the potentials 
concurrently with the path execution, by previewing the trajectory ahead 
of the current path point. 
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AN INVESTIGATION OF PATH TRACKING 

SINGULARITIES FOR PLANAR 2R MANIPULATORS 

J. KIEFFER AND B. O'LOGHLIN 
Engineering Department, The Faculties, 

The Australian National University 
Canberra, Australia 

Abstract. The planar 2R manipulator is used as a vehicle for investigating the problem 
of tracking end-effector paths that force the manipulator into a singular configuration. 
Results show that isolated points, turning points, nodes, cusps, hypernodes, and hyper­
cusps can arise in the locus of inverse kinematic solutions depending the end-point path's 
degree of contact with the workspace boundary. Methods for determining smooth local 
representations of each type of path-tracking singularity are developed based on low-order 
analysis. These representations provide complete low-order information on all families of 
trajectories that track the path at the singularity. 

1. Introd uction 

Kinematic singularities of serial manipulators are of interest for a num­
ber of reasons. Primarily for the nuisance they present to robot control, 
but also due to their fundamental relation to workspace boundaries, closed­
form inverse kinematic solutions, and the possibility of using them to gain 
mechanical advantage. A fairly comprehensive review of related literature is 
given in Kieffer (1993). 

The problem of tracking end-effector paths that force the manipulator 
into a singularity configuration was investigated by Kieffer (1992) and (1993) 
for general six-degree-of-freedom serial manipulators.' Results showed that 
the locus of inverse kinematic solutions can take the form of three types of 
curve singularities: isolated points, turning points, and simple nodes. In addi­
tion, general algorithms were developed to determine smooth local models 
for each of these cases, but these results were not exhaustive. They extended 
only to those singularities that can be unambiguously defined by the first 
three terms in a Taylor series expansion of the matrix equation of closure. 

In this paper we take advantage of the much simpler equations associated 
with the planar 2R manipulator to derive an exhaustive classification of path 
following singularities for any smooth path passing through a point on the 
outer workspace boundary. In addition, we determine smooth local models 
for each case that provide low-order joint rate relations as well. The results 
show that the topology of local models is closely related to the degree of 
contact between the endpoint path and the workspace boundary. Section 2 
presents the problem formulation. Sections 3 and 4 develop the analytic 
solutions. Section 5 presents results and their physical implications. 
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Fig.!. 2R manipulator with path .8(.~) forcing it into a singular configuration. 

2. Problem Formulation 

Figure 1 depicts the robotic path tracking problem that we wish to address. 
We assume that a smooth endpoint path (3 is given that includes a ·point 
P on the outer workspace boundary that forces the manipulator into an 
outstretched singular configuration. The proplem is to determine the locus 
of inverse kinematic solutions (fit, (J2) that maintain the path in the neigh­
borhood of P, as well as their differentials and possible time rates of change. 
The endpoint path (3 may intersect the workspace boundary at P or have 
any degree of tangency with it. 

To simplify explanations in this short paper we choose not to consid­
er folded singularities associated- with the inner workspace boundary even 
though the approach can be easily modified to include them with only minor 
differences in detail. The approach is not so easily extended to include the 
special singularity that occurs when the workspace void shrinks to a point 
for 2R manipulators with equal link lengths. 

Without loss of generality we choose to represent (3 in polar coordinates 
(r,</J) as a parametric function of a path parameter A, i.e., (3( A) = [r( A), </J( A)], 
with A = 0 corresponding to point P. To exclude reversals along the path, 
we also require the parameterization to be regular, i.e., 

(1) 

The degree of contact between the endpoint path and the workspace bound­
ary at point P can be determined from the first nonzero coefficient in the 
Taylor series expansion of r( A) about A = O. Without loss of generality let 
(3( A) be represented in a Taylor series as follows. 

(k ~ 1) (2) 
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(3) 

Here r{k) denotes r's first nonzero derivative, £f 10 i- o. The degree of con­

tact between the endpoint path and the workspace boundary is equal to k: 
e.g., k = 1 implies 1-point contact (intersection), k = 2 implies 2-point con­
tact (simple tangency), etc. Requirement (1) for a regular parameterization 
implies that if k > 1, then 1/l) i- o. 

The following equations relate the endpoint coordinates (r, 1) to the joint 
coordinates (fh'(h). Equation (4) can be derived using the law of cosines. 
Equations (5) and (6) follow from simple trigonometry. 

(4) 

(5) 

(6) 

Recalling that rand 1 are parametric functions of the path parameter A, 
our problem is to solve equations (4)-(6) for local relations between A, fh, 
and O2 in the neighborhood of the singular solution, (A, 01 , O2 ) = (0,1(0),0). 
Because equation (4) does not involve 01 , we can solve this problem in two 
steps: first analyze equation (4) to determine local relations between A and 
O2 , then analyze equations (5) and (6) to locally determine 01 • 

In the neighborhood of any outer workspace boundary singularity, equa­
tions (5) and (6) provide the following unique and continuously-differentiable 
solution for 01 , considering that O2 ~ 0 has been previously determined. 

O ~ . (L2 sin O2 ) 
1 = 'f' - arCSIn 

r 
(7) 

With this in mind, we replace equations (5) and (6) with equation (7), but 
defer its use to section 4 where 01 will be determined. For the moment we will 
concentrate on determining the local relation between O2 and A by analyzing 
the following form of equation (4) that is obtained by substituting Taylor 
series expansion (2) into equation (4). 

(k ~ 1) (8) 

(9) 
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3. Local Relations between A and ()2 

Our objective is now to determine the locus of solutions to (8) in the neigh­
borhood of the singular solution (A, ()2) = (0,0). In addition to determining 
the relation between finite displacements in ()2, and A, we want to determine 
the relations between differentials in ()2, and A that track the path near 
(A, O2 ) = (0,0). 

We will see that a variety of forms can arise, including isolated solutions, 
turning points, nodes, and cusps. The following subsections explore the diffi­
culties of identifying these path-following singularities and representing them 
with low-order models that are smooth and differentiable. 

3.1. DIRECT ApPROACH 

It is straightforward to solve equation (8) for O2 and to represent O2 (A ) by 
the following double-valued function. 

r{k) 
O2 = ± arccos(1 + akfAk + H.O.T.) (10) 

We can classify solutions (10) into three cases based on the fact that the 
argument of the arccos function must be less than 1 to obtain a physically­
meaningful real value for O2 • 

(a) If k is even and r{k) > 0, the solution (A, ()2) = (0,0) will be locally 
isolated. 

(b) If k is even and r{k) < 0, both functions (10) will be continuous, 
but not necessarily smooth at A = o. It will be shown that these 
cases correspond to nodes or hypernodes of degree k/2. 

(c) If k is odd, each function (10) will be undefined for either positive 
or negative values of A. We will show that these cases correspond 
to turning points, cusps, and hypercusps for k = 1, k = 3, and odd 
k > 3, respectively. 

These three cases are simple to explain based on the geometry of contact 
between the endpoint path f3( A) and the workspace boundary. Figure 2 illus­
trates a representative example for each case. For case (a), the endpoint path 
only touches the workspace boundary without entering the workspace. For 
case (b) the entire endpoint path lies within the workspace, except points 
that contact the workspace boundary. For case (c) half of the endpoint path 
lies within the workspace and the other half lies outside. The observations 
made in the previous paragraph then follow considering that two, one, and 
zero kinematic solutions exist for the workspace interior, boundary, and exte­
rior, respectively. The two kinematic solutions for the workspace interior 
correspond to elbow-right and elbow-left configurations of the manipulator. 
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Fig. 2. Representative examples for the three cases. 

The plots of Fig. 2 also highlight two difficulties in determining relations 
between differentials at the singularity. Firstly, for case (b) examples, like 
the one shown in Fig. 2(b), both functions (10) are continuous, but not 
smooth at the singularity. Nevertheless it appears that alternate sides of 
the two functions join smoothly, implying that this is only a problem of 
representation. In subsection 3.2 we show that such loci of solutions can be 
represented by two smooth branches that cross at (.X, (}2) = (0,0) to form a 
node or hypernode. 

The second difficulty relates to case (c) examples such as the cusp shown 
in Fig. 2(c). Here the two functions (10) terminate at A = 0 as a consequence 
of the path leaving the workspace. Although the robot cannot follow the 
path out of the workspace, it is possible for the manipulator to change 
configurations (elbow-left VB. elbow-right) while reversing the direction of 
path traversal at A = 0 and never leaving the path. However, because (10) 
represents the locus of solutions discontinuously, by two functions that join 
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at A = 0, the constraints on performing such a maneuver are unclear. In 
subsection 3.3 we show how turning points, cusps, and hypercusps can be 
represented as a smooth parametric function of an introduced parameter s 
at the singularity. In doing so we clarify the constraints on performing such 
maneuvers. 

3.2. LOW-ORDER ApPROACH FOR CASE (B) SINGULARITIES 

If we are only interested in the most local representation of solutions near 
(A, ( 2 ) = (0,0), we can replace equation (8) with the following local equiv­
alent obtained by replacing cos 82 with its Taylor series expansion about 
82 = 0 and ignoring all but the lowest order terms in 82 and A. 

(11) 

Solving (11) for 82 (A) provides the following double-valued function which 
shares the same local properties as (10). 

r(k) 
-2a-Ak 

k! 
(12) 

In particular, the need for a positive argument to the square root leads to 
the same classification of singularity types (a )-( c) and the same observa­
tions made in subsection 3.1. Furthermore, functions (12) have the same 

'local discontinuities as functions (10) and present the same difficulties in 
determining relations between differentials. Thus the low-order approxima­
tion (12) seems to duplicate the characteristics of functions (10) without 
offering any advantages. 

Nevertheless, we can gain advantage from the low-order approach by 
considering that, for case (b) singularities (recall r(k) < 0, and k = even), it 
is not necessary to represent the locus of solutions in the form of (12). We 
can instead represent solutions to (11) as follows. 

K (k) kj2 
82 (.\) = ± -2a-A 

k! 
(13) 

Note that (13) does not follow as a simplification of (12) because proper 
extraction of A from under that radical would require that A in (13) be 
replaced by 1 A I, Nevertheless (13), provides a correct solution that is easy 
to verify by substitution into (11). 

The advantage of representation (13) over (10) is that, for case (b) sin­
gularities only, both branches are now represented by smooth and differen­
tiable functions of A. For the case (b) example shown in Fig. 2(b), the two 
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branches of (13) are linear functions that cross at A = 0 to form a simple 
node. Together, they locally form the same loci of solutions, as before but 
now in a branch wise-differentiable manner. Similar results hold for case (b) 
singularities of higher order. 

The disadvantage of representation (13) is that it is only a locally-valid 
approximation to the exact locus of solutions to (8). The following conjecture 
attempts to quantifying the accuracy of that approximation. 

CONJECTURE 1. For case (b) singularities, functions (13) provide a low­
order approximation to the loci of solutions to (8) in the neighborhood of the 
singularity that are correct up to the orders in A shown. This means the first 
k/2 derivatives of functions (13) evaluated at A = 0 will agree with those of 
the exact locus of solutions. Namely: 

(14) 

3.3. LOCAL PARAMETRIC ApPROACH FOR CASE (C) SINGULARITIES 

Recall that for case (c) singularities, the double-branched solutions (10) or 
(12) join at in a turning point, cusp, or hypercusp at A = O. This implies that 
the manipulator can pass from one solution branch to the other at A = 0, 
but because the locus of solutions is represented discontinuously, by two 
functions that join at A = 0, the constraints on performing such a maneuver 
are unclear. In this section we overcome this problem by introducing an 
auxiliary parameter s to interrelate (h and A. 

The locus of solu tions to (11) for case (c) singularities can be represented 
by the following parametric functions of s. 

A(S) = -sign(r(k))sZ k = odd (15) 

Bz( s) = 12a r~~) Isk k = odd (16) 

Functions (15) and (16) are not unique because there are many other 
equally-valid parameterizations of the same curve that differ in speed of 
parameterization. This parameterization was chosen because it is minimum­
order in s and its correctness is easy to verify by substitution into (11). 

The advantage of this parametric representation over the double-valued 
function (10) or (12) is that both branches are now combined into a single 
smooth and differentiable function of s that implicitly provides the con­
straints for changing solution branches (elbow-right vs. elbow-left) at the 
singularity while tracking the endpoint path. 

The following conjecture attempts to quantify the accuracy of this low­
order representation. 
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CONJECTURE 2. For case (c) singularities, parametric functions (15) and 
(16) provide low-order approximations to the loci of solutions to (8) in the 
neighborhood of the singularity that are correct up to the orders in s shown. 

4. Local Determination of (}l 

We now consider that local relations between A and (}2 have been determined 
by functions (13) for case (b) singularities, or parametric functions (15) and 
(16) for case (c) singularities. The problem is now to extend these local 
models to include (}l. No such problem exists for case (a) isolated solutions 
because equation (7) provides a unique value for (}l given that (}2 and A have 
been uniquely determined. 

Local determination of (h (A) for case (b) singularities can be based on a 
Taylor series expansion of (7) in terms of A about A = O. Considering that 
l' = r(A), ¢ = ¢(A), and (}2 = (}2(A) we obtain the following expression. 

[ 
I L2'] ¢ + ¢ - --:;:- (J2 A 

[ 1 -+." 1 L2 (J" L2 (}' ,] \ 2 H'O T + -<p - -- 2 + - 21' /\ + ... 
2 2 l' 1'2 

(17) 

Evaluating all qu~ntities at A = 0 using equations (2), (3) and (13) and 
retaining only the lowest order terms in A, we obtain the following results 
that apply to case (b) singularities ~mly. 

L 
H ere a is given by (9) and b = L 2 L 

1 + 2 

(18) 
even k > 2. 

(19) 

Local determination of (}l (s) for case (c) singularities can be based on 
a Taylor series expansion of (7) in terms of s about the singularity where 
s = O. Considering that l' = 1'(>'(s)), ¢ = ¢(A(S)), and (}2 = (J2(S) we obtain 
the following expression. 

(Jl ( S ) ¢ + [¢I A' - ~2 (J;] S 

+ [~¢IA" + ~¢"(A')2 - ~ L2(J; + L2(J;rIAI] s2 + H.O.T. (20) 
2 2 . 2 l' 1'2 
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Evaluating all quantities at the singularity using equations (2), (3), (15), and 
(16) and retaining only the lowest order terms in s, we obtain the following 
results which apply to case (c) singularities only. 

{ 
fjJ(O) _ b halr(1)1 s 

81(s) = [V ] fjJ(O) _ fjJ(1)sgn(r(k)) s2 
k=1 

(21) 
odd k > 1. 

It is worth noting that the regularity condition (1) guarantees that fjJ(1) i= 0 
for low-order solutions (18) and (21) if k > 1. The following conjecture 
attempts to quantify the accuracy of these low-order representations. 

CONJECTURE 3. For case (b) and (c) singularities, respectively, functions 
(18) and (21) provide low-order approximations to the loci of solutions to 
(7) in the neighborhood of the singularity that are correct up to the orders 
in A or s shown. 

5. Results and Physical Interpretation 

Recall that our objective is to determine the locus of inverse kinematic 
solutions (81 '{h) that track a smooth path ,B(A) in the neighborhood of a 
point P on the outer workspace boundary. In addition we want to determine 
the relations between joint rates for real motions that track the path at P. 

Our results so far have been to classify all singularities of this path­
tracking problem into three cases (a),(b), and (c) based on the degree of 
contact, k, between the path and the workspace boundary, using the sign of 

r{k) = £:flo i= 0, to distinguish between cases (a) and (b). For each case, 
we have also developed appropriate low-order representations of the locus 
of inverse kinematic solutions at the singularity that are smooth and locally 
accurate (assuming conjectures 1-3 are correct). Our final objective is now 
to show how these results can be interpreted. 

The most obvious results are the dramatic differences between the three 
cases: case (a) singularities allow no motion whatsoever, case (b) singular­
ities allows complete tracking of the path using either one of two smooth 
branches of inverse kinematic solutions as well as the possibility of switching 
between these branches at the singularity, and case (c) singularities allow 
path tracking on the workspace side of point P using either one of two 
inverse kinematic solution branches that join at point P. 

More subtle results apply to the differences between members of each 
case, excluding case (a), whose members are all simply isolated points. For 
case (b) members, we make the following observations. 

(i) all case (b) members represent nodes or hypernodes composed of 
two smooth branches that contact each other with degree of contact 
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equal to ~ -- e.g., members k = 2, k = 4, and k = 6 correspond 
to simple nodes, tachnodes, and flecnodes respectively. 

(ii) if ~ is odd (even) each smooth solution branch results in (does not 
result in) a change in the manipulator configuration (elbow-right 
vs. elbow-left) as the singularity is passed. 

(iii) switching between smooth solution branches at the singularity implies 
a discontinuity at the level of the ~th derivative. 

With respect to case (c) members, we make the following observations. 

(i) member k = 1 represents a turning point and higher-order mem­
bers represent cusps or hypercusps -- e.g., k = 3 corresponds to 
a simple cusp and k = 5 corresponds to a ramphoid cusp. 

(ii) joint rates become unbounded for member k = 1 (turning point) as 
the singularity is approached with unit speed in the path parameter 
A. However this does not occur for higher-order members (cusps 
and hypercusps). 

Finally we make a general but powerful observation that can be applied 
to, either case (b) or case (c) singularities: the constraints and freedoms in 
timing joint trajectories that track the path (in particular allowable joint 
velocities, accelerations, etc. at the singularity) can be determined by con­
sidering the free parameter, A (case b), or s (case c) in the appropriate 
low-order model to be an arbitrary function of time. Chain rule evaluation 
of the derivatives of the model with respect to time will then provide infor­
mation about allowable joint rates at the singularity. Care must be taken, 
however, not to infer too much from the low-order models. In general they 
will only define the first non-zero derivatives for (}I, (}2, and A 
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ROBOT MOTIONS WITH 
TRAJECTORY INTERPOLATION AND OVERCORRECTION 

H. HeiB, BMW, ET-203, 80788 Miinchen, Germany 

Abstract This paper makes proposals for trajectory interpolation in joint space and in 
cartesian space regarding as well orientation as position and enlarging the application 
bandwidth; furthermore it shows new methods for connecting path segments in a smooth 
manner, which take into account not only velocity but also acceleration values and improve 
the facility of robot programming by user-defined starting and end points of the smoothing 
interval. 

Keywords robot motion computation; trajectory interpolation; interpolation of position and 
orientation; path smoothing; overcorrection. 

PRESENT SITUATION AND OBJECTIVES 

From the point of view of the user two areas stand out as worthy of improvement in the 
field of robot motions with trajectory interpolation and overcorrection: 

1) performance of the robot control in path smoothing and trajectory interpolation 

2) clarity of these two functions in the robot control manual 

Apart from such obvious things like the failure of overcorrection when changing the tool 
or base values, the first point is very difficult for the user to check. This is especially the 
case if there is a lack of documentation, when very costly measurements have to be taken 
to establish the principles inside the robot control. Such a task is not the responsibility of 
the user, nor is it relevant for the user to know what future developments are being worked 
on in the labs of universities and producers of robot controls; in practice only the functions 
of an available robot control count. This paper is based on the author's experience of cur­
rently available robot controls, whereby the overriding impression is one of a performance 
deficiency. Whether this deficiency is based on slow processors, or on non-observance of 
special conditions, or on inadequate design and implementation inside the control remains 
an unanswered question for the user; moreover it is a question which is largely irrelevant. 
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Taking user wants and needs with regard to robot controls and their manuals as a basis, 
this paper will present a framework which consists of the following functions and their 
description: 

- equivalent use of interpolation of orientation and position 

- circular interpolation up to 360 degrees 

- clear and simple handling of parts and integration of external axes into the program-
ming of robots by extending the interpolation concept over several areas 

- mathematical base for dealing with the path smoothing calculations 

- maintaining a smooth position, velocity and acceleration curve 

- user-determined starting point and length of the smoothing interval and ability to make 
contact with all the path definition points 

- joint interpolated motion with integrated overcorrection 

TRAJECTORY INTERPOLATION IN JOINT SPACE 

Joint calculation 

Cartesian target values (including sensor correction and other modifications) have to trans­
form into joint values; for this purpose the following main equations are used: 

robot base equation: base-robot kinematics-tool = aim 

joint base equation: robot kinematics = base-I-aim-tool-1 

In order to simplify the joint calculation further modifications of the joint base equation can 
be made [HeiB, 1986]. This calculation results in a suitable set of joint values. 

(time coordinated) point-to-point movement 

Velocity profile with linear acceleration and deceleration ramD 

The joint movements of a robot designed to overcome the joint difference between two tar­
gets are initiated from within the robot control and are limited by the maximum velocity 
and the maximum acceleration of the single joint. In most cases the velocity profile of a 
joint movement looks like a trapezium and is defined by the constant maximum accelera­
tion during the acceleration and deceleration phases and by a constant velocity between 
them. It is essentially the overall motion time T and the appropriate velocity of each single 
joint which have to be calculated. 

Start-stoD mode with smooth acceleration behaviour 

The above-mentioned method gives rise to two disadvantages: 

1) peaks in the acceleration 

2) The movement can only be defined stage-by-stage due to the trapezium form 
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A smooth movement taking into account both position, and velocity and acceleration, in 
the starting and aim pose can be defined by a fifth degree polynomial: 

pet) = k5*h5+k4*h4+k3*h3+k2*h2+kI *h+kO with h=t!f 0 ::;; t ::;; T 
kO = pI, ki = T*vI, k2 = T2*a1l2, 
k3 = 1O*(p2-pl)-T*(6*vI+4*v2)+T2*(a2-3*al)/2 
k4 = -I5*(p2-pl)+ T*(8*vI + 7*v2)-T2*(a2-3*a1l2) 
k5 = 6*(p2-pl)-T*3*(vi +v2)+ T2*(a2-al)12 

pI, v I, a I, p2, v2 and a2 are the position, velocity and acceleration values in the starting 
and aim pose. 
As the start-stop mode has to be used, it results in the following: vI = v2 = al = a2 = O. 

As in the case of trapezium shaped velocity, the overall motion time has to be calculated 
according to its dependence on the upper limit of the joint velocity and joint a:::celeration 

3±{3 1O*(p2-pl) 1O*lp2-pil 
values: the extreme acceleration value at h- (, with =+ 2 . r'i ~ _ ri{ g 

T *,,3 Aj*" 3 
The extreme velocity values lie at h=O and h=I, per definition always with a value equal to 

0, and at h=0.5 with a value of 1.875*(p2-p1)lT; this results in 1.87~~~.-Pl)::;; T 
I 

(time coordinated) point-to-point movement with acceleration-oriented path smoothin~ 

Because the polynomial pet) is an overcorrection polynomial and because no path forms 
have to be adhered to for point-to-point movements, it appears reasonable to integrate the 
overcorrection into the trajectory interpolation. For this way all joint positions can be 
attained, although the velocity and the acceleration do not always decrease to zero at the 
end of a motion segment. 

vmaXj = 1.875*(p2-p1)1T is the extreme velocity value of the current segment, 
vmaxfj = 1.875*(p3-p2)lTf is the value of the following segment. 
With regard to acceleration, the second extreme value of the current segment at h=(3+-v3)/6 

-1O*(p2-p 1) 1O*(p3-p2) 
amaxj 2 : f7i corresponds to the first value of the next segment amaxfj 2 _ r>i . 

T *" 3 Tf *" 3 

For v2 and a2 of the current segment (and the analogous values vI and al of the following 
segment) this results in: 

v2 = {~in{VmaXj'VmaXfj} 
max {vmaxj,vmaxfd 

if signum(vmaxj}#signum(vmaxfj) 
if vmaxj~O and vmaxfj~O 
if vmaxj<O and vmaxfj<O 

if signum(amaxj):#signum(amaxfj) 
if amaxj~O and amaxfj~O 
if amaxj<O and amaxfj<O 
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1RAJECTORY INTERPOLATION IN CARTESIAN SPACE 

Cartesian trajectory interpolation between starting and aim should not carried out with the 
two robot flange points "robot kinematicsstart" = basestart-lestartetoolstart-l and "robot kine­

maticsaim" = baseaim-leaimetoolaim-l; instead, it should be dependent on the start and the 
aim in order to maintain the given shape and not to swing out. 

swing out of the TCP during linear movement of the flange 

t~ 
Figure 1: Deviation during flange interpolation 

Trajectory interpolation therefore requires knowledge about the last aim pose, even in case 
of overcorrection. 

interpolation curve IC(t) = f(start, aim) robot kinematics(t) = base-1eIC(t)etool-1 

In the draft version of DIN 66312 part 2 methods of interpolation will be described as 
defined by producers of robot control, institutes or users. 

Three areas of interpolation 

If a change in the base or tool values is permitted during the robot movement for the pur­
pose of modelling external axes or part handling, then the interpolation has to be applied to 
all three areas of change. If this is not the case, the robot will leave the given path shape or 
move jerkily. 

Interpolation of aim defines the movement of the tool by the robot (tool handling), interpo­
lation of tool values allows definition of a path on a part, and interpolation of changed base 
values integrates external axes into the programming of the robot. In the event that the 
robot is moved by an external axis, the definition of base is trivial; otherwise, if a tool is 
connected to the external axis, the base values have to be calculated as follows: 

base = extAxissystemaxisdrive- le WoridsystemextAxissystem-le WoridsystemRobotbasc 

base(t) = fb(basestart, baseaim) 

tool(t) = ft(toolstart' toolaim) 

interpolation curve IC(O = f(start, aim) 

robot kinematics(t) = base(trleIC(t)etool(trI 

In order to interpolate base and tool the robot control has to have data on the last base and 
tool values; moreover a third auxiliary position is needed for circular interpolation. "base" 
uses the world system as its reference system, "tool" the flange; the motion time T should 
be given, or possible to calculate. 
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The diagram below provides an example of the advantages of interpolating in three dif­
ferent areas: 

W3 demanded sha e 

PTP­
motion of 
the flange 

programmed motion 

WorldSW2 

W2 

WI 

The task is: to work on the part moved by robot in a circle from WI via HI to W2 and 
linearly from W2 to W3. 

Transforming the task into normal robot programming terms, we obtain the following: 
WKZ = WI; move PTP aim; activate (stationary) tool; 

WKZ = W2; move eIRe aim via WorldSHI; 
WKZ = W3; move LIN aim; 

This procedure gives rise to the following problems: 

A) Extensive calculation by the robot programmer is necessary before the point SHI can 
be transformed into world coordinates. 

B) Activating the new WKZ during running interpolation calculations (LIN or eIRe) 
will create a jerk in joints. 

C) Smoothing between two path segments and pre-planning of the desired path shape 
requires modifications within the robot control 
(methods to deal with the different WKZ values or strictly sequential operations in 
start-stop mode; it should be possible to calculate the flange pose F from "move PTP 
aim" with aim-W )-1 at the end of PTP-motion and then to compute WorldSW2 with 
F-W2. The same is true for WorldSHI, for which only the relative transformation 
"Flange-H I" is known, but which needs global values (see A». 

In order 10 overcome these problems, interpolation should be carried out separately in the 
three areas "hase", "aim" and "tool". Moreover, the task-oriented view remains valid, and 
Ihe range of the available path shapes increases considerably due to these 3 interpolations. 
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Interpolation in position space 

Circular 

The three circle points are a (start of the circle segment), b (auxiliary point for circle defini­
tion) and c (aim of the circle segment); m is the centre of the circle and M the centre system 
in world coordinates with an x-axis=(a-m)/iia-mil and z-axis=perpendicular to the circle 
plane. Hence, the following must be valid: Maz = Mbz = Mcz = 0 

radius r = Iia-mll, u is the extent of the circle segment, and circular interpolation results in 

Mx(t) = r*cos(u*tIT) My(t) = r*sin(u*tIT) Mz(t) = 0 0 ~ t ~ T 

The time function of the circular interpolation is: 

x(t) = Mll*r*cos(u*tIT) + M12*r*sin(u*tIT) + Ml4 

y(t) = MZI *r*cos(u*tIT) + Mzz*r*sin(u*tIT) + MZ4 

z(t) = M31*r*cos(u*tIT) + M3Z*r*sin(u*tIT) + M34 

As a result it becomes clear that path definition using discrete point is more complex and 
time-consuming than using time functions. 
In most current robot controls the extent of the circle has an upper limit of 1800 • This limi­
tqtion can be overcome by dealing with each different case separately. 

Mb = M-I.b; Mc = M-I.c; 

~ = ATAN2(Mby , Mbx) e ]-21t, 21t[, 

if rO, 
then u:=21t 

else if signum(~)*signum(y»O 

then if ')'>0 

then if ~<y, then u:=y 

else if ~>y, then u:=y 

else if ')'>0 

then if ~+21t<Y, then u:=y 

else if ~-21t>y, then u:=y 

-21t. 0 
direction of the 
circle segment 

else u::y-21t 

else u::y+21t 

else u::y-21t 

else u:=y+21t 

21t 



223 

Interpolation in orientation space 

A is the orientation at the beginning of the interpolation phase, E the orientation at the end 
and U is the 3x3-matrix defined by U = A-leE, namely a "transition matrix". 

Two-An~le-Interpolation 

Expressed in Eulerian notation (ex, ~,y), 0 is Rot(z,ex)eRot(x,~)eRot(z,y) with 

ex = ATAN2(-U13 ,023) {+x}; if 013 = 0 23 = 0, then ex = 0. 

f3 = ATAN2(-"b-U332 , 0 33) {*-l} 

y= ATAN2(-031, -032) {+x}; 

if 013 = 0 23 = 0, then y= ATAN2(021,Oll)*033 

Linear interpolation takes place in the case of angles ~ and y; in order to avoid the jerk 

"A~AeRot(z,ex)" caused by ex at the beginning of the interpolation process, the interpola­

tion procedure AeRot(z,ex)eRot(x,~*tIT)eRot(z,y*tIT) is modified according to [Paul, 81]: 

InterpolationOr(t) = AeRot(z,ex)eRot(x,~*t/T)eRot(z,-ex)eRot(z,(ex+y)*tIT) ex+ye ]-x , x] 

A result of this is that the problem of ambiguity of (ex, ~, y) is solved; there is a difference 

between interpolation in (ex, ~*t/T, y*t/T) and in (ex+x, -~*tIT, (y+x)*tIT), but not in 

(ex{+x}, ±~*tIT, (ex+y{+2x})*tlT) 
Many other interpolation procedures are conceivable, but their practical use seems 
questionable. 

Fusion of the three interpolation areas 

The orientation interpolation function and the position interpolation function are collected 
in all three interpolation areas together in a homogeneous matrix H; the joint base equation 
has to be calculated according to "robot kinematics(t) = Hbase(trleHIC(t)eHtool(tr l". 
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OVERCORRECTION BETWEEN TRAJECTORY SEGMENTS 

Suitable data structure 

The calculation of overcorrection cannot take into account conditions such as orthogonality 
or normality, which means that redundant data structures, e.g. homogeneous matrix, dual 
matrix [HeiB, 86b] or quatemion, cannot be applied. 

Non-redundant structures are the basis of the calculation: 

• n-dimensional joint related time function (resulting from interpolation in joint space) 

• six-dimensional cartesian time function (from interpolation in cartesian space) 

An example of the difficulties arising from the use of redundant structures is: 

[ 1 0 0 1 [ 0 -1 0 1 A= 0 1 0 E= 1 1 0 
o 0 1 0 0 1 

o = Rot(z,900) 

Linear overcorrection (without consideration of velocity and acceleration) results in the 

[ 
1-I*t/T O-I*t/T 0 1 

following orientation process: 1 *tIT 1-1 *tIT 0 
o 0 1 

[ 
0,5 -0,5 

t=T/2 results in 0,5 0,5 
o 0 

? 1 and this violates the unit restriction. 

Description of pose with joint coordinates 

The problem of potential redundancy resulting from more than six active joints is already 
solved in the process of inverse kinematic computation, meaning that the functions gl(t), 
... , gn(t) are not subject to any restrictions and can be used without any problem for the 
calculation of overcorrection. 

Description of pose by a sixtuple (x(t), y'm, zm, am, ~m, "11m 

x(t), yet) and z(t) result directly from the fourth column of the homogeneous matrix "robot 
kinematics(t)". Using the 3x3 orientation matrix Or(t), which is part of "robot kinematics", 

(a, 13, y) can be calculated in Eulerian notation as Or(t)=Rot(z,C()·Rot(x,13)·Rot(z,y): 

aCt) = AT AN2( -Or13(t) , Or23(t) ) {+1t}; if OrI3(t) = Or23(t) = 0, then aCt) should be 

continued continuously with arctan (lim -Orn(t» + (1- lim (signum( Orn(t)))) * ~ 
Hlo Or,,(t) 1~10 2 

13(t) = AT AN2( -~ 1-0r332(t) , Or33(t» {*-1 } 

yet) = ATAN2(-Or31 (t) ,-Or32(t» {+1t}; 

if Or13(t) = Or23(t) = 0, then y(t) = (ATAN2(Or21(t),Orll (t» - a(t»*Or33(t) 
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Due to this computation with two result values, care has to be taken to ensure that the 
function values of aCt), ~(t) and y(t) at the beginning of the second trajectory segment are 

close to the values of aCt), ~(t) and y(t) at the end of the first trajectory in order to avoid 
extensive movements during the overcorrection phase. 

Overcorrection by means of a polynomial 

De~ree and coefficients of a universal overcorrection polynomial 

With respect to position, velocity and acceleration of the accompanying trajectory segments 
at the beginning and end of the overcorrection phase, there are six conditions which must 
be fulfilled, and thus a five degree polynomial results: 

pet) = k5*h5+k4*h4+k3*h3+k2*h2+k1 *h+kO with h=tff 0::; t ::; T 

With pI, vI, aI, p2, v2 and a2 as the position, velocity and acceleration values of the two 
neighbouring segments at the start and end of the overcorrection phase, the coefficients of 
pet) can be defined as follows: 

kO = pI, k1 = T*v1, k2 = T2*a1l2, 
k3 = 1O*(p2-pl)-T*(6*v1+4*v2)+T2*(a2-3*al)12, 
k4 = -15*(p2-pl)+T*(8*vl+7*v2)-T2*Ca2-3*a1l2), 
k5 = 6*(p2-pl)-T*3*Cvl+v2)+T2*(a2-al)/2 

The overcorrection polynomial pet) is universal, meaning that there are no restrictions on 
the shape of the two trajectory segments, which should be connected. Should there be a 
symmetrical overcorrection between two linear trajectory segments, then a1=a2=0 and 
p2=p 1 +v1 *T12+v2*T12 and the polynomial decreases to degree four: 

kO = pI, kl = T*v1, k2 = 0, 
k3 = 10*(p2-pl)-T*(6*v1+4*v2), 
k4 = -15*(p2-pl)+T*(8*v1+7*v2) 

However, these savings in computation time and effort do not justify being treated as a 
special case. 

The idea of three interpolation areas makes a wide variety of trajectory shapes possible, but 
it prevents an A-D(r)-W description of the trajectory shape based on linear interpolation. 
This idea, using the six tuple D(r)=(x(t),y(t),z(t),a(t),~(t),y(t» to describe the trajectory 
shape was mentioned in [Paul, 81] and is a relative method. It refers to the starting pose A 
and is applicable only for linear interpolation, not for circular movements. Moreover 
neither tool changes nor part handling are possible with this method. As a result, it is not 
suitable for a universal approach. 

Application of the overcorrection polynomial 

The polynomial pet) has to be calculated for each joint function gj(t) or each cartesian func­

tion x(t), yet), z(t), aCt), ~Ct), yet), and thus for each interpolation mode there must be a 

function in the robot control which provides the matrices HCt), HCt) and H(t) in relation to 
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time t and the values of starting and ai~ (in the case of linear interpolation), or a, b and c 
(in the case of circular interpolation) or U (in the case of orientation interpolation). 

The starting and end points of the smoothing phase - as well as the length - can be chosen 
arbitrarily. The best way to establish these is by using time based functions since position, 
velocity and acceleration functions can be easily calculated using this form of parameteri­
sation. 

Two examples of overcorrection curves: 

o trajectory segment I 1: 

O--+------l~ 
sm 

The wide scale of application of the overcorrection technique enables producers of robot 
controls, to offer many functions related to trajectory smoothing, e.g.: 

• start of the overcorrection procedure only when the required pose is attained; this 
results in an exact movement through all the required poses. 

• use of distance values to define the beginning and end of the overcorrection phase 

• constant length of the overcorrection phase 

The movements at the beginning and end of the trajectory can be integrated just as easily 
into the method: at the beginning the overcorrection starts with both the first trajectory 
segment and with pl=start. vl=O and al=O; the length of the adaptation phase must be 
defined by the user; at the end of the trajectory deceleration begins under user control and 
finishes at the scheduled time with p2=end, v2=O and a2=O. 

It is very difficult for the user to obtain a spatial image of the trajectory. Therefore, over­
correction should be reduced to joint coordinates, meaning that neither inverse kinematic 
computation nor transformation into sixtuples will be necessary during overcorrection. 
Only at the start and end of the overcorrection phase the pose, velocity and acceleration 
have to be determined (in form of 4x4 matrices) and calculated in joint values, joint veloci-
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ties and joint accelerations. 
The differential of the joint related overcorrection polynomial can be described in a formal 
manner, thus reducing the time and effort needed for calculation. 

VARIABLE OVERRIDE FACTOR AND SHAPE CONSTANCE 

An important aspect of trajectory planning is to obtain the same trajectory shape under dif­
ferent override values. 

The following statement holds true for time interpolated trajectory functions F(t) and their 
velocity function vet) and acceleration function a(t): 

The override value ov E ]0, ... ] is a factor of the time parameter t. The trajectory shape 
F(t*ov) is the same shape, but the motion time will, of course, vary; velocity behaviour 
ov*v(t*ov) changes as expected by the factor ov, and analogous statements are valid for 
acceleration ov2*a(t*ov). 

From this it becomes clear that despite the use of discrete poses to define the trajectory, 
continuous functions (preferably based on time parameters) have to be utilized inside the 
robot control to fulfil the requirements. 

The question of shape behaviour during overcorrection is more interesting and a little more 
complex. Working on the basis that users want the same overcorrection shape in spite of 
different motion time, velocity and acceleration, it is important that shape constance is 
ensured. This can be achieved by the following steps inside the robot control: 

Overcorrection phase starts at t=tsolct!ov and lasts T/ov. The overcorrection polynomial pet) 

has the form pet) = k5*h5+k4*h4+k3*h3+k2*h2+kl *h+kO 
with the coefficients calculated originally and a new parameter h=t*ov/T ° $ t $ Tlov 

The form of the overcorrection trajectory thus remains the same. 
dO, • . do, do, ~ 

Furthermore, (fi1.t) = p(t)*ovf[ shows With (fi1.0)=vl *ov, (fi1.1)=v2*ov, dt2(O)=al *ov2 

and ~(1)=a2*ov2 that the correct velocity and acceleration values exist at the connection 
dt 

points between trajectory segments and overcorrection path. 
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CONCLUSION 

The above-described advance from discrete description forms to time functions as well as 
the integration of velocity and acceleration functions open the way to a unified, but never­
theless variable overcorrection method. 

Even if acceleration is ignored in order to cut calculation time, the method still remains 
valid, the polynomial simply reducing to degree three with new coefficients: 

k2 = 3*(p2-pl)-T*(2*vl+v2) k3 = -2*(p2-pl)+T*(vl+v2) 

A procedure was developed for PTP movements which combines overcorrection with 
time-controlled, steady motion behaviour. 

The idea of three interpolation areas "basis", "aim" and "tool" increases the range of avail­
able path shapes considerably and simplifies programming substantially. In order to sim­
plify robot programming for the user, care was taken to establish a definition of circular 
interpolation which can deal with circles less than 360°. 
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ABSTRACT 

This paper develops a geometric construction algorithm for designing a second 
order geometrically (G2) continuous motion. It combines results in kinematics with 
the notion of geometric continuity from the field of Computer Aided Geometric Design 
and develops geometric conditions for piecing two motion segments smoothly. A 
complete algorithm is presented for constructing a G2 continuous piecewise Bezier type 
motion. The results have applications in mechanical systems animation, computer 
vision, robot trajectory planning and key framing in computer graphics. 

INTRODUCTION 

This paper deals with design and modeling of motions of a three dimensional 
object for Computer Aided Animation. Motion approximation involves finding a 
smooth motion of an object that approximates a given set of configurations! (or key 
configurations) of the object. If the motion allows the object to pass through the key 
configurations, it is said that the motion interpolates these key configurations. The 
purpose of this paper is to develop a geometric construction algorithm for synthesizing 
or designing a smooth desired motion by adjusting the key configurations. Such a 
motion approximation method can be used in mechanical systems animation. 

The traditional approach for computer animation of three dimensional objects has 
separated interpolations of translations and rotations, see Reeves (1981), Shoemake 
(1985), Duff(1986), and Pletinckx (1989). Recently, Ge and Ravani (1993a) extended 
the work of Shoemake, who used unit quaternions for animating rotations, and de­
veloped an analytical method for designing complete motion interpolants (including 
both translations and rotations), which properly took into account the geometry of 
the underlying space. They used a kinematic mapping (see Ravani and Roth 1984) to 
establish a geometric foundation for studying motion interpolation and approximation 
problems. They made the mapping orient able to capture topological considerations 

lpositions and orientations 
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and used the mapping to transform the problem of motion interpolation into that of 
interpolating points in a special projective three-space called the image space of the 
mapping. In this manner, a piecewise parametric motion was represented by curve 
segments in the image space. Continuity conditions for piecing motion segments then 
correspond to continuity conditions for the corresponding curve segments in the image 
space. They then developed a method for generating a piecewise cubic Hermite type 
motion interpolant such that its image curve has curvature and torsion continuities. 
Furthermore, Ge and Ravani (1993b) developed deCasteljau-like geometric construc­
tion algorithms for generating motions based on repeated screw motion interpolation. 

The present paper extends the work of Ge and Ravani (1993b) and seeks to de­
velop smooth composite Bezier type motions that can be used to design or model more 
complex trajectories of a rigid body. The problem of achieving second order geometric 
continuity or G2 continuity in piecing motion segments together is studied geomet­
rically, taking advantage of the notion of geometric continuity in Computer Aided 
Geometric Design (CAGD). This results in a geometric algorithm for constructing G2 

continuous spline motions that has similarities to the Farin (1993) construction of G2 

spline curves. 
The organization of the paper is as follows. First a review of the orientable image 

space is given as a geometric representation of oriented screw displacements. This is 
followed by a brief discussion on screw motion interpolants and Bezier type motions. 
Section 2 addresses geometric continuity of motion segments. Section 3 develops a new 
geometric construction method for designing G2 continuous motions. The material in 
section 2 and 3 are the new contributions presented in this paper. 

1 THE ORIENTABLE IMAGE SPACE 

The orient able image space (see Ge and Ravani, 1993a and 1993b) is a mathe­
matical space (Ravani and Roth, 1984) each point of which represents an oriented 
screw displacement. An oriented screw displacement in physical space (denoted as P) 
is a rotation about and a translation along a directed line in P called the (directed) 
screw axis. Two screw displacements are considered to be "oppositely oriented" if 
their screw axes occupy the same position in P but with opposite sense of direction. 
They may be called the "forward" screw displacement and the "backward" screw 
displacement, respectively. 

A general displacement is geometrically equivalent to a pair of two oppositely ori­
ented screw displacements. They can be represented by two sets of oppositely signed 
dual Euler parameters X = (Xl, X 2,X3, X 4 ) and -X = (-XI, -X2' -X3' -X4 ) with 
Xi = Xi + fX? (i = 1,2,3,4) where Xi are the Euler parameters of rotation and X? 
are defined in terms of the vector of translation d = (dl , d2 , d3 ) as 

(1) 

The symbol f denotes the dual-number unit with the property f2 = o. Details on dual 
numbers and the Euler parameters can be found in Bottema and Roth (1979). 

Only six of the eight components of the dual Euler parmaters are independent, for 
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they satisfy the relations 

Xr + xi + Xl + Xl = 1, 
XIX? + x 2xg + X3X~ + x 4xg = O. 

(2) 

Therefore, the dual Euler parameters X = (XI ,X2 ,X3 ,X4 ) may be used as a set 
of signed homogeneous dual-number coordinates to define a geometric mapping of 
oriented screw displacements into oriented points in an orientable projective space 
with three dual dimensions. This space, denoted by E, is called the orientable image 
space of spatial displacements. Let w denote a nonpure dual number W + EWO where 
W -I- o. By signed homogeneous coordinates, we mean that the coordinates X and wX 
represent one and the same point in the image space if W > 0; and they represent two 
oppositely oriented (or antipodaQ points if W < O. In this way a general displacement, 
which can be achieved either by a forward or a backward screw displacement, can be 
represented by either one of the two corresponding oppositely oriented image points. 

Specialists in projective geometry will notice that geometry of the orientable image 
space E is equivalent to geometry of a unit hypersphere (denoted by H 3 ) in a space 
of four dual dimensions, with oriented points, oriented lines, and oriented planes in 
E corresponding to points, oriented great circles, and oriented great spheres on H 3 , 

respectively. This oriented version of spherical geometry is also termed doubly elliptic 
geometry. 

The distance between two points, X and Y, in E is a dual angle, ¢ = ¢ + Eh, 
which is obtained from: 

(3) 

The dual angular distance ¢ is uniquely defined, provided that ¢ is restricted to the 
range [0,7r]. When ¢ < 7r /2, the two points X and Y are said to be similarly oriented. 

Since the image space E has three dual dimensions, a general line in E is a one­
dual-dimensional line or a twofold line. Kinematically, a twofold line in E is the 
mapping of a two-degree-of-freedom screw motion which consists of two independent 
simple motions, a rotation and a translation. If the translation is made dependent 
on the rotation, then the resulting motion becomes a one-degree-of-freedom screw 
motion which maps into a special line, called a unifold line, in E. Of special value is 
the unifold line-segment that corresponds to a constant-speed screw motion (see Ge 
and Ravani 1993b): 

L' (b' b'·) = sin((l - t)¢)b' sin(t¢)b' 0, I,t , 0+ 'I, 
sin¢ sin ¢ 

t E [0,1] (4) 

where bo and bl denote two similarly oriented image points that represent two config­
urations of an object in physical space and ¢ = ¢ + Eh is the dual distance from bo to 
bl . This unifold linear interpolation was used by Ge and Ravani (1993b) to construct 
special image curves, called the Bhier type image curve?, that have Bezier type end-

2This type of curves are not of the Bernstein form, for they are not algebraic curves and do not 
possess the subdivision property, see Ge and Ravani (1993b). 
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point interpolation properties. The corresponding one-degree-of-freedom motions are 
termed Bezier type motions. 

2 GEOMETRIC CONTINUITY 

The smooth joining of two one-degree-of-freedom motion segments corresponds to 
the smooth joining of two unifold curve segments in the image space E. The simplest 
way to define local smoothness for an image curve is to require the curve to be n­
times differentiable with respect to its current parametrization. Kinematically, this 
corresponds to the continuity of kinematic instantaneous invariants at the junction 
point. The geometric instantaneous properties of a motion are related to the dif­
ferential properties of the corresponding image curve (McCarthy and Ravani, 1986). 
This section describes smoothness conditions in terms of the tangent directions and 
curvature of the image curve. From kinematics point of view, this corresponds to the 
continuity of the second order geometric instantaneous invariants of two motion seg­
ments. From CAGD point of view, this work represents an extension of the concept of 
geometric continuity of the second order, denoted as G2 , form Euclidean three-space 
to the image space. The study of geometric continuity and its application to curve 
design can be found in many CAGD literature, see for example, Barskey and DeRose 
(1989), Boehm (1987), and Farin (1993). 

2.1 General Unifold Image Curves 

G2 continuity for unifold curves in E is defined in the same way as G2 continuity 
for curves in Euclidean three-space. A unifold image curve is G2 continuous if it 
is two-times differentiable with respect to arc length but not necessarily two-times 
differentiable with respect to its current parametrization. 

Let X-(t-) and X+(t+) (L, t+ E [0,1]) denote the left segment and the right 
segment, respectively. They can be thought of as a composite curve with a dual 
arc length parametrization 8(t) defined over [8_, 8+J. The junction point is X(8o) = 
X-(1) = X+(O). The joining of the two segments is G1 continuous at X(80) if 

(5) 

where 

Let 0: = v+(O)jiL(I) = o:+mo (0: > 0), then Eq.(5) leads to X+(O) = o:X+(O), which 
is equivalent to the continuity of the tangent line-segments at the junction point: 

(6) 

where the symbol "1\" denotes the vector wedge product which generalizes the three­
dimensional vector cross product to higher dimensions (see Flanders 1967, Ge and 
Ravani 1993a). 
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Similarly, the requirement that the second order derivative of X(8) be continuous 
at 8 = 80 leads to the CP continuity condition: 

(7) 

This implies the continuity of curvature and osculating plane at the junction point. 

2.2 Bezier Type Image Curves 

We now specialize G2 continuity conditions to composite Bezier type image curves. 
Let lL3' b_2 , b_1, bo and bo, bi, b2 , b3 be the control points of two adjacent Bezier 
curve segments which are denoted by X_(L) and X+(t+), respectively. For the 
segment X+(t+) on the right, the tangent and curvature properties at the junction 
point are given by 

(8) 

(9) 

where ¢o, ¢1 are the dual angular distances between bo, b1 and b1, b2, respectively. 
It is interesting to note that, in the limiting case when <Pi --+ 0 (i = 0,1), the 

tangent and curvature properties of tM Bezier type image curves approach to those 
of Bernstein-Bezier cubics in Euclidean three-space, 3bo 1\ b1 and 18bo 1\ b1 1\ b2 , 

respectively. 
Similarly, for the segment X_(L) on the left, we have 

, ; ~ ¢:1¢-2'" 
X-(1) 1\ X-(1) 1\ X-(1) = 18 . 2 ' . ' b_2 1\ b_1 1\ b o, (11) 

sm <P-1 sm <P-2 
where ¢-2, ¢-1 are the dual angles between b_2, b_1 and b_i, bo, respectively. 

In view of (6), (8), and (10), the two segments are C 1 continuous at bo if 

¢o' , , ¢-1' , 
--,-bo 1\ b 1 = ao -1--' -b_1 1\ boo 
sin <Po ' sin <P-1 

(12) 

Substitute the ratio of dual speed 0:0,-1 = ¢0/¢-1 into (12) to obtain 

(13) 
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Figure 1: The curvature conditions. 

In view of (7), (9), and (11), the two Bczier segments are G2 continuous at bo if 
in addition 

~2 ~ ~2 ~ 

rPo¢Jt ~ ~ ~ ~3 rP-lrP-2 ~ ~ ~ 
2 ~ ~ bo " b 1 " b 2 = ao -1 2 ~ ~ b_2 " b_1 " boo 

sin ¢o sinrPl ' sin rP-l sinrP_2 

After the substitution of &0,-1 we obtain 
~ ~ 2 ~ ~ 

~ ~ ~ rPorP-2 sin rPOsinrPl ~ ~ ~ 
bo " b 1 " b 2 = ~ ~ 2 ~ ~ b_2" b_1 " boo rPlrP-l sin rP-l sinrP-2 

(14) 

Combine (13) and (14) to obtain 

~ ~ ~ ¢0¢-2 sin ¢o sin ¢1 ~ ~ ~ 
h-l " hI" b 2 = ~ ~ ~ ~ b_2" b_1 " b 1. rPlrP-l sinrP-l sin rP-2 

(15) 

Eq.(13) indicates that the three neighboring control points, b_1, bo and b1> are 
collinear and they define the common tangent line T at boo Eq.(14) indicates that 
the five control points, b_2, b_1. bo, b1. and b 2, are coplanar and they define the 
common osculating plane at boo Therefore the line defined by b_2, b_1 and the line 
defined by b 1, b 2 are coplanar and meet in a point qo. This suggests the use of points 
such as qo to construct the control points for a Q2 continuous composite Bczier type 
image curve (Figure 1 and 2). 

Essential to the construction algorithm is the ability to determine the dual angles 
¢3i and ¢3i+1 that specify the location of the Bczier junction point b 3i on the line 
segment joining b3i- 1 to b 3i+1 such that G2 condition at b 3i are satisfied (see Figure 2). 
In view of Eq.(15), the Q2 condition is given by: 



Figure 2: Construction of a (j2 continuous piecewise motion of Bezier type. 

This leads to 
4>3i sin 4>3i = ai4>3i-1 sin 4>3i-1, 

where ai = (1i + m? is a dual number given by 

A Ai4>3i-2 sin 4>3i+1 
(1i = 

Hi sin 4>3i-2<P3i+1 
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(16) 

(17) 

and Ai, 13i are the magnitudes of the trivectors b 3i- 1 /\ b 3i+l/\ b 3i+2 and b 3i- 2 /\ b 3i- 1 /\ 

b 3i+l, respectively. Eq.(16) and the relation 

(18) 

where ;j;i = arccos(b3i_ 1 . b 3i+1), are the two equations needed to solve for the dual 
angles 4>3i-1, 4>3i' After eliminating <P3i, the real parts of (16) and (18) combines into 
the following equation: 

cos <P3i-1 COS't/Ji (1i<P3i-1 
• A.. = ---:--:;:- + (n/. A.. ). n/.' sm '/'3i-1 sm '/'i '/'i - '/'3i-1 sm '/'i 

from which the angle <P3i-1 can be solved using the Newton-Raphson method. From 
the dual parts of (16) and (18), one can obtain <Pgi-1 = 't/J? - <Pgi and 

<po _ (1?<P3.<P3t-1 sin 't/Ji + (1.'t/J? (<P3. sin 't/J. + <P3.<P3>--1 cos 't/J.) + (1;'t/J? <P~>--1 
3. - <P~. +(1. ('t/J. sin 't/J. + 2<P3,<P3t-1 cos 't/J.) +(1;<P~t-1 

3 DESIGNING A G2 CONTINUOUS MOTION 

This section presents a construction algorithm for designing a G2 continuous piece­
wise Bezier type motion that approximates m key configurations. The orientation is 
specified by the angle (fJ) and the axis (s) ofrotation, and the translation is specified 
by a vector d. The algorithm proceeds as follows: 
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Figure 3: A set of seven given configurations. 

1. Compute the dual Euler parameters <I = q + Eqo for all m configurations, where 

( 
s'" • () Sy . () S z . () () ) 

q = 181 sm 2' 181 sm 2' 181 sm 2' cos 2 ' 

and lsi = (s; + s~ + S~)1/2. The dual part qO is obtained using (1). 

2. Generate the control points bj , where j = 0,1,2,··· , 3(m - 3), of a piecewise 
Bezier polygon: 

(a) Let bo = <10, b1 = <11 and use (4) to compute b2 = L(<ll, <12; AI) where 
Al = 1/2 and can be adjusted in the range of (0, 1) for fine tuning. 

(b) Let b3(m-3)-1 = <lm-2, b3(m-3) = <lm-l and b3(m-3)-2 = L(<lm-3, <lm-4; Am -3) 
where Am -3 = 1/2 and can be adjusted in the range of (0,1). 

(c) For i = 1,2,3,··· , (m- 5), compute the in-between control points, 1,3i+l = 

L(<li+l,<li+2iAi+d and 1,3i+2 = L(<li,<li+liA:+l) where Ai+l = 1/3 and 
A:+1 = 2/3 and they can be adjusted in the range of 0 < Ai+l < A:+1 < l. 

(d) Generate b3i (i = 1, 2, 3, ... , (m - 4)) such that both C 1 and G2 continuity 
conditions are satisfied. This is achieved by the following: 

i. Compute Ai = Ib3i- 1 /\ 1,3i+l /\ b3i+21 and Bi = Ib3i- 2 /\ b3i- 1 /\ 1,3i+1l. 
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Figure 4: A G2 spline motion which approximates a set of seven configurations. 

ii. Compute ¢3i-2 = arccos(b3i_2 . b 3i-d, ¢3i+l = arccos(b3i+l . b3i+2), 
and -J;i = arccos(b3i_1 . b 3i+1). 

iii. Compute o-i using (17). 

iv. Obtain ¢3i-l and ¢3i by solving (16) and (18). 

v. Compute b3i = (sin¢3ib3i-1+ sin¢3i_lb3i+l)/sin-J;i. 

3. Select a knot sequence or the timing of the motion and generate each Bezier 
curve segment (see Ge and Ravani 1993b). 

4. Convert each image point q = q+tqo into a rotation matrix [RJ and a translation 
vector d for computer graphic animation, where 

[ 
q~-q~-q~+q~ 2(qlq2-q3q4) 2(qlq3+q2q4) 1 

[RJ= 2(qlq2+q3q4) --q~+q~-q~+q~ 2(q2q3-qlq4) , 
2(qlq3-q2q4) 2(q2q3+qlq4) --q~ - q~+qi+q~ 

and d can be obtained by inverting (1). 

For designing closed loop motions, the steps 2.(a) and 2.(b) in the above construc­
tion are omitted. Figure 3 shows the set of seven configurations together with several 
configurations belonging to the resulting G2 motion. Figure 4 shows the entire Q2 
motion that approximates the given configurations. 

It is interesting to point out that in the special case when all given configurations 
are of the same orientation, the aforementioned construction algorithm reduces to the 
Farin construction for designing G2 Euclidean splines (Farin, 1993). 
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CONCLUSIONS 

This paper has presented a geometric construction method that is most suitable 
for interactive design of a G2 continuous motion, manipulating the key configurations 
until a desired motion is obtained. It has applications in motion animation, kinematics 
and CAD/CAM. The resulting motion, however, does not pass through the input 
configurations except the first and the last one. An inverse design algorithm may 
be developed to obtain the unknown control points, <lo,' .. , qm-l, such that the G2 

piecewise Bezier type image curve bet) passes through the given input points, bj , 

i = 0,1,2, ... , 3(m - 3). This is left as future work. 
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Forward Kinematics of a 3-00F 
Variable-Geometry-Truss Manipulator 

Roger B. Hertz and Peter C. Hughes· 
University of Toronto Institute for Aerospace Studies 
4925 Dufferin St., Downsview 
Ontario, Canada M3H 5T6 

Abstract The forward kinematics of an octahedral type variahle'R('O/l/c'trytruss IIIIIIIipIIIIIlOf 
is presented. The manipulator is comprised of two stacked octahedral trusses. The illtl'rSc'oiOIl 
of the octahedra consist of 3 linear actuators, which are used to control the positio/l or thl' 
moving plane of the manipulator relative to the base, giving the mechanism a 3-DOF capability. 
A kinematical model of the manipulator is presented which includes important features of 11011 

equal octahedral geometry and inter-hinge displacements. Vectorial equations are formulated to 
reduce the problem into two systems of nonlinear equations, each of which has three unknowlls. 
Each system of equations is shown to have 8 reflected solution pairs through the formulatio/l of 

polynomials in one variable, giving the manipulator a maximlll1l of 256 unique configurations for 

one set of actuator lengths. Numerical examples confirm the validity of the results. 

Introduction 

The use of articulated truss mechanisms in robotic applications has been exam­
ined by many researchers since 1984: Miura et al. (1984), Rhodes and Miku1as (1985), 
Sincarsin and Hughes (1987), Hughes et al. (1991) and Chirikjian and Burdick (1991). 
These variable-geometry-truss (VGT) mechanisms possess a high degree of parallelism 
and have favorable stiffness properties, making them promising for both space and indus­
trial robotic tasks. The stacked octahedral form of these mechanisms is commonly used 
in robotic applications, due to its excellent stiffness and the simplicity of its hinge design 
(Sin cars in and Hughes 1987). In this configuration, the intersection of the octahedral 
trusses is made up of three linear actuators, as shown in Figure 1. 

The forward kinematics of the double octahedral VGT has been addressed by several 
researchers. The problem is to find the relative displacement and orientation between 
the base and moving planes of the mechanism, given the three actuator lengths. Miura 
et al. (1984) reduced the problem to solving three nonlinear equations for the pctal 
angles of the lower and upper octahedra. Reinholtz and Gokhale (1988), Tidwell et 
al. (1990) and Arun et al. (1992) used the same method, solving the kinematics of a 
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Figure 1: A 3-00F Variable-Geometry-Truss Manipulator 

single octahedron. A.run et al. (1992), however, used polynomial continuation methods 
to identify a maximum of 16 possible solutions to the nonlinear petal equations. 

Similarities between the VGT and the Steward Platform are evident, since they both 
share octahedral geometries. This commonality extends to the forward kinematic analy­
sis. Griffis and Duffy (1989) and Innocenti and Parenti-Castelli (1990) have demonstrated 
that the forward kinematics problem can be formulated as three nonlinear equations, to 
which a maximum of 16 solutions exist. The solutions consist of 8 solution pairs reflected 
about the fixed base of the octahedron (Griffis and Duffy 1989). 

In this paper, the forward kinematics problem is formulated for the double octahedral 
VGT explicitly; as with Miura et al. (1984), the problem is addressed for the mecha­
nism as a whole. Previous work is extended by considering several important kinematic 
features. The first considers the more general case of non-equal octahedron geometry, 
which allows the analysis of a tapered VGT - a mechanism well suited to robotic appli­
cations. The second feature is the inclusion of kinematically correct joint offsets, a factor 
crucial to accurate control of VGT manipulators. The vector relationships are formulated 
to reduce the kinematics to a pair of nonlinear petal angle equations. The petal angle 
equations are then decoupled though polynomial elimination: each equation is shown 
to have a maximum of 8 reflected solution pairs, giving the VGT a maximum of 256 
possible kinematic assemblies with one set of actuator lengths. In a numerical example, 
a tapered VGT is examined with a set of actuator lengths that give the manipulator a 
total of 64 possible assemblies. 

Kinematic Model 

The kinematic model for the double octahedral VGT is shown in Figure 2. Pertinent 
dimensions are the actuator lengths, 11 , 12 and 13 ; fixed member lengths, Itl' 1t2, 1t3 and 
It4 ; and hinge nodal offsets, ,6.1, ,6.2, ,6.3 and ,6.4. The actuator lengths are II, 12 and 13 . 

The reference frames Fa and Fe are each attached to the centroid of the base and moving 
triangular planes, respectively. The following assumptions are made for the kinematic 
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Figure 2: Kinematic model for the double octahedral VGT: a) length parameter 
definitions, b) petal angle definitions 

model: 

• The base and moving planes consist of equilateral triangles of lengths Itl and 114 , 

respectively. 

• The lower and upper petals are isosceles triangles, with side lengths of 1t2 and It3 , 

respecti vel y. 

• The joint offsets are perpendicular to their respective planes. 

It is convenient in the forward kinematic analysis to define the following petal 
angles and associated lengths. The lower petal angles are denoted as {81 , 82 ,83 }, while 
the upper petal angles are {6, ~2) ~3}. The associated lengths are given by 

Vectorial Kinematics 

In order to solve for the relative displacement between the fixed and moving planes, 
two reference frames Fa and Fe are defined for each the base and moving plane. For 
each reference frame, four sets of direction vectors are defined: one perpendicular to the 
plane, and three lying in the plane, perpendicular to each side of the equilateral triangle. 
As depicted in Figure 3, the displacement vector can be expressed as follows: 

(1) 
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Figure 3: Vector relationships for the VGT 

where 
(2) 

with the intermediate vectors for the octahedra defined as 

Formulation of the Petal Equations 

To solve for the petal equations for the VaT, the closure equations are written for 
both the lower and upper portions of the mechanism. The vectors for the entire VaT 
are obtained by expressing (2) and (3) in a more general form: 

n = {1,2,3} (4) 

where now 

The closure equations for the mechanism can now be written in terms of the actuator 
vectors 

(6) 

where 
·~{1')3} r - , ...... , , s~mod(r,3)+1 

and,. and s are termed companion indices from Innocenti and Parenti-Castelli (1990). 
The function mod (II, III) is the abbreviated form of n modulo m, the remainder on the 
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division of n by m. The substitution of (4) into (6) yields a set of equations in terms of 

Pn and qn 

The subsequent squaring of the actuator vectors results in 

By substituting (5) into (8), the following petal angle equations are obtained: 

where 
D=3ab, E=b2 , F=-2b2 , G=3a 2 +2b2 , 

II = 3cd, I = c2 , F = - 2c2 , G = 2c2 + 3d2 , 

c = cos and s = sin, noting the following identities for the unit normals: 

Trivial Solution 

(7) 

(9) 

(10) 

The trivial solution to (9) and (10) is of particular interest because it represents the case 
when the VGT is in a stowed state. If this is applied as a constraint to the design of a 
VGT, both the lower and upper bays will approach the stowed state simultaneously. For 
equal actuator lengths, the stowed constraint is given by 

(ll ) 

The ratio tT = Itl/lt4 is termed the taper ratio. Given the fixed member lengths Itl and 
It2' and the taper ratio, for example, It3 may be solved from (11). 

Indirect Solution 

Each of the three equations represented in (9) and (10) are nonlinear with respect to the 
petal angles. An indirect solution method like Newton-Raphson's can be employed to 
iterate to the unknown angles given a suitable initial guess. Since an analytical derivative 
is readily available, the iterative method is computationally efficient with successive calls 
and updates to the initial guess. The solution is somewhat sensitive to the initial guess, 
however, especially in geometries close to singularities. This leaves open the possibility 
that the solver will iterate to an unwanted solution, which warrants a closer investigation 
to the solution of petal angle equations. 
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Direct Solution 

A direct solution to (9) and (10) may be obtained by expressing each of the equations 
in terms of a single variable. We will consider only (9) in detail here, since the solution 
of (10) follows directly. 

The decoupling of (9) involves the elimination of two of the petal angles, resulting 
in a high degree polynomial expression in a single petal angle. To facilitate this, we 
substitute the following half-tangent trigonometric identities into (9): 

1 - tn 2 
cO =--

n 1+tn2' 
(12) 

.where tn = tan(On/2}. With expansion of the companion indices, the petal equations 
become 

where 

al + b1t12 + Cttjt2 + b1t22 + ejtj2t22 

a2 + b2t22 + ctt2t3 + b2t32 + e2t22t32 

a3 + b3t32 + Ctt3tl + b3t12 + e3t32tj2 

o 
o 
o 

(13) 

(14) 

(15) 

An immediate observation on the system of equations in (13)-(15) is that it has a 
Bezout number of 16 (Arun et al. 1992). This indicates that the number of solutions the 
petal angle system is 16, but does not give us information as to the existence of reflected 
solutions. In order to do so, successive polynomial elimination must be employed as 
in Griffis and Duffy (1989) and Innocenti and Parenti-Castelli (1990). By this, the t2 
term is eliminated from (13) and (14) to form a new polynomial in tj and t3. This new 
polynomial is then used with (15) to isolate tl' To do so, the system is written as 

j t32 + k t3 + I 0 (16) 

m t33 + n t3 + <fJ 0 (17) 

U t22 + V t2 + W 0 (18) 

where 
j = b2 + e2 t/, k = ctt2, 1= a2 + b2t22, 

m=b3 +e3t/, n = ctt1, <fJ = a3 + b3t/, 

u=bj +ejt j2, v = ctt1, w=al+b1t12. 

Since the polynomials in (16) and (17) share solutions, their resultant is equal to zero 
(Kendig 1976). This is given by 

(1m - j<P)2 - (km - jn)(ln - k<fJ) = 0 



which when expanded and grouped in terms of t2 yields: 

pt24+qt23+rt22+5t2+t = 0 

where 

P = P4t14 + P2t12 + Po, q = q3t13 + ql t1, 7' = 7' 4t1 4 + 7'2t12 + 7'0, 

5 = 53t13 + 51tl, t = t4t14 + ht12 + to. 
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(19) 

The coefficients for the above terms are found by additional grouping of tl' The resultant 
of (18) and (19) is again equal to zero, leading to the following 8th order polynomial in 
terms of t12: 

8 

" 2i L..Xitl =0 (20) 
i=O 

where the Xi coefficients are expressed in terms of On, bno Ct, and en terms in (13)-(15). 
Given each solution for tlo a solution for t2 can be extracted from (18) and (19), from 
which a solution for t3 can be found from (16) and (17). Once the half-tangent values are 
determined, the solution for the petal angles follows from On = 2 tan-1tn , for n = {I, 2, 3}. 
The 8th order polynomial in (20) confirms the existence of 16 roots, and indicates they 
that occur in reflected pairs. The number of real solutions will depend, however, on the 
input parameters in the problem. 

The implication of these results is that both the lower and upper bays have 8 reflected 
solutions. This has a significant impact on the total number of solutions for the VGT, 
especially due to the fact that the geometry of the octahedra may be unequal. The VGT 
has a maximum of 256 real kinematic solutions, given one set of actuator lengths. Note 
that the inclusion of the offsets in the kinematical model precludes the existence of 128 
reflected solutions. 

Scalar Kinematics 

Following the notation convention developed in Hughes (1986), the scalar equiva­
lents of the vectorial kinematics can be written in matrix form. The vectors are defined 
in terms of their local basis vectors, or reference frames, as follows: 

d= FTd _ _a (21 ) 

where 

~a = [ ~x ~y ~ r d = [ dx dz r a z dy - , 

Other vector equivalents used in the analysis are summarized by 

[ ~n :en ~n ~x ~y ~z ~n ] ~~ [ Un Pn an bx by bz In 1 (22) 

[ ~n ~n ~n ~x ~Y ~z ~n ] ~~ [ Vn qn en bxe bYe bze Inc 1 (23) 
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With these definitions, the vector equation in (1) becomes 

(24) 

where 
UI = 6 I 1z + PI + 6 I bz , VI = -64 1z + qi - 6 3bzc (2.5) 

PI = (a + b cosedal + b sineI 1z , qi = (d + c COS~I)CI - c sineI 1z (26) 

In (25) and (26), 1z denotes the unit column matrix [00 IV, while the unit normals are 
given by 

(27) 

where l~ denotes the cross product operation on the 3xl matrix 11. The 3x3 rotation 
matrix Cae in (24) is defined as Fa' F~. This matrix can found from the product of 
rotation matrices from each octahedron ~ 

(28) 

where 
Cab = [ bx by bz 1 ' Ceb = [ bxe bYe bzc 1 ' 

bx 
11 

by = b:bx' 
lIe 

bYe = b:ebxe ' - M' bxe = TTi:TI' 

Special Case: Symmetric Octahedra 

The result in (24) can be applied to the special case where the octahedra are symmetric, 
namely a = d, b = c, 6 1 = 6 4 , and 6 2 = 6 3 • With equal geometry on each octahedron, 
the petal equation in (9) need only be solved once. The general displacement solution 
in (24) reduces to 

(29) 

which confirms the assertion by Miura et al. (1984) that the displacement vector is 
perpendicular the actuator plane. 

Numerical Example 

A tapered VGT was considered in the following numerical example. The lower 
two member lengths ltl and In were both set to 0.75m. A taper ratio (iT) of 2 was 
selected, resulting in lt3 = 0.7806m and lt4 = 0.375m from the stowed constraint in 
(11). Joint offsets were set to 5cm, and the actuator lengths were selected as follows: 
II = 1.3m, l2 = 1.2m, and l3 = l.lm. The direct solution to the lower and upper petal 
equations yielded eight real solutions each, giving a total of 64 possible assemblies of 
the manipulator. The petal angles are given in the following table, and six selected 
assemblies are depicted in Figure 4. (The n:m solution denotes the n-th lower and m-th 
upper petal angle solution.) 



249 

Figure 4: Tapered VGT, selected real solutions: a) 2:2, b) 2:4, c) 2:6, d) 1 :2, e) 
5:2, f) 6:2 

Lower Octahedron Real Solutions (deg) Upper Octahedron Real Solutions (deg) 
No. Bl B2 B3 No. 6 ~2 6 

1 20.846 48.821 -12l.380 1 23.835 40.756 -133.786 
2 4l.633 27.824 58.309 2 38.184 26.161 54.152 
3 76.706 -108.913 24.680 3 56.657 -130.150 35.968 
4 107.556 -83.429 -4.210 4 131.751 -59.625 -21.706 
5 -20.846 -48.821 121.380 5 -23.835 -40.756 133.7861 
6 -41.633 -27.825 -58.309 6 -38.184 -26.161 - 54.152 
7 -76.706 108.913 -24.680 7 -56.657 130.150 - 35.968 
8 -107.556 83.429 4.210 8 -131.751 59.625 21.706 
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Conclusions 

An analysis of the forward kinematics of a general octahedral variable-geometry­
truss has been presented. The kinematic model featured two items of importance for 
robotics considerations: non-equal octahedral geometry and joint offsets. The petal 
angle equations for the manipulator were formulated and analyzed. Both the indirect 
(iterative) and direct solutions were examined for the petal angles. It was found that 
there exists a maximum of 256 kinematic assemblies given one set of actuator lengths. 
Numerical results illustrated a tapered VGT with a total of 64 solutions. 

The authors are pleased to acknowledge research support from The Institute for Space and 
Terrestrial Science and The Natural Sciences and Engineering Research Council of Canada, and 
would like to thank Chris Hay and Vince Pugliese for their help with producing the figures. 
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Abstract. The paper presents the analytical determination of the intersections of two coupler­
point curves generated by two distinct four-bar linkages. After devising a suitable set of three 
compatibility equations, and performing algebraic elimination, a final polynomial equation of 
eighteenth order with only one unknown is obtained whose roots represent the sought-for 
intersections. As a result, two coupler-point curves cross each other, in the complex field, at 
eighteen points. The contribution is aimed at further delineating the analytical properties of 
four-bar linkage coupler-point curves. A case study is finally reported. 

INTRODUCTION 

Despite its structural simplicity, the planar four-bar linkage has been, and still is, a topical 
subject in kinematics. The reason can be ascribed to the fact that such a linkage, other than 
being very common in practice, is not so intricate as to prevent some kind of dimensional 
synthesis to be solved even in analytical terms. 

As is known, dimensional synthesis of mechanisms represents one of the more demanding 
issues in kinematics. That is why, in most cases, it can only be solved numerically via 
optimization techniques. For the four-bar linkage, instead, kinematicians early began to 
develop analytical methodologies for tackling some canonical problems of dimensional 
synthesis. Such methodologies entailed deep knowledge of a number of geometrical loci 
intimately related to the kinematic features of the four- bar linkage. The properties of these loci 
were extensively investigated and classified, as can be traced out in every good treatise of 
theoretical kinematics (Hartenberg and Denavit, 1964; Hunt, 1978; Bottema and Roth, 1979; 
Sandor and Erdman, 1984). Moreover, those very properties have now and then been exploited 
in more recent studies that, focusing on new problems of synthesis (Blechschmidt and Uicker, 
1986; Ting and Wang, 1991), try to solve them by more sophisticated means than the "brute 
force" of numerical optimization. 

Among the above mentioned loci, a prominent role is played by the coupler-point curve, 
i.e., the trajectory a given point belonging to the coupler traces on a plane fixed to the frame. 
It is well known that, in terms of x-y cartesian coordinates, the coupler-point curve is 
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represented by a polynomial equation of the sixth order, i.e., a sextic (see, for instance, Hunt, 
1978). Moreover, the coupler-point curve is tricircular, which means that it passes through 
each of the two circular points at infinity three times. Additional properties of the coupler-point 
curve - such as freedom, class, deficiency, and number of double points - can be found in any 
of the above referred kinematics treatises. 

The present paper is aimed at enriching the gamut of known properties concerning the 
coupler-point curve of the four-bar linkage by assessing the number of points where two 
coupler-point curves - ascribable to two distinct four-bar linkages - intersect each other. 

In a previous paper (Innocenti, 1993a) the number of intersections was assessed at eighteen 
as a side result of the position analysis of a 7-link Assur kinematic chain. This paper 
corroborates that estimate by the development of a specific procedure. First, a set of three 
equations representing the necessary and sufficient conditions so that two coupler-point curves 
intersect, is devised. Then, by a single-step elimination scheme, two out of the three unknowns 
are dropped. As a result, a tinal polynomial equation of eighteenth order, free of extraneous 
solutions, is obtained whose eighteen roots represent, in the complex tield, as many 
intersections of the coupler-point curves. 

Finally, a case study shows application of the new procedure. 

THE KINEMATIC MODEL 

In this section, a set of three transcendental equations is contrived as representing the 
necessary and sufficient conditions so that two coupler-point curves intersect each other. 

With reference to Fig. 1, two four-bar linkages A1B1P1QI and A2B2P2Q2 are given in 

o x 

Fig. 1 - Two four-bar linkages describing two coupler-point curves. 
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Fig. 2 - Two four-bar linkages joined at a coupler-point. 

terms of lengths aj' bj, ej' tj, angles Uj' and coordinates of points Aj and Bj G = 1,2) in an 
arbitrary reference system Oxy tixed to the frame (note that, due to subsequent convenience, 
the description of the geometry of the couplers is not consistent). Points W I and W 2 generate 
the trajectories 1: I and 1:2 whose intersections are to be determined. 

Figure 2 represents the four-bar I inkages with points W I and W 2 superimposed at W, a 
generic intersection of 1:1 and 1:2. It can easily be verified that the problem of finding alJ 
intersections of 1: I and 1:2 is equivalent to determining alJ assembly contigurations of the 7-link 
structure represented in Fig. 2, where I inks PjQj W G = 1,2) are to be considered as joined at W 
by a revolute pair. 

The assemblage of the 7-link structure of Fig. 2 can in turn be tackled by temporarily 
removing binary links BIQI' A2P2, and B2Q2 (see Fig. 3) and looking for the configurations of 
the resulting three-degree-of-freedom serial open chain that prove able to place points QI' P2, 
and Q2 at distances respectively equal to bl , a2' and b2 from points B1, A2, and B2. Hence the 
compatibility equations for assembly of the structure represented in Fig. 2 are: 

[(QI-PI) + (PI-AI) - (B I-A I)]2 = b l 2 

[(P2-W) + (W-P I) + (PI-AI) - (Az-A 1)]2 = al 

[(Qz-W) + (W-PI) + (PI-AI) - (B2-A I)]2 = bl 

(la) 

(I b) 

(lc) 

where vectors are denoted as point ditlerences, and the square of a vector stands for the scalar 
product of the vector by itself. 

In order to parametrize the generic configuration of the serial chain, angles 6o, 61, and 62 
are introduced (see Fig. 3), representing respectively the orientation of links Al PI' PI Q1 W, 
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o x 

Fig. 3 - The three-degree-of-freedom serial open chain. 

and P2Q2W with respect to the positive x-axis of reference system Oxy. Angles eo, et , and e2 
are positive if a counterclockwise rotation is needed to superimpose the positive x-axis of Oxy 
on vectors (Pt-A t), (Qt-Pt), and (P2-W) respectively. 

Holding the above-stated conventions, the variable vectors appearing on the left-hand sides 
of equations (1) admit of the following expressions when referred to Oxy: 

(2a) 

(2b) 

(2c) 

(2d) 

(2e) 

where T is the transposition operator, and 

c· = cos e·· J J' 
(j =0, 1 ,2) (3a) 

(j = 1,2) (3b) 

By substituting relations (2) and (3) into equations (1), the following conditions can be 
obtained: 



L lif sop (i) . COq(i)· SlPG). cl qG) = 0 

iJ=O,2 

L mijk' soP (i) . coq(i). s 1 pG)· c 1 qG) . S2P(k). C2q(k) = 0 

iJ,k=O,2 

L nijk' sop(i). coq(i). s 1 pG)· ci qG)· s2P(k). c2q(k) = 0 

iJ,k=O,2 
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(4a) 

(4b) 

(4c) 

where angles 8j (j =0, 1,2) are to be regarded as unknowns. In expressions (4), the following 
positions have been adopted: 

p(i) = (i mod 2); q(i) = [i - p(i)]/2 (5) 

where (i mod 2) means the remainder of the division of integer i by 2. Moreover, since 
coefficients lij, mijk, nijk (i,j,k=O, 1 ,2) can be computed directly basing on the given geometry 
of the four-bar Imkages, they are to be considered as known. Their expressions are here 
omitted for the sake of conciseness. 

Transcendental equations (4) represent a set of necessary and sufficient conditions for 
intersection of coupler-point curves 't1 and't2' 

SOLUTION PROCEDURE 

In order to tind all solutions of equation set (4), two out of the three unknowns, say 81 and 
82, are eliminated by the single step procedure which was independen~y conceived by Lin et 
al. (1992) and Innocenti (l993b). Since such a procedure is algebraic, equations (4) must be 
tirst transformed so that their dependence on 81 and 82 becomes algebraic. 

Substitution of 81 and 82 

The well-known identities 

s· = 2· t· I (l + t·2) J J J 
(6) 

where tj =tan(8/2), are substituted for j = 1,2 throughout equations (4). After rationalization, 
the following expressions are obtained: 

L L ij ' soP(i). coq(i). t1j = 0 

i,j=O,2 

L Mijk ' sop(i). coq(i). t1j · tl = 0 

ij,k=O,2 

(7a) 

(7b) 
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~ Nijk ' soP (i) . COq(i). t1j · tl = 0 

iJ,k=O,2 

(7c) 

Coefficients Lij , Mijk, Nijk (i,j,k=O,I,2) of equations (7) depend on coefficients lij, mijk, 
nijk (i,j,k=O,I,2) of equations (4), hence they too can be considered as known quantities. 

Equation set (7) might not be equivalent to equation set (4), because rationalization has 
been necessary in order to attain a polynomial form in tl and t2. Since rationalization required 
multiplication by either or both quantities (l +t12) and (l +ti), it is necessary to v.erify 
whether those factors vanish for some of the solutions of equation set (7). Should this be the 
case, those solutions must be considered as extraneous, and discarded. 

Actually, equation set (7) does contain a couple of extraneous solutions. The remainder of 
the present subsection is devoted to their identification. It can be easily proved that extraneous 
roots arise only when the following two conditions are simultaneously satisfied: 

(8a) 

(8b) 

Holding these conditions, and after rationalizing, only the terms of equation (4a) that 
contain unknown 81, and only the terms of equations (4b) and (4c) that contain both 81 and 82 
do persist. Hence the special forms of equations (7) under conditions (8) are 

~ lij' sop(i)· cOq(i). (2 . tl)p(j)· 2q(j) = 0 

i=O,2;j=I,2 

~ mijk' sop(i). coq(i). (2 . tl)p(j)· 2q(j)· (2 . t2)p(k). 2q(k) = 0 

i=O,2; j,k= 1,2 

~ nijk' sop(i). cOq(i). (2 . tl)p(j)· 2q(j)· (2 . t2)p(k). 2q(k) = 0 

i=O,2; j,k= 1,2 

(9a) 

(9b) 

(9c) 

where the identity (1 - t/)=2, i= 1,2, (see equations (8» has been taken into account. Now the 
actual expressions of the coefficients involved in equations (9) in terms of the geometry of the 
four-bar linkages are considered, thus obtaining from (9): 

al' (co + so·tl ) - [(B1-A1)x + (B1-A1)y·td = 0 

fl' ~ . [( U 1 - v I . t I) + (v I + u 1 . t I) . t21 = 0 

(lOa) 

(lOb) 

(lOc) 

In equation (lOa), the subscript x or y beside a vector means selection of the x or y component 
of that vector. 

If (fl . ~ . f2}tO, which is by far the most frequent case, equations (lOb) and (lOc) are 
satisfied only when t J =t2=--J(-I) or tl =t2=---J(-l). Correspondingly, equation (lOa) provides 



the extraneous solutions in terms of angle 80: 

alo[co + so°-V(-I)]- [(BI-Al)x + (BcAl)yotl°-V(-I)] = 0 

al ° [co - So ° -V(-I)] - [(BI-Al)x - (BI-Al)y ° tl ° -V( -I)] = 0 

By multiplying side by side equations (11), one can obtain: 

or, in terms of to=tan(80/2): 

[aiZ + (BI-Al)Z + 2oalo(BI-AIUotoZ-4oalo(BcAI)yoto + 

[alZ + (BI-Al)Z - 2 ° al ° (BI-Al)x] = 0 
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(1la) 

(llb) 

(12) 

(13) 

Equation (13) provides all extraneous solutions of equation set (7) in terms of to valueso 

Elimination of t} and t2 

Unknowns tl and tz are now eliminated from equation set (7) by a single-step procedure 
that, as shown in (Innocenti, 1993b), does not of itself introduce extraneous solutionso Since 
equation set (7) does contain a couple of extraneous solutions (see equation (13)), what can be 
expected as a result of elimination is an equation in the only unknown 80 that contains, besides 
the right solutions, the couple of extraneous roots provided by equation (13)0 

According to the procedure explained in (Innocenti, 1993b), the eliminant of equatioris (7) 
can be computed as the determinant of the following 16x 16 matrix D: 

Eo El E2 '0 0 0 0 0 0 0 0 0 0 0 0 0 
0 Eo EI E2 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 Eo EI Ez 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 Eo EI Ez 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 Eo EI Ez 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 Eo EI Ez 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 Eo El Ez 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 Eo EI Ez 

D= Foo FlO Fzo 0 FOl FlI FZI 0 Foz F12 Fzz 0 0 0 0 0 (14) 
0 Foo FlO Fzo 0 FOl F 11 FZI 0 Foz F12 F2Z 0 0 0 0 
0 0 0 0 Foo FlO F20 0 FOI F 11 F21 0 F02 F12 F22 0 
0 0 0 0 0 Foo FlO F20 0 FOI F II F2I 0 F02 F12 FZ2 

Goo GIO G20 0 GOI GlI G21 0 G02 G1Z G22 0 0 0 0 0 
0 Goo GIO G20 0 G01 Gil G21 0 G02 G12 G22 0 0 0 0 
0 0 0 0 Goo GIO G20 0 G01 GlI G21 0 G02 G12 G22 0 
0 0 0 0 0 Goo GIO G20 0 GOI GlI G21 0 Goz G12 G22 

where: 
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Ej = L Lij ' soP (i) . COq(i) 

i=O,2 

Fjk = L M ijk ' sop(i). coq(i) 

i=O,2 

Gjk = L Nijk ' sop(i). coq(i) 

i=O,2 

0=0,1,2) 

0,k=0,1,2) 

0,k=0,1,2) 

As a consequence, the following equation 

det D = 0 

represents the result of eliminating unknowns tl and t2 from the equation set (7). 

The Final Equation 

(lSa) 

(ISb) 

(lSc) 

(16) 

If coefficients L ij , M ijk , and Nijk (i,j,k=O, 1 ,2) were arbitrary quantities, one would expect 
the substitution of relations (1S) and (14) into equation (16) to lead to an equation containing, 
at worst, terms so involved as (so . co15) and (co16). However, the above-mentioned 
coefficients, likewise coefficients of equations (4) from which they derive, are not completely 
independent. Accordingly, some reduction in complexity might be possible. 

Actually, direct computation shows that expansion of equation (16) results in the following 
condition: 

L Hi' sop(i). coq(i) = 0 

i=O,20 

(17) 

where coefficients Hi (i=0,00,20) are functions of the geometry of the couple of four-bar 
linkages only. 

If positions (6) for j =0 are inserted into equation (17), one can obtain: 

L hi·toi = 0 (18) 

i=O,20 

where coefficients hi (i=0,00,20) are functions of coefficients Hi only. 
Equation (18) still contains the couple of extraneous roots implicitly defined by equation 

(13). If the left-hand side of equation (18) is divided by the left-hand side of equation (13), the 
following final polynomial equation is obtained 

L ri·tOi = 0 

i=O,18 

(19) 

which is free from extraneous roots, and whose coefficients ri (i=O,00,18) depend on the 
geometry of the four-bar linkages only. Equation (19) provides eighteen roots for to in the 
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complex tield. 

Back Substitution 

For every root tOj (i=1, .. ,18) of equation (19), the corresponding value 90i for 90 can be 
computed. Furthermore, matrix D expressed by relation (14) can be considered (Innocenti, 
1993b) as the coefficient matrix of a homogeneous linear system, which is surely endowed with 
a nontrivial solution vector (see equation (16)). The ratios of the second and fifth components 
of the solution vector to the first component provide the values tli and t2i for tl and t2 
respectively. Hence also values 9 li and 92i for 91 and 92 are determined. 

As a consequence, for every root of equation (19) an assembly configuration of the 
structure represented in Fig. 2 is found, and also the position of point W is determined (see 
equations (2a) and (2d)). This proves that the number of intersections of two coupler-point 
curves generated by two distinct four-bar linkages amounts - in the complex field - to eighteen. 

NUMERICAL EXAMPLE 

With reference to Fig. 1, two four-bar planar linkages are considered as having the 
following dimensions (lengths are given in arbitrary length unit, while angles are measured in 
radians): 

Al = (0., 0.) A2 = (0.55, l.2) 
Bl = (2., 0.5) B2 = (-1.342,0.41) 
al l.975 a2 = 2.19 
bl 2.11 b2 = 2.108 
el l.93 ez= 2.33 
fl 3.355 f2 = 2.577 

0.1 0.775 0.2 = 0.824 

Figure 4 represents the resulting coupler-point curves in reference system Oxy. Both curves 
are unicursal because the four-bar linkages are of non-Grashof type (Hunt, 1978). Due to the 
particular geometry here considered, all eighteen intersections are real. The coordinates in Oxy 
of each intersection point Ware listed in Table 1, together with the corresponding locations of 
points PI' QI' P2, and Q2. The numeration of intersection points in Fig. 4 and Table 1 is 
consistent. 

REMARKS 

Coupler-point curves of planar four-bar linkages are sextics and - according to Bezout's 
theorem - should intersect at 6x6 = 36 points in the complex field (including points at infinity, 
and counting each intersection with its own multiplicity). However, the foregoing proves that 
the actual number of tinite intersections is eighteen, which means that as many as eighteen 
intersections go to intinity. 

This result is not self-evident: as a matter of fact, any coupler-point curve satisfies three 
times each of the two circular points at infinity (Hunt, 1978), which implies that two coupler-
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point curves should cross each other no less than three times at the above-mentioned circular 
points at infinity. This would account for an upper bound of 36-2x3 = 30 finite intersections. 
Actually, what happens is that two coupler-point curves intersect nine times at each of the 
circular points at infinity, which accounts for a set of eighteen finite intersections. 

A final remark relates the number of intersections of two coupler-point curves generated by 
distinct points belonging to the same coupler: it has been verified that such a number amounts 
to fourteen. 

CONCLUSIONS 

The determination of all intersections of two coupler-point curves traced out by two distinct 
planar four-bar linkages, is presented. The analysis, performed in analytical form by an 
original procedure, results in an eighteenth-order polynomial equation whose eighteen roots 
represent, in the complex tield, as many intersections of the considered coupler-point curves. 

The contribution widens the set of known properties pertaining to the sextic generated by a 
coupler-point of a four-bar linkage. 

A numerical example is tinally reported. 
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Table 1. Coordinates of points W, PI' Q\, P2 , and Q2 in reference system Oxy. 

# W PI QI P2 Q2 

0.0478676553 -1.6140878759 0.2420559439 -1.3888757233 0.4572798983 
4.0525669477 1.1381323863 1.6669330296 2.2182636837 1.5082967939 

2 0.8771218818 1.8144582660 2.7259091679 -1.0514144729 0.4894895677 
4.0013795043 0.7799783336 2.4812006158 2.6938445990 1.4537001310 

3 -1.3828396355 -1.4048246504 -0.0453662532 -1.0132217743 0.7620877697 
1.9667303213 -1.3881976451 -0.0182440449 -0.3337658506 0.5383692232 

4 -1.1582848156 -1.5478672410 -0.0464407875 -1.1138727999 0.7659184793 
2.1056289050 -1.2266751829 -0.0139845361 -0.2239477890 0.3914612703 

5 -1.1495624053 1.8676185210 1.2181941599 -1.1170522652 0.7658584728 
2.1095489961 0.6423597589 2.4598162231 -0.2202241883 0.3855733989 

6 0.0150379424 -1. 7843471452 0.0949546355 -1.3358845015 0.5409497129 
1.9850501614 -0.8465992354 -0.4071395478 0.0866538512 -0.5377153469 

7 0.7146932960 -1.1195635300 0.7650278989 -1.3965218095 -0.0713808243 
1.1821635745 -1.6270225882 -1.2108313504 0.1964299501 -1.2720198900 

8 0.8630183558 -0.9796124843 0.9062124056 0.4934126806 -1.2819014831 
1.0887706695 -1.7149298471 -1.3043637932 3.3892687992 2.5171431295 

9 2.1930193947 -1.0590448260 -0.0544676885 1.6322786938 -0.0638628423 
0.8423642463 1.6670480067 0.0191023841 3.1038836175 2.0863142325 

10 2.3309129758 0.3933607366 2.2921380309 1.7191731426 0.0464769228 
0.8035318489 -1.9354307869 -1.5896782936 3.0517221489 1.9961260463 

11 2.8820163276 0.8912629152 2.7964396061 1.7972245607 0.3933008239 
0.9380788864 -1.7624628836 -1.4539150324 3.0001474649 1.6068270764 

12 -1.2811287219 1.8678395196 0.1077276564 -1.5568441591 -3.3661668449 
-0.5158772023 0.6417168605 1.4334909628 1.7977521971 0.9985682492 

13 -1.1679011257 1.8644131900 0.0403201540 1.1590290771 0.6773727841 
-0.7840468570 0.6516045250 1.2821476212 -0.9036120325 1.0148120028 

14 -0.4293086474 1.8215937150 -0.1048913858 -1.4720601199 -2.9039506444 
-1 .7246979100 0.7631653409 0.6467387270 0.3589453816 -1.0056179514 

15 1.7534922640 0.8710271242 -0.0691982465 2.6761911666 0.7101472470 
-1.4643118056 1.7725509157 0.0870610011 0.6752037319 0.8920328583 

16 -1.4134014700 1.7 418507384 -0.0139044644 -1.4273858001 -3.3150539081 
-2.0712578782 -0.9309033275 -0.1295147402 0.2587001554 -0.3321066471 

17 -1.2146084112 1.8163109388 -0.0083932843 -1.3504971847 -3.2046628963 
-2.2142483560 -0.7756542875 -0.1468820725 0.1117856595 -0.5769908483 

18 1.7005820711 1.9542752904 0.5034272019 1.5789898562 -0.2793735287 
-3.0600297231 0.2853648352 -0.9874037313 -0.7332045613 -1.4105738059 



262 

6 

5 ---IT] 
4 

~ 2 

3 \ 

2 

o 

-1 

-2 

17 
-3 

18 

-4 ~ __ ~ ____ -J ____ -i ____ ~ ____ -L ____ -L ____ -L ____ ~ ____ ~ __ ~ 

-4 -3 -2 -1 o 2 3 4 5 6 

Fig. 4 - Two coupler-point curves intersecting at eighteen real points. 
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Discussed in this paper is a method for the automatic generation of symbolic equa­
tions for multiple-loop mechanisms whose kinematics can be solved in closed form. 
The method is based on geometric and topological properties of the system which are 
invariant to coordinate transformations. It focuses on the treatment of the individ­
ual multibody loops as transmission elements which encompass the solution of the 
local nonlinear constraint equations and which can be assembled by linear equations 
to yield general mechanisms. The global processing is obtained as a combination of 
algorithms for generating the local kinematics of the individual loops, detecting a 
suitable set of independent loops, and finding an optimal "solution flow" in the re­
sulting kinematical block-diagram which represents the order in which the equations 
are to be solved. An example processed by the current implementation of the method 
with the symbolic-computation language Mathematica illustrates the basic ideas and 
the scope of the approach. 

1 Introduction 

Symbolical solutions of kinematics have several advantages, among which are high 
efficiency, determinism in computation time and high precision. Such solutions exist 
for many technical applications, such as vehicle dynamics, robotics and mechanism 
theory, including the spatial case (Hiller et al. 1986). 

For single-loop mechanisms, which imply also the problem of inverse kinematics in 
robotics, there has been strong research in this direction, yielding a great spectrum 
of solution methods, from fully-automatic schemes for picking out a suitable set 
of equations out of a large set of equations obtained by re-ordering the algebraic 
equations of closure (Mehner 1990) to pre-processed schemes in which particular 
solutions for the most general cases of robot configurations are parameterized (Paul 
and Zhang 1986, Lloyd and Hayward 1988). Also, some authors have described 
the general geometric criteria which must be fulfilled for the existence of closed­
form solutions in single-loop systems (HeiB 1987, Woernle 1988). These criteria are 
of great importance, because they enable the experienced kinematician to find by 
simple inspection particular solutions which are generally more efficient then those 
generated by purely algebraic computation schemes (Hunt 1986). Recently, a method 
was developed for combining the geometric criteria with the algebraic procedure, 
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yielding a very compact algorithm suited for detecting and generating closed-form 
solutions of general single-loop spatial mechanisms (Kecskemethy and Hiller 1992). 
A similar method was also proposed by Fanghella 1988. 

For the general spatial multiple-loop case, there has not been must research along 
these lines. As a consequence, it is still customary to apply iterative methods (e. g. 
Vicker et al. 1964) when multiple-loops arise, even though in many industrial ap­
plications, especially in robotics and mechanism design, closed-form solutions exist. 
The idea of the present paper is to dissect a general multiple-loop mechanism into a 
system of coupled single-loop mechanisms, as explained in Hiller and Kecskemethy 
1989. Then, it is possible to apply the well-known algorithms for solving single-loop 
mechanisms to the individual loops, and the overall kinematics are obtained by simple 
concatenation of these solutions. 

Section 2 discusses the method adopted here for the generation of symbolical 
equations of a single loop, while Section 3 addresses the problem of selecting a suitable 
set of mulibody loops, to which this algorithm for single-loop mechanisms can be 
applied. Then, one only needs to state the coupling equations between the loops 
and to specify orientations for the edges of the resulting block-diagram, called the 
solution flow, as described in Section 4 and Section 5, respectively. This yields a set 
of explicitly resolvable equations for the cases where closed-form solutions exist. 

2 Recognizing Closed-Form Solutions in a Single Loop 

A single multibody loop can be modeled as a sequence of homogeneous transforma­
tions Ai , i = 1 , ... , n , between reference frames K i - l and K i , respectively, such 
that Kn == Ko (Fig. 1), i. e. such that the closure condition 

A I A2 ···An =I4 • 

is fulfilled. 

All 

(1) 

Figure 1: Basic structure of a loop Figure 2: Grouping of Transformations 

The homogeneous transformation matrices Ai are constant transformations for 
rigid links and variable transformations for joints, and have the structure 

Pl2 Pl3 

P22 P23 

P32 P33 

o 0 

(2) 
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where i-I R; is the orthogonal 3 x 3 matrix of rotation transforming vector components 
from Ki to Ki- 1 , and :=~r:i is the radius vector from the origin Oi-l of Ki- 1 to 
the origin Oi of Ki in the decomposition with respect to Ki- 1 (the indices i and 
i-I have been left out in coefficient-wise notation for better clarity). Thus, from 
the closure condition twelve non-trivial scalar equations result, of which of course six 
are dependent because of the orthogonality condition of the rotational part. 

For an optimal statement of closure conditions, one tries to find one equation 
which contains as few unknowns as possible, then a next one containing one unknown 
more, and so on, until there is a set of equations having as much of a triangular shape 
as possible for determining the six unknowns of the loop. One way of achieving this 
is to state all possible alternative forms of the closure condition 

(3) 

where 1 < j < k < nand i1 , ••• , in is a cyclic permutation of 1, ... , n , and 
extract from the resulting set of 12n2 equations the ones which are most simple. 
However, because the number of terms in some of the coefficients of the resulting 
matrix can grow up to 2(n-l), such an approach would not be feasible already for 
modestly sized loops involving e. g. 10 transformations. 

An alternative approach is to group the transformations into four particular se-
quences A], All , AA and AB, where AA and AB are characterized by the fact that 
they are the longest possible sequences of transformation leaving one of the geometric 
elements point, line, plane or direction invariant (Fig. 2). Let {A and {B denote 
two such invariant geometric elements. Then, any measurement taken· between these 
two elements will not depend on the transformation sequences AA and AB or the 
unknown variables contained therein, which are thus eliminated. To see this, let the 
closure condition be re-stated as 

A A -1 
ABAIlAA=A] , (4) 

and let the measurement be represented as a projection operator 7r ({B ' {A j A) 
where A is the homogeneous transformation describing the motion of the reference 
system holding {A with respect to the reference system holding {B. Then, after 
applying the projection operator to both sides of Eq. (4), one obtains the scalar 
equation 

(5) 

which does not depend on the unknowns cont~ined in AA and AB . 

The recognition of appropriate sequences AA and AB is easy, because transfor­
mations leaving any geometric elements invariant conform groups denominated the 
isotropic subgroups (Olver 1986) ofrigid-body motion. Thus, one can first decompose 
the transformations within the loop into elementary transformations, then put down 
in a matrix which geometric elements are invariant with respect to the individual 
transformations and finally search for the longest sequence of contiguous entries to 
find the largest transformation sequences leaving one geometric element invariant, to­
gether with this element. By applying this scheme repeatedly, one obtains expressions 
for the remaining unknows in the loop, until no unknowns remain. 

The approach is explained in more detail in Kecskemethy and Hiller 1992. An 
implementation exists (in Mathematica) which can also handle simple overconstrained 
cases as e. g. planar and spherical mechanisms or cardan mechanisms. 
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3 Decomposition of Multiple-Loop Systems into Suitable Sets of Loops 

In connected multiple-loop systems, there exist nL = nB - na independent loops, 
where nB is the number of bodies (excluding the inertial body) and na is the number 
of binary joints. The number fYi of degrees of freedom of the joints plays no role, 
but it is important that in this context a joint connects exactly two bodies. Thus 
in the case of multiple joints connecting nB(9i) bodies, these must be replaced by 
nB(9i) ( nB(9i) - 1 )/2 binary joints for the above formula to apply. 

While the number of independent loops is unique, this is not the case for the set 
of loops itself, as there are infinitely many ways of choosing a suitable set of nL 
loops where no loop results as a combination of the other loops. It is obvious that 
depending on the choice of loops the kinematics will be more or less simple to solve. 
Thus, an important task of the processing will be to determine a set of loops which is 
advantageous for the resolution of the kinematics. A quite heuristic criterion for this 
purpose is that the loops should be kept as small as possible, where "small" refers 
to the number of joint coordinates within the loop: as will be shown in Section 4, 
the sum of degrees of freedom over all loops minus the number of coupling conditions 
between the loops is an invariant which represents the number of degrees of freedom of 
the system. Thus if a small loop is replaced by a larger loop, the number of coupling 
conditions between this loop and the others will increase, and the overall resolution 
of equations becomes more complicated. 

The determination of the smallest set of loops is possible using some results from 
graph theory. To this end, a graph is built where the vertices correspond to the 
bodies and the edges correspond to binary joints. A cycle is a set of edges and 
vertices such that each vertex is connected to an even number of edges. Note that 
a cycle can embrace more than one multibody loop. We will exclude these cases 
implicitly. The sum of two cycles C and D is defined as their symmetric difference 
C + D = (C U D) - (C n D). The set of cycles in a graph is closed under the 
operation of addition. A set of cycles is independent if no cycle in this set results 
from the addition of other cycles in this set. A set of cycles is a basis if any cycle 
which is not an element of this set can be generated by the sum of some of the cycles 
in this set. 

A special kind of cycle basis is the fundamental cycle set. In a fundamental cycle 
set, it is possible to find one edge for each cycle such that removal of all of these edges 
leads to a connected tree, and re-insertion of each of these edges closes exactly one of 
these cycles, which is the one to which the edge was associated (Horton 1987). This 
remaining graph is termed the spanning tree of the graph, and the set of removed 
edges the corresponding cotree (Andrews and Kesavan 1975). Clearly, a cycle basis 
in which there exists one cycle whose every edge is also part of some other cycle can 
not be a fundamental cycle basis, because removal of any of the edges of the internal 
cycle will also open the surrounding cycles. Thus fundamental cycle sets are special 
cases of cycle bases, and the set of smallest cycles, the minimal cycle basis, needs not 
always to correspond to a fundamental cycle set. 

While polynomial-time algorithms for the determination of minimal cycle bases 
exist (Hubicka and Syslo 1975, Horton 1987), the problem of determining a fun­
damental set of minimal cycles is solvable only by trying all possibilities. In the 
present modeling no requirements have been made that the multi body loops form a 
fundamental set. Thus it is possible to use the minimal cycle-basis algorithms for 
determining a suitable set of loops. The algorithm described next for this purpose is a 
combination of the methods described in Horton 1987 and Hiller and Anantharaman 
1989. Its computational effort is roughly 0 ( n~ ) . 
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The multi body system is mapped to a graph where the edges are weighted ac­
cording to the number of degrees of freedom of the joint. Multiple joints are replaced 
by their corresponding complete graphs, which result by supplying an edge for every 
two bodies connected by the joints. These edges are marked especially, allowing to 
replace them after the determination of loops again by a multiple joint. The algo­
rithm works with a path matrix E having elements (J"ij expressing the length of 
the shortest path from vertex V; to vertex Vi, and the successor matrix r having 
elements lij which denote the successor of the vertex V; on the path from V; to Vi. 

Initially, only the entries related to the existing edges are set in matrices E and 
r, while all other elements are set to "infinity" and "0", respectively; also, vertices 
and edges are marked as "unvisited", vertices also as "unfinished"; finally, the 
vertex corresponding to the root is marked as "visited". 

Figure 3: Extraction of shortest paths 

The algorithm now works through the set of all vertices marked as "visited" but 
also as "unfinished". For each vertex V; with these properties, each edge starting 
at V; and marked "unvisited" is regarded; the edge is marked "visited" and now 
its end vertex Vi is considered, whereby two situations can occur: 

(A) The vertex Vi is marked "unvisited". Then, set (J"vj = (J"vi+(J"ij and Ivj = Illi 
for all vertices VII for which (J"lIi ::I infinity, i.e. for those vertices VII for 
which a connection to V; already exists; mark the vertex "d as "visited", 
and, if no "unvisited" edges starting at Vi remain, also as 'finished". 

(B) The vertex Vi is "visited". Then, there exist already paths between V; and 
Vi and the edge connecting V; and Vi is a chord closing one or more loops. 
Choose the loop resulting from the shortest existing path between V; and Vi 
(this is the one whose length is stored in (J"ij and which can be reconstructed 
by following the vertices i1 = lij, i2 = lili, •.. ). This loop is retained for 
the minimal cycle basis. Additionally, it must be verified if the edge connecting 
V; and Vi may shorten existing paths. For this purpose, all already visited 
vertices VII and VI" are checked out, comparing (Fig. 3) IT] the existing path 
length (J"III" with rn the length of the path from Vv through V; and Vi to 
VI" , and 131 the length of the path from VII through Vi and V; to VI". From 
these, th~ortest path is retained. 
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Note that the overall computational effort of the algorithms is determined by the 
comparision of path lengths in step (B). 

4 Determination of Loop-Coupling Conditions 

When multiple loops occur, one can take each loop by turn and investigate its local 
kinematics independently of the rest of the system. Assume that the local kinematics 
of such a loop has already been solved. Then, six of the joint coordinates will be 
known as functions of the other h joint coordinates, the same holding also for their 
respective first and second time derivatives. This yields the model of an individual 
multi body loop as a nonlinear transmission element denominated "kinematical trans­
former" which maps h input variables 9.. to 6 output joint coordinates /iexi (Fig. 4). 

/L ~ 1 

Figure 4: "Kinematical transformer" Figure 5: Multiple joint 

The joint variables within a loop are denoted by 131, .•• , f3n{3(L) when it is not 
clear which of the coordinates to use as inputs and which as outputs. It is clear that by 
modeling each loop independently of the others a redundant set of joint coordinates 
is introduced and that a dependency between the joint coordinates defined in the 
different loops will result. This dependency can be formulated quite simply if one 
regards only elementary joints (i. e. prismatic (P), revolute (R) or screw (H) joints) 
as joints where a coupling can occur. This pre-assumption is not very severe because, 
as it is known, all technical joints can be decomposed into a sequence of elementary 
joints. However, it will be allowed that multiple joints 9 connecting nB(9) ;::: 2 
bodies Bi occur (Fig. 5). 

Now, assume that the joint is part of nd 9) independent loops L i . Let Pi 
denote the position of body Bi in the natural coordinate system of the joint with 
respect to a given reference point, and 13k a relative joint coordinate defined in loop 
Lk describing the relative position of bodies Bi(k) and Bj(k). Each loop connected 
to the joint introduces a linear equation defining a relative joint coordinate as the 
difference of the relative position of two of the bodies connected by the joint: . 

Pi(k) - pj(k) = 13k + Ok , k = 1 , ... , nd9) . (6) 
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After collecting all of these equations, and supplementing them with a equation for 
the definition of the reference point within the joint, e. g. 

fL1 = 0 , (7) 

one obtains a system of nL(Q) + 1 linear equations 

P!!:.=~+Q (8) 

with 

(9) 

defining fL as linear function of ~. Note that P is a (nL(Q) + 1) x nB(Q) matrix, 
where, in general (nL(Q) + 1) -I- ~(Q). Thus, in order for Eq. (8) to have a solution, 
it must be ensured that the vector ~ + Q lies in the range of matrix P. This condition 
can be expressed with the help of the orthogonal complement B of P (Halmos 1987), 
defined as 

BTp=O 

It follows 

BT(~+Q)=O 

(10) 

(11 ) 

The number of independent columns'of matrix B and thus the number of linear 
equations which the joint coordinates ~ must fulfill is equal to nL(Q) + 1 - r , 

where r is the rank of P. This rank i;- equal to nB(Q) minus the increase of the 
number of connected components resulting from the original system when the joint 
is removed. Thus, for a 2-connected graph, i. e. one in which at least two joints have 
to be removed in order for the mechanism to fall into two parts (which is the normal 
case in mechanism analysis), the rank of P is nB(Q) and the number of coupling 
conditions at a joint can be determined by the formula: 

(12) 

It is interesting to note that matrix P, after removing the first line, can be interpreted 
as the incidence matrix of a graph whose nodes represent the coordinates fLi and the 
edges the variables (lk directed from fLj(k) to fLi(k). Then, matrix BT defined by 
Eq. (10) corresponds just to the cycle matrix of this graph. Thus one can obtain the 
coupling conditions using the same algorithms as described in Section 3. Note also 
that from this property it follows directly that the elements of matrix B are only 
+ 1 , -1 , 0 , so that the coupling conditions are just signed sums of joints variables. 

It can be shown that the counting rule (12) yields enough coupling conditions 
between the independently modeled loops so as to allow to assemble them correctly 
to general systems (Kecskemethy 1993). Indeed, the following identity holds: 

nL nc; 

f = Lhj - Lp(Q;) , (13) 
j=l i=l 
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where f are the global degrees of freedom of the mechanism, hi is the local degree 
of freedom of loop Lj , and na denotes the number of joints, including muliple 
joints. Thus, dissecting a general multibody system into individual loops and then 
formulating the coupling conditions at the joints yields a system of equations which 
is equivalent to the traditional methods of multibody kinematic analysis. Eq. (12) 
plays a role similar to the GRUBLER-KuTZBACH formula of spatial kinematics. 

The conditions of linear coupling derived for elementary joints can be extended to 
other joints as well, but these joints must fulfill two conditions: (1) it must be ensured 
that the result of two joint transformations applied in sequence is again a transfor­
mation which can be described by the same joint, and (2) the composition of two 
transformations must be commutative. Property (1) implies that the transformations 
associated with the joint must be subgroups of rigid-body motion, while property (2) 
states that these subgroups must be Abelian. Table 1 shows joints of different degrees 
of freedom fg possessing these properties. Besides the elementary joints, these are 
the cylindrical (C), planar translational (2P) and spatial translational (3P) joints. 

fg 1 2 3 4-6 

type R,P,H C,2P 3P none 

Table 1: Joints yielding linear coupling conditions 

5 Selection of an Appropriate Solution Flow 

After having established the independent loops and their couplings, for the remain­
ing problem of determining an appropriate ordering of the global equations one can 
imagine the individual loops as kinematical transformers which are connected by 
summing junctions representing the linear coupling equations, and the task is now to 
find orientations for the edges connecting the loops such that a block diagram results 
having the following properties (Hiller and Kecskemethy 1989): 

1. The number of external inputs is equal to the number of degrees of freedom of 
the system. 

2. The number of inputs for each multibody loop Li is equal to the local degree 
of freedom hi of the loop. 

3. Each summing junction has exactly one output. 

4. There are no closed circuits. 

5. The local kinematics of the transformers are recursively solvable. 

It is obvious that the complete system of equations is then recursively solvable. 
Surprisingly, for many technical applications condi tions (1) through (5) can indeed 

be fulfilled. These systems are termed recursively solvable systems. Systems for which 
not all conditions can be fulfilled are called non-recursively solvable systems. The 
most common reason for the appearance of a non-recursively solvable system is that 
conditions (1) through (4) can not be accomplished. The cases for which condition 
(5) is violated (e. g. for the general case of a 7R-mechanism) do not occur so often in 
practice and shall not be regarded here. 
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A very simple method for finding the appropriate orientation of the edges for 
the case of recursively solvalbe systems is to start at the sinks of the system, i. e. 
where all edges connected to an element can be oriented into the element. Then, 
after finding such an element and orienting the edges, one removes both the element 
and the oriented edges and looks for the next sink, and so on. Clearly, the number 
of allowed input edges for a kinematical transformer is equal to its internal degree 
of freedom, while the number of allowed input edges for a summing junction equals 
the number of connections minus one. Also, there will exist branching nodes which 
have exactly one input. It may happen that after carrying out this algorithm some 
summing junctions or branching nodes remain which do not have enough inputs: this 
problem is fixed easily by reversing the direction of an appropriate number of edges 
pointing out of the element, re-orienting edges only once in order to avoid dead-locks. 
The resulting oriented block-diagram is denominated the "solution flow". 

As an example of a recursively solvable system, a planar mechanism consisting 
of four interconnected planar four-bar loops is considered (Fig. 6). The redundant 
set of relative coordinates includes for each loop four variables. Three of these can 
be solved as functions of the fourth in closed form, yielding corresponding kinemat­
ical transformers. There are three linear assembly equations occuring in the joints 
A, B, C. A sequence of elements for which unoriented edges can be oriented as 
described above is: L4 , C , L3 , L2 , B, A, L1 • This sequence yields a "solution 
flow" which obviously is recursive. Thus the constraint equations of this system are 
solvable in closed form. 

a) multibody system 

b) kinematical network b) kinematical network 

Figure 6: Recursively solvable system Figure 7: Non-recursively solvable system 

An example of a non-recursively solvable system is shown in Fig. 7. The planar 
mechanism consists of five independent multi body loops which are again four-bar 
mechanisms. There are four linear assembly equations at the joints A, B, C, D . 
From the corresponding block diagram it is clear that the algorithm described above 
can not start, because there is no element which has an allowable number of inputs 
greater than the number of connections. This situation changes when the summing 
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junction D is removed and an additional input ij is provided. In this case the system 
is recursively solvable. The original system results after re-inserting the summing 
junction D, yielding an implicit equation for the determination of the function ij(q). 

6 Example 

The theory described above was implemented using the symbolic-computation lan­
guage Mathematica (Wolfram 1991). As a consequence, it is possible to generate 
symbolically the kinematical transmission equations for recursively solvable multiple­
loop spatial mechanisms in an automatic fashion. This was applied to the model of a 
mixing unit of the swash plate of a helicopter (Fig. 8). Fig. 9 shows the correspond­
ing kinematical skeleton, from which it is seen that the system consists of na = 14 
moving bodies, numbered BI , ... , BI4 and na = 20 joints, numbered 91 , ... , 920 
of which 6 are revolute (R), 6 are spherical (S), 7 are cardanic (T), and 1 is 
prismatic (P). Thus, nL = na - na = 6 independent loops are expected. Note that 
there is one multiple joint consisting of joints 915 and 920. The overall degree of 
freedom is f = 3 . 

Figure 8: Swash-plate of a helicopter Figure 9: Kinematical skeleton 

The first step is to apply the algorithm for finding the smallest loops to the system. 
After selecting body Bo as the root of the graph, the following cycle basis results 
(loops are indicated by lists of indices of bodies): 

LI = {11,15,13,10,6} , L2 = {11,14,12,10,6} , L3 = {1,3,8,13,10,6} 

L4 = {1,2,7,12,10,6} , L5 = {1,5,10,6} , L6 = {1,4,9,10,6} 

These loops are rendered in Fig. 10. Note that all loops contain bodies Blo and B6 • 

This is because the revolute joint between them is weighted by just 1, while the 
cardanic and spherical joints are weighted by 2 and 3, respectively, so all loops try 
to pass through this joint. Note also that the loops have the local degree of freedom 
hI = h2 = h3 = h. = 3 , hs = 1 and h6 = 2 . 

After defining the loops, the coupling conditions can be determined quite easily: 
the multiple joint 915/920 connects 3 bodies and 4 loops, so P(915/20) = 2 , joint 
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910 connects 2 bodies and 6 loops, so P(QIO) = 5 ,joint 9s connects 2 bodies 
and 4 loops, so p(Qs) = 3 , and joint 911 connects 2 bodies and 2 loops by two 
degrees of freedom, so p(9s) = 2 x 1 = 2. All other joints produce no coupling 
between the loops. Thus the resulting degree of freedom of the system is indeed 
f = 4 x 3 + 1 + 2 - (2 + 5 + 3 + 2) = 3. The result of coupling the loops is shown 
in Fig. 11. The edges are oriented according to the optimal sequence of resolution, 
which corresponds in this case to a closed-form solution. 

Figure 10: Independent Loops Figure 11: Block-Diagram 

7 Conclusions 

The method described in this paper is suited for obtaining symbolical expressions for 
the kinematics of multiple-loop spatial mechanisms for which closed-form solutions 
exist. The method is based on geometric and topological properties of the system, 
thus being independent of coordinate representations. Its main advantage is that 
the well-known algorithms for the solution of single-loop mechanisms can be fully 
integrated into the general procedure for treating multiple-loop systems. By the 
proposed algorithm for finding a minimal cycle basis, the loops to be processed as well 
as the number of coupling conditions between the loops can be kept to a minimum. 
This results in compact symbolical solutions. The method can be also used for 
detecting mechanisms having closed-form solutions, as well as the number of degrees 
of freedom in spatial mechanisms. This has been verified by an implementation 
based on the symbolical-computation language Mathematica. Also, the method is 
being currently extended to cope with the velocity and the acceleration problems. 
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A MODULAR METHOD FOR COMPUTATIONAL KINEMATICS 

Abstract 

Pietro Fanghella and Carlo Galletti 
University of Genoa, Istituto di Meccanica Applicata aile Macchine 
Via Opera Pia 15 A - 16145 Genoa, ITALY 

A modular method for symbolic kinematic modelling of multiloop mechanisms is 
outlined. For a given mechanism, the method identifie~ automatically a list of modules 
for which closure equations can be generated and solved hierarchically. Closed-form 
solutions can be obtained in many cases of practical interest. 

1 Introduction 
The problem of kinematic analysis of a rigid-body mechanism, for which the body posi­
tions are determined by a set of known ho10nomic time-independent constraints and driv­
ing constraints, involves: 
1) choosing a set of variables from which the positions of the mechanism bodies can be 
easily derived; 
2) writing a set of closure equations that are equivalent to the mechanism constraints; 
3) finding and executing algorithms for solving the closure equations. 
Many choices can be made in mechanism analysis; therefore, for a given mechanism, 
various sets of closure equations (different in number and type) are obtained according to 
these choices. The solutions of such sets of equations can be more or less cumbersome 
and computationally efficient, depending on the equation structures. 
There exist two opposite ways of performing kinematic modelling and solving rigid-body 
mechanisms: general global modelling and modular modelling. 
A general global method (for instance, Haug, 1989) implements the following strategy: 
1) for each body, a complete set of generalized coordinates is chosen; 
2) equations with fixed, predefined structures are written for each constraint (pair, driver 
or composite constraint) in the mechanism; 
3) numerical methods (e.g., Newton-Raphson) are utilized for iterative solution of the 
equations, using trial values of the generalized coordinates (in this phase, the independen­
ce of the equations is also checked by first order approaches). 
No check is performed to apply specific modelling-and-solution techniques to different 
classes of mechanisms; the only exception consists in allowing the user to distinguish be­
tween planar and spatial mechanisms. However, for mechanisms made up of planar and 
spatial subassemblies, a fully spatial modelling is adopted. 
A modular method (extensive Refs. in Galletti, 1986; Fanghella and Galletti, 1990) uses a 
different strategy: 
0) subsets of bodies with special structural properties (modules) are recognized; 
1) global or relative coordinates are defined for the bodies of each subset; 
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2) the closure equations of each module are stated; 
3) closed-form or numerical solutions are obtained for each module and propagated to 
different modules. 
The most important characteristics of a modular method is that the closure equations can 
be written and solved separately for each module, in a hierarchical order defined by the 
mechanism structure. 
A modular method is a special case of the well known analysis methods based on inde­
pendent loops. In fact, a proper choice of independent loops leads naturally to mechanism 
modularization and equation uncoupling. Vice versa, equations obtained by a generic 
choice of independent loops are usually coupled. Such equations can be reduced, through 
a symbolic manipulation, to those obtained directly by a modular method, but, in general, 
this simplification is difficult, even when one uses a symbolic mathematical package. 
In the following, we show that a computer-aided implementation of step 0) of a modular 
method requires a heavy processing of the information describing the mechanism struc­
ture (i.e., topology, geometry, and driver location). Structural properties obtained by this 
step can be successfully used also to build closure equations with "particular" structures 
that simplify their solutions (for a discussion of "particular" and "general" methods, see 
Hunt, 1986). Moreover, as a special case of loop-based methods, a modular method 
benefits from using relative coordinates to define the body positions. In this way, it is 
possible to develop an optimal approach to the closure of each module in order to obtain 
a minimum set of independent decoupled equations. As a result, in many interesting cas­
es, closed-form solutions can be obtained. 
A rigorous modular method can be derived in a systematic way. By contrast, limited 
heuristic approaches to find subsets of closure equations in echelon form are available, 
which lead to such concepts as "weakly or strongly coupled" loops. 
Computer-aided implementations of both modular and non-modular methods are feasible. 
The non-modular ones are the most widely used (Schielen, 1990). In general, they yield 
numerical solutions to multi body kinematics; therefore, they require that the user provide 
an initial, well-approximated and constraint-compatible estimate of the position of each 
body. This is a difficult task for the user; so, in numerical solutions, convergence prob­
lems may arise from poor initial estimates. 
Computer-aided implementations of modular methods for planar linkages were first pre­
sented in the international literature in the early '70s (Bona et a!., 1973, Brat and Lederer, 
1973), and were further developed in the following decades (Rossi et a!., 1981); various 
references can be found in Galletti, 1986. Program designers stated that computer pro­
grams require, as input, a description of mechanism modules. Therefore, the program us­
er must find off line, by himself, the modules that make up the mechanism he wants to 
analyze; he must include this information in the program. This operation has proved 
somewhat easy for mechanism designers, who generally agree this way to input a mecha­
nism description; moreover, as shown by Giannotti and Galletti (1993), very simple inter­
faces and learning supports can be provided to users (Fig. 1). This procedure is made pos­
sible by the small number of modules useful in planar mechanism analysis and by the 
fact that designers often perform mechanism synthesis by combining elementary mod­
ules. Figure I shows an icon-based interface where a small set of modules, corresponding 
to the 5 arrangements of 2 links and 3 pairs (dyads), is presented, together with few more 
basic elements (e.g., pivots fixed to the frame). 
More difficult problems are involved in spatial mechanisms: open and closed loops can 
coexist in a mechanism; many different modules must be used even in basic industrial ap­
plications; modules with different motion characteristics (families) can be simultaneously 
present in a mechanism; and, in general, it is difficult for users to identify the modules in 
multiloop chains, like those used in robots. 
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Figure 1 An interactive interface for modular modelling of planar mechanisms 

Nevertheless, it is possible to implement a modular approach that, in many cases of prac­
tical interest, yields symbolic closed-form closure equations. Such an approach requires 
only data on the mechanism structure considered: the shapes of the links, the types and 
connections of the pairs, and the driver locations. No global position information and no 
numerical preassembling are needed to model a mechanism. Starting from structural in­
fomlation, one can generate a symbolic kinematic model, independently of actual driver 
values, which are instead necessary to perform a complete kinematic analysis. 
Closed-form, automated solutions to the inverse problem of serial manipulators have pre­
viously been proposed by some researchers (Andrez et al., 1985; Herrera-Bendezu et al., 
1988; Halperin, 1991; Rieseler et aI., 1991). Our work addresses the more complex case 
of multi loop chains, which are important to model actuation chains and transmissions in 
robot mechanisms, and also multiple cooperating arms. The proposed approach aims to 
develop a software precompiler that transforms the description of a robot into an explicit, 
closed-form solution of the closure equations. 

2 Towards an automatic modular method for spatial mechanisms 
A module is a set of constrained rigid bodies that verifies the following assumptions: 
- the relative body positions are determined only by the main body dimensions and by 
constraints among the bodies (both fixed and driving constraints are considered here); 
- if one or more bodies are taken from the given set, no modules exist among the remain­
ing bodies. 
Therefore, a module is a kinematically determined chain that does not contain any sim­
pler detemlined kinematic chain. Clearly, this definition is an extension of the concepts 
of Assur's and Input groups. In this work, only single-loop modules (i.e., single-loop de-
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DATA ACTIVITY 

- Kinematic chain description 

- Driver definition 
mobility analysis 

- Hierarchy of kinematically de- choice of a suitable set of metric relations 
termined chains:SLDC (modules) 1---+1 (for each SLDC) 

- Couples of KCs 

- Connecting subchains 

- Metric relation types 

- Equation types 

- Equation symbolic coefficients 

generation of explicit closure equations 
(for each metric relation) 

generation of computer code for kinematic 
t---.t analysis 

Figure 2 Scheme of computer-aided modular modelling of mechanisms 

termined chains, SLDCs) are considered; then, the use of a modular method yields a set 
of independent kinematic loops that are uncoupled and hierarchically organized. Not all 
interesting spatial mechanisms can be modelled in this way, nor can all combinations of 
drivers for a given mechanism be considered. However, a notable amount of interesting 
spatial mechanisms (e.g., multiloop industrial robots) can be solved in both direct and in­
verse kinematic problems. The authors are studying extensions to more general cases. 
Figure 2 shows the scheme of a process for modelling mechanisms by recognition of 
their modules. A first step (Section 4), based on mobility analysis, recognizes modules 
(SLDCs) one at a time, and allocates them according to computable hierarchy. Note that 
modules are identified sequentially, one after the other, so the process of finding modules 
is developed in time. A second step (Section 5) states what metric relations are to be used 
to form a set of independent closure equations for each SLDC. Then, explicit, symbolic 
closure equations can be built by inserting pair and driver transformations in the metric 
relations. The symbolic equations for each SLDC can be stated separately and are de­
scribed by their structures, by the symbolic expressions for the equation coefficients, and 
by explicit solution algorithms. They are solved in sequential order dependent on the 
hierarchical organization of the SLDCs. 

3 Definitions 
In order to implement the above steps, in a systematic way, we have developed original 
concepts, algorithms, and formal definitions of useful entities. Displacement group theo­
ry, as proposed by Herve' (1978), is used both to recognize SLDCs and to obtain closure 
equations for each of them. Formal definitions are given in a paper by Fanghella and Gal­
letti (1992): simplified definitions are reported here for the reader's convenience. 
Displacement group: it is a subgroup of the Euclidean group of rigid transformations. 
Set of Invariant Properties, IP: it is the set of geometric properties that do not change un­
der all transfomlations of a group; IP strictly depends on the form of the transformations 
of a group. IP can be uniquely defined by means of a small number of representative geo-
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metric elements (points and directions). 
A spherical pair corresponds to a displacement group with its center point as IP. 
Kinematic Constraint, KC: this entity models a holonomic constraint between any two 
bodies i and j (KCij) in a mechanism, and is defined by the following information: 

• the group containing all possible relative displacements between i and j; 
• the set of actual invariant properties (IP) of the group, given in reference systems fixed 
to the links i and j; 
• the connectivity, i.e., the number of degrees of freedom of the relative displacement. 
Kinematic constraints can be related by composition and intersection operations. 
Fanghella and Galletti (1991) give a complete implementation of KC operations for sin­
gle-loop chains: tables, rules and algorithms provide the tools for automatic computation. 
Set of Determined Bodies, DB: two possibilities exist: 
• a set of links connected by drivers; 
• the links of an SLDC; moreover, if a link of the SLDC belongs to another DB, also the 
links of such a DB are included. 
The KCs between any couple of links of a DB are obtained by explicit algorithms. It is 
possible to show that the connectivities of all KCs in a DB are equal to zero. 
DBs are built sequentially, one at a time, during module recognition; at a generic stage, 
the existing DBs contain all recognized modules. In other words, a DB contains one or 
more kinematically determined chains. 
Single-Loop Generalized Chain, SLGC: given a set of n serial open chains, the i-th chain 
starts from body si and ends with body ei; bodies ei and si+ 1, i= 1 ... n, belong to the 

same DB. The one-loop closed chain sl ... el s2 ... e2 ... sn ... en sl is an SLGC. It 
represents one or more linear sequences of bodies connected to one or more sets of mod­
ules already recognized. 
Single-Loop Determined Chain, SLDC: it is an SLGC with zero mobility, i.e., a module. 

Figure 3 shows an example of a single-loop generalized chain (SLGC): here two linear 
sequences of bodies (one starting from pair A and ending at pair E, and the other starting 
from pair B and ending at pair F) are connected by three different DBs in order to form a 
closed loop. A mobility analysis of such a closed chain can be performed by considering 
the actual pairs of the chain CA, B, C ... E, F, G) and the kinematic constraints, KCuv and 

KCst' between the DB links. According to definitions, the connectivities of KCuv and 
KCst are equal to zero. If the mobility of the SLGC is zero, the following properties hold: 
- the SLGC is a single-loop determined chain (SLDC); 

DB* 
e \ 
C ~,.,. 

i E Figure 3 A single loop 
generalized chain 
(SLGC) and various sets 
of determined bodies 
(DB) 
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- the KCs between all couples of links of the SLOC can be computed; they depend only 
on the links and pairs of the SLOC and on the KCs of the OBs; 
- the relative positions of all links and the values of the pair variables of the SLOC are 
determined by the relative positions of the links of each OB of the SLOC; 
- the mobility of any OB and the KCs between its links are not affected by the SLOC; 
- the set of all links of the SLOC and of all OBs of the SLOC defines a new OB*. 
Therefore, if it is possible to find a set of SLOCs that contains all links and pairs of a 
mechanism, this is a complete set of independent kinematic loops. Besides, since, by def­
inition, each SLOC can be analyzed separately, following a hierarchical order, the sets of 
closure equations for different loops can be solved autonomously. In this way, it is possi­
ble to obtain a systematic approach to generate a symbolic modular model of a multiloop 
mechanism. 

4 Flow diagram and algorithms for SLOC recognition 
The flow diagram of the process of finding modules is shown in Fig. 4. 

mechanism 
description build starting OBs from drivers 

yes 

successful 
completion: 

driver and SLOC 
hierarchy available 

yes are there unused 
SLGCs? 

no 

~ 
Legenda: test #: are there DBs with two links in SLOC ? 
test @: has the new DB more than one boundary link? 
W A: warning: links of this SLDC cannot have relative displacements. 
OE 1: data error: overconstrained robot mechanism. 
OE2: data error: the mechanism cannot be modelled by SLDCs. 
DE3: data error: no. of driver variables less than no. of mechanism d. o. f. 

Figure 4 Flow diagram of the process of finding modules 
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The most important actions are: 
a) Building initial DBs from driving constraints. This action makes it possible to initialize 
the search for determined loops. Since the relative positions of all bodies connected by 
driving constraints are detem1ined, each set of such bodies is used to build a DB. Algo­
rithms are presented in Fanghella and Galletti (1992). 
b) Searching for all SLGCs. This action is performed whenever a new determined chain 
must be singled out from a set of DBs connected by various link chains. For such a set of 
DBs and for the chains connecting them, no explicit information is available to establish 
if any SLDC exists. Therefore, a search approach is used: all SLGCs are found and ana­
lyzed (action c) in order of increasing number of links. SLGCs with open-loop connectiv­
ities 2:: 6 are always mobile; hence they are not considered, except for some special cases 
involving spherical and planar KCs, which yield one degree of passive internal mobility. 
c) Performing a mobility analysis of an SLGC. Mobility analysis of a single-loop chain 
establishes if the chain is overconstrained, has zero mobility, or is mobile, and provides 
the KCs between all couples of links. Explicit algorithms are given in Fanghella and Gal­
letti (1991). If the chain has zero-mobility, it is an SLDC. 
If, after iterating actions b) and c), no SLDC is found, the considered mechanism cannot 
be modelled by a hierarchy of SLDCs. 
d) Creating a new DB by merging an SLDC and all DBs in the SLDC. This action allows 
one to obtain a new set of OBs, for which the search process can be repeated. 
The flow diagram of Fig. 4 has been implemented by a software package for the recogni­
tion of independent single loops. 

5 Closure equations for an SLDC 
Various papers present approaches similar to that discussed in this section: for instance, 
that proposed by Litvin (1975) and by Hiller and W oerlne (1987). 
If we consider a generic SLOC (Fig. 5), the system of its closure equations can be ex­
pressed as: 

f (T uv' Tst' ... ; T l' T 2' ... ; e A' e B, ... ) = 0 (1) 
where: 
- T uv' Tst' .. are the transforn1ations between the links of the DBs of the SLDC; 
- T l' T 2, .. are the constant transformations defining the geometries of the bodies of the 
SLDC; 

- e A, eB' .. are the unknown pair variables of the SLDC. 
The structure of equations (1) can be obtained in the following way. 
For a single-loop kinematic chain, any two kinematic constraints, A. and Jl, can be consid­
ered. It is possible to write a set of metric relations, MR, that relate the invariant proper­
ties of A. and Jl (e.g., distance between points, angle between axes, etc.) and to express 
them through paths TC and o. Since such relations are reference-independent scalar func­
tions of the pair variables and linkage dimensions in the two paths, they can be equated, 
thus obtaining the independent closure equations 

MR(n) = MR(o) (2) 
which are free from the pair variables of the kinematic constraints A. and Jl. Fanghella and 
Galletti (1989) provide tables for metric relations and give the general rules for selecting 
constraints in order to obtain a number of independent closures (2) equal to the number 
of pair variables appearing in the constraints, so these unknowns are computable. 
It is interesting to note that the number, the form, the geometric meaning, and the use of 
metric relations depends on the displacement group of the SLDC. 
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Figure 5 Paths for metric relations 
in a single-loop kinematic chain 

For in~tance, let us consider an SLDC containing two revolutes, a and b, which are as­
sumed to be constraints A and 11. Figure 6 presents the geometric relations between the IPs 
of two revolutes, using points Aa and Ab, and unit vectors va and vb. 

Column 1 gives the group of the SLDC. The relations are given in two columns: 
- column 2 lists the metric relations that can be used to obtain closure equations (2); 
such equations contain, as unknowns, the variables of the pairs in paths 1t and 0; 
- column 3 gives the offset relations that provide equations similar to (2) but indepen­
dent of all the pair variables in the SLDC. These equations must be satisfied by the di­
mensions of the bodies of the SLDC in order to allow mechanism assembly. If the chain 
is spatial and the revolute axes are skew, four metric relations exist. In any other case, a 
smaller number of metric relations exists. For instance, only one relation exists between 
the revolutes of a planar chain, and can be used to set the system (2). Moreover, one off­
set condition states that the sum of displacements normal to the motion plane must be ze­
ro. Note that this information is useful to verify the correctness of a given mechanism. 
For a given SLDC, many combinations of A and 11 exist: for instance, the kinematic pairs 
of the chain and any composition of them can be used. Among all these alternatives, the 
one giving the minimum number of closure equations and as many unknowns is the most 
useful one. Fanghella (1993) discusses this topic in more detail, and defines the cases 
where all closure equations are written in triangular form and can be solved one at a time. 

chain group 
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Figure 6 Geometric relations between two revolutes a and b 
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Finally, a symbolic solution using T uv, Tst' ... as solution parameters can be obtained 

for the system (1). The actual numerical values of these parameters are computed when­
ever a kinematic analysis is required for given numerical values of the variables of the 
driving constraints. 

6 Example 
An example of a 6 degrees of freedom robot mechanism is shown in Fig, 7. This mecha­
nism can be analyzed as a sequence of single-loop determined chains by the approach 
outlined in this paper, both for direct and inverse kinematic problems. 

Figure 7 A complete mechanism for a 6 degrees of freedom robot (arm and elbow) 
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ABSTRACT 

A method for the exact synthesis for rigid-body guiding mechanisms through 
polynomials with dimensional constraints is presented. This method produces a broad 
solution spectrum that can be visually examined. The designer can choose a deffect­
free mechanism within a restricted area. The search along perpendicular axes by 
means of polynomials yields a thorough set of solutions. An example is presented for 
illustration purposes. 

INTRODUCTION 

It is known that the maximum number of configurations that can be specified in the 
exact synthesis for rigid body guidance is five (Bottema and Roth, 1979). Each 
configuration consists of the location of a certain point, and the orientation of a 
straight line fixed to the body. The exact synthesis for five positions offers the 
designer a limited number of solutions, since from the synthesis equation, a unique 
fourth-degree polynomial is obtained, which yields a maximum of four dyads, which, 
when combined, give place to six mechanisms at most (Rojas, 1988). 

When reducing a configuration, one is free to choose a parameter, such that it is 
possible to solve problems with certain restrictions, so that the mechanism be 
bifurcation-free (Angeles and Rojas, 1983), or so that the central points B be within 
a certain restricted zone. 

The treatment discussed in this article allows one to obtain a set of solutions by 
means of a cubic polynomial. The polynomial is obtained in the central-point 
complementary coordinate, using one of the coordinates of the central-point. The 
coordinates of the circular-point depend on the complementary coordinate. With the 
values of the coordinates, the set of Burmester point pairs (BPP), which represent 
the dyads, is obtained. Hence, by specifying a value or a set of values for a 
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coordinate of the central-point, solutions can be determined either along a particular 
line, or within a definite zone. When plotting the set of coordinates chosen along 
perpendicular axes, the Burmester curves that represent the central and circular­
point loci are obtained (Sandor and Erdman, 1984). This makes possible a 
visualization of the solution curves without loss of accuracy. 

SYNTHESIS EQUATIONS 

The derivation of the synthesis 
equations is based upon the 
invariability of the lenghts of the 
planar mechanism (4R). Both 
the driving link AB and the 
driven link A'B' are shown in 
Fig. 1. Point A (or A) is known 
as a circular point. It describes 
a circle when link AB (or A'B) 
is turned. The Appendix 
includes the synthesis equations 
that are obtained from the 
constancy of length AB (or 
A'B), which, when using the 
specified configurations, leads to 
a cubic polynomial depending on 
one coordinate of the central­
point, b. (equation A7) or 
by(equation A13). As is well 

y 

x 

Fig. 1 Driving dyad 

known, the polynomial has either one or three real roots. In the latter case three 
solution sets are obtained for the coordinates of the circular point, eqs. (A8) or 
(A14). 

In each case, one has a solution set of the form 

where i=O, .. ,3 k=x,y s=y,x 

j depends on the number of real roots of the polynomial 
6j angle that line rigid-body makes with the x-axis 
Rj(xj, yj) precision point 
A(a,., ~) circular point of the dyad 
B(bx, by) central point of the dyad 

(1) 

Moreover, the solutions in terms of hx or by happen to complement each other, and 
hence, it is important to search along the two coordinates axes. 
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SOLUTION FOR A RESTRICTED AREA 

Let bs denote either bx or by. To begin with, bs takes the boundary values in order 
to verify that there exists a solution within the restricted area. If such solution exists, 
bs will take any value within the interval, thus yielding three solution curves at most. 
In Figs. 3 and 4, the solutions are presented within the design region, using bx and 
bY' which, when combined, form a better defined curve (Fig. 5). The latter figure 
represents Burmester's curves. By choosing some points (BPP), such as in Fig. 6, one 
has a representation of the links of the mechanism, which eases the visualization of 
the solution process. In principle, there can be built as many mechanisms as desired, 
so as to enable the designer to make the best choice, or to undertake more accurate 
calculations in a specified zone. Therefore, a more interactive design way for the 
synthesis is achieved, which is similar to those methods based on Burmester curves 
(Sandor and Erdman, 1984), but yielding a high accuracy. 

The process can be summarized in the following stages: 
1) The data (precision points) are given as 

rj(xj,Yj) and 8j for i=0, .. ,3 (2) 
2) The calculations to obtain the polynomial (A.7 or A.13) are done. The boundary 

values must be verified first. If a solution exists, the method proceeds. 
3) The roots XI and X2 are calculated (A.8 or A.14). 
4) The analysis is done, and the values which do not meet the restrictions are 

ignored. 
5) Steps (2) through (4) are done again, this once with the other coordinate. 
6) The values are plotted in order to obtain the curves which represent the solution. 
7) The solution bars are drawn within the permitted zone. 
8) Test bars are chosen, and their kinematic characteristics are analyzed (mechanical 

advantage, branching and order problems). 

By means of this process, one can easily find out whether the solution is acceptable 
or not. 

EXAMPLE 

It is desired to guide a tool from a starting position (position 0) through other three 
given positions. Figure 2 contains the information that corresponds to the precision 
points, angles and limits imposed to the zone within which the solution mechanism 
must be found. 

Using the data, the coordinates of the central point are calculated, giving bx, thus 
obtaining by (fig. 3), then using by and obtaining bx (fig. 4). The results are 
superimposed (fig. 5). The bars are drawn within the permitted zone (fig. 6). 
Afterwards, the representative bars are selected (fig. 7) and analyzed, in order to 
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obtain the solution mechanism that 
yields an adequate kinematic 
performance. 

Figure 8 shows the solution 
mechanism for the above example. As 
can be observed in figure 8, this 
solution is the result of the lines Nr. 
2 and 7 in figure 7. The mechanism 
can perform the work cycle 
adequately. 

In this application, MATLAB was 
used to do the calculations, and the 
drawings were made with AutoCAD. 

CONCLUSIONS 

Pos. x 
o 
1 

2 

3 

o 
o 
o 
o 

y 
El 

1.0 

2.5 30° 

4.5 60° 

The method outlined here represents 
an effective way to solve the exact 
synthesis problem for rigid-body 
guidance, whose advantages are the 
computational accuracy and the 
graphical representation of the 
solutions. It is a valuable tool in 1--(_-_5_, -_5_) ____________ ---' 

kinematic design. This work can be Fig 2 Positions for the RB and design zone 
used to develop software that helps 
to automatically analyze mechamisms, and that allows to identify certain desired 
characteristics. 
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Fig 7 Selected links for assemble 
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APPENDIX 

The solution of the synthesis function for the 4R mechanism for a rigid- body 
guidance is based on the constancy of the lengths of the driving link (AB), and 
driven link (A"B") (Angeles and Rojas, 1983). In figure Al the link AB and the 
rigid-body are shown. Both are referred to an origin 0, for the reference position 
and for a new position i. Given that the point B is a central point (it works as a pivot 
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Fig Al Positions for the dyad and the RB. 

to link AB). Vector b is invariant; additionaly, vectors BA and z are constants in 
magnitude. The rigid body has an angular displacement given by ei-eO• 

From the above discussion, the synthesis function, for configuration i and for bs=bx 
as a parameter, becomes 

The necessary values to evaluate the coefficients of the solution polynomials, are the 
following: 

Al Coordinates of the points: (Xi,Yi); for i=O,,3 

A2 Angular displacement: ~i= ei-eO for i=I,,3 

A.3 Define vectors g', h', k': 

h'· = I-cosB· J J 

for j=1,,3 

A4 Define matrix A via its entries ~k' as 
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~1 = bs-Xo+("i-bs)cosBj+ yjsinBj 

~2 =-Yo+ (bs-"i)sinBj+ YFosBj 

for j=1,,3 

A5 Vectors g,h,k are calculated from equations 

Ag = -g' 
Ah = -h' 
Ak = ok' 

A6 Resulting system: 

A7 The cubic polynomial is derived as 

a o =-k3 
C = [g, h, k]T 

Mjj = ij minor of matrix C 

gj = i element of vector g; for i = 1,,3 

A8 Other values are: 

The synthesis function for configuration i and for bs=by as parameter becomes 
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A9 Elements of the vectors g', h', k'; are: 

for j=1,,3 

AlO Coefficients of the matrix A: 

~I =-~+(Yrbs)sinBj+ ~cosBj 
~2 =-yo+bs + (yrbs)cosBr ~senBj 
~3 = ~cosBr YosinBr ~ for j=I,,3 

All Vectors g,h,k are calculated as in A5 

Al2 Resulting system: 

x = g Clyb. + h a.b. + k 

A13 The cubic polynomial is obtained as 

a o = k3 
C = [g, h, k]T 
Mij = minor ij of matrix C 
gj = element i of vector g; for i=I,,3 

Al4 Other values are: 
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Abstract 

In this paper we examine the problem of designing a mechanism such that 
its tool frame comes closest to reaching a set of desired goal frames. We regard 
SE(3), the Euclidean group of rigid-body motions, as a Lie group, and demon­
strate that a left-invariant Riemannian metric on SE(3) provides not only a 
solution that is invariant with respect to choice of inertial frame, but also a 
natural means of regarding SE(3) as a metric space. To illustrate our method­
ology this metric is applied to the design and positioning of certain planar and 
spherical mechanisms. 

1 Introduction 

In many mechanism synthesis problems the design requirements are often specified 
by a set of goal frames that indicate the desired positions and orientations of some 
workpiece. A mechanism is then sought whose tool frame can reach this set or, when 
this is not possible, comes closest to reaching these goal frames. Consider, for exam­
ple, two cooperating manipulators holding a common workpiece; the dual objectives 
are to position the manipulator bases, and determine the kinematic parameters and 
workpiece grasp points such that the resulting closed chain comes closest to reaching 
all the goal frames. 

Assuming that an inertial reference frame and length scale for physical space has 
been chosen, each goal frame can be assigned an element of the Euclidean group SE(3) 
(also known in the robotics literature as the homogeneous transformations, or rigid­
body motions). If M denotes the joint-space manifold, the workspace fitting problem 
can now be characterized as selecting a forward kinematic map f : M -+ SE(3) such 
that the minimum distance from each goal frame to the workspacel of f is minimized. 
In short, workspace fitting can essentially be viewed as an approximation problem in 
CO(M, SE(3)), the space of continuous maps from M to SE(3). 

1 By workspace we mean the set of all positions and orientations achievable by the mechanism's 
tool frame - mathematically this is just the image of f. 
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The first step towards obtaining a mathematical solution to this problem is to 
define a metric, in the sense of a distance measure, on SE(3). Clearly any number 
of arbitrary metrics can be defined, but in order for the metric to be physically 
meaningful it must be invariant with respect to the choice of inertial frame; that is, 
the distance between any two frames should not depend on the location of the inertial 
frame of reference. This requirement can be expressed mathematically as follows: if 
Xl, X 2 are elements of SE(3) representing two frames, and d(·, .) is the distance metric 
on SE(3), then d(Xl' X 2 ) = d(T Xl. T X 2) for any T E SE(3). This must hold because 
under a change of the inertial frame by a transformation T, the frames represented 
by Xl and X 2 are transformed according to (Xl, X 2) f-+ (T Xl. T X 2). 

In this paper we obtain solutions to the class of mechanism design problems de­
scribed above that are inertial frame-invariant, by applying a left-invariant Rieman­
nian metric (to be distinguished from a distance metric) on SE(3). Specifically, we 
show how this Riemannian metric can be used to construct a natural distance metric 
on SE(3) with the desired features; the resulting metric provides a useful and mathe­
matically rigorous tool for treating a wide range of mechanism design problems. Our 
goal, which is motivated in part by the work of Ravani (1982) and Bodduluri (1990), 
is to optimize the kinematic parameters so that the resulting workspace is a best fit 
to the set of goal frames. 

The paper is organized as follows'. In Section 2 we discuss the geometry of SE(3) 
as a Lie group, and derive an explicit formula for the distance metric on SE(3) that 
is induced from the left-invariant Riemannian metric. In Section 3 we illustrate our 
design methodology, by applying this distance metric to a class of planar and spherical 
mechanism design problems. 

2 The Geometry of SE(3) 

2.1 Canonical Coordinates 

For our purposes it is sufficient to think of SE(3) as consisting of matrices of the 

form [~ ~], where 0 E SO(3) and b E 3P. SE(3) has the structure of both a 

differentiable manifold and an algebraic group, and is an example of a Lie group.2 
Elements of SE(3) will alternatively be denoted by the pair (0, b), with group multi­
plication understood to be (01, bt) . (02'~) = (010 2 , 0 1b2 + bt). SO(3) and 3P are 
also Lie groups under matrix multiplication and vector addition, respectively, as is 
their Cartesian product 3P x SO(3). This latter product space should not be confused 
with SE(3), as group multiplication is defined differently in each case. Some other 
well-known examples of matrix Lie groups include Gl(n), the general linear group of 
n x n nonsingular matrices, and Sl(n), the special linear group of n x n nonsingular 
matrices with unit determinant. 

2See, e.g., Boothby [1975] for a background on Lie groups and Riemannian geometry. 



297 

Let p be a point on a matrix Lie group G, and X(t) a smooth curve on G defined 
over some open interval of 0 such that X(O) = p. The derivative X(O) is said to 
be a tangent vector to G at Pi the set of all tangent vectors at p, denoted T pG, 
forms a vector space, called the tangent space to G at p. The tangent space at the 
identity p = I is given a special name, called the Lie algebra of G, and denoted by 
a lower-case g. On SO(3) it is easily seen that the Lie algebra so(3) consists of the 
3 X 3 skew-symmetric matrices: if 0(t) is a curve on SO(3) such that 0(0) = I, then 
differentiating both sides of 0(t)0T (t) = I, it follows that 8(0) + 8T (0) = 0, so that 
elements of so(3) are matrices of the form 

where w E~. Where no confusion arises an element [w] E so(3) will also be written 
as w E ~. Similarly, the Lie algebra of SE(3), denoted se(3), consists of the 4 X 4 

matrices of the form [[~l ~] where [w] E so(3) and v E ~. Elements of se(3) will 

alternatively be represented as (w, v). Observe that so(3) and se(3) are vector spaces 
that can be identified with ~ and ~, respectively. 

Defined on each Lie algebra is the exponential mapping into the corresponding Lie 
group. On matrix groups the exponential mapping corresponds to the usual matrix 
exponential, i.e., if A is an element of the Lie algebra, then exp A = I+A+A2/21+ ... is 
an element of the Lie group. On so(3) and se(3) the exponential mapping is onto, i.e., 
for every 0 E SO(3) (resp., X E SE(3)) there exists a [w] E so(3) (resp., x E se(3)) 
such that exp[w] = 0 (resp., expx = X). The following explicit formulas for the 
exponential mappings on so(3) and se(3) are well-known: 

Lemma 1 Given [w] E so(3), 

[ ] _ I sin IIwll [] 1 - cos IIwll []2 
exp w - + IIwll . w + IIwll 2 • w 

where IIwll is the standard Euclidean norm. 

Lemma 2 Let (w, v) E se(3). Then 

where 

A = I 1 - cos IIwll . [J Ilwll - sin IIwll . [ J2 
+ IIwl1 2 w + IIwl1 3 w 
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Note that if A is an element of some Lie algebra, the set {eAtl t E ~} itself forms a 
group, in this case a subgroup of the Lie group. 8uch groups are called one-parameter 
subgroups of a Lie group. We shall see shortly that the one-parameter subgroups play 
an important role in defining distance metrics on 80(3) and 8E(3). 

It is well known that the exponential map is a homeomorphism3 over a neighbor­
hood of the identity element of a Lie group. On 80(3) this neighborhood includes 
essentially the entire group except for a subset of measure zero. Hence, over this 
neighborhood the inverse of the exponential, or logarithm, is a well-defined continu­
ous mapping. The following formula for the logarithm on 80(3) is also well-known: 

Lemma 3 Given 0 E 80(3) such that Tr(0) "# -1. Then 

log 0 = -~-(0 - 0 T ) 
2sm4> 

where 4> satisfies 1 + 2 cos 4> = Tr(0), 14>1 < 7r. Furthermore, II log 011 2 = 4>2. 

Remark 1 Lemmas 1 and 3 suggest the standard visualization of 80(3) as a ball 
of radius 7r, centered at the origin with the antipodal points identified; a point w 
in the ball represents a rotation by an angle IIwil about the line passing from the 
origin through w. 8imilarly, for any 0 E 80(3), the point log 0 in the solid ball 
represents the rotation 0. Thus, the image of the logarithm mapping on 80(3) is 
{w E ~ 1 IIwil < 7r}. The rotations whose traces equal -1 have a rotation angle of 7r, 
and their logarithms are points on the boundary of the solid ball. In this case log 0 
can have two possible values: if w is a unit length eigenvector of 0 associated with the 
eigenvalue 1, then a simple calculation shows that log 0 = ±7r(W]. This coordinate 
representation for 80(3) will be referred to as the canonical coordinates. 

Remark 2 l,From the previous lemmas and the above remark it can be seen that on 
80(3) the preimage of the exponential mapping is multiple-valued: for any 0 E 80(3) 
such that [w] = log 0, IIwil ~ 7r, it follows that 0 = e[w)+21rn[w) for any integer n, where 
w = w/llwll. This is akin to the situation in the complex plane, where if eit/> is a point 
on the unit circle for some 0 ~ 4> ~ 27r, then ei (t/>+21rn) corresponds to the same point 
for any integer n. 

2.2 Riemannian Metrics on 80(3) and 8E(3) 

A Riemannian metric on a differentiable manifold is a smooth assignment of an inner 
product to the tangent space at each point on the manifold. Riemannian metrics 
are the means by which familiar Euclidean concepts like lengths, angles, and vol­
umes can be extended to abstract differentiable manifolds. Recall, for example, that 

3 A homeomorphism is a continuous 1-1 mapping whose inverse is also continuous. 
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the length of a space curve (x(t), y(t), z(t)) in ~, where a ~ t ~ b, is given by J: ../±2 + iJ2 + Z2 dt. Similarly, the length of a curve p(t) lying on a manifold M, 
where t is defined over the range a ~ t ~ b, can be defined in terms of a Riemannian 
metric (-, .) as 

L = 1b (p(t),p(t)}t dt 

where (., .}p denotes the inner product on TpM, the tangent space to M at p. In 
cases where there is no confusion the subscript p will be omitted from the Riemannian 
metric symbol. 

We now consider the representation of velocities of rigid-body motions. Let X (t) = 
(e(t),p(t)) be a curve in SE(3) describing the trajectory of a rigid body relative to an 
inertial frame. The tangent vector X(t) can then be identified with an element of se(3) 
in one of two ways: it is easily verified that both XX- 1 = (0e-t,p - 0e-1p) and 
X-I X = (e-10, e-1p) are elements of se(3). The latter is referred to as the body-fixed 
velocity representation of X, since e-10 and e-1p are the angular and translational 
velocities of the rigid body relative to its body-fixed frame, respectively. By similar 
argument X X-I is known as the inertial velocity representation of X. One subtle 
yet important difference in the interpretation of the inertial velocity representation, 
however, is that while 0e-1 is indeed the angular velocity of the rigid body relative 
to the inertial frame, the translational velocity relative to the inertial frame is not 
p - 0e-1p, but simply p. 

Since any tangent vector on SE(3) can be expressed as an element of se(3) by either 
the inertial or body-fixed velocity representation, it follows that any inner product 
on se(3) will define two special classes of Riemannian metrics on SE(3). Specifically, 
let X1(t) and X2(t) denote two smooth curves in SE(3) passing through p at t = O. 
Denote their body-fixed velocities at p by XII Xl = (W1b, V1b) and XiI X2 = (W2b, V2b), 

respectively. Now, define an inner product on se(3) by the symmetric positive-definite 
quadratic form 

Q=[~ ~] 
•• T TT T T •. 

so that (Xl (0), X2(0)}P = w1bAw2b + wlbB V2b + v1bBw2b + VlbCV2b. A Riemanman 
metric generated in this way is said to be left-invariant; if instead we had used the 
inertial velocity representation X1X l 1 and X2Xi 1 with the quadratic form Q, the 
metric would then be called right-invariant. 

The physical significance of the left- and right-invariant Riemannian metrics is 
that they are invariant with respect to translations of the inertial and body-fixed 
reference frames, respectively. That is, under a change of inertial frame the trajectory 
of a rigid body X (t) is transformed according to X (t) f--+ T X (t) for some constant 
T E SE(3). ~ince (T X)~l(T X). = X-I X it follows that under the left-invariant 
metric (X(t),X(t)) = (TX(t), T X(t)) for any T E SE(3). Similarly, under the right­
invariant metric the quantity (X(t),X(t)) is preserved under any transformation of 
the form X(t) f--+ X(t)T (which amounts to a change of body-fixed frame). Note that 
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the left- and right-invariant Riemannian metrics can be generalized in the obvious 
way to general matrix Lie groups. 

If the left- and right-invariant metrics defined by Q are identical, the metric is 
then said to be bi-invariant. On SO(3) it is well-known that a family of bi-invariant 
metrics exists, of the form Q = el, where c is a positive scale factor and I is a 3 X 3 
identity matrix. The metric with c = 1 will be referred to as the standard bi-invariant 
metric on SO(3). It is also well-known that SE(3) has no bi-invariant metric (see, 
e.g., Loncaric [1985], Park [1991]). Since weonly require left-invariance (i.e., inertial 
frame-invariance) for our mechanism problems we choose a left-invariant metric on 
SE(3) defined by A = cl, C = dl, and B = 0 in the quadratic form Q above; 
here c and d denote positive scalar constants that act as scale factors for orientation 
and position, respectively. For this reason we shall refer to this metric as the sca/e­
dependent left-invariant metric on SE(3). With this choice of Q the metric restricted 
to SO(3) is bi-invariant, and also ensures the isotropy of~. Thus, if X(t) is a curve 
in SE(3) and X-I X = (Wb, Vb) is its body coordinate velocity, the left-invariant metric 
applied to the tangent vector of X is 

.. T T 
(X,X) = CWb Wb + dVb Vb (1) 

Note that angular and rectilinear velocities are being combined in this sum, so that 
the choice of c and d determines the relative emphases on position and orientation. 
Since there is no natural choice for these scales, one that is suitable for the application 
at hand must be chosen. This is an important point worth emphasizing: any scheme 
for defining distances on SE(3) ultimately depends on a choice of length and angle 
scales, because of the fundamental geometry of SE(3). In our later examples we 
suggest some ways of choosing scales that are appropriate for the given class of tasks. 

2.3 SO(3) and SE(3) as Metric Spaces 

The length of a curve on a Riemannian manifold M can be defined in terms of the 
Riemannian metric as follows. Given a curve X : [a, b] -+ M, with Riemannian 
metric (-, .), its length is defined as 

By this definition the length of the curve is invariant under reparametrizations of 
[a, b]; L can therefore be regarded as the arc-length of the curve. M then admits the 
structure of a metric space, in which the distance between two points Xl and X 2 is 
defined as the infimum of the lengths of piecewise-differentiable curves from Xl to 
X 2• Unfortunately the square root in. the integrand complicates the Euler-Lagrange 
equations for the length functional. It is more convenient to consider the energy 
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functional 

E = 16 (X(t),j((t)) dt 

Critical points of E are known as geodesics, and it is well-known that the geodesics are 
also critical points of L. While E is clearly dependent upon the parametrization of the 
curve, it turns out that the geodesics are automatically parametrized proportional to 
arc-length - said another way, if X(t) is a geodesic, then (X(t), X(t)) is constant along 
the entire length of X(t). In short, the minimum-length curve between two points on 
a Riemannian manifold (i.e., the curve minimizing L) corresponds to the minimum­
length geodesic4 (i.e., the curve minimizing E) between these two points. For this 
reason the minimum-length curves are also referred to as the minimal geodesics. 

To regard 80(3) and 8E(3) as metric spaces the corresponding minimal geodesics 
on these Lie groups need to be determined. The geodesics on 80(3) (with respect to 
the bi-invariant metric) are given by left and right translations of the one-parameter 
subgroups e[w1t, where [w] E so(3) and t E ~ (see, e.g., Boothby [1975]). While 
in general there may exist more than one minimal geodesic between two points on 
an arbitrary Riemannian manifold (consider, for example, two antipodal points on 
the sphere), on 80(3) the minimal geodesics are especially easy to identify in terms 
of the canonical coordinates. Specifically, the inverse images of the one-parameter 
subgroups correspond to straight lines in ~ passing through the origin - this is at 
once immediate from the solid ball analogy of 80(3). Moreover, the length of the 
minimal geodesic is especially simple to compute: 

Theorem 1 Let 01, O2 E 80(3). Then the distance L = d(01, ( 2 ) induced by the 
standard bi-invariant metric on 80(3) is 

where II . II denotes the standard Euclidean norm. 

Proof: SO(3), being a compact simply-connected Lie group, has a bi-invariant 
Riemannian metric corresponding to the negative of its Killing form; it is well-known 
that the geodesics on Lie groups with bi-invariant metric are formed by left- and 
right-translations of the one-parameter subgroups. Let (".) denote the standard bi­
invariant Riemannian metric on 80(3). Then given a curve 0 : [0,1] --+ 80(3), with 
0(0) = 0 1 and 0(1) = O2, 

= 

4There is another technical condition that the manifold must be geodesically complete in order 
for this to be true; since the manifolds considered in this paper all satisfy this condition, we shall 
not dwell on this point any further. 
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The minimal geodesic from 0 1 to O2 is then 0(t) = 0 le[w1t, where [w] = log(01l 0 2). 

Its length is therefore d(01, O2) = J;(0, 0)! dt = v!Tr([w][wV) = IIwll as claimed. 
o 

Remark 3 A simple calculation shows that this distance measure is invariant with 
respect to both left and right translations; that is, d(T01, T0 2 ) = d(0l T,02T) = 
d(01, O2) for any T E SO(3). Also, from the solid ball analogy of SO(3) there exist 
two minimal geodesics when Tr(01l 0 2 ) = -1, given in canonical coordinates by the 
two line segments from the origin to the two antipodal points representing log(01l 0 2). 

Clearly the lengths of the two geodesics are identical, so that the distance formula is 
valid for either value of log(01l 0 2). 

The situation in SE(3) is unfortunately more complicated, primarily because the 
one-parameter subgroups eAt, A E se(3) and t E :R, are no longer geodesics on SE(3). 
However, the geodesics can be obtained from the geodesics on the product space 
~ X SO(3) as follows. To determine the minimal geodesics (with respect to the scale­
dependent left-invariant Riemannian metric) b~tween two points (01 , bl ), (02 '~) E 
SE(3), we first determine the minimal geodesic between 0 1 and O2 on SO(3), denoted 
0*(t), and the minimal geodesic in ~ between bl and ~, denoted b*(t); note that 
b*(t) is simply the straight line connecting bl and b2, and 0*(t) is found with respect 
to the usual bi-invariant metric as before. The minimal geodesic on SE(3) is then 
(0*(t), b*(t)), and the geodesic distanoe on SE(3) is given by the following simple 
formula: 

Theorem 2 Let Xl = (01, bd and X 2 = (02, b2) be two points in SE(3). Then the 
distance L = d(Xl ,X2 ) induced by the scale-dependent left-invariant metric on SE(3) 
is 

d(X1, X 2) = vclllog(01l02)112 + dll~ - bl ll 2 

where II . II denotes the Euclidean norm. 

Remark 4 Because the Riemannian metric is only left-invariant, the above distance 
measure on SE(3) is invariant with respect to only left-translations: d(Xl' X 2) = 
d(T Xl, T X 2) for any T E SE(3), so that in particular the distance between Xl and X 2 
is the same as the distance between I and X1lX 2 • In general, however, d(Xl ,X2) oJ 
d(XlT, X2T) for T E SE(3). Of course, use of the right-invariant Riemannian metric 
would lead to a distance measure that was invariant with respect to right rather than 
left translations. However, since our applications require inertial-frame invariance we 
shall adhere to the left-invariant distance measure proposed. 

Example 1 We compute the distance between two points in SE(3) using the left­
invariant distance metric above. Let Xl = (01, bl ) and X 2 = (02, b2 ) be two points 
in SE(3), and let n = log(01l 0 2 ). Then the minimal geodesic from Xl to X 2 is given 
by the curve X : [0,1] -+ SE(3), X(t) = (01 expnt, (1 - t)b l + t~). If (.,.) denotes 
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the scale-dependent left-invariant metric on SE(3) with c = d = 1, then the distance 
between Xl and X 2 is 

d(XI,X2 ) 11 (X(t),X(t))!dt 

= 11 Ilx-1 X II dt 

= vllnll2 + IIb2 - bl ll2 

where II ·11 denotes the Euclidean norm. 

3 Applications to Mechanism Design 

The workspace fitting problem of mechanism design can now be stated as follows. Let 
M denote the joint-space manifold of the mechanism in question, and I : M --+ SE(3) 
its forward kinematic map. Suppose further that I is a function of the joint variable 
vector x and a vector of kinematic parameters A: 1= I(x, A). Given a set of desired 
goal frames {XI, X 2 , ••• , Xp} ~ SE(3), the general form of the workspace fitting 
problem can now be stated as finding the kinematic parameters A and the location 
of the base and tool frames, B, T E SE(3), that minimize 

p 

J(A, B, T) = L mind2(B· I(x, A) . T, Xi) 
i=l x 

We consider three numerical examples of the workspace fitting problem to illustrate 
our design methodology. 

Example 2 We determine the optimal base location for a 1R planar mechanism with 
unit link length, given 4 goal frames in the plane. The position and orientation of the 
goal frames relative to the inertial frame are marked in the table below as (Xd' Yd, Od). 
Distances are measured with c = d = 1 in our scale-dependent distance measure. The 
location of the base frame that minimizes the distance between the workspace and 
the set of desired frames is determined numerically to be (x,y) = (0.108,0.110). The 
workspace points closest to the goal frames are given by (xa,Ya,Oa) below: 

I Frame I Xd I Yd I Od II Xa I Ya I Oa I 
1 1.0 0.0 0° 1.10 0.04 -2.6° 
2 1.0 1.0 45° 0.82 0.81 45.8° 
3 0.0 1.0 90° 0.06 1.11 94.0° 
4 1.0 0.5 30° 1.01 0.55 27.6° 

To demonstrate the dependence of the solution on choice of length scales, we now 
consider two goal frames, and vary the position and orientation scale factors c and d. 
The goal frames are 
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Figure 1: Finding the optimal base location for a 2R planar chain. 

I Frame I Xd I Yd I Od I 

~ 1 ~:~ 1-~:~ 1 ~: I 

With c = 0 and d = 1 the optimal base location for the unit link length 1R 
mechanism is the origin, as expected - the mechanism is able to reach both goal 
positions (0,1) and (0, -1), with orientation errors ignored since c = O. As die ~ 0 
the base location asymptotically approaches (-1,0) along the x-axis, with numerical 
difficulties encountered as die becomes very small. Of course, when d = 0 and e > 0 no 
unique solution exists; any base location will result in a zero total distance, since the 
mechanism can always achieve the desired goal frame orientations. The translating 
base location (0, 0) ~ (-1,0) along the x-axis agrees with our intuition, since we are 
increasingly emphasizing orientation accuracy over position accuracy as die ~ o. 

Example 3 Now consider the problem of finding the optimal base location of a 2R 
planar open chain, given 9 goal frames in the plane. Suppose each link is of unit length, 
and that the scale parameters are set to c = d = 1. The nine desired goal frames of 
the end-effector are given by (Xd, Yd, Od) in the table below. The base location that 
minimizes the distance between the workspace and the desired frames is determined 
numerically to be (x,y) = (0.583,0.584). Figure 1 shows the optimal placement for 
the planar dyad relative to the goal frames. The three depicted configurations of 
the dya.d are the locations where the distance is minimized between the desired and 
achieved end-effector frames for frames 2, 6 and 9. 
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Example 4 In the final example we determine the optimal joint-axis direction for the 
base link of a spherical dyad, given seven goal frames. The twist angles of the dyad are 
90 degrees, and the seven desired goal frames are specified by their x-y-z Euler angles 
(Od, cPd, 'l/Jd) in the table below. The optimal direction for the base joint axis (measured 
in the inertial frame) is numerically determined to be (-0.113,0.966,0.231). The 
points in the wor~space closest to the seven goal frames are given by (Oa, cPa, 'l/Ja) 
below: 

I Frame I Od I cPd I 'l/Jd II 
1 90° 0° 0° 92.78° -3.149° -1.175° 
2 130° 10° -65° 126.4° -0.176° -59.99° 
3 90° 0° 90° 100.4° 9.721 ° 90.42° 
4 125° 30° -10° 128.3° 25.74° -8.527° 
5 145° 25° -15° 142.5° 29.61 ° -18.96° 
6 105° 35° 55° 99.08° 34.41 ° 55.92° 
7 110° 5° 0° 106.1° 8.982° 0.035° 

Distances in this example are measured only in SO(3), which, recall, has a natural 
(bi-invariant) Riemannian metric. Therefore, for purely spherical mechanisms the 
solutions are independent of the scale parameter c. 

The previous three examples demonstrate that the distance metric can be applied 
successfully to mechanism design problems to produce physically appealing results. 
While the choice of length scale obviously affects certain design problems, it should 
be emphasized that this length scale dependence is not a consequence of the design 
algorithm, but rather an intrinsic geometric feature of SE(3). Engineering considera­
tions can typically determine the appropriate length scale for a given problem. One 
possible method of treating position and orientation equally is to choose the scales 
c and d such that the position and orientation volumes of the resulting workspace 
are more or less equal. Specifically, the Cartesian positions of the goal frames can be 
used to obtain an estimate of the Cartesian workspace volume. Since the volume of 
SO(3) with respect to the standard bi-invariant metric is 811'2 (corresponding to set­
ting c = 1, see Park [1991]), the length scale d can be chosen such that the Cartesian 
workspace volume is approximately 811'2. 

4 Conclusion 

In this paper we have formulated, using ideas from Riemannian geometry, a distance 
metric on SE(3) that is invariant with respect to choice of inertial frame. This metric 
preserves the isotropy of physical space, and also reflects the fact that no natural 
length scale for physical space exists. Moreover, when the metric is restricted to 
SO(3) it has the added feature of being invariant with respect to both the inertial 
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and body-fixed frames. We argue that this metric is not only physically correct 
but also easy to compute. Application of this metric to mechanism design problems 
involving best workspace fit have been presented. 

Because the fundamental geometric structure of SE(3) does not admit a natural 
length or angle scale, some ways have been suggested of choosing these scales appro­
priate for a given mechanism design problem. Of potentially greater benefit would be 
the ability to prescribe tolerances for the workspace: given a set of goal frames and 
a set of maximum allowable position and orientation errors for each goal frame, the 
design system automatically generates a mechanism that conforms to these specified 
tolerances. At a more fundamental level, we believe our results are useful for any 
kinematic application in which the notion of SE(3) as a metric space is required. 
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