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Preface

The aim of this book is to provide an account of the state of the art in Computational Kinematics. We understand here under this term that branch of kinematics research involving intensive computations not only of the numerical type, but also of a symbolic nature.

Research in kinematics over the last decade has been remarkably oriented towards the computational aspects of kinematics problems. In fact, this work has been prompted by the need to answer fundamental questions such as the number of solutions, whether real or complex, that a given problem can admit. Problems of this kind occur frequently in the analysis and synthesis of kinematic chains, when finite displacements are considered. The associated models, that are derived from kinematic relations known as closure equations, lead to systems of nonlinear algebraic equations in the variables or parameters sought. What we mean by algebraic equations here is equations whereby the unknowns are numbers, as opposed to differential equations, where the unknowns are functions. The algebraic equations at hand can take on the form of multivariate polynomials or may involve trigonometric functions of unknown angles.

Because of the nonlinear nature of the underlying kinematic models, purely numerical methods turn out to be too restrictive, for they involve iterative procedures whose convergence cannot, in general, be guaranteed. Additionally, when these methods converge, they do so to only isolated solutions, and the question as to the number of solutions to expect still remains. These drawbacks have been overcome with the development of continuation techniques that are meant to produce all solutions to a given problem. While continuation techniques have provided solutions to a number of problems, they are still subjected to the uncertainties of iterative procedures. Hence, alternative approaches have been sought, that rely on modern software and hardware for symbolic computations. Commercial software of this kind is now very reliable and widespread; it has naturally found its way into kinematics research. In fact, current research in kinematics involves symbolic manipulations that were impossible to even imagine as recently as fifteen years ago, when the first symbolic manipulation packages started coming out of the computer science laboratories.

The book reports trends and progress attained in Computational Kinematics in a broad class of problems. In order to ease the task of the reader searching for information on particular topics, we have divided the book
into six parts, namely, i) **kinematics algorithms**, whereby general kinematics problems are discussed in light of their solution algorithms; ii) **redundant manipulators**, which is self-descriptive; iii) **kinematic and dynamic control**, in which the link between kinematics and the disciplines of dynamics and control is highlighted; iv) **parallel manipulators**, in which an open problem is discussed, namely, the number of solutions of the associated direct kinematic problem; v) **motion planning**, touching upon computational geometry; and vi) **kinematics of mechanisms**, in which the main issue is the presence of closed kinematic chains, is discussed with regard to both analysis and synthesis.

The reader will find here a representative sample of the most modern techniques available nowadays for the solution of challenging kinematics problems. Thus, resultant methods based on dyalitic elimination are discussed critically, while Gröbner bases are proposed as a powerful alternative. Other, equally novel techniques, available only in conference proceedings of limited circulation, are included for the first time in book form.

In light of its contents, the book should be of interest to researchers, graduate students and practicing engineers working in kinematics or related problems. Especially, roboticists, biomechanicists, machine designers and computer scientists will find here a useful source of information comprising methods, algorithms and applications.

This book contains the Proceedings of the Workshop on Computational Kinematics, held at the *International Conference and Research Center for Computer Science* (IBFI), of Germany, from October 11 to October 15, 1993. IBFI is herewith given due acknowledgement for its financial and logistical support and encouragement. This support made it possible to bring together specialists of various disciplines working in the area. Among the participants, who met for one week at the Dagstuhl Castle of IBFI, we count engineers, computer scientists and biomechanicists, all of whom share a common interest, namely, Computational Kinematics. Prof. Dr. Reinhard Wilhelm, Scientific Director of IBFI, and his staff are especially acknowledged for their support. Dr. Nigel Hollingworth, of Kluwer Academic Publishers, is acknowledged for his encouragement and support in editing the book and publishing it in record time. The technical support of Mr. Kourosh Etemadi Zanganeh, a Research Assistant at the McGill Centre for Intelligent Machines, was decisive in bringing this book to completion.

Jorge Angeles, Günter Hommel and Peter Kovacs, Editors
Dagstuhl Castle, Germany
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Kinematics Algorithms
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Bernard Roth
Department of Mechanical Engineering
Stanford University
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Abstract
Several methods to solve sets of nonlinear equations are discussed. Then a modification of dialytic elimination is described, and two methods for obtaining new linearly independent equations are presented. Finally, one of the methods is applied to three quadratics and is shown to yield all of the solutions, without any extraneous roots.

Introduction
This paper deals with the numerical solution of sets of nonlinear equations which arise in the kinematics of mechanical systems. The most commonly used methods are iterative. All such methods require an initial guess at a solution, and, if the initial guess is not close to an acceptable solution, they tend to diverge, or converge very slowly, or converge to an unacceptable solution. Furthermore, nonlinear problems have more than one solution, and iterative methods produce only one of these — the solution "closest" to the initial guess. Once one solution is obtained, it is not any easier to obtain additional ones, and repetitive applications of iterative methods may not yield all solutions.

In order to overcome these difficulties, a technique known as the bootstrap method (Roth and Freudenstein 1963) was developed in the early 1960s and applied to kinematic synthesis of mechanisms, as well as to sets of nonlinear polynomial equations. This iterative procedure has been improved and is now known as the homotopy or continuation method. It is widely used in kinematics (for example, Wampler and Morgan (1990), and Raghavan (1993)). The advantage of the continuation method is that it incorporates a "good" initial guess and it yields all possible solutions. The disadvantages are that it is an iterative numerical procedure which (i) can have numerical difficulties, (ii) gives little or no information about how physical parameters influence the solutions and (iii) can require dealing with large numbers of unwanted solutions at infinity. This latter difficulty can be somewhat mitigated by the use of m-homogeneous coordinates (Raghavan 1993; Morgan and Sommese 1987).
In this paper we will discuss non iterative methods which yield all the solutions to sets of nonlinear equations, and also partially overcome the disadvantages mentioned in the preceding paragraph. Gröbner bases and elimination methods are two classes of methods which potentially have the characteristics we are interested in. Gröbner bases seems to have first been published in 1964 under the name standard bases. They were then renamed and applied to various problems including the solution of multivariate polynomial sets (Buchberger 1985) and geometrical theorem proving. To-date this method seems inefficient for most of the types of problems we are interested in since it is prone to exploding intermediate results and computational time. However, some of the ideas behind the method are useful to us.

Currently, the elimination methods seem to be the most promising analytical techniques. The original ideas come from Cayley (1848). All elimination methods require forming equations known as eliminants or resultants. Summaries of various types of eliminants and resultants can be found in several books (Salmon 1885; Van der Waerden 1964). The elimination methods will, in theory, lead to a solution of any system of multivariate polynomial equations. In practice the method can only be applied to relatively simple equations — beyond these it explodes in complexity and introduces large numbers of extraneous solutions. There have been various attempts at improving these methods in order to make them practical computational tools, for example Arnon et al. (1984) and Canny (1987). Although there has been some success in certain problem areas, see for example Macaulay’s resultant and the u-resultant (Lazard 1981), the basic methods remain computationally too costly to be applied to the types of multivariate polynomial problems which are common in kinematics.

One elimination method, known as Sylvester's dialytic method (Salmon 1885), has been used in kinematics to eliminate one or two unknowns from small sets of equations (Bottema and Roth 1990). Although this method has been known for a long time, its use has been limited because it is not practical for problems with more than two or three unknowns or equations of high degree. Recently we have been able to modify the dialytic method, in order to make it part of a more practical approach. In the following, first the basic dialytic method is described, then its limitations are pointed out with suggestions on how these may be overcome.

Dialytic elimination methods
There are six basic steps in using the dialytic elimination method to solve a nonlinear set of equations. Although the steps are easy to explain, the ideas behind Step 2 and Step 3 at first–sight seem strange, and even incorrect. The basic steps are:
1. Rewrite equations with one variable suppressed.
2. Define the remaining power products as new linear, homogeneous unknowns.
3. Obtain new linear equations so as to have as many linearly independent homogeneous equations as linear unknowns.
4. Set the determinant of the coefficient matrix to zero, and obtain a polynomial in the suppressed variable. (If one is interested in only numerical solutions, this step can be omitted if we calculate eigenvalues in Step 5.)
5. Determine the roots of the characteristic polynomial or the eigenvalues of the matrix. (This yields all possible values for the suppressed variable.)
6. Substitute (one of the roots or eigenvalues) for the suppressed variable and solve the linear system for the remaining unknowns. Repeat this for each value of the suppressed variable.

These steps can best be explained with a simple example. Consider the following two nonlinear equations:
\[ \begin{align*}
axy^3 + bx^2y + cy^3 + dx^2 + ex^2 + f &= 0, \\
gx^4 + hxy^3 + ix^3 + jx^2 + kxy^2 + lx^2 + m &= 0.
\end{align*} \]

(1)

Here, \(a, b, c, d, e, f, g, h, i, j, k, l\) and \(m\) are known coefficients, and \(x\) and \(y\) are the unknowns. Normally one considers these to be two fourth-degree algebraic equations in two unknowns. For elimination theory it is useful to take a different viewpoint. First we suppress one of the variables, say, \(x\); i.e., we assume the value(s) of this variable are known and therefore it becomes part of the coefficients. In this example we obtain for Step 1:
\[ \begin{align*}
(ax+c)y^3 + (dx^2)y + (bx^3 + ex^2 + f) &= 0, \\
(hx)y^3 + (kx)y^2 + (gx^4 + ix^3 + jx^2 + lx^2 + m) &= 0.
\end{align*} \]

(2)

The two equation now are in the form:
\[ \begin{align*}
Ay^3 + By + C &= 0, \\
Dy^3 + Ey^2 + F &= 0,
\end{align*} \]

(3)

where the new coefficients, \(A, B, C, D, E\) and \(F\), contain the suppressed variable \(x\). No matter how many equations we have, the first step is the same: suppress one variable (or a single power product) and thereby reduce the number of explicit variables by one. (There are also cases where it is advantageous to simultaneously suppress several variables or power products.)

In Step 2, each power product is considered as a separate independent linear unknown. In order to illustrate this concept in a multivariable setting, it is instructive to revisit equation (1). In equations (1), if we consider the power products, we have nine unknowns, viz. \(x^4, xy^3, x^3, y^3, x^2y, x^2, xy, x, 1\). It is important to note that we count the number 1 as a variable. The reasons for doing this are (i) it is convenient to always have homogeneous equations and (ii), as we shall see, it provides a rationale to discount trivial solutions. The coefficient of the "variable" 1 is the constant term. Taking this viewpoint is equivalent
to rewriting equations (1) as the linear set:

\[ aX_1 + bX_2 + cX_3 + dX_4 + eX_5 + fX_6 = 0 ; gX_7 + hX_1 + iX_2 + jX_5 + kX_8 + lX_9 + mX_6 = 0. \]

The result is that the equations are transformed into linear equations. However, instead of simply \( x \) and \( y \), we have seven additional variables. So far this change of variables seems rather trivial. However, it is here that the first important idea comes into play: in order to maintain the linear structure, we never explicitly employ any relationships between the new linear variables. So for example the fact that \( X_9 \cdot X_9 = X_5 \), \( X_9 \cdot X_9 = X_2 \), etc. (i.e., \( x \cdot x = x^2 \), \( xy \cdot x = x^2 y \), \( x \cdot x^2 = x^3 \), etc.) is not used. Hence, we regard all nine variables as independent linear variables. The price we pay for this is that we now must introduce new equations in order to assure that the number of equations and unknowns are commensurate. Applying these ideas to the equations with the suppressed variable, (3), we obtain as a result of Step 2:

\[ AY_1 + BY_2 + CY_3 = 0 ; DY_1 + EY_4 + FY_3 = 0. \] (4)

Where \( Y_1, Y_2, Y_3 \) and \( Y_4 \) are linearly independent unknowns. Since we have two equations with four unknowns, we need additional equations. In Step 3, we obtain the additional equations. In our example this can be accomplished by multiplying equations (3) by \( y \) and then \( y^2 \). The results are four new equations (with only two new power products). Using the concept of Step 2, i.e., labeling every power product as an independent linear unknown, we can write these new equations as:

\[ AY_5 + BY_4 + CY_2 = 0 ; DY_5 + EY_1 + FY_2 = 0 ; AY_6 + BY_1 + CY_4 = 0 ; DY_6 + EY_5 + FY_4 = 0. \] (5)

This completes Step 3, since if we combine equations (5) and (4) we have a system of six homogeneous linear equations in six linear unknowns. This step contains the second major idea in the dialytic elimination method. Namely, new linearly independent equations can be obtained from the original set of equations simply by multiplying the original equations by one or more of the unknowns or power products of the unknowns. The key here is that even though the new equations are dependent on the original equations their dependence is not linear and hence they are linearly independent.

We are now ready for Step 4, in which we obtain a single polynomial equation in the suppressed variable. In our example, we rewrite equations (4) and (5) in a combined matrix form:
\[
\begin{bmatrix}
A & B & C & 0 & 0 & 0 \\
D & 0 & F & E & 0 & 0 \\
0 & C & 0 & B & A & 0 \\
E & F & 0 & 0 & D & 0 \\
B & 0 & 0 & C & 0 & A \\
0 & 0 & 0 & F & E & D \\
\end{bmatrix}
\begin{bmatrix}
Y_1 \\
Y_2 \\
Y_3 \\
Y_4 \\
Y_5 \\
Y_6 \\
\end{bmatrix}
= 0 .
\] (6)

Since we know that \(Y_3 = 1\), it is clear that the trivial solution of \(Y_{i} = 0\) (\(i=1,2,...,6\)) is not admissible, and therefore the determinant of the coefficient matrix must be equal to zero. Expanding this determinant, and setting the result equal to zero, yields a polynomial equation in \(A,B,C,D,E,F\). If we then substitute into this polynomial the expressions for the suppressed variable (viz.: \(A=ax+c\), \(B=dx^2\), \(C=bx^3+ex^2+f\), \(D=hx\), \(E=kx\), \(F=gx^4+ix^3+jx^2+lx+m\)) we obtain a polynomial in the suppressed variable, \(x\), and the original coefficients, \(a,b,c,d,e,f,g,h,i,j,k,l,m\). The term with the highest power in \(x\) is \(a^3g^3x^{15}\) (it comes from \(A^3F^3\)); the resulting polynomial is of degree 15 in \(x\).

The result of Step 4 will always be a polynomial in terms of the suppressed variable (or power product). For design studies and theoretical concepts there is a large advantage in obtaining the polynomial coefficients explicitly. However, in cases where we need only a numerical answer, obtaining the coefficients explicitly may add unnecessary computation time. Instead, we can treat (6) as an eigenvalue problem and determine the values of \(x\) in that way (Golub and Van Loan 1985; Manocha and Canny 1992). Step 4 can be omitted in such cases. There are problems for which the degree of the polynomial is too large for practical numerical computation. In such cases, an eigenvalue or alternative computation methods needs to be employed to deal with the matrix equation.

This brings us to Step 5. Here we obtain all the values of the suppressed variable (or power product) by using a root-finder routine for the roots of the suppressed-variable polynomial. In our example, we get 15 values of \(x\) as the roots of the 15\(^{\text{th}}\) degree polynomial, or from an eigenvalue routine applied to (6). Usually we are only interested in real roots, so any complex or imaginary roots will reduce the number of actual solutions from the maximum possible value of 15.

Finally, in Step 6, we substitute for the suppressed variable in to the linear set of equations, and solve for the other original variables. In our example, we can use (6) to obtain \(y\): substitute one root of \(x\) into (6), set \(Y_3 = 1\), and then use any five of the resulting equations to solve for \(Y_2\). Note that, because the system is linear, this will yield one \(y\) for each \(x\). Thus the number and character (i.e., real or imaginary) of
solutions are generally determined by the roots of the polynomial (or the eigenvalues). Exceptions to this occur only when the linear system, (6) in our example, has rank less than n-1 (where n×n is the size of the matrix). Hence, regardless of the size of the problem, if the rank the n×n is n-1 for each root, all the other variables are linear (single valued) functions of each root of the suppressed-variable polynomial.

Basic difficulty
In principle, the foregoing procedure will always work if enough new equations can be determined from the original equations to obtain an n×n system of linear homogeneous equations. Thus the crucial step is Step 3, where we obtain the additional equations. However there is a subtle and important practical caveat: It is not enough to obtain an n×n system, it is important that the value of n be as small as possible. If the procedure introduces extraneous roots, n is larger than its minimum value and the suppressed variable polynomial is of higher order than is necessary. In most problems with more than two variables, multiplying the equations by the variables create sets of linear equations where the values for n are much larger than they need to be.

In some problems we inherently have a very large value for n. It is not unheard of for nonlinear systems in kinematics problems to have several hundred or even several thousand solutions. In such systems, it is extremely important not to introduce extraneous power products, since these increase the number n geometrically. To minimize n we need to, as far as possible, avoid introducing new power products and, if possible, eliminate solutions at infinity.

Even if we do not introduce extraneous roots, it may turn out that the value of n is so large that literal or even numerical calculation of the suppressed-variable polynomial becomes unfeasible. In such cases we need to resort to other means of dealing with the matrix in Step 4. The important idea here is that even if the entire polynomial cannot be obtained as a literal expression, it is still possible to determine properties of the physical system by studying the effect of the parameters on selected polynomial terms or the rank of the matrix. In this, we can utilize existing methods for dealing symbolically and numerically with matrices with polynomial entries, see for example Horowitz and Sahni (1975).

Minimum n
The theoretical minimum value for n is not a simple matter to determine. Even when it is known, it is not easy to obtain such a set of equations. In our example, we see that once we suppressed x, the resulting set of equations (3) had four power products. In our solution we used a 6×6 set of equations, and so our n was 6 not 4. The resulting polynomial was of degree 15. This seems to be a reasonable result, since we started with two fourth-degree polynomials. We know that two, non degenerate, fourth-degree polynomials have 16 common values. In this case because of the special nature of the fourth-degree
terms one solution is at infinity regardless of the values of the coefficients, and that accounts for the degree of the suppressed variable polynomial being 15 rather than 16. Knowing what n should be is very useful. To-date the only two practical methods are to make use of the m–homogeneous Bezout count (Morgan and Sommese 1987), or to rely on physical insights into the nature of the solution.

A further complication is that the size of the n×n system is only indirectly related to the degree of the suppressed variable polynomial. For example, if in our problem we had suppressed y instead of x, then our equations (2) would become:

(b)x^3+(dy+e)x^2+(ay^3)x+(cy^3+f)=0 ; (g)x^4+(l)x^3+(j)x^2+(hy^3+ky^2+l)x+m=0

Here we have five power products, and a balance between unknowns and equations occurs at n=7. (The additional five equations can be obtained by multiplying the first equation three times and the second twice by x.) If we then expand the 7×7 determinant, we will again get a 15th degree polynomial in the suppressed variable — this time y. So for this example we see that an n of 6 and an n of 7 yield suppressed-variable polynomials of the same degree.

Determining the theoretically smallest possible n is directly analogous to the problem of determining the set of variable groupings which give the smallest Bezout count (Morgan and Sommese 1987). This can be determined by exhaustive checking of all groupings (Raghavan 1993). A much greater difficulty occurs when the number of power products grows rapidly as we multiply equations by one or more variables. This effect is very pronounced when we have more than one non-suppressed variable. For example if our original equations contained three, rather than two, unknowns, say:

axy^3 + bx^3z + cy^3z + dx^2y + ex^2z^2 + f z = 0
gx^4 + hxy^3 + ix^3 + jx^2 + kxy^2z + lxz^3 + m = 0.

Then after suppressing x we obtain:

(c)y^3z + (ax)y^3 + (ex^2)z^2 +(dx^2)y + (bx^3+f)z = 0
(hx)y^3 + (lx)z^3 + (kx)y^2z + (gx^4+ix^3+ jx^2+m) = 0.

Here we have eight power products as opposed to the four we had in equation (3). If we multiply both equations by y we get two additional equations but now we have seven additional power products. Even with a third original equation without any new power products in it, it is clear that by the time we got to an equal number of equations and power products, the resulting value for n would be much larger than the eight power products we started with.
Minimum number of power products — first method

There appear to be ways to obtain new equations (for Step 3) without increasing the number of power products. One of the most promising is the method that was discovered in connection with the manipulator inverse kinematics problem (Raghavan and Roth 1990). The idea is rather simple: one obtains the additional equations by combining the original equations rather than multiplying them by a variable.

This can be illustrated with a simple example:
Consider the two links shown in the Figure. The link of length a is connected to ground with a revolute joint and the link of length b is connected to link a, also with a revolute joint. The coordinates of the tip P are u,v as measured in the fixed coordinate system shown. Here we assume that the lengths a and b are known and the tip coordinates u,v are known, and we wish to determine the link angles \( \tau \) and \( \phi \). From the geometry it follows: 

\[
\begin{align*}
\cos \tau \cos \phi = -b \sin \phi &+ a \\
\sin \tau \cos \phi = +b \cos \phi &- a
\end{align*}
\]

These have seven power products: (1, \( \cos \tau \), \( \cos \phi \), \( \sin \phi \), \( \sin \tau \), \( \sin \tau \cos \phi \), \( \cos \tau \sin \phi \)) and two equations. Getting new equations by multiplying by the power products further increases the number of power products. Instead we square each equation:

\[
\begin{align*}
\cos^{2} \tau + \cos^{2} \phi &+ \sin^{2} \phi = a^2 + b^2 + 2ab \cos \phi \\
\sin^{2} \tau + \cos^{2} \phi &+ \sin^{2} \phi = a^2 + b^2 + 2ab \cos \phi
\end{align*}
\]

This gives us two new linearly independent equations but these equations contain ten new power products, so the situation seems to have deteriorated. However if we sum these two equations we get:

\[
\begin{align*}
\cos \tau \cos \phi - (b \sin \tau) \sin \phi &+ (a \cos \tau - u) = 0 \\
(b \sin \tau) \cos \phi + (b \cos \tau) \sin \phi + (a \sin \tau - v) = 0 \\
(2ab) \cos \phi + (a^2 + b^2 - u^2 - v^2) = 0
\end{align*}
\]
The set (9) can be viewed as three linear homogeneous equations in the three power products \( \cos \phi, \sin \phi, \). Hence we need to equate the determinant of its coefficient matrix to zero. This yields a polynomial in terms of the suppressed variable \( \tau \) (actually, it is a linear equation in terms of \( \cos \tau \) and \( \sin \tau \)), from which two values of \( \tau \) follow. Then, with \( \tau \) known, the first two equations in (9) are a linear set for \( \cos \phi \) and \( \sin \phi \).

Clearly, in this example equation (8) could be solved directly for \( \cos \phi \), and this could be used to simplify the problem. We have not done this here, since our interest is in showing how (8) can be used in the general procedure. The point is that we are able to obtain this additional linearly independent equation by squaring and adding the original equations, and this new equation does not contain any additional power products.

This example touches upon the key to solving very complicated sets of equations. Namely: it is necessary to determine ways to manufacture new linearly independent equations from the original equations, and to do so in a manner which does not introduce new power products, or at worst introduces less power products than equations. In Raghavan and Roth (1990), we have shown how to produce eight new linearly independent equations from an original set of six by using the notions of vector products, and what is most important is that the power products in the eight new equations are the same as in the original six. With these equations we are able to obtain a minimum-degree, suppressed-variable polynomial — in this case the degree is sixteen. We are able to use these fourteen equations to determine the inverse kinematics of open chain manipulators with six revolute joints.

In Raghavan and Roth (1992), it is shown that exactly the same procedure can be used when some of the joints in the manipulator are prismatic, and in Raghavan and Roth (1993), it is shown that this method can be used for the inverse kinematics of single loop spatial linkages with lower pair joints. We conclude, therefore, that these operations are of general utility in solving mechanism kinematics problems.

Minimum number of power products — second method
Another method that sometimes yields new equations without increasing the power products relies upon the fact that the derivatives of the determinant of the Jacobian of a system of equations (written in terms of homogeneous coordinates) have the same zeros as the original system of equations (Salmon 1885). This method can be applied to the problem of finding the common intersection points of a system of three quadratic surfaces. This is an important practical problem which appears in connection with computer aided design and other aspects of kinematics (Morgan and Sarraga 1982). As far as the author knows, the solution presented here has not been previously published.

From Bezout's theorem we know that three quadratic surfaces have \( 2 \times 2 \times 2 = 8 \) common points. The goal here is to show how to use our
methods to obtain these eight points directly, without any extraneous values. For the most general quadratics:

\[ a_i x^2 + b_i y^2 + c_i z^2 + d_i x y + e_i x z + f_i y z + g_i x + h_i y + i_i z + j_i = 0, \quad i=1,2,3 \quad (10) \]

If we suppress \( z \) we have:

\[ a_i x^2 + b_i y^2 + d_i x y + (e_i z + g_i) x + (f_i z + h_i) y + (c_i z^2 + i_i z + j_i) = 0, \quad i=1,2,3 \quad (11) \]

We have three equations and six power products, and so we need at least three more equations. We will obtain these by using the Jacobian of the system. First, however, we convert to homogeneous coordinates: substituting \( x= X/W, \ y=Y/W \) and then multiplying by \( W^2 \). The result is:

\[ a_i X^2+b_i Y^2+d_i XY+(e_i z+g_i)XW+(f_i z+h_i)YW+(c_i z^2+i_i z+j_i)W^2=0, \quad i=1,2,3 \quad (12) \]

The Jacobian matrix, \( J \), of (12), with respect to the homogeneous coordinates is:

\[
\begin{bmatrix}
2a_1X^2+d_1Y^2+(e_1z+g_1)XW+(f_1z+h_1)YW+(c_1z^2+i_1z+j_1)W^2 \\
2a_2X^2+d_2Y^2+(e_2z+g_2)XW+(f_2z+h_2)YW+(c_2z^2+i_2z+j_2)W^2 \\
2a_3X^2+d_3Y^2+(e_3z+g_3)XW+(f_3z+h_3)YW+(c_3z^2+i_3z+j_3)W^2 \\
\end{bmatrix}
\]

If we form the determinant of this matrix, a cubic polynomial follows:

\[ |J| = A(z) X^3 + B(z) X^2 Y + C(z^2) X^2 W + D(z) X Y^2 + E(z^3) X W^2 + F(z^2) X Y W + G(z) Y^3 + H(z^2) Y^2 W + I(z^3) Y W^2 + J(z^4) W^3 \quad (13) \]

The coefficients \( A,B,C,...,J \) are functions of \( a_i, b_i, c_i,...,j_i \) \((i=1,2,3)\) and \( z \). The parentheses are used to indicate that these coefficients are functions of \( z \), and the power of \( z \) indicates the highest degree that it appears in that coefficient. Now, we take the derivatives of this equation with respect to the homogeneous coordinates:

\[ |J_\eta| = 3A(z)X^2 + 2B(z)XY + 2C(z^2)XW + D(z)Y^2 + E(z^3)W^2 + F(z^2)YW + G(z)Y^3 + H(z^2)YW + I(z^3)W^2 + J(z^4)W^3 \quad (14) \]

If we set equations (14) equal to zero we obtain three new equations which have the same zeros as the original set of equations, as given in (12). The main thing to notice is that the power products in (14) are identical to those in (12). So now we have achieved our ideal goal, we have the same number of equations as power products, and we have accomplished this without introducing any new power products. Rewriting equations (12) and (14) we obtain:
What remains now is to set the determinant of the coefficient matrix equal to zero (or to determine the eigenvalues of this matrix). If we expand this determinant, we obtain an eight-degree polynomial in \( z \). The coefficients of this polynomial are functions of the coefficients of the original three equations, so the roots can be readily determined if the surfaces are known.

For each real root, we can then substitute for \( z \) into (15) and solve the linear system for \( x \) and \( y \). The easiest way to do this is to set \( W = 1 \), in which case the first five equations of (15) can be rewritten as:

\[
\begin{bmatrix}
a_1 & b_1 & d_1 & (e_1z + g_1) & (f_1z + h_1) & (c_1z^2 + i_1z + j_1) \\
a_2 & b_2 & d_2 & (e_2z + g_2) & (f_2z + h_2) & (c_2z^2 + i_2z + j_2) \\
a_3 & b_3 & d_3 & (e_3z + g_3) & (f_3z + h_3) & (c_3z^2 + i_3z + j_3) \\
3A(z) & D(z) & 2B(z) & 2C(z^2) & F(z^2) & E(z^3) \\
B(z) & 3G(z) & 2D(z) & F(z^2) & 2H(z^2) & I(z^3) \\
C(z^2) & H(z^2) & F(z^2) & 2E(z^3) & 2I(z^3) & 3J(z^4)
\end{bmatrix}
\begin{bmatrix}
x^2 \\
y^2 \\
xy \\
XW \\
YW \\
W^2
\end{bmatrix}
= 0 \tag{15}
\]

From this, it is obvious that in general we get one value of \( x \) and \( y \) for each \( z \). Furthermore, since the polynomial in \( z \) can be obtained with explicit literal coefficients, we have a way of studying all the singular and special cases. (An alternative way of identifying singular cases is to determine when the rank of equation (15) is less than five.) Since, in general, we have at most eight real intersection points, this method gives us all the intersection points without any extraneous roots.

Summary
A basic six-step elimination method has been detailed, and two methods for obtaining new linearly independent equations have been described. Finally, for three quadratics it is shown how to find (i) all of the solutions, and (ii) an analytical means to determine the affect of the system parameters on the number and character of the solutions.
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ABSTRACT. A new method is presented which reduces the full determination of the inverse kinematics of manipulators with revolute and prismatic joints to the solution of a generalized eigenproblem $G\rho+\lambda H\rho=0$. Related single-loop mechanisms can also be solved. The eigenproblem-method is numerically stable, because eigensystems can be computed without previous determination of the characteristic polynomial. Furthermore, a compact and efficient formulation of the basic equations is shown. Numerical results are reported at the end.

1. INTRODUCTION

In the study of robot manipulators there are two basic problems. The first, known as the forward kinematics, requires as input the geometry and the joint variables of the manipulator. Output are the position and orientation of the endeffector. This task is easily solved and has a unique solution. The second problem is just the reverse: given the position and orientation of the endeffector, compute all the joint variables. The problem is highly nonlinear, and multiple solutions exist. Because the equations are nonlinear, there are closed-form solutions only for some special manipulators. Other manipulators can merely be solved with numerical and iterative methods. This paper focus on manipulators of the last kind, however, the method can also be applied to other mechanisms.

A first general method to obtain one inverse kinematic solution can be traced back to (Uicker, Denavit, Hartenberg 1964). They described the problem as an overconstrained system of nonlinear equations. Starting at an appropriate initial value, they solved the equations with a least-square-method.

The first complete solution, i.e. with all the configurations, originates from (Tsai, Morgan 1985). The problem has been formulated as a system of eight second-degree equations in eight unknowns. The iterative numerical solution is done with a continuation method. The method starts with 256 initial solutions. Most of them are eliminated during the solution process. Their experiments suggest that there are only 16 solutions for the general 6R-manipulator.

A full and theoretically correct solution to the inverse kinematics of closed-loop 7R-mechanisms was given by (Lee, Liang 1988). They derived a 16th degree polynomial in the half tangens of one joint variable and mapped the 16 roots to the 16 configurations. Unfortunately, the roots are very sensitive to the unavoidable roundoff errors in the polynomial coefficients (Wilkinson 1969).

The generalization of the polynomial-method to any open-loop manipulator and related
single-loop mechanism can be found in (Raghaven, Roth 90) and (Lee 90). Polynomials of degree n = 2, 4, 8, 16 were derived.

The basic new idea in this work is to reduce the inverse kinematics of nonredundant manipulators with revolute and prismatic joints and related single-loop mechanisms to a generalized eigenproblem

\[ G \cdot \rho + \lambda \cdot H \cdot \rho = 0 \quad G, H \in \mathbb{R}^{\times \times}; \rho \in \mathbb{C}^{\times}; \lambda \in \mathbb{C}; \quad n \in \{2, 4, 8, 16\} \] (1)

The eigenvalues and right eigenvectors will be computed with stable standard numerical methods. Therefore the eigenproblem-method combines the advantages of determining all the configurations and delivering numerically accurate results. The method will particularly be used for manipulators with general geometry and without closed form solutions. However, the eigenproblem-method is not restricted to such manipulators, which is expressed in (1) by \( n \in \{2, 4, 8, 16\} \). By virtue of the fact that any lower-pair joint can be modelled by a combination of prismatic and revolute joints, manipulators with such joints may also be solved with this method.

The sequel starts with an introduction of used notation and terms. Next, an efficient formulation of the extension of the closure equations for a 6R-manipulator is worked out, followed by a discussion of the obtained basic equations and their special properties. Afterwards the generalized eigenproblem for the inverse kinematics problem is derived. The issue of enhancing the method to prismatic joints is taken up in a separate section. Finally, the numerical properties of the eigenproblem-method are shown by an example.

### 2. FUNDAMENTALS

This paragraph is intended to be a short introduction to used terms and notation. For more information it is referred to textbooks like (Paul 81) or (Craig 89).

A manipulator (arm) can be modelled to consist of rigid-bodies, or links, that are connected by revolute (R) or prismatic (P) joints. Furthermore, we will make the restriction to manipulators with rigid-bodies connected in series. Therefore each body has at least one and at most two neighbours. The link at one end of the chain is fixed to a nonmovable base, the link at the other end is free and is called the endeffector (hand).

Because of its complexity we begin with the nonredundant 6R (Revolute) manipulator and extend later to easier solvable manipulators. For the purpose of formal description of the 6R manipulator, coordinate systems, or frames, are attached to the 6 joints and to the endeffector. Homogenous transformation matrices \( A_i \) refer the position and orientation of the \((i+1)\)th frame to the position and orientation of the \(i\)th frame.

\[ A_i := \begin{bmatrix} C_i & C_{z,i} \cdot t_i^1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \quad A_i^{-1} := \begin{bmatrix} C_i^T & -C_{z,i}^T \cdot t_i^1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} \] (2)

The rotational parts \( C_i \in \mathbb{R}^{3 \times 3} \) and \( C_i^T \) are defined as

\[ C_i := C_i^T \cdot C_{z,i} \quad \text{with} \quad C_{z,i} := \text{Rot}(z, \theta_i) = \begin{bmatrix} c_i & -s_i & 0 \\ s_i & c_i & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad C_{x,i} := \text{Rot}(x, \alpha_i) = \begin{bmatrix} 1 & 0 & b_i \\ 0 & \lambda_i & b_i \\ 0 & 0 & 1 \end{bmatrix}, \quad \lambda_i := \cos \alpha_i, \quad b_i := \sin \alpha_i \] (3a)

\[ C_{z,i} := \text{Rot}(z, \lambda_i) = \begin{bmatrix} c_i & 0 & b_i \\ 0 & c_i & 0 \\ 0 & -s_i & 1 \end{bmatrix}, \quad \theta_i := \cos \lambda_i, \quad s_i := \sin \lambda_i \] (3b)

and the translational parts \( C_{z,i} \cdot t_i \) and \(-C_{z,i}^T \cdot t_i\) with

\[ t_i := \begin{bmatrix} a_i & 0 & d_i \end{bmatrix}^T \]
The matrices $C_1$, $C_{z1}$, $C_{x1}$ are orthogonal with a determinant equal to 1. This property will be used. The Denavit-Hartenberg-parameters $a_i, \alpha_i, d_i$ (i=1..6) are constant geometric quantities. The 6R manipulator can now be described by the matrix closure equation

$$A_{\text{hand}} = A_1 \cdot A_2 \cdot A_3 \cdot A_4 \cdot A_5 \cdot A_6$$

(4)

$A_{\text{hand}}$ defines position and orientation of the endeffector with respect to the base frame. Using $A_7 = A_{\text{hand}}^{-1}$ the open-loop 6R manipulator can be related to a closed-loop 7R-mechanism, and vice versa. Therefore the matrix closure equation (4) can also be stated as

$$A_1 \cdot A_2 \cdot A_3 \cdot A_4 \cdot A_5 \cdot A_6 \cdot A_7 = I$$

(5)

$I$ defines the identity matrix of appropriate dimensions. The interpretation of an open-loop manipulator as a single-loop mechanism is preferred. $A_7$ will be defined as

$$A_{\text{hand}} = \begin{bmatrix} C_{\text{hand}} & t_{\text{hand}} \\ 0 & 1 \end{bmatrix}, \quad A_7 = \begin{bmatrix} C_{\text{hand}} & 0 \\ 0 & 1 \end{bmatrix}, \quad C_{z,7} = C_{\text{hand}}^T, \quad t_7 = -t_{\text{hand}}$$

(6)

Figure 1 represents equations (4) and (5) as a directed graph. The inversion $A_i^{-1}$ of the homogenous transformations $A_i$ is simply the inversion of the $i$th arrow. The goal of inverse kinematics is, given the endeffector description by $A_{\text{hand}}$ and given the equations (4) or (5), to determine the unknown joint variables $\theta_i$ (i=1..6). The problem is highly nonlinear and has up to 16 solutions for the 6R manipulator.

The easier and unique problem, the forward kinematics, needs, given the joint variables $\theta_i$ (i=1..6) and equations (4) or (5), the evaluation of $A_{\text{hand}}$.

### 3. SOLVING THE INVERSE KINEMATICS OF THE GENERAL 6R MANIPULATOR

The eigenproblem-method is described by the following steps:

1. Define 14 basic equations: 2 scalar and 4 vector equations.
2. Replace the vectors in the equations by their matrix representations.
3. Factor out all the unknowns.
4. Enlarge the system of equations by 6 more equations.
5. Eliminate $\theta_4$ and $\theta_5$.
6. Derive the generalized eigenproblem.
7. Take $A_{\text{hand}}$ as input, solve the generalized eigenproblem $\Rightarrow \theta_4^{(k)}, \theta_5^{(k)}, \theta_6^{(k)}$.
8. Compute the other unknowns $\theta_4^{(k)}, \theta_5^{(k)}, \theta_6^{(k)}$.

#### STEP 1: THE 14 BASIC EQUATIONS

To solve the inverse kinematics, at most 6 joint variables must be found. For manipulators with special geometric properties there are closed-form solutions, which can be derived by algebraic manipulations of equations (4) or (5) (Paul, Zhang 1986). Most of the industrial robots have special geometries and therefore closed-form solutions.

For manipulators like the general 6R manipulator such solutions don't exist. In these cases the matrix closure equation (5) has to be enhanced. First (5) may be written as

$$A_1 \cdot A_2 \cdot A_3 = A_2^{-1} \cdot A_1^{-1} \cdot A_7^{-1} \cdot A_6^{-1}$$

(7)

Geometrically this corresponds to cut the chain of links at two different joints (Woernle 88). For instance, the chain could be cut at joint 3 and joint 6. Figure 2 verifies that there are two different subchains to get from joint 3 to joint 6. Clockwise you obtain...
Multiplying the matrix equation (7) by \( e_3 \) and \( e_4 \) on both sides produces

\[
\begin{align*}
\mathbf{z}_A &:= A_3 A_4 A_5 e_3 = A_2^{-1} A_1^{-1} A_7^{-1} A_6^{-1} e_3 =: \mathbf{z}_B \\
\mathbf{p}_A &:= A_3 A_4 A_5 e_4 = A_2^{-1} A_1^{-1} A_7^{-1} A_6^{-1} e_4 =: \mathbf{p}_B
\end{align*}
\]

(8) (9)

Some remark on notation. \( \mathbf{p} \) alone specifies the whole vector-equation \( \mathbf{p}_A = \mathbf{p}_B \). \( \mathbf{p} \) defines the \( i \)th equation. The same is true for future equations of the form \( \ldots A \ldots \).

\( \mathbf{p}_A \) and \( \mathbf{p}_B \) are the vectors starting at the origin of the 3rd frame and ending at the origin of the 6th frame and written in components of the 3rd frame. \( \mathbf{z}_A \) and \( \mathbf{z}_B \) describe the \( z \)-axis of the 6th frame written in components of the 3rd frame.

The \( \mathbf{p}_A \) and \( \mathbf{z}_A \)-equations define the trivial equations \( 1 = 1 \) and \( 0 = 0 \) and are ignored. More equations are got by applying scalar- and vector-products to the vectors \( \mathbf{p}_A, \mathbf{p}_B \) and \( \mathbf{z}_A, \mathbf{z}_B \). The nontrivial results are the two scalar and one vector-equations

\[
\begin{align*}
\langle \mathbf{p}^T \mathbf{p} \rangle_A &= \langle \mathbf{p}^T \mathbf{p} \rangle_B \quad (10) \\
\langle \mathbf{p}^T \mathbf{z} \rangle_A &= \langle \mathbf{p}^T \mathbf{z} \rangle_B \quad (11) \\
\langle \mathbf{p} \times \mathbf{z} \rangle_A &= \langle \mathbf{p} \times \mathbf{z} \rangle_B \quad (12)
\end{align*}
\]

A last relation is obtained by applying scalar- and vector-product as well as addition and multiplication to the scalar \( \langle \mathbf{p}^T \mathbf{z} \rangle_A, \langle \mathbf{p}^T \mathbf{z} \rangle_B \) and the vectors \( \mathbf{p}_A, \mathbf{p}_B, \langle \mathbf{p} \times \mathbf{z} \rangle_A, \langle \mathbf{p} \times \mathbf{z} \rangle_B \):

\[
\left\{ \mathbf{p} \times (\mathbf{p} \times \mathbf{z}) + \mathbf{p} \cdot (\mathbf{p}^T \mathbf{z}) \right\}_A = \left\{ \mathbf{p} \times (\mathbf{p} \times \mathbf{z}) + \mathbf{p} \cdot (\mathbf{p}^T \mathbf{z}) \right\}_B
\]

(13)

The vector-equation (13) has been published by (Lee, Liang 1988) in the form

\[
\left\{ (\mathbf{p}^T \mathbf{p}) \cdot \mathbf{z} - 2(\mathbf{p}^T \mathbf{z}) \cdot \mathbf{p} \right\}_A = \left\{ (\mathbf{p}^T \mathbf{p}) \cdot \mathbf{z} - 2(\mathbf{p}^T \mathbf{z}) \cdot \mathbf{p} \right\}_B
\]

(14)

Using the identity for double vector products,

\[
\mathbf{a} \times (\mathbf{b} \times \mathbf{z}) \equiv (\mathbf{a}^T \cdot \mathbf{z}) \cdot \mathbf{b} - (\mathbf{a}^T \cdot \mathbf{b}) \cdot \mathbf{z} \quad \forall \mathbf{a}, \mathbf{b}, \mathbf{z} \in \mathbb{R}^3
\]

(15)

it can be shown that the equations are equivalent. But for our purpose equation (13) can be handled easier. At the moment, no more equations have been found which also hold the condition to be linear in the terms \( \cos \theta_i \) and \( \sin \theta_i \).

The basic equations in a compound form are therefore (see also Lee, Liang 1988)

\[
\begin{align*}
\mathbf{z}_A &:= A_3 A_4 A_5 e_3 = A_2^{-1} A_1^{-1} A_7^{-1} A_6^{-1} e_3 =: \mathbf{z}_B \\
\mathbf{p}_A &:= A_3 A_4 A_5 e_4 = A_2^{-1} A_1^{-1} A_7^{-1} A_6^{-1} e_4 =: \mathbf{p}_B
\end{align*}
\]

(16) (17)
\[
\begin{align*}
(p^T p)_A &= (p^T p)_B \quad (18) \\
(p^T z)_A &= (p^T z)_B \quad (19) \\
(p \times z)_A &= (p \times z)_B \quad (20) \\
\{p \times (p \times z) + p(p^T z)\}_A &= \{p \times (p \times z) + p(p^T z)\}_B \quad (21)
\end{align*}
\]

**STEP 2: REPLACING THE VECTORS BY THEIR ORTHOGONAL MATRIX DEFINITIONS**

For the evaluation of the equations (16-21), first, the formal definitions (2) for the homogeneous matrices \( A_i \) should be applied and not their component definitions (3). Using (2) and the relations (22-24), it is easy to simplify the terms in the basic equations (16-21).

\[\forall Q, R \in \mathbb{R}^{3 \times 3}: \text{orthogonal } \land \det Q = \det R = 1, \ \forall a, b, z \in \mathbb{R}^3: \]
\[
\begin{align*}
(Qa)^T \cdot (Qb) &= a^T b \quad (22) \\
(Qa) \times (Qb) &= Q(a \times b) \quad (23) \\
(Qb) \times [a \times (QRz)] &+ [a^T \cdot (QRz)] \quad (24)
\end{align*}
\]

On the other hand, beginning with the component definitions (3) for the \( A_i \)-matrices, trigonometric identities such as
\[\cos^2 \beta + \sin^2 \beta = 1\]

frequently occur and must be eliminated from the equations. Especially the simplification of the vector-equation \( p \times (p \times z) + p(p^T z) \) gets very expensive in terms of computer time (some days on a SUN 4-390 with Mathematica™) and computer memory.

The relations (22-23) express the fact that the scalar- and vector-products are invariant with respect to orthogonal transformations. The last relation will only be used for the evaluation of \( p \times (p \times z) + p(p^T z) \) and reveals the symmetry of this equation. (24) is easily proved by application of (22-23) and the identity for double vector products (15).

This way the orthogonal properties of parts of the homogenous matrices \( A_i \) are used.

The fully worked out equations in orthogonal matrix form are found in Appendix A.

**DISCUSSION OF THE EQUATIONS**

An analysis of the basic equations (16-21) in orthogonal matrix form reveals some interesting properties:

a) The endeffector-description \( A_{\text{hand}} \) appears only on the right hand side.
b) All the equations are independent of \( \theta_6 \).
c) \( z_3, \ p_1, \ p^T \cdot z, \ p^T \cdot p, \ (p \times z)_3 \) and \( \{p \times (p \times z) + p(p^T z)\}_3 \) are independent of \( \theta_3 \).
d) \( \theta_1, \theta_2, \theta_4, \theta_5 \) appear only as the linear variables \( \cos \theta_i \) and \( \sin \theta_i \), with \( i \in \{1,2,4,5\} \), i.e. never as \( \cos^2 \theta_i \) or \( \sin^2 \theta_i \) or \( \cos \theta_i \cdot \sin \theta_i \).
e) \( z_1, \ z_2, \ p_1, \ p_2, \ p^T \cdot p, \ p^T \cdot z, \ (p \times z)_1, \ (p \times z)_2, \ \{p \times (p \times z) + p(p^T z)\}_1, \ 
\{p \times (p \times z) + p(p^T z)\}_2 \) are linear in the variable \( \tan(\theta_3/2) \).

The proof of these properties is very easy, as long the basic equations in orthogonal matrix form (Appendix A) are used, and is worked out in Appendix B. Other proofs may be found in (Raghaven, Roth 1990) and (Lee 1990).
**STEP 3: FACTORING OUT THE UNKNOWNS**

In order to prepare the later elimination of some unknowns out of the basic equations, all the unknown terms must be factored out.

The angle $\theta_3$ will be replaced by its half tangens substitution

$$\cos \theta_i = \frac{1-x_i^2}{1+x_i^2}, \quad \sin \theta_i = \frac{2x_i}{1+x_i^2}, \quad x_i := \tan \frac{\theta_i}{2} \quad (25)$$

respectively better by the matrix-equivalent

$$X_{i3} \cdot C_{x3} = X_{i3}^t \quad \text{where} \quad X_{i3}^t = \begin{bmatrix} -x_i & 1 & 0 \\ 1 & x_i & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad X_{i3} = \begin{bmatrix} x_i & 1 & 0 \\ 1 & -x_i & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (26)$$

The right hand side terms $\cos \theta_i$, $\sin \theta_i$, $\cos \theta_2$ and $\sin \theta_2$ are also replaced by their half tangens substitutions. The basic equations now can be formulated as

$$\hat{U} \begin{bmatrix} x_{i3} \xi \end{bmatrix} = (1+x_i^2)(1+x_0^2) = \hat{V} \begin{bmatrix} -x_i^2 \rho \end{bmatrix} \quad \hat{U}, \hat{V} \in \mathbb{R}^{14 \times 18}; \quad \xi, \rho \in \mathbb{C}^9 \quad (27)$$

For the determination of all the elements in the matrices $\hat{U}$ and $\hat{V}$ without formula-manipulation-programs, it is useful to apply the following matrixdefinitions:

$$\begin{align*}
C_{x,i} &= D_u + s_i D_s + c_i D_c \\
X_{i3}^t &= D_p + x_i D_x; \quad X_{i3} = D_p - x_i D_x \\
C_{x,i} &= \frac{(I+x_i^2(D_u - D_s) + 2x_i D_c)}{1+x_i^2} & [i=1,2] \\
D_u &= \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}; \quad D_s = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}; \quad D_c = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad (28)
\end{align*}$$

After multiplication with $(1+x_i^2)(1+x_0^2)$ to cancel denominators, the elements of the matrices $\hat{U}$ and $\hat{V}$ are easily extracted.

**STEP 4: 6 MORE EQUATIONS**

Multiplying the 6 scalar equations $p_3$, $z_3$, $p^T z$, $p^T p$, $(p \times z)_3$, $\{p \times (p \times z) + p \times (p^T \cdot z)\}_3$, which are independent of $\theta_3$, with $x_3 := \tan(\theta_3/2)$, and then adding one of the other 5 equations, results in 6 new equations.

$$\begin{align*}
[x_3 z_3 + p_3]_A &= [x_3 z_3 + p_3]_B \quad (29a) \\
[x_3 p_3 + z_3]_A &= [x_3 p_3 + z_3]_B \quad (29b) \\
[x_3 p^T p + p^T z]_A &= [x_3 p^T p + p^T z]_B \quad (29c) \\
[x_3 (p \times (p \times z) + p \times (p^T \cdot z))]_3 + p_3]_A &= [x_3 (p \times (p \times z) + p \times (p^T \cdot z))]_3 + p_3]_B \quad (29f)
\end{align*}$$

The addition of original equations is necessary to get later a full rank eigenproblem.

An inspection of the combined system of equations (27,29) shows that the terms $[x_3, x_1, x_2, x_3, x_1^2, x_2^2, x_1 x_2, x_1^2, x_2^2, 1]$ are found on both sides of the equations. Therefore they are collected on the right hand side. Thereby the vector $\xi$ is shortened by the elements $x_3, 1$ and the 20 equations (27,29) can be written as
STEP 5: ELIMINATION OF $\theta_4$ AND $\theta_5$

There are 16 different terms, which contain $\theta_4$ and $\theta_5$, and they only appear in the vector $\xi$. 16 linear independant equations out of the 20 equations (30) are used to eliminate the vector $\xi \cdot (1 + x_1^2) (1 + x_2^2)$ in the other 4 equations: steps (31) through (33):

$$\begin{bmatrix} U_{16} \\ U_4 \end{bmatrix} \xi (1 + x_1^2) (1 + x_2^2) = \begin{bmatrix} V_{16} \\ V_4 \end{bmatrix} \begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix}$$

$$\xi = \begin{bmatrix} x_5 s_5 s_4, x_5 s_4 c_5, x_5 c_4 s_5, x_5 c_4 c_5, x_3 s_4, x_3 c_4, x_5 s_3, x_5 c_3, s_5 s_4 s_3, s_5 c_4 c_3, c_4 s_5, c_4 c_3, s_5 c_3, c_3 s_5, c_3 c_5 \end{bmatrix}^T$$

$$\hat{\rho} = \begin{bmatrix} x_1^2 x_2^2, x_1^2 x_2, x_2^2, x_1^2, x_1, x_2, 1 \end{bmatrix}^T$$

STEP 6: 12 MORE EQUATIONS AND THE GENERALIZED EIGENPROBLEM

Now we can derive the generalized eigenproblem. Equations (33) can also be written as

$$\begin{bmatrix} U_{16}^{-1} V_{16} & V_{16} \end{bmatrix} \begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix} = \begin{bmatrix} V_{16} \\ V_4 \end{bmatrix} \begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix}$$

Expanding this yields

$$\begin{bmatrix} U_{16}^{-1} V_{16}^{-1} V_4 \end{bmatrix} \begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix} = \begin{bmatrix} V_{16} \\ V_4 \end{bmatrix} \begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix}$$

$$\begin{bmatrix} x_3 \cdot \hat{\rho} \\ \hat{\rho} \end{bmatrix} = G \cdot H$$

The essential trick is now to multiply these 4 multivariate polynomial (!) equations by $x_1 x_2$, $x_2$ and $x_1$ respectively to get 12 more independant equations. Using for the equations (34) the column-representation

$$\begin{bmatrix} a b c d e f g h j \end{bmatrix} \hat{\rho} + x_3 \begin{bmatrix} k l m n p q r s t \end{bmatrix} \hat{\rho} = 0$$

$$\begin{bmatrix} a b c d e f g h j \end{bmatrix} \hat{\rho} = G$$

$$\begin{bmatrix} k l m n p q r s t \end{bmatrix} \hat{\rho} = H$$

then the 16 final equations have the form

$$\begin{bmatrix} a b c d e f g h j \end{bmatrix} \hat{\rho} + x_3 \begin{bmatrix} k l m n p q r s t \end{bmatrix} \hat{\rho} = 0$$

$$\begin{bmatrix} a b c d e f g h j \end{bmatrix} \hat{\rho} = G$$

$$\begin{bmatrix} k l m n p q r s t \end{bmatrix} \hat{\rho} = H$$

$$\hat{\rho} = \begin{bmatrix} x_1 x_2, x_1 x_2, x_2 x_2, x_2 x_1, x_2 x_1, x_2, 1 \end{bmatrix}^T$$
But that's nothing else than the Generalized Eigenproblem

\[ G \cdot p + x_3 H \cdot p = 0 \quad G, H \in \mathbb{R}^{16 \times 16}, p \in \mathbb{C}^{16}, x_3 \in \mathbb{C} \]  (37)

In case the matrix \( H \) is nonsingular, the generalized eigenproblem may be reduced to the Standard Eigenproblem

\[ H^{-1} \cdot G \cdot p + x_3 p = 0 \]  (38)

But if the matrix \( H \) is ill-conditioned, the original generalized eigenproblem (37) should be used (Golub, Van Loan 1989, p. 395). Otherwise the results won't be accurate. Generating new equations by multiplication of existing equations with already appearing terms, is a standard technique to solve multivariate polynomial systems of equations (Cox, Little, O'Shea 1991).

**STEP 7: SOLVING THE EIGENPROBLEM**

The eigenproblem can be solved by standard numerical methods, as for instance the QR-algorithm for the standard eigenproblem or the QZ-algorithm for the generalized eigenproblem (Golub, Van Loan 1989).

An alternative approach to determine the generalized eigenvalues would be to calculate the roots of the characteristic polynomial \( \det(G + x_3 H) = 0 \). Unfortunately, the accuracy of the roots is very sensitive to the unavoidable roundoff errors in the polynomial coefficients (Wilkinson 1969). But, because polynomials and their roots have a unique mapping, the polynomials appearing in (Raghaven, Roth 1990) and (Le, 199Q) are identical to the characteristic polynomials \( \det(G + x_3 H) = 0 \) respectively \( \det(G + x_1 H) = 0 \).

The generalized eigenproblem \( G \cdot p + x_3 H \cdot p = 0 \) has always 16 eigenvalues \( x_3^{(k)} \) and eigenvectors \( p^{(k)} \in \mathbb{C}^{16} \). Whereas the eigenvalues \( x_3^{(k)} \) are uniquely defined, the eigenvectors \( p^{(k)} \) of different eigenvalues \( x_3^{(k)} \) are only uniquely defined with respect to the direction, but neither with respect to sign nor length. In our context, this problem is fortunately solved by noting in (36) that the last element \( p_6^{(k)} \) in the \( k \)th eigenvector \( p^{(k)} \) should equal to 1. The following statement reflects this

\[ p^{(k)} := \frac{p^{(k)}}{p_6^{(k)}} \quad k=1..16 \]  (39)

**DETERMINATION OF \( \theta_3^{(k)}, \theta_2^{(k)}, \theta_1^{(k)} \)**

The eigenvectors \( p^{(k)} \) contain the elements \( x_2^{(k)} \) and \( x_1^{(k)} \). Therefore the joint variables \( \theta_3^{(k)}, \theta_2^{(k)}, \theta_1^{(k)} \) can be determined by applying the relation \( x_i = \tan(\theta_i/2) \) to each eigenvalue \( x_3^{(k)} \) and eigenvector \( p^{(k)} \):

\[ \theta_i^{(k)} = 2 \arctan x_i^{(k)} \quad i=1,2,3; \ k=1..16 \]  (40)

**STEP 8: COMPUTATION OF \( \theta_4^{(k)}, \theta_5^{(k)}, \theta_6^{(k)} \)**

The terms \( c_i^{(k)} := \cos \theta_i^{(k)} \), \( s_i^{(k)} := \sin \theta_i^{(k)} \), \( c_s^{(k)} := \cos \theta_5^{(k)} \) and \( s_s^{(k)} := \sin \theta_5^{(k)} \) appear in the vector \( \xi \). Substituting the numerical values into the 4 appropriate equations in (32) we get

\[ \theta_i^{(k)} = \arctan(c_{i_k}, s_{i_k}) \quad i=4,5; \ k=1..16 \]  (41)

And last, the joint variables \( \theta_6^{(k)} \) can be determined out of \( A_1A_2A_3A_4A_5A_6A_7=1 \).
DISCUSSION OF THE SOLUTIONS

Each solution with a real eigenvalue represents a realizable manipulator configuration. In case all the solutions are imaginary, the end effector cannot reach the specified pose $A_{\text{hand}}$. As soon as two joint variable solutions $\theta^{(k)}_j$ and $\theta^{(k)}_l$ have the same real value, the manipulator is at a singular position (Lee 1990, p. 95).

4. PRISMATIC JOINTS, SPECIAL MANIPULATORS

Only prismatic and revolute joints will be considered. Other lower-pair joints may be modelled by a combination of these two joint types.

The eigenproblem-method can be extended to prismatic joints using the same arguments as can be found in (Raghaven, Roth 1990) for the polynomial method. The reason are the substantially common basic equations (16-21).

Replacing in a general 6R manipulator the $i$th revolute (R) joint by a prismatic (P) joint does not change the dimension of the corresponding generalized eigenproblem, since the $\cos \theta_i$ and $\sin \theta_i$ are simply replaced by $d_i$ and $d_i^2$. On the other hand, if there are more than one prismatic joint, the dimension $n$ of the generalized eigenproblem reduces to $n=8$, $4$ or even $2$. In this context the following properties are noteworthy

f) $z$ doesn't contain any $d_i$.

g) $p_z$, $p_z^T z$ and $p \times z$ contain $d_i$, but neither $d_i^2$ nor $d_i d_k$.

h) $p^T p$ and $p \times (p \times z) + p (p^T z)$ contain $d_i$, $d_i^2$ and $d_i d_k$, but neither $d_i^2 d_k$ nor $d_i d_k^2$.

Therefore the equation system (30) consists of less unknown terms than in case of a general 6R manipulator. As a consequence, less equations are needed to eliminate unknowns and derive a generalized eigenproblem. Appendix C shows the application of these ideas to a RPRPR-manipulator.

Manipulators with special geometry can also be reduced to a variant of equations (31) with less unknown terms, and thus to an eigenproblem with a dimension smaller than 16.

5. EXAMPLE: GENERAL 6R-MANIPULATOR

The following computations have been done with 15-digit arithmetic.

Given a general 6R manipulator, its Denavit-Hartenberg-parameters and the joint variables $\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6$ of table 1 (Raghaven, Roth 90):

<table>
<thead>
<tr>
<th>link</th>
<th>$a_i$</th>
<th>$\alpha_i$ [deg]</th>
<th>$d_i$</th>
<th>$\theta_i$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>20</td>
<td>0.9</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
<td>31</td>
<td>3.7</td>
<td>29.7</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
<td>45</td>
<td>1.0</td>
<td>-45</td>
</tr>
<tr>
<td>4</td>
<td>1.8</td>
<td>81</td>
<td>0.5</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>12</td>
<td>2.1</td>
<td>-63</td>
</tr>
<tr>
<td>6</td>
<td>2.2</td>
<td>100</td>
<td>0.63</td>
<td>10</td>
</tr>
</tbody>
</table>

Solving the forward kinematics we obtain position and orientation of the end effector:

$$A_{\text{hand}} = \begin{bmatrix} 0.35493747530797 & 0.461639573991742 & -0.812962663562557 & 6.8215187150213 & 3.6590521368684 \\ 0.876709605247149 & 0.137616185817978 & 0.460914366741046 & 1.4614670400283 & 5.3690521368684 \\ 0.324653132880913 & -0.876327975716839 & -0.355878707125017 & 5.3690521368684 & 1 \end{bmatrix}$$
Using the eigenproblem-method (standard eigenproblem variant) to solve again the inverse kinematics yields for \( \{\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6\} \) the only two real solutions of Table 2. The error of the solution has been determined by solving the forward kinematics for each inverse kinematics solution. Then the matrix-2-norm has been applied to the difference of the exact and the approximated value for \( A_{\text{hand}} \) (Golub, Van Loan p. 58).

6. CONCLUSIONS AND FUTURE WORK

This paper presented a new method to solve the inverse kinematics of nonredundant manipulators with prismatic and revolute joints and related single-loop mechanisms. The key idea is to reduce the inverse kinematics problem to a generalized eigenproblem \( G\rho + \lambda H\rho = 0 \) where \( G, H \in \mathbb{R}^{n \times n}, \rho \in \mathbb{C}^n, \lambda \in \mathbb{C}, n \in \{2, 4, 8, 16\} \). The eigenproblem-method combines the advantages to determine all the configurations and to deliver numerically accurate results. It has been shown, by using simple orthogonal-matrix-relations, that the necessary basic equations may be derived without using formula-manipulation-programs.

Future work will be done on the optimization and on the automatization of the eigenproblem-method with a partial implementation on a parallel processor system.
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APPENDIX A: THE BASIC EQUATIONS IN ORTHOGONAL-MATRIX-FORM

With substitutions (42), the definitions (2), and the application of the orthogonal-matrix-relations (22-24) to the basic equations (16-21), the following equations in orthogonal matrix form are obtained:

\[ z|_A = \begin{pmatrix} C_{z,3}S_3S_5t_3e_3 \\ +C_{z,3}S_5S_4t_4 \\ +C_{z,3}S_3S_4S_5t_5 \end{pmatrix} = \begin{pmatrix} C_{z,3}T_3S_3T_5S_4T_7e_3 \\ -C_{z,3}T_3S_3T_5S_4T_7e_3 \\ -C_{z,3}T_3S_3T_5S_4T_7e_3 \end{pmatrix} = z|_B \]

\[ p|_A = \begin{pmatrix} t_4^Tt_4 \\ +2t_4^Tt_5S_5t_5 \\ +t_5^Tt_5 \end{pmatrix} = \begin{pmatrix} t_4^Tp_4 \\ +2t_4^Tp_5S_5t_5 \\ +t_5^Tp_5 \end{pmatrix} = (p^Tp)|_B \]

\[ (p^Tp)|_A = \begin{pmatrix} t_3^Tt_3 \\ +2t_3^Tt_4S_4t_4 \\ +2t_3^Tt_5S_5t_5 \end{pmatrix} = \begin{pmatrix} t_3^Tp_3 \\ +2t_3^Tp_4S_4t_4 \\ +2t_3^Tp_5S_5t_5 \end{pmatrix} = (p^Tp)|_B \]

\[ (p^z)|_A = \begin{pmatrix} C_{z,3}(t_3 \times S_3S_5S_6e_3) \\ +C_{z,3}(t_4 \times S_4S_5S_6e_3) \\ +C_{z,3}(t_5 \times S_5S_6e_3) \end{pmatrix} = \begin{pmatrix} C_{z,3}(t_3 \times S_3S_5S_6e_3) \\ +C_{z,3}(t_4 \times S_4S_5S_6e_3) \\ +C_{z,3}(t_5 \times S_5S_6e_3) \end{pmatrix} = (p^z)|_B \]

\[ p \times (p^z) + p \left( p^T \cdot z \right)|_A = \begin{pmatrix} C_{z,3}(t_3 \times (t_3 \times S_3S_5S_6e_3)) + t_3 (t_3^TS_3S_5S_6e_3) \\ +2C_{z,3}(t_3 \times (t_4 \times S_4S_5S_6e_3)) + t_3 (t_4^TS_4S_5S_6e_3) \\ +2C_{z,3}(t_3 \times (t_5 \times S_5S_6e_3)) + t_3 (t_5^TS_5S_6e_3) \\ +C_{z,3}(t_4 \times (t_4 \times S_4S_5S_6e_3)) + t_4 (t_4^TS_4S_5S_6e_3) \\ +2C_{z,3}(t_4 \times (t_5 \times S_5S_6e_3)) + t_4 (t_5^TS_5S_6e_3) \\ +C_{z,3}(t_5 \times (t_5 \times S_5S_6e_3)) + t_5 (t_5^TS_5S_6e_3) \end{pmatrix} = \begin{pmatrix} C_{z,3}(t_3 \times (t_3 \times S_3S_5S_6e_3)) + t_3 (t_3^TS_3S_5S_6e_3) \\ +2C_{z,3}(t_3 \times (t_4 \times S_4S_5S_6e_3)) + t_3 (t_4^TS_4S_5S_6e_3) \\ +2C_{z,3}(t_3 \times (t_5 \times S_5S_6e_3)) + t_3 (t_5^TS_5S_6e_3) \\ +C_{z,3}(t_4 \times (t_4 \times S_4S_5S_6e_3)) + t_4 (t_4^TS_4S_5S_6e_3) \\ +2C_{z,3}(t_4 \times (t_5 \times S_5S_6e_3)) + t_4 (t_5^TS_5S_6e_3) \\ +C_{z,3}(t_5 \times (t_5 \times S_5S_6e_3)) + t_5 (t_5^TS_5S_6e_3) \end{pmatrix} = \begin{pmatrix} p \times (p^z) + p \left( p^T \cdot z \right)|_B \end{pmatrix} \]
The regular structure of the equations $p^T \mathbf{p}$, $\mathbf{p} \times (\mathbf{p} \times \mathbf{z}) + \mathbf{p} (\mathbf{p}^T \cdot \mathbf{z})$ should be noted, especially the $t_i$-terms. E.g. the structure is the same you get by expanding $(a+b+c)^2$:

$$(a+b+c)^2 = (a^2+2ab+2ac)+(b^2+2bc)+(c^2)$$

**APPENDIX B: PROOF OF PROPOSITIONS a) - e)**

The easiest way to prove the propositions a) through e) is to use the basic equations in orthogonal-matrix-form (see Appendix A).

**Proof a):** $S_7$ and $t_7$ appear only on the right hand side.

**Proof b):** $\theta_6$ always appears as $S_6 \cdot e_3$. But using the substitutions (42), this can be reduced to $S_6 \cdot e_3 = C_{6,3} \cdot C_{6,3} \cdot e_3 = C_{6,3} \cdot e_3$, which proves the independence of $\theta_6$.

**Proof c):** In none of the equations $p^T \mathbf{z}$ and $p^T \mathbf{p}$ the orthogonal matrix $C_{6,3}$ can be found. Thus the equations are independent of $\theta_6$. In the equations $z_3$, $p_3$, $(p \times z)_3$, $\{p \times (p \times z) + p (p^T \cdot z)\}$, the variable $\theta_3$ always appears as $e_3^T \cdot C_{3,3}$. But it can easily be shown that equation $e_3^T \cdot C_{3,3} = e_3^T$ always holds.

**Proof d):** Each orthogonal matrix $S_i$ and $C_{i,3}$ appears at most once in each multiple matrixproduct.

**Proof e):** This property is a direct consequence of (26).

**APPENDIX C: RPRRPR-MANIPULATOR**

This section shows how the inverse kinematics of a general RPRRPR-manipulator can be reduced to a generalized eigenproblem with dimension 8. It is known that this manipulator has at most 8 solutions to the inverse kinematic problem.

Only the equations (16,17,19,20), i.e. $z$, $p$, $p^T \mathbf{z}$, $p \times \mathbf{z}$, are used. The kinematical chain will be cut as before at the joints 3 and 6. The analogous system of equations of (30) can be obtained as

$$U \cdot \xi \cdot (1 + x_3^2) = V \cdot \begin{bmatrix} x_3 & \hat{\rho} \\ \hat{\rho} & \end{bmatrix} \quad U \in \mathbb{R}^{14 \times 6}, \ V \in \mathbb{R}^{14 \times 16}, \ \xi \in \mathbb{C}^{6}, \ \hat{\rho} \in \mathbb{C}^{8}$$

using 6 equations out of the 14 in (43), the unknown vector $\xi (1 + x_3^2)$ may be stated as

$$\xi \cdot (1 + x_3^2) = U_6^{-1} V_e \cdot \begin{bmatrix} x_3 & \hat{\rho} \\ \hat{\rho} & \end{bmatrix} \quad \text{with} \quad U = \begin{bmatrix} U_6 \\ U_8 \end{bmatrix}, \ V = \begin{bmatrix} V_e \\ V_8 \end{bmatrix}, \ U_8 \in \mathbb{R}^{8 \times 6}, \ U_8 \in \mathbb{R}^{6 \times 6}, \ V_8 \in \mathbb{R}^{8 \times 6}, \ V_8 \in \mathbb{R}^{6 \times 8}$$

and then eliminated out of the remaining 8 equations. One more reformulation yields

$$\{U_8 U_6^{-1} V_6^{-1} V_8\} \cdot \hat{\rho} + x_3 \{U_8 U_6^{-1} V_6^{-1} V_8\} \cdot \hat{\rho} = 0 \quad \hat{G}, \hat{H} \in \mathbb{R}^{6 \times 8}; \ \hat{\rho} \in \mathbb{C}^{8}; \ x_3 \in \mathbb{C}$$

where

$$V_6 = [^x V_6, ^y V_6], \ V_8 = [^x V_8, ^y V_8] \quad ^x V_6, ^y V_6 \in \mathbb{R}^{6 \times 8}, \ ^x V_8, ^y V_8 \in \mathbb{R}^{8 \times 8}$$

With $G := \hat{G}$, $H := \hat{H}$, $\rho = \hat{\rho}$ this is already the generalized eigenproblem with dimension 8 for the RPRRPR-manipulator.

$$G \cdot \rho + x_3 H \cdot \rho = 0 \quad G, H \in \mathbb{R}^{6 \times 8}; \ \rho \in \mathbb{C}^{8}; \ x_3 \in \mathbb{C}$$

In this case the steps analogous to (35,36) are unnecessary.
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Abstract. The tangent-half-angle substitution is commonly used to convert “goniometric” equations in the sine and cosine of a certain variable $\theta$ into polynomial equations in a new variable $x = \tan(\theta/2)$. This facilitates the solution of goniometric equations and systems of equations. Elementary problems concerning the special case $\tan(\pm \pi/2)$ and the introduction of trivial extraneous roots into systems of equations are well known and can be handled. The article shows that nontrivial extraneous roots may be generated when a tangent-half-angle substitution for some variable is used to derive a characteristic equation for another variable from a goniometric system of equations. An effective method is presented to decide before the symbolic solution of a system whether a tangent-half-angle substitution produces such extraneous roots. The results can also be used to detect relevant simple subclasses of manipulators in a given superclass when no general symbolic solution for the superclass is explicitly known.

As an application, it is proven that the Raghavan-Roth algorithm for the symbolic solution of the inverse kinematics problem never generates these nontrivial extraneous roots.

1 Introduction

The solution of equations and systems of equations containing trigonometric functions in one or several variables is more difficult than the solution of ordinary polynomial equation(system)s. Therefore, methods for converting such equations into polynomial equations are desirable. This article investigates problems of a special conversion method for a special class of goniometric functions, the so-called sine-cosine polynomials or short SC-polynomials. An SC-polynomial $g(\theta)$ in some variable $\theta$ is a function of the type

$$g(\theta) = \sum_{i+j=0}^{m} g_{ij} s^i c^j$$

where $s$ and $c$ stand for $\sin(\theta)$ and $\cos(\theta)$ and $m \in \mathbb{N}$. (1)

The coefficients $g_{ij}$ can be arbitrary functions in other variables; in particular, they can be SC-polynomials in other variables.

The most familiar conversion method for SC-polynomials is the so-called tangent-half-angle substitution. It is based on the elementary trigonometric identities

$$\sin(\theta) = \frac{2 \tan(\theta/2)}{1 + \tan^2(\theta/2)}$$

and

$$\cos(\theta) = \frac{1 - \tan^2(\theta/2)}{1 + \tan^2(\theta/2)}$$

for $\theta \neq k \pi, k \in \mathbb{Z}$. (2)

By application of (2), every SC-polynomial $g(\theta)$ can be converted into a rational polynomial $\tilde{g}(x)$ in a new variable $x = \tan(\theta/2)$. When $\tilde{g}(x)$ is collected over the common denominator, common factors...
are cancelled and the maximal factor \((1 + x^2)^k\) in the denominator is eliminated, one obtains an ordinary polynomial \(\tilde{g}(x)\) in \(x\). \(\tilde{g}(x)\) is called the **TS-form** ("TS" stands for tangent-half-angle substitution) of \(g(\theta)\) concerning \(\theta\). To find the roots \(\theta^{(i)}\) of an SC-polynomial \(g(\theta)\) it is sufficient to determine the roots \(x^{(i)}\) of the corresponding TS-form \(\tilde{g}(x)\) because \(\theta^{(i)} = 2 \arctan(x^{(i)})\) for \(\theta^{(i)} \neq \pm \pi/2\).

The conversion into the TS-form poses two well known, elementary problems. One results from the fact that \(\tan(\theta/2)\) is undefined for \(\theta = \pm \pi\). This causes problems in reconstructing the roots \(\theta = \pm \pi\) from \(\tilde{g}(x)\). Moreover, it can become difficult to reconstruct other roots, occurring in conjunction with the root \(\theta = \pm \pi\); see (Lipkin & Duffy, 1985) for a detailed discussion of this problem. In (Kovács, 1991), the **homogeneous tangent-half-angle substitution** was introduced which solves these problems in an elegant, unified way but complicates subsequent calculations with the converted equations.

The actual reason for a conversion to TS-form is not so much the solution of single SC-polynomials but the symbolic solution of systems of equations of SC-polynomials ("SC-equations"). The second problem is related to this type of systems. The major step in a symbolic solution is to find a so-called (univariate) characteristic equation for a variable \(\theta\), i.e. to eliminate all other variables from the system until an equation is obtained that contains only the desired variable \(\theta\). To find a characteristic equation for \(\theta\), it may be helpful to bring SC-equations into TS-form with respect to \(\theta\). It is obvious that the elimination of the denominator \((1 + x^2)^k\) during the conversion may prevent the cancellation of factors \((1 + x^2)\) in later steps of the elimination process. Therefore, extraneous roots \(x = \pm 1\) with \(t = \sqrt{-1}\), may appear in the final characteristic equation for \(x\). This phenomenon, well known in kinematics, is discussed for example by Raghavan and Roth (1991). Obviously, extraneous factors \((1 + x^2)\) can be detected and eliminated easily from characteristic equations.

This article investigates another problem of the tangent-half-angle substitution which is closely related to the last one. We show that extraneous roots "generated" by a conversion to TS-form with respect to \(\theta_i\) can induce extraneous roots also in the characteristic equations \(f(\theta_j) = 0\) for variables \(\theta_j\) with \(i \neq j\). Note that the extraneous roots are generated in \(f(\theta_j)\) although their "generator", the variable \(x_i\), is eliminated during the solution of the system of equations and does not appear in \(f(\theta_j)\). In contrast to the second problem mentioned above, this kind of extraneous roots cannot be detected and eliminated easily anymore. Simultaneous conversions into TS-form for variables \(\theta_i, \theta_j, \ldots\) can generate a set of different extraneous roots in the characteristic equation for \(\theta_k\).

The results presented in this article are the following:

- An effective method is developed to decide "in advance", before a symbolic solution of the system is known, whether a conversion into TS-form with respect to some variable generates extraneous roots in a given system of SC-equations ("SC-system").
- The method can serve as an indicator for certain relevant simplifications during the solution of SC-systems. They can be detected easily before the system is solved. The simplifications are independent from the conversion into TS-form - they apply to unconverted systems.
- The technique permits to identify "in advance" subclasses of a manipulator class that possess simpler solutions than the general class. Manipulators with simple solutions are relevant for industrial applications.

### 2 Extraneous roots and extraneous factors

From now on the problem is discussed from a kinematical viewpoint; see (Paul, 1981) for a comprehensive introduction to kinematics. SC-polynomials play a major role in this field. In the sequel we distinguish in particular between revolute variables \(\theta\) and prismatic variables \(d\). If a variable is
revolute, all equations in the system of kinematics equations are SC-equations with respect to \( \theta \).
For a prismatic variable \( d \), all equations are ordinary polynomial equations with respect to \( d \).
In kinematics, we are not so much interested in isolated extraneous roots that occur only at certain effector poses. Their occurrence after a conversion to TS-form is a normal, unavoidable phenomenon that does not affect the solution of kinematical systems of equations; see (Kovács, 1993). Much more important are extraneous factors. A (global) extraneous factor in a characteristic equation \( f(q) = 0 \) for some variable \( q \), which may be revolute or prismatic, is a factor \( p(q) \) of \( f(q) \) such that all solutions of \( p(q) = 0 \) are extraneous roots. Note that extraneous factors yield extraneous roots for any given effector pose, reachable or not. The distinction between extraneous roots and factors is apparently meaningless if all parameters in the system of kinematics equations are set to numerical values. The method presented here detects both: isolated extraneous roots and extraneous factors caused by a conversion into TS-form.

2.1 An example
To examine the problem in detail, a kinematical example is investigated. Let
\[
(\theta_1, 0, 0, 0) \ (0, d_2, 0, \pi/2) \ \theta_3, d_3, a_3, \alpha_3) \ \theta_4, d_4, a_4, 0) \ \theta_5, 0, a_5, \alpha_5) \ \theta_6, 0, 0, 0)
\] (3)
be the Denavit-Hartenberg specification (see (Paul, 1981)) of a manipulator class with constant \( d_3 \) and \( \theta_4 \), i.e. the third and fourth joint variable are \( \theta_3 \) and \( d_4 \). As usual, \( \sin(\theta_i) \), \( \cos(\theta_i) \), \( \sin(\alpha_j) \) and \( \cos(\alpha_j) \) are abbreviated by \( s_i \), \( c_i \), \( s_j \) and \( c_j \) respectively. The pose parameters, i.e. the elements of the homogeneous 4 x 4 effector matrix \( T \) specifying the effector position, are denoted by \( t_{ij} \). Let
\[
X = (\lambda_1 d_3 + d_4), \ Y = (c_4 a_3 + a_4 + d_3 \mu_3 s_4), \ Z = (c_4 d_3 \mu_3 - a_3 s_4).
\] (4)
The following equations can be derived from the system of kinematics equations of (3)
\[
0 = \ t_{14} + t_{13} (\mu_5 (c_5 Z - s_5 Y) - \lambda_5 X) + s_6 \ (t_{11} (\lambda_5 (s_5 Y - c_5 Z) - \mu_5 X) + \\
\ t_{12} (a_5 + c_5 Y + s_5 Z)) + c_6 \ (t_{12} (\lambda_5 (s_5 Y - c_5 Z) - \mu_5 X) - t_{11} (a_5 + c_5 Y + s_5 Z))
\] (5)
\[
0 = \ t_{24} + t_{23} (\mu_5 (c_5 Z - s_5 Y) - \lambda_5 X) + s_6 \ (t_{21} (\lambda_5 (s_5 Y - c_5 Z) - \mu_5 X) + \\
\ t_{22} (a_5 + c_5 Y + s_5 Z)) + c_6 \ (t_{22} (\lambda_5 (s_5 Y - c_5 Z) - \mu_5 X) - t_{21} (a_5 + c_5 Y + s_5 Z))
\] (6)
\[
0 = \ (\lambda_3 \mu_5 + \lambda_5 \mu_3 (c_5 c_4 - s_5 s_4)) (s_6 t_{31} + c_6 t_{32}) + \mu_3 (c_4 s_5 + c_5 s_4) (c_6 t_{31} - s_6 t_{32}) + \\
\ (\lambda_3 \lambda_5 + \mu_3 \mu_5 (-c_5 c_4 + s_5 s_4)) t_{33}
\] (7)
Equations (5) and (6) are the first and second "positional equation" ("element-equation (1,4) and (2,4)") of the homogeneous 4 x 4 kinematic matrix equation
\[
A_1 * A_2 = T * A_6^{-1} * A_5^{-1} * A_4^{-1} * A_3^{-1}
\] (8)
where the \( A_i \) are the familiar arm matrices; see (Paul, 1981). (7) is element-equation (3,3) of (8). Equations (5), (6) and (7) constitute a system of three equations in three variables \( d_4, \theta_5 \) and \( \theta_6 \). For a first, detailed inspection of the problem, we simplify the manipulator class drastically and set \( d_3 = a_3 = \alpha_3 = \theta_4 \) and \( a_5 = 1 \) and \( \alpha_5 = \text{atan2}(3, 4) \), i.e. \( \mu_5 = 3/5 \) and \( \lambda_5 = 4/5 \). In this case, \( \theta_5 \) vanishes from (5) and (6), yielding a simple system of two equations in two unknowns \( d_4 \) and \( \theta_6 \). To avoid any distraction and to simplify considerations further, all pose parameters are set to (arbitrary) numerical values
\[
T_0 = \begin{bmatrix}
-1 & 0 & 0 & -5 \\
0 & 1 & 0 & 2 \\
0 & 0 & -1 & 3 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (9)
As a notational simplification we omit the indices of the variables. This transforms (5) and (6) into
\[
\begin{align*}
\frac{3}{5}s \cdot d + c - 5 &= 0 \quad (10) \\
\frac{1}{5} c \cdot d + 2 &= 0 \\
\end{align*}
\]

Obviously, no direct simplification of this system is possible. Solution of (10) for \(d\) and subsequent substitution into (11) gives
\[
-5c + c^2 + 2s + s^2 = 0 \quad \text{for} \ s \neq 0.
\]

The last equation can be simplified and yields a characteristic equation of degree 2 after conversion to TS-form.

Next, we investigate the solution in the case of a tangent-half-angle substitution. The substitution according to (2) yields for (10) and (11):
\[
\begin{align*}
-4 + \frac{6}{5} d x - 6x^2 &= 0 \quad (13) \\
\frac{2 - \frac{3}{5} d}{1 + x^2} + 2x + (2+\frac{3}{5} d)x^2 &= 0 \quad (14)
\end{align*}
\]

No simplification is possible in neither of the equations. An extraneous root is generated when the denominators \((1+x^2)\) are cleared. Solution of the numerator of (13) for \(d\) and substitution into (14) yields for \(x \neq 0\)
\[
-2 + 2x + x^2 + 2x^3 + 3x^4 = 0.
\]

(15) contains an extraneous factor and the equation also reveals its origin: it is cancelled, if the denominator \((1+x^2)\) of (14) is not eliminated. This side-effect of a conversion to TS-form is well known and it is easy to determine the correct characteristic equation in such a case: We only have to investigate if \(x = \pm t\) is a solution of the characteristic equation and if so, divide the equation by the maximum power of \((1+x^2)\). According to (2), \(x = \pm t\) corresponds to a solution \(\theta\) at complex infinity.

A more difficult problem arises if a characteristic equation for another variable is derived after conversion to TS-form. Let \(\mathbb{F}\) be the system of equations consisting of the numerators of (13) and (14). If \(\mathbb{F}\) is solved for \(d\) instead of \(\theta\) we get
\[
-17500 - 6075d^2 + 81d^4 \equiv (9d^2 - 700) \ast (9d^2 + 25) = 0. \quad (16)
\]

The factor \((9d^2 - 700)\) yields the correct solutions, corresponding to the two proper solutions of (10) and (11). The solutions \(d = \pm \frac{5}{3}t\) of \((9d^2 + 25) = 0\) are generated by the “original” extraneous roots \(x = \pm t\) of \(\mathbb{F}\). This becomes obvious by setting \(d = \pm \frac{5}{3}t\) in \(\mathbb{F}\) because the only solutions of the resulting two systems in one variable are \(x = \pm t\). We say that \(x\) (or more precisely: the extraneous factor \((1 + x^2)\) in (15)) is the generator and \((9d^2 + 25)\) in (16) is its conjugate extraneous factor. Note that the origin of the two solutions \(d = \pm \frac{5}{3}t\) and the fact that they are extraneous cannot be derived from the characteristic equation (16) alone. The conjugate extraneous factor \((9d^2 + 25)\) in (16) does not appear in a particular, clearly recognizable form like its generator \((1 + x^2)\) in equation (15). In general, generators are always of the form \((1 + x^2)\) but the form of their conjugate extraneous factors is not unique. The latter is determined by the particular system of equations. Thus, generators can be identified directly but not their conjugate extraneous factors. To detect conjugate extraneous roots in the general case, one has to inspect all solution sets (in kinematics: all joint configurations) of the system of equations.

---

1 As mentioned before, \(t\) stands for \(\sqrt{-1} \in \mathbb{C}\).
All observed phenomena can obviously occur as well if the system contains no prismatic but only revolute variables.

It is evident that the symbolic solution of systems of equations usually becomes far more difficult in the presence of extraneous factors since intermediate and resulting equations are more complicated and of larger degree than the correct ones. Moreover, it is more difficult to solve the resulting characteristic equations if conjugate extraneous factors are not detected and eliminated because they are of larger degree. This is particularly important for time critical applications like in robot control units.

The above problems can even increase. If complicated systems of multivariate SC-equations are to be solved it may be helpful to carry out simultaneous conversions to TS-form with respect to several variables, i.e. the converted system may contain different new variables \( x_i = \tan(\theta_i/2) \). According to the preceding considerations, a characteristic equation for some variable \( q_j \) may now contain different extraneous factors which are difficult to identify. Each of these factors corresponds to a solution \( x_i = \pm t \) for some \( x_i \). The identification and elimination of these extraneous factors can require considerable effort, especially in the case of large systems with several formal, i.e. nonnumerical, parameters. Section 4 gives an example of such a combination of extraneous factors.

Consequently, it is desirable to decide in advance, before a system is solved symbolically, if a conversion to TS-form introduces extraneous roots. Before an effective method for the early detection of extraneous roots is developed we briefly investigate some attempts to circumvent the problem. First, it may seem that the homogeneous tangent substitution mentioned above can prevent the generation of extraneous roots but is proven in (Kovács, 1991) that this is never the case. Theoretically, the concept of ideal-quotients can be used to eliminate extraneous factors from an ideal but unfortunately this does not provide a practical method of solving the problem.

### 2.2 Real extraneous roots

Equation (16) seems to indicate that conjugate extraneous roots must be complex. This is not true. The system of equations

\[
\begin{cases}
10 s_2 s_1 - 4 c_1 d + 7 = 0 \\
4 s_1 d + 5 c_1 - 1 = 0 \\
(s_2^2 - 5/2 s_2 c_1 - s_1 d) = 0
\end{cases}
\]

is a counter example. When it is converted to TS-form with respect to \( \theta_1 \), extraneous roots are generated. The resulting univariate characteristic equation for \( s_2 \) is

\[
(2 s_2 - 1)^2 \ast (-294 + 49 s_2 + 674 s_2^2 - 100 s_2^3 - 196 s_2^4 + 16 s_2^5 + 16 s_2^6) = 0
\]

and \( s_2 = 1/2 \) is the extraneous root conjugated to \( x_1 \). Thus, extraneous roots in characteristic equations can even be real.

### 2.3 Euler substitution

Actually, the problem is not specifically related to the tangent-half-angle substitution. It occurs whenever a conversion of a system of equations into polynomial form requires the elimination of non-trivial common denominators. As an example, the Euler substitution is investigated which is based on the familiar identities

\[
\sin(\theta) = t \ast \frac{1 - y^2}{2 y}, \quad \cos(\theta) = \frac{y^2 + 1}{2 y} \quad \text{with } y = e^{i\theta}.
\]
Conversion of (10) and (11) and subsequent elimination of common denominators yields
\[
\begin{align*}
5t - 3d + 20y - 5t y^2 - 3d y^2 &= 0 \\
5 + 3t d - 50y + 5y^2 - 3t d y^2 &= 0
\end{align*}
\]
(20)
The resulting univariate characteristic equation for \(y\) is
\[
(21 - 20t)y + (-10 + 4t)y^2 + 29y^3 = 0
\]
(21) and obviously, \(y = 0\) is an extraneous root. The univariate characteristic equation for \(d\) is
\[
-3500t - 2100d - 45t d^2 + 27d^3 = (9d^2 - 700) * (3d - 5t) = 0
\]
(22) and \(d = \frac{5\sqrt{3}t}{3}\) is the corresponding extraneous root. Thus, a similar effect as in the case of the conversion to TS-form is encountered. However, the Euler substitution is apparently better suited for practical purposes: The elementary "original" extraneous factor \((y)\) is linear instead of the quadratic factor \((1 + x^2)\) and is of simpler form! Moreover, the conjugate extraneous roots in other characteristic equations are also linear as demonstrated by (22). (Kovács, 1993) contains details about Euler substitutions.

3 Control systems
In this section a method is developed to decide whether a conversion to TS-form generates extraneous roots in a given system of SC-equations.

3.1 Definition and basic properties
Let \(\mathcal{F}\) be a system of SC-equations in variables \(\theta, q_1, q_2, \ldots\) of the type
\[
\sum_{i+j=0}^{m} g_{ij}(q_1, q_2, \ldots) s^i c^j = 0, \quad m \in \mathbb{N}
\]
(23) with coefficients \(g_{ij}(q_1, q_2, \ldots)\) that are functions in the remaining variables \(q_1, q_2, \ldots\). The task is to determine if a conversion to TS-form with respect to \(\theta\) produces a factor \((1 + x^2)\) in the resulting characteristic equation for \(x\). Such a factor appears if and only if the two values \(x = \pm t\) lead to correct solutions of the system for all values of the formal parameters contained in the system. That means: For \(x = \pm t\) and for any set of real or complex values for the formal parameters there exists a set of values for the remaining variables \(q_1, q_2, \ldots\) such that the resulting converted system of equations is satisfied. In the case of kinematic systems of equations, \(x = \pm t\) must lead to correct solutions for arbitrary real or complex values of the pose parameters \(t_{ij}\) and of the formal (nonnumeric) Denavit-Hartenberg parameters (short: DH-parameters).

Before continuing we introduce a normalization for SC-polynomials that was already proposed by Lipkin and Duffy (1985). This normalization proves to be crucial for the subsequent investigation. If all occurrences of \(s^2\) in an SC-polynomial \(g(\theta)\) of type (1) or (23) respectively are replaced by \((1 - c^2)\), one obtains an equivalent SC-polynomial \(h(\theta)\) where \(s\) appears only linearly
\[
h(\theta) = \sum_{j=0}^{n} h_{0j} c^j + s * \sum_{j=0}^{n-1} h_{1j} c^j
\]
with \(n \in \mathbb{N}, n \leq m\)
(24) and with corresponding coefficients \(h_{ij}\) and \(h_{0n} \neq 0\) or \(h_{1, n-1} \neq 0\). (24) is called the \(c\)-normalform of \(g(\theta)\). All SC-polynomials are considered to be in \(c\)-normalform from now on.

The conversion of (24) to TS-form yields

---

1 Indices are separated by comma when necessary.
To investigate if the system produces the factor \((1 + x^2)\) we must set \(x\) first to 1 and subsequently to -1 and inspect the resulting two systems. Each of both substitutions eliminates all but the leading two summands (with \(j = n\)) on the left-hand side of (25), yielding
\[
h_{0n} (1 - i^2)^n + h_{1,n-1} (\pm 2i) (1 - i^2)^{n-1} = 0.
\]
(26)
Thus, after dividing the resulting equations by the common factor \(2^n\) one obtains
\[
\begin{align*}
h_{0n} + t h_{1,n-1} &= 0 \quad \text{for } x = t \\
h_{0n} - t h_{1,n-1} &= 0 \quad \text{for } x = -t
\end{align*}
\]
(27) (28)
Note that the two coefficients are usually functions \(h_{ij}(q_1, q_2, \ldots)\) containing the remaining variables. Obviously, the two equations are considerably simpler than the original equation (25). The prior conversion to c-s-normalform has contributed significantly to this simplification. The two equations (27) and (28) are called the positive and negative control equation of (25) with respect to \(\theta\). The set of positive control equations of all equations of \(\mathcal{F}\) constitutes the positive control system with respect to \(\theta\). In the analogous way, the negative control system is formed. A solution of a control system is a set of values for the “remaining” variables \(q_1, q_2, \ldots\) such that the control system is satisfied. If a control system of a system of kinematics equations is solvable for all real and complex effector poses we say that it is globally solvable. The solutions of the control system must of course be the conjugate extraneous roots with respect to \(x\); section 3.2 gives an example.

If both control systems of a system of (kinematics) equations with respect to a variable \(\theta\) are globally solvable, \(x = \pm t\) must be a solution of the converted system for all effector poses. Therefore, the characteristic equation for \(x\) must contain an extraneous factor \((1 + x^2)\) and the characteristic equations for the other variables contain conjugate extraneous roots.

If one of the control systems is not globally solvable, then \(x\) cannot generate an extraneous factor. However, if a conversion of \(\mathcal{F}\) to TS-form was done also for some other variable \(\theta_i \neq \theta\), the univariate characteristic equation for \(x\) may contain conjugate extraneous factors which are generated by the conversion with respect to \(\theta_i\).

Nonglobal solutions of a control system identify effector poses where the total number of real and complex joint configurations decreases. Every neighbourhood of such an effector pose contains correct solutions \(\theta\) that are arbitrarily close to complex infinity (without proof).

If all equations in the original system have real coefficients the (global) solvability of one of the two control systems always implies the solvability of the other; a proof of this statement is contained in (Kovács, 1993). Systems of kinematics equations always have real coefficients and thus it is sufficient to check only the positive control system.

3.2 The general case of the initial example

As an example, the general, unspecialized system of equations (5), (6) and (7) is investigated. Its positive control system with respect to \(\theta_6\) is
\[
\begin{align*}
&\quad \left(1 t_{11} + t_{12}\right) \left(t a_5 - \mu_5 X + c_5 \left(t Y - \lambda_5 Z\right) + s_5 \left(\lambda_5 Y + t Z\right)\right) = 0 \quad \text{(29)} \\
&\quad \left(1 t_{21} + t_{22}\right) \left(t a_5 - \mu_5 X + c_5 \left(t Y - \lambda_5 Z\right) + s_5 \left(\lambda_5 Y + t Z\right)\right) = 0 \quad \text{(30)} \\
&\quad \left(1 t_{31} + t_{32}\right) \left(\lambda_3 \mu_5 + \mu_3 \left(c_5 \left(\lambda_5 c_4 - t s_4\right) - s_5 \left(t c_4 + \lambda_5 s_4\right)\right)\right) = 0 \quad \text{(31)}
\end{align*}
\]
This system is globally solvable: The second factor of (31) determines \(\theta_5\) and for any value of \(\theta_5\), the right factor in (30) vanishes by appropriate choice of \(d_4\) in \(X\). The right factor in (29) is identical to the corresponding factor in (30) and vanishes simultaneously. Consequently, a conversion to
3.3 Extraneous roots under equivalent transformations

It is an important fact that the generation of extraneous roots can be prevented in some cases by a preceding equivalent transformation of the system. This is demonstrated by the trivial example

\[
\begin{align*}
  t_{11} d c^2 + t_{11} s + t_{22} &= 0 \\  t_{33} d c^2 + t_{22} c + d &= 0
\end{align*}
\]

The system ((32) and (33)) leads to a globally solvable control system \( \{ t_{11} d = 0, \ t_{33} d = 0 \} \). If this system is converted to TS-form, the resulting characteristic equations contain an extraneous factor. The generation of extraneous roots can be prevented as follows. Prior to the conversion to TS-form the algebraic combination \( t_{33} \cdot (32) - t_{11} \cdot (33) \) of the original equations yields

\[
t_{33} t_{11} s - t_{11} t_{22} c + t_{33} t_{22} - t_{11} d = 0.
\]

One of the two original equations, e.g. (32), may be replaced by (34) without changing the solution set of the system. If the conversion to TS-form is done after this transformation the control system is not globally solvable since the control equation corresponding to (34) is \( t_{33} t_{11} t - t_{11} t_{22} = 0 \! \). The reverse transformation of ((33) and (34)) into ((32) and (33)) demonstrates that equivalent transformations of the original system can introduce additional extraneous roots into the converted system! It is obvious that a conversion to c-s-normalform never has this effect.

4 Essential pythagorean simplifications

After having investigated methods to identify extraneous roots we inspect the unconverted system in case that a conversion generates extraneous roots. First, single equations are investigated. A tangent-half-angle substitution of (12) yields

\[
\begin{align*}
  \frac{-5c + 2s}{1 + x^2} &+ \frac{c^2 + s^2}{(1 + x^2)^2} \\
  \frac{-5 + 4 x + 5 x^2}{1 + x^2} &+ \frac{(1 + x^2)^2}{(1 + x^2)^2}
\end{align*}
\]

When (35) is collected over the common denominator \( (1 + x^2)^2 \) (i.e. without cancellation in the second term!), the extraneous factor appears in the numerator. The resulting numerator equals (15) multiplied by 2. (35) indicates that the occurrence of an extraneous factor \( (1 + x^2) \) in the numerator (TS-form!) corresponds to the applicability of the pythagorean formula \( s^2 + c^2 = 1 \) in the original SC-polynomial. We investigate the general case. Let

\[
g(\theta) = (s^2 + c^2)^\kappa b_1(\theta) + b_2(\theta), \quad \kappa \in \mathbb{N}
\]

with some SC-polynomials \( b_1(\theta) \) and \( b_2(\theta) \) in c-s-normalform. Apparently, \( g(\theta) \) is not in c-s-normalform. The equivalent transformation of \( g \) into \( b_1 + b_2 \) is called a pythagorean simplification. We speak of an essential pythagorean simplification if \( \deg(b_1) + 4 \kappa > \deg(b_2) \), where the degree \( \deg(g) \) of an SC-polynomial \( g(\theta) \) is defined as the total number of roots of \( g(\theta) \) counted with multiplicity.

\[\footnote{With some practically irrelevant exceptions, \( \deg(g) \) equals the ordinary polynomial degree of the TS-form of \( g \) with respect to \( x \). For \( h(\theta) \) of (24) it can be shown that \( \deg(g) = 2n. \)}\]
efficients $g_{ij}$ in (1), i.e. the coefficients with $i + j = m$. If such a simplification is possible for certain parameter values only the degree of the equation apparently decreases for these values.

Let $b_1$ and $b_2$ be the TS-forms of $b_1$ and $b_2$. A tangent-half-angle substitution for the right side of (35) yields

$$\frac{(1 + x^2)^2 \kappa}{(1 + x^2)\nu} \bar{b}_1(x) + \frac{\bar{b}_2(x)}{(1 + x^2)\mu} \quad \text{with } \nu, \mu \in \mathbb{N}$$

(37)

Since $b_1$ and $b_2$ are in c-s-normalform, (25) shows that $\bar{b}_1$ and $\bar{b}_2$ cannot contain a factor $(1 + x^2)$. When (37) is collected over its common denominator without cancellation of common factors the numerator contains a factor $(1 + x^2)$ if and only if $(2 \nu = \deg(b_1) + 4 \kappa > \deg(b_2) = 2\mu)$. Consequently, an extraneous factor $(1 + x^2)$ appears in the numerator of (37) if and only if the original SC-polynomial $g(\theta)$ permits an essential pythagorean simplification. The extraneous factor can obviously be cancelled in (37), i.e. it does not appear in the TS-form of $g(\theta)$.

This has an important practical consequence for the solution of SC-systems: the appearance of the extraneous factor $(1 + x^2)$ in a characteristic equation indicates an essential pythagorean simplification at some time during the solution process of the unconverted system. Thus, any symbolic solution of the system must contain one characteristic equation whose degree decreases $1$. For manipulators, all prior results show that there is at most one equation of degree greater two in a symbolic solution. Consequently, the degree of the "complicated" equation must drop due to an essential pythagorean simplification. Usually, the univariate characteristic equation is affected.

Note that it is impossible to obtain this information with methods that yield (symbolic) solutions only in case that all formal parameters are set to numerical values.

The above observation is helpful for practical mass examinations of manipulator classes. Assume that a manipulator class $\mathcal{M}$ is investigated and no general symbolic solution for the class is known but some system of equations is found from which characteristic equations can be derived. The concept of control systems permits the identification of subclasses of $\mathcal{M}$ for which the degree of the "complicated" characteristic equation decreases. These are the simple subclasses, i.e. the industrially relevant manipulators among the given class. The information is obtained without having to calculate the general symbolic solution of the - perhaps very difficult - system of equations. It is sufficient to determine the values of the DH-parameters for which the control system with respect to some variable $\theta$ is globally solvable.

As an example we investigate the system ((29), (30), (31)) again. As seen before, there must be an essential pythagorean simplification due to the extraneous factor generated by $x_6$. Now, simplifications due to $\theta_5$ or $x_5$ respectively are investigated. The positive control system with respect to $\theta_5$ is

$$(t Y - Z) (t_{11} (\lambda^5 s_6 + t c_6) + t_{12} (\lambda^5 c_6 - t s_6) - \mu_5 t_{13}) = 0$$

(38)

$$(t Y - Z) (t_{21} (\lambda^5 s_6 + t c_6) + t_{22} (\lambda^5 c_6 - t s_6) - \mu_5 t_{23}) = 0$$

(39)

$$\mu_3 (c_4 + t s_4) (\lambda^5 (s_6 t_{31} + c_6 t_{32}) + t (c_6 t_{31} - s_6 t_{32}) - \mu_5 t_{33}) = 0$$

(40)

First we note that the variable $d_4$ is not contained in the control system. The system is globally solvable only if $(t Y - Z) = 0$ because the factors of (38) and (39) containing pose parameters cannot vanish identically for arbitrary $T$. On the other hand, if $(t Y - Z) = 0$ then there is always some $\theta_6$ satisfying (40) and thus the system is globally solvable. For real DH-parameters, $(t Y - Z) = 0$ is equivalent to $Y = Z = 0$. Except from trivial solutions, the last condition is satisfied if and only if

1 A symbolic solution always consist of a sequence of characteristic equations such that the $j$-th equation determines the solutions of some variable $q_{ij}$. 

\( a_3 = -c_4 \, a_4 \) and \( a_4 = -d_3 \, \mu_3 / s_4 \). Consequently, an essential pythagorean simplification must be possible during the derivation of the resulting characteristic equations. Thus we have identified a simple(r) subclass of the original class having a smaller number of configurations.

Actually, the global solvability of the control system \((38), (39), (40)\) for \( Y = Z = 0 \) just reflects the fact that the variable \( \theta_5 \) vanishes from \( (5) \) and \( (6) \) in this case. The resulting system of two equations can be solved easily.

The control system \((29), (30), (31)\) with respect to \( \theta_6 \) was globally solvable without restrictions. Thus, \( Y = Z = 0 \) is an example of a case where two essential pythagorean simplifications combine, i.e. a simultaneous conversion to TS-form with respect to \( \theta_5 \) and \( \theta_6 \) generates two extraneous factors, one by \( \theta_5 \) and the other by \( \theta_6 \).

Obviously, a drop in the number of solutions of a system of SC-equations must not necessarily be caused by an essential pythagorean simplification. It can occur as well in the way it does in ordinary polynomial systems. These “ordinary” cases can be investigated with the aid of the familiar homogenization of the system. Information about a drop in the number of solutions is obtained by setting the homogeneous extension to zero. It must also be mentioned that control systems do not indicate all pythagorean simplifications. The corresponding statement only holds for control equations, but not for systems. A detailed analysis of the remaining cases is contained in (Kovács, 1993).

5 Application to the Raghavan-Roth algorithm

As a relevant example the universal algorithm for the solution of the inverse kinematics problem by Raghavan and Roth (1991) (short: RR-algorithm) is investigated. In the following, we use the notation of Raghavan and Roth and refer to the formulae in their paper by preceding formula-numbers with “RR”, e.g. (RR-17). The RR-algorithm reduces the solution of the inverse kinematics problem to the solution of a system of 6 quadratic equations in three variables \( \theta_3, \theta_4 \) and \( \theta_5 \). This system is solved via a conversion to TS-form for all three variables and a subsequent dialytic elimination of \( X_4 \) and \( X_5 \). Raghavan and Roth prove that a conversion with respect to \( \theta_3 \) always generates an extraneous factor \((1 + x_3^2)^4\) in the characteristic equation for \( x_3 \). For this reason they do not eliminate denominators \((1 + x_3^2)\) in all six equations but leave two equations in rational form, i.e. in the form \( \bar{g}(x_3) = 0 \) of section 1. They prove that the extraneous factor \((1 + x_3^2)^4\) is cancelled in this way during the dialytic elimination.

In the light of the preceding sections it is natural to ask whether the conversion with respect to \( \theta_4 \) (or \( \theta_5 \)) generates nontrivial conjugate extraneous factors in the characteristic equation for \( x_3 \). Since the RR-algorithm produces at most a 16-th degree polynomial in \( x_3 \) it is obvious that conjugate extraneous factors cannot appear in the case of manipulators with 16-th degree characteristic equations. Thus, the question is whether special manipulator geometries with lower degree characteristic equations exist where the algorithm produces nontrivial extraneous factors.

The naïve approach to this problem would try to proceed as follows: Calculate the symbolic solution for the completely general case where all DH- and pose parameters are formal (unspecialized) parameters, inspect the characteristic equations for \( x_4 \) and \( x_5 \) (after having determined \( x_3 \)) and try to determine DH-parameters such that one of these equations contains solutions \( x_j = \pm 1 \) for all effector poses. The last step is difficult enough, but the naïve approach already fails because of the first step. It is virtually impossible to explicitly obtain the characteristic equations for completely general formal parameters with the RR-algorithm (or in any other known way) due to the extreme complexity of the necessary calculations in this case. Thus, the concepts developed above are the only means to investigate the problem.
The system of the original six equations (RR-17) consists of two extremely complex equations (equations A and B of appendix 2 in\(^1\) (Raghavan & Roth, 1991)) and four comparatively simple equations (RR-26). The control system of the original six equations (RR-17) still is very complex. It contains two remaining variables \(\theta_2\) and \(\theta_5\). No pair of control equations contain a common factor which is free of pose parameters as in (29) and (30). Consequently, two of the six control equations determine values of \(\theta_3\) and \(\theta_5\) and the other four equations must hold for all these values.

We assume first that A and B determine \(\theta_3\) and \(\theta_5\). This is the most difficult case. The four remaining equations (RR-26) are obtained from a system of six quadratic equations in \(\theta_1, \theta_3, \theta_4\) and \(\theta_5\) by using two of the six equations to eliminate \(\theta_1\). We investigate this system in detail. The equations are denoted \(t_3, p_3, \vec{p} \cdot \vec{p} \cdot \vec{I}, (\vec{p} \cdot \vec{p}) \vec{I} - (2\vec{p} \cdot \vec{I}) \vec{p}\) in the original article. For the sake of simplicity we denote these equations by \(E_1\) to \(E_6\) in the sequence given above. The left- and right-hand sides of \(E_i\) are \(L_i\) and \(R_i\), i. e. \(E_i\) is of the form \(L_i = R_i\). Without loss of generality it can be assumed that \(d_1 = d_5 = d_6 = a_5 = 0\) because the corresponding constant elementary transformations of the kinematic matrix equation can always be “multiplied into the effector matrix \(T\), yielding a constant, linear, invertible transformation of \(T\). All six equations \(E_i\) are of the form

\[
\begin{align*}
  u_{01}(i) c_4 + u_{10}(i) s_4 + u_{00}(i) &= v_{01}(i) c_1 + v_{10}(i) s_1, \\
  i \in \{1, ..., 6\}
\end{align*}
\]

where \(u_{01}(i)\) and \(u_{10}(i)\) are functions of \(\theta_3\), \(\theta_5\) and of the Denavit-Hartenberg- but not of the pose parameters. The coefficients \(v_{01}(i)\) depend on all variables and parameters including the pose parameters. \(v_{01}(i)\) and \(v_{10}(i)\) are variable-free expressions in \(a_1, \lambda_1, \mu_1\) and the pose parameters. The RR-algorithm leaves open which equations to use for the elimination of \(\theta_1\). We select \(E_1\) and \(E_2\), i. e. \(t_3\) and \(p_3\) for this purpose because their right sides have a simple structure. The solution of \(E_1\) and \(E_2\) for \(\theta_1\) yields

\[
\begin{align*}
  s_1 &= \frac{L_1 t_{23} - L_2 t_{24}}{\mu_1 (t_{14} t_{23} - t_{13} t_{24})}, \\
  c_1 &= \frac{L_1 t_{13} - L_2 t_{14}}{\mu_1 (t_{14} t_{23} - t_{13} t_{24})} \quad \text{for } \mu_1 \neq 0
\end{align*}
\]

When all occurrences of \(s_1\) and \(c_1\) in \(R_3, ..., R_6\) are replaced by (42) one obtains four new equations of the form

\[
L_i = w_{11}(i) L_1 + w_{21}(i) L_2 \quad \text{for } i \in \{3, ..., 6\}
\]

with variable-free expressions \(w_{11}(i)\) and \(w_{21}(i)\) containing \(a_1, \lambda_1, \mu_1\) and the pose parameters. These are the four equations of (RR-26). According to (41) the control equation of (43) is

\[
\begin{align*}
  u_{01}(i) + u_{10}(i) &= w_{11}(i) L_1' + w_{21}(i) L_2', \\
  i \in \{3, ..., 6\}
\end{align*}
\]

with \(L_1' = (u_{01}(1) + u_{10}(1)) i\) and \(L_2' = (u_{01}(2) + u_{10}(2)) i\). \(L_1'\) and \(L_2'\) and the left-hand side of (44) are free of pose parameters. To be globally solvable the right side must also be free of pose parameters. The only possibility to achieve this is to select DH-parameters such that \(L_1' = L_2' = 0\). To find appropriate sets of parameters we investigate \(L_1'\) and \(L_2'\). Let \(r = (c_3 \lambda_3 \mu_2 + \lambda_2 \mu_3)\) and let

\[
\begin{align*}
  U &= (t s_5, t c_5, s_5, c_5, t, 1) \\
  V_1 &= (-s_3 a_5 \lambda_4 \mu_2, r a_5, r a_5 \lambda_4, s_3 a_5 \mu_2, r a_4 + s_3 d_5 \mu_4, s_3 a_4 \mu_2 - r d_5 \mu_4) \\
  V_2 &= (r \mu_5, s_3 \lambda_4 \mu_2, s_3 \mu_2, -r \lambda_4 \mu_4, s_3 \lambda_5 \mu_2, -r \lambda_5 \mu_4)
\end{align*}
\]

The \(V_i\) terms consist of the first six elements of the rows corresponding to \(t_3\) and \(p_3\) of the matrix \(P\)

\(\text{in (RR-16). In accordance with (RR-13) and (RR-14), } L_1' = V_1 * U \text{ and } L_2' = V_2 * U.\) To be identical zero, all components of \(V_1\) and \(V_2\) must be zero. Figure 1 depicts all different possibilities to achieve this. A complete directed path in the figure defines a sequence of conditions yielding \(L_1' = L_2' = 0\). The label \((i, f)\) indicates that the following condition(s) or alternatives, respectively,
Figure 1

\[
\begin{aligned}
\alpha_2 &= 0 \\
\alpha_5 &= \neq 0 \\
\alpha_2 &= 0 \\
\alpha_5 &= 0 \\
\alpha_2 &= \neq 0 \\
\alpha_5 &= 0
\end{aligned}
\]

\[
\begin{aligned}
(2,1) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,3) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,6) &\quad \rightarrow \quad a_4 = 0
\end{aligned}
\]

\[
\begin{aligned}
(2,1) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,3) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,5) &\quad \rightarrow \quad a_4 = 0
\end{aligned}
\]

\[
\begin{aligned}
(1,5) &\quad \rightarrow \quad a_5 = 0 \\
(2,3) &\quad \rightarrow \quad \alpha_3 \neq 0 \\
(1,6) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,5) &\quad \rightarrow \quad a_5 = 0
\end{aligned}
\]

\[
\begin{aligned}
(2,1) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,3) &\quad \rightarrow \quad \alpha_3 = 0 \\
(2,6) &\quad \rightarrow \quad a_4 = 0
\end{aligned}
\]

Figure 1

originate from the \( j \)-th component of \( V_i \). We restrict considerations to non-degenerated manipulators. This rules out both paths with \( \alpha_4 = 0 \) and the only remaining case is \( \alpha_2 = \alpha_3 = 0 \). This implies \( \alpha_2 \neq 0 \neq \alpha_3 \) because the class would be degenerated otherwise. The control equations of \( E_3 \) and \( E_4 \) can also be written in the form \( V_i \ast U = 0 \) for \( i \in \{ 3, 4 \} \). Now, a similar investigation as above leads directly, without any alternative, to the conditions \( \alpha_4 = a_4 = a_5 = \alpha_5 = 0 \) (components (3,2), (4,1), (4,6) and (3,5) of \( V_3 \) and \( V_4 \)). The resulting manipulator class is degenerated.

Even in the degenerated case extraneous factors can be prevented completely. If we eliminate \( \theta_1 \) not from \( E_1 \) and \( E_2 \) as in (42) but from \( E_3 \) and \( E_4 \) a similar investigation shows that the resulting system of six equations is free of extraneous factors for this manipulator class.

It only remains to inspect the second case of the initial alternative, i.e., we assume now that at most one of the equations \( A \) and \( B \) is used for the determination of \( \theta_3 \) and \( \theta_5 \). In this case the control equation of the unused equation is globally solvable only if four complicated expressions that are free of pose parameters (the left-hand sides of the control equations of \( l_1, l_2, p_1, p_2 \) in (Raghavan & Roth, 1991)) are constantly zero. This very restrictive case can be ruled out with the same methods as above. Thus we have shown that a conversion to TS-form with respect to \( \theta_4 \) of the system (RR-17) does not generate extraneous factors. Due to the structure of the original system (RR-17) it can be expected that \( x_5 \) cannot generate extraneous roots either. This was not checked explicitly yet.

6 Conclusions

We have investigated effects of a tangent-half-angle substitution on the solution of systems of SC-equations. It was demonstrated that a tangent-half-angle substitution and subsequent elimination of common denominators ("TS-form") can introduce nontrivial extraneous roots into SC-systems. A simple kinematical example showed how these extraneous roots can combine in resulting characteristic equations. An elementary but effective technique was presented that permits the determination of extraneous roots which are generated by a conversion to TS-form. This information can be obtained prior to the solution of the original SC-system. The concept of control systems can be used to determine certain simple, industrially relevant subclasses of a given manipulator class without knowing a symbolic solution for this class.

The results were applied to the Raghavan-Roth algorithm and it was proven that the generation of nontrivial extraneous roots by \( x_4 \) can be prevented in all cases. The example demonstrated how the use of control systems reduces the investigation of extraneous factors and essential pythagorean simplifications in very complicated systems of SC-equations to remarkable simplicity. An important means to reduce the complexity further was to delay the evaluation of the concrete equations as long as possible and to inspect only their abstract structure instead; see equations (41), (43) and (44).
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Abstract. We closely reconsider the mathematical tools needed for the solution of the inverse kinematics problem for 6R series manipulators by resultant methods. We discuss the reduction of the original problem, the homogenization of the reduced equations, and several approaches for the application of resultant methods.

1. Introduction

In recent years the application of resultant methods (dyalitic elimination) to the inverse kinematics problem of 6-degrees-of-freedom robots with 6 revolute joints gave interesting results. In particular for robots of general geometry Lee & Liang (1988a, 1988b) and Raghavan & Roth (1990) demonstrated that there is a univariate trigonometric polynomial of degree 16 in one of the joint angles, which determines all solutions of the inverse kinematics problem.

Failures of the methods when applied to some robots of special geometry make it necessary to reconsider their mathematical foundations, and to make an in depth analysis of their limitations and their range of applicability.

While we develop the material we will closely follow the paper of Raghavan & Roth (1990). Their paper contains two main results. From the closure equations they derive a system of 6 equations multilinear in three angles. By resultant methods they determine a univariate polynomial of degree 16 in one angle from this system.

First we show that the first 4 of the 6 equations given by Raghavan & Roth are uniquely extensible to a system equivalent to the closure equations (in mathematical terms they generate an elimination ideal).

Resultant methods intrinsically work with homogeneous equations only. Thus we discuss the relations between affine systems of equations and homogeneous systems. In particular we apply these considerations to trigonometric polynomials. In this context we reconsider the homogeneous substitution by the tangent of the half angle. This substitution allows us to eliminate the algebraic dependencies between sine and cosine.

The central part of the article will be a review of resultant methods and their limitations.

In the last section we apply our theory to the inverse kinematics problem. We consider robots of general and special geometry. We give examples which demonstrate some of the
difficulties encountered. In particular we discuss an approach for handling systems with an infinite number of solutions at infinity. Finally we state some open problems.

2. Notation

We use the notation of Tsai & Morgan (1985) and Raghavan & Roth (1990) throughout this article. We describe the links of an 6R series manipulator by homogeneous 4 x 4 transformation matrices $A_i$ relating the coordinate system of the $(i+1)^{th}$ link to that of the $i^{th}$ link.

$$A_i = \text{Rot}_z(\theta_i) \text{Trans}_z(d_i) \text{Trans}_x(a_i) \text{Rot}_x(\alpha_i)$$  \hspace{1cm} (2.1)

with the translation and rotation matrices defined by

$$\text{Rot}_z(\theta_i) = \begin{pmatrix} c_i & -s_i & 0 & 0 \\ s_i & c_i & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{Trans}_z(d_i) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & d_i \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{Rot}_x(\alpha_i) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \lambda_i & -\mu_i & 0 \\ 0 & \mu_i & \lambda_i & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (2.2)

where $c_i = \cos(\theta_i)$, $s_i = \sin(\theta_i)$, $\lambda_i = \cos(\alpha_i)$, $\mu_i = \sin(\alpha_i)$. \hspace{1cm} (2.3)

The closure equation for the 6R manipulator is the matrix equation

$$A_1 A_2 A_3 A_4 A_5 A_6 = A_H = \begin{pmatrix} l_x & m_x & n_x & p_x \\ l_y & m_y & n_y & p_y \\ l_z & m_z & n_z & p_z \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (2.4)

The inverse kinematics problem consists in solving these 12 scalar equations for the variables $\theta_1, \ldots, \theta_6$.

3. Reduction to 4 equations in 3 variables

From these 12 equations (2.4) in $\theta_1, \ldots, \theta_6$, which constitute the inverse kinematics problem, we will construct a system of 4 equations in $\theta_3, \theta_4, \theta_5$, which may be uniquely extended to a system equivalent to the closure equations. This is to say that every solution of the inverse kinematics problem solves these 4 equations. And each solution $(\theta_3, \theta_4, \theta_5)$ of these 4 equations may be uniquely extended to a solution of the original system. Furthermore, we get two additional equations of the same form, such that for robots of general geometry these 6 equations are linearly independent. Naturally, these two additional equations, though linearly independent, are algebraically dependent on the first 4 equations. The 6 equations were already given by Raghavan & Roth (1990). The proof that the first 4 of them may be uniquely extended to a system equivalent to the closure equations seems to be new.

Splitting up the matrix $A_2$ we may equivalently write the closure equation (2.4) in the following form:

$$\text{Trans}_z(d_2) \text{Trans}_x(a_2) \text{Rot}_z(\alpha_2) A_3 A_4 A_5 = \text{Rot}_z^{-1}(\theta_2) A_1^{-1} A_H A_6^{-1}$$  \hspace{1cm} (3.1)
Let $\vec{l}$ be the third column of these matrix equations, $\vec{p}$ the fourth:

$$
\vec{l} = \vec{l}_r, \quad \vec{p} = \vec{p}_r
$$

Both vector equations are independent of $\theta_6$. Kovács & Hommel (1990) proved that this system of 6 scalar equations in the 5 variables $\theta_1, \ldots, \theta_5$ may be uniquely extended to a system equivalent to the closure equations.

The next step is the elimination of $\theta_2$. We may hope that invariants under the rotation group built from $\vec{l}$ and $\vec{p}$ do not depend on some angles at all or have a polynomial dependence on $c_i$ and $s_i$ of low degree. The invariants are scalar and cross products of our vectors. We consider $\vec{l}$ and $\vec{p}$ of the first degree, $\vec{p} \cdot \vec{l}$, $\vec{p} \times \vec{l}$ and $\vec{p} \times \vec{l}$ of the second degree and the difference $(\vec{p} \cdot \vec{p})\vec{l} - 2(\vec{p} \cdot \vec{l})\vec{p}$ of the third degree in $\vec{p}$ and $\vec{l}$. The system of 6 equations formed by the scalar equations and the third components of the vector equations, that is

$$
l_3 \quad p_3 \quad \vec{p} \cdot \vec{p} \quad \vec{p} \cdot \vec{l} \quad (\vec{p} \times \vec{l})_3 \quad ((\vec{p} \cdot \vec{p})\vec{l} - 2(\vec{p} \cdot \vec{l})\vec{p})_3,
$$

is free of $\theta_2$ and does not have higher degree with respect to the other variables than the equations $\vec{l}$ and $\vec{p}$. In particular the equations are linear with respect to $c_1$ and $s_1$ (Raghavan & Roth 1990). The 5 equations $l_3, p_3, \vec{p} \cdot \vec{l}, \vec{p} \times \vec{l}_3$ may be uniquely extended to a system equivalent to the vector equations $\vec{l}$ and $\vec{p}$ (Kovács & Hommel 1990), provided $\vec{p} \cdot \vec{p} - p_1^2 \neq 0$ or $\vec{l} \cdot \vec{l} - l_3^2 \neq 0$. The second condition is equivalent to $l_3 \neq \pm 1$. Thus the last equation $((\vec{p} \cdot \vec{p})\vec{l} - 2(\vec{p} \cdot \vec{l})\vec{p})_3$ of the system (3.3) is algebraically dependent on the first 5 equations.

The right-hand sides of some of these 6 equations (3.3) are

$$
p_{3} : \quad \mu_1(ps_1 - qc_1) + \lambda_1(r - d_1)
$$

$$
n_{3} : \quad \mu_1(us_1 - vc_1) + \lambda_1 w
$$

$$
\vec{p} \cdot \vec{p} : \quad -2a_1(qs_1 + pc_1) + p^2 + q^2 + r^2 + a_1^2 + d_1^2 - 2rd_1
$$

$$
\vec{p} \cdot \vec{l} : \quad -a_1(us_1 + uc_1) + pu + qv + rw - d_1 w.
$$

The constants $p$, $q$, $r$, and $u$, $v$, $w$ depend on the geometry of the robot and the hand matrix only (Raghavan & Roth 1990). Given these 6 equations (3.3) linear in $c_1$ and $s_1$ we may eliminate $c_1$ and $s_1$ by Gaussian elimination. This gives 4 equations in $\theta_3, \theta_4, \theta_5$:

$$
f_i(\theta_3, \theta_4, \theta_5) = 0, \quad i = 1, \ldots, 4
$$

Given a solution to the equations (3.8) and provided that $\mu_1 \neq 0$ or $a_1 \neq 0$ and $pu - qv \neq 0$, we are able to determine $c_1$ and $s_1$ uniquely by linear equations. But we have to check that the condition $c_1^2 + s_1^2 = 1$ is satisfied. To prove that this is always the case, we observe that there is the following algebraic relation between the 6 equations (3.3).

$$
(\vec{p} \cdot \vec{l})^2 + (\vec{p} \times \vec{l})^2 + [(\vec{p} \cdot \vec{p})\vec{l} - 2(\vec{p} \cdot \vec{l})\vec{p}]_3 l_3 - ((\vec{p} \cdot \vec{p}) - p_3^2) = 0
$$

The left-hand sides of the equations (3.3) satisfy this relation identically in $\theta_3, \theta_4, \theta_5$. The right-hand sides (assuming no relation between $c_1$ and $s_1$) give

$$
(c_1^2 + s_1^2 - 1)(\mu_1^2(p^2 + q^2 + (r - d_1)^2 - (up + vq + w(r - d_1)^2) + a_1^2(u^2 + v^2)) = 0
$$
For most positions and orientations of the hand matrix, the second factor is not 0. So the first factor must be 0, giving the needed relation.

We have shown that the 4 equations (3.8) may be uniquely extended to a system equivalent to the inverse kinematics problem. Any solution of these 4 equations may be uniquely extended to a solution of the inverse kinematics problem. And this gives all solutions. Because the sines and cosines of the remaining variables \( \theta_1, \theta_2, \theta_6 \) are determined by linear equations, we further note, that any real solution of the 4 equations will extend to a real solution of the inverse kinematics problem.

These 4 equations will be multilinear in the variable sets \( S_i = \{ c_i, s_i \}, \ i = 3, 4, 5 \) as shown by Raghavan & Roth (1990). Thus they will have a total degree of 3. From the 8 unused components of the vector equations we may derive 2 additional equations of the same form.

\[
 f_i(\theta_3, \theta_4, \theta_5) = 0, \quad i = 5, 6 \tag{3.11}
\]

These are necessarily algebraically dependent on the equations (3.8). But for a robot of general geometry the six polynomials are linearly independent.

### 4. Homogenization

Solutions of the equations (3.8) and (3.11) may be calculated by several methods. (Multivariate) resultant methods may be applied to homogeneous polynomials only. So it seems necessary to recall some results on the connection between affine and homogeneous ideals and the connection between the solutions of affine and the corresponding homogeneous equations. Proofs and further background can be found in Macaulay (1916), Zariski & Samuel (1958), Renschuch (1976), and Möller & Mora (1984).

First we define the operator \( h \) which maps polynomials to homogeneous polynomials and the inverse operator \( a \). Let \( K \) be a field.

\[
 h : K[x_1, \ldots, x_n] \to K[x_0, \ldots, x_n] \quad h f = x_0^{\deg(f)} f(x_1/x_0, \ldots, x_n/x_0) \tag{4.1}
\]

\[
 a : K[x_0, \ldots, x_n] \to K[x_1, \ldots, x_n] \quad a F = F(1, x_1, \ldots, x_n) \tag{4.2}
\]

We note the following properties:

- \( ah f = f \)
- \( a F = a G \) and \( h a F = G \).

Next we extend these operators to ideals. For the ideal \( I \subseteq K[x_1, \ldots, x_n] \) define \( h I = (h f \mid f \in I) \). Note that the set \( \{ h f \mid f \in I \} \) is not an ideal. If the ideal \( I \) is given by a basis, that is \( I = (f_1, \ldots, f_r) \), we define \( * I = (h f_1, \ldots, h f_r) \). \( * I \) depends on the basis chosen. Given an affine system of polynomial equations \( f_i = 0, \ i = 1, \ldots, r \), we will call \( h f_i = 0, \ i = 1, \ldots, r \) the homogenized system of equations. This relation corresponds to the relation between \( I \) and \( * I \). We note some properties:

- The operator \( h \) maps the polynomials of \( I \) of degree less than or equal to \( d \) bijectively onto the polynomials of \( h I \) of degree \( d \).
- \( f \in I \Rightarrow \exists t \) such that \( x_0^t h f \in * I \).
\[\ast I \subseteq \mathcal{H}I\]

\[F \in \ast I \implies \ast F \in I\]

\[\mathcal{H}I : (x_0) = \mathcal{H}I\]

\[\ast I : (x_0) = \ast I \implies \ast I = \mathcal{H}I\]

A basis \((f_1, \ldots, f_r)\) of \(I\) is an \(H\)-basis for \(I\), iff \(\forall f \in I, \exists g_i, i = 1, \ldots, r\) such that \(f = \sum g_i f_i\) with \(\deg(f) = \max_{1 \leq i \leq r}(\deg(g_i f_i))\). Let \(I\) be given by an \(H\)-basis, then \(\ast I = \mathcal{H}I\).

The zero set \(\mathcal{V}\) of an ideal \(I \subseteq K[x_1, \ldots, x_n]\) is

\[\mathcal{V}(I) = \{(a_1, \ldots, a_n) \in K^n \mid f(a_1, \ldots, a_n) = 0, \forall f \in I\}.\]  

For homogeneous polynomials \(F(a_0, \ldots, a_n) = 0\) implies \(F(\lambda a_0, \ldots, \lambda a_n) = 0, \lambda \in K\). For homogeneous ideals \(J\) we identify these points with each other and count a complete solution ray as one point in projective space, that is \(\mathcal{V}(J) \subseteq \mathbb{P}^n_K\). If the zero set \(\mathcal{V}(I)\) consists of a finite number of points only, there is a bijection between these points and points of \(\mathcal{V}(\mathcal{H}I)\). The inclusion \(\ast I \subseteq \mathcal{H}I\) implies the reverse inclusion for the zero sets of the ideals. The zero set of \(\ast I\) may be bigger than the zero set of \(I\); that is, it may contain additional points, which are called points at infinity. Depending on the basis given, the zero set \(\mathcal{V}(\ast I)\) may have no, finitely many, or infinitely many additional points at infinity.

In the context of affine or homogeneous systems of equations, the zero sets \(\mathcal{V}(I)\) and \(\mathcal{V}(\ast I)\) of the ideals \(I\) and \(\ast I\) generated by the polynomials in the equations correspond to the solutions of the equations. The additional points at infinity in \(\mathcal{V}(\ast I)\) correspond to solutions at infinity of the homogenized equations.

Given an affine ideal \(I\) by its basis \((f_1, \ldots, f_r)\), we would like to work with the homogeneous ideal \(\mathcal{H}I\). But this requires the construction of an \(H\)-basis of \(I\), which is a difficult task. It will be important to find as many linearly independent elements of low degree in the ideal \(I\) as possible. We must certainly avoid the case of infinitely many solutions at infinity, because this will completely break resultant methods.

### 5. Trigonometric Ideals

We will apply the considerations of the last section to trigonometric polynomials and trigonometric ideals. Let us assume that the \(c_i, s_i, i = 1, \ldots, n\) are indeterminates. Let \(T = (c_i^2 + s_i^2 - 1, i = 1, \ldots, n)\). We will call an ideal \(I \subseteq K[c_1, s_1, \ldots, c_n, s_n]\) a trigonometric ideal if \(I \subseteq T\). Equivalently we may work with \(I/T \subseteq K[c_1, s_1, \ldots, c_n, s_n]/T\).

We homogenize trigonometric polynomials in the following way:

\[h_t : K[c_1, s_1, \ldots, c_n, s_n] \rightarrow K[c_1, s_1, z_1, \ldots, c_n, s_n, z_n] \]  

\[f(c_1, s_1, \ldots, c_n, s_n) \mapsto z_1^{ \deg(c_1, s_1)(f)} \ldots z_n^{ \deg(c_n, s_n)(f)} f(c_1/z_1, s_1/z_1, \ldots, c_n/z_n, s_n/z_n)\]

The well known homogeneous substitution by the tangent of the half angle is the ring homomorphism \(t_{1/2} : K[c_1, s_1, z_1, \ldots, c_n, s_n, z_n] \rightarrow K[u_1, v_1, \ldots, u_n, v_n]\), defined by the images of the generators

\[c_i \mapsto u_i^2 - v_i^2, \quad s_i \mapsto 2u_i v_i, \quad z_i \mapsto u_i^2 + v_i^2.\]
The kernel of the homomorphism is $^hT$. The image is generated by $(u_i^2, u_iv_i, v_i^2, i = 1, \ldots, n)$. That is, the image is the tensor product $\bigotimes_{i=1}^n \bigoplus_{d=0}^\infty K[u_i, v_i]_{2d}$. $K[u_i, v_i]_d$ denotes the $K$-module of homogeneous polynomials in $u_i$ and $v_i$ of degree $d$.

The image of $t_{1/2}$ is isomorphic to $K[c_1, s_1, z_1, \ldots, c_n, s_n, z_n]^{^hT}$, the ring of homogenized trigonometric polynomials in $n$ angles, by the Isomorphism Theorem. We define the inverse mapping $\bigotimes_{i=1}^n \bigoplus_{d=0}^\infty K[u_i, v_i]_{2d} \to K[c_1, s_1, z_1, \ldots, c_n, s_n, z_n]^{^hT}$ by the images of $u_i^2, u_iv_i, v_i^2$

$$u_i^2 \mapsto (z_i + c_i)/2 \quad v_i^2 \mapsto (z_i - c_i)/2 \quad u_iv_i \mapsto s_i/2. \quad (5.3)$$

This definition of the inverse map immediately results in a simple algorithm for the conversion of trigonometric polynomials in the form $f(u, v)$ to the standard form $f(c, s)$. For example write the polynomial

$$f = au^4 + bu^3v + cu^2v^2 + duv^3 + ev^4 \quad (5.4)$$

in the form

$$f = a(u^2)^2 + b(u^2)(uv) + c(u^2)(v^2) + d(uv)(v^2) + e(v^2)^2. \quad (5.5)$$

Use the substitutions (5.3) and set $z$ to 1.

**Example 5.1.** The system of two linear trigonometric equations

$$\begin{pmatrix} a_1 & b_1 \\ a_2 & b_2 \end{pmatrix} \begin{pmatrix} c \\ s \end{pmatrix} + \begin{pmatrix} d_1 \\ d_2 \end{pmatrix} = 0 \quad (5.6)$$

may be solved in the following ways:

- Gröbner basis method: Add the equation $c^2 + s^2 - 1 = 0$ to the scalar equations given and calculate a Gröbner basis with respect to a lexicographic variable order.

- direct method: Assume that the coefficient matrix of $c$ and $s$ is invertible. Write

$$\begin{pmatrix} c \\ s \end{pmatrix} + \begin{pmatrix} a_1 & b_1 \\ a_2 & b_2 \end{pmatrix}^{-1} \begin{pmatrix} d_1 \\ d_2 \end{pmatrix} = 0 \quad (5.7)$$

This allows us to calculate the solutions, provided $c^2 + s^2 - 1 = 0$, that is

$$(b_1d_2 - b_2d_1)^2 + (a_1d_2 - a_2d_1)^2 = (a_1b_2 - a_2b_1)^2 \quad (5.8)$$

- resultant method: Map the equations to

$$(a_i + d_i)u^2 + 2b_iuv + (d_i - a_i)v^2 = 0, \quad i = 1, 2, \quad (5.9)$$

and calculate the resultant of these equations. The vanishing of the resultant is necessary and sufficient for the existence of solutions. The condition is the same as the condition (5.8).

It is obvious that the Gröbner basis and the resultant approaches are valid even for non-linear systems of equations.
6. Resultant Methods

In this section we will develop a criterion for the non-existence of solutions of polynomial equation systems. That this is a reasonable approach will become clear as we proceed.

Consider the ideal \( I \subseteq K[x_1, \ldots, x_n] \), which is generated by \( f_1, \ldots, f_r \).

\[
I = \{ f \mid f = \sum_{i=1}^{r} g_i f_i, \ g_i \in K[x_1, \ldots, x_n] \}
\]

(6.1)

Now a special version of Hilbert’s zeros theorem states that \( 1 \in I \Leftrightarrow \mathcal{V}(I) = \emptyset \). So if it is possible to write \( 1 = \sum_{i=1}^{r} g_i f_i \) with appropriate \( g_i \in K[x_1, \ldots, x_n] \), the equations

\[
f_i = 0, \quad i = 1, \ldots, r
\]

(6.2)
do not have any solutions. Let \( d_i = \deg(f_i) \). Given \( D \in \mathbb{N} \), consider the set \( S_D \) of polynomials \( f \in I \) of the form \( f = \sum_{i=1}^{r} g_i f_i \) with \( \deg(g_i) \leq D - d_i \). If \( 1 \) is in the set \( S_D \), \( 1 \) is in \( I \) and \( \mathcal{V}(I) \) is empty.

We may view the set \( S_D \) as the image of the map

\[
\Phi_D : K[x_1, \ldots, x_n]^r \to K[x_1, \ldots, x_n] \quad (g_1, \ldots, g_r) \mapsto \sum_{i=1}^{r} g_i f_i.
\]

(6.3)

This map is linear in the coefficients of the \( g_i \). The image \( S_D \) is a subspace of the \( K \)-vector space with a basis which consists of all monomials of degree \( \leq D \).

We have thus reduced our nonlinear problem to a linear algebraic problem. If \( 1 \) is in the image of the linear map \( \Phi_D \), the equations (6.2) do not have solutions. We will further simplify our criterion. If the map \( \Phi_D \) is onto, \( 1 \) is certainly in the image, and there are no solutions.

The surjectivity of the linear map \( \Phi_D \) described by an \( n \times m \) matrix \( \Phi \) may be checked by the following methods: Assume that \( n = m \); then \( \Phi \) is onto if and only if \( \det(\Phi) \neq 0 \). If the dimensions do not agree, the surjectivity may be verified by a method suggested by Cayley (1848). For a modern treatment see Gelfand et al. (1992). Another method is the calculation of the gcd of the maximal minors of \( \Phi \) (Macaulay (1902, 1916, 1921)). The equivalence of the methods is shown in Kapranov et al. (1992).

We have shown that the surjectivity of \( \Phi_D \) is sufficient, that our equations do not have solutions. But it is not necessary.

What else is needed for a necessary condition? The first problem is the degree bound \( D \). Given \( d \) and \( 1 \notin S_d \), maybe \( 1 \in S_{d+1} \)? Let us assume that the \( f_i \) are ordered in such a way that \( d_1 \geq d_2 \geq \ldots \geq d_r \). If \( r < n + 1 \) set \( d_i = 1 \) for \( i = r + 1, \ldots, n + 1 \). Let \( D' = \sum_{i=1}^{n+1} d_i - n \). Under appropriate conditions, in particular that the homogenized system has only a finite number of solutions, Lazard (1981) shows, that \( 1 \notin S_{D'} \) implies \( 1 \notin S_d, d \geq D' \). For our applications this a priori bound will prove to be too high to be useful.

The second problem is that we test for surjectivity and not if \( 1 \) is in the image of the map \( \Phi_D \). If the map is not onto, we cannot be sure which monomial(s) is(are) not in the image. A closer inspection shows, that the absence of an arbitrary monomial in the image is a criterion for a solution of the homogenized equations. Thus, resultant methods
give criteria for the existence or nonexistence of solutions for systems of homogeneous equations only. When applied to affine systems the methods treat solutions at infinity on equal footing with ordinary solutions.

We will use these considerations in the following context. Given a system of affine equations

$$f_i(x_1, \ldots, x_n), \quad i = 1, \ldots, r$$

with a finite number of solutions \((a_{i1}, \ldots, a_{in}), \ i = 1, \ldots, l\). If we specialize the indeterminate \(x_1\) to \(c \in K\), the system

$$f_i(c, x_2, \ldots, x_n), \quad i = 1, \ldots, r$$

has solutions if and only if \(c \in \{a_{i1} \mid i = 1, \ldots, l\}\). We may consider \(x_1\) as a parameter and determine if the resulting system has no solutions. A sufficient condition, that no solutions exist is the surjectivity of the linear map \(\Phi_D\), which is now parametrized by \(x_1\).

The importance of the surjectivity tests described above is that they still work, when the linear map is parametrized. Both tests give a polynomial \(R\) in the parameter \(x_1\). The map as a function of \(x_1\) is onto if and only if \(R(x_1) \neq 0\).

For all specializations of the parameter \(c\) with \(R(c) \neq 0\), the map is surjective and there are no solutions. Only if \(R(c) = 0\) there may be solutions of our system (6.4). We may factor \(R\) into irreducible components over \(K\). All roots of an irreducible factor are algebraically equivalent. Each irreducible factor of \(R\) corresponds to

- solutions of the affine system (6.4),
- solutions at infinity, that is, solutions of the homogenized system not present in the affine system,
- or to an artefact, because the degree \(D\), up to which we considered polynomials in our ideal, was too low.

If the homogenized system has an infinite number of solutions at infinity, \(R\) will be identically 0. And the methods discussed so far will fail.

### 7. Inverse Kinematics Problem

In section 3 we reduced the inverse kinematics problem to a system of four equations (3.8) in \(\theta_3, \theta_4, \theta_5\). Our aim is to apply the resultant methods developed in the last section. This will necessitate the homogenization of the equations. The two additional equations (3.11), which in general are linearly independent will help us to avoid some zeros at infinity.

We treat the angle \(\theta_3\) as a parameter. Thus the result of our resultant methods will be a trigonometric polynomial in \(\theta_3\).

We call robots without algebraic relations between the Denavit-Hartenberg parameters robots of general geometry. Note, that this definition is different from the one given in Mavroidis & Roth (1992). If there are algebraic relations, we call the robot a robot of special geometry. In particular, a robot with rational values for some of the parameters is a robot of special geometry, because there will be linear equations for these parameters. For example if \(d_3 = 5\), there will be the equation \(d_3 - 5 = 0\).
7.1. Robots of General Geometry. For robots of general geometry the 6 equations (3.8) and (3.11) are linearly independent. They are still linearly independent when viewed as polynomials in \( \theta_4, \theta_5 \) with coefficients which are trigonometric polynomials in \( \theta_3 \). The equations are linear in the 9 monomials \( c_4s_5, c_4s_5, s_4c_5, s_4s_5, c_4, s_4, c_5, s_5, \) and 1.

Let us homogenize these equations with one additional variable \( z \). Multiply each of the six equations by \( c_4, s_4 \) and \( z \). Using the relation \( s^2 = z^2 - c^2 \) we get 18 equations in the 15 monomials \( c_4c_5, c_4s_5, c_4s_4s_5, c_5^2z, c_4s_4z, c_4s_5z, s_4c_5z, s_4s_5z, c_4z^2, s_4z^2, c_5z^2, s_5z^2, \) and \( z^3 \).

It is not correct to choose 15 equations which are linearly independent out of these 18, because the determinant of this system will have extraneous factors. But we may apply Cayley's method to the 18 equations. The result is a trigonometric polynomial in \( \theta_3 \) of degree 16.

Raghavan & Roth (1990) homogenize the angles \( \theta_4 \) and \( \theta_5 \) separately and apply the ring homomorphism \( t_{1/2} \). Then they set \( v_4 \) and \( v_5 \) to 1. In principle this may generate singularities not present in the original equations. In practice, because they use the resulting equations as the input to a resultant method, they implicitly continue to use the homogeneous form of the equations anyway. In the following we will not set \( v_4 \) and \( v_5 \) to 1. The result of the transformations is a system of 6 equations in the 9 monomials \( u_4^2u_5^2, u_4^3u_5v_5, u_4^3v_5^2, u_4v_4u_5v_5, u_4v_4v_5^2, v_4^2u_5, v_4^2v_5, u_4v_5^2, \) and \( v_4^2v_5^2 \).

Multiplying these equations by \( u_4 \) and \( v_4 \) gives 12 equations in the 12 monomials \( u_4^2u_5^2, u_4^3u_5v_5, u_4^3v_5^2, u_4^2v_4u_5v_5, u_4^2v_4v_5^2, u_4v_4^2u_5, u_4v_4^2v_5, u_4v_5^2u_5, u_4v_5^2v_5, v_4^2u_5v_5, v_4^2u_5v_5, v_4^2v_5v_5, \) and \( v_4v_5^2 \). These 12 equations are linearly independent for robots of general geometry. The determinant of these equations is a trigonometric polynomial in \( \theta_3 \) of degree 16.

7.2. Robots of Special Geometry. For robots of special geometry the methods just described may not work. Equations linearly independent for robots of general geometry may become linearly dependent.

Systems with an equation in one angle or systems with two equations in two angles only should be handled separately. In these cases there usually exist some additional polynomials of low degree in the ideal linearly independent of the ones given. If we homogenize the equations, this will lead to solutions at infinity. In the worst case there may be an infinite number of solutions at infinity, rendering our resultant methods useless. Besides, a direct treatment of such simple cases is much more efficient.

If we still want to use the second method, that is homogenizing the angular variables separately, we must consider the case that an equation does not depend on an angle at all, say \( \theta_i \). So the homogenized form of this equation is of degree 0 in the homogeneous variables \( u_i \) and \( v_i \). Multiplying the equation by \( u_i^2, u_iv_i, \) and \( v_i^2 \), we get 3 equations homogeneous of degree 2, which we all need to consider. It is not sufficient to multiply the original equation by \( u_i^2 + v_i^2 \) only, as this may add solutions at infinity.

7.3. Examples.

Example 7.1. Let us consider a robot given by the Denavit-Hartenberg parameters

\[
(\theta_1, 0, a_1, \alpha_1), (\theta_2, d_2, 0, \alpha_2), (\theta_3, d_3, a_3, \alpha_3), (\theta_4, d_4, 0, \pi/2), (\theta_5, 0, 0, \pi/2), (\theta_6, 0, 0, 0) \quad (7.1)
\]

and \( a_1 = 5, \lambda_1 = 3/5, \mu_1 = 4/5, d_2 = 3, \lambda_2 = 5/13, \mu_2 = 12/13, d_3 = 7, a_3 = 11, \lambda_3 = 4/5, \mu_3 = 3/5, d_4 = 13. \)
The six equations (3.8) and (3.11) considered as polynomials in \( \theta_4, \theta_5 \) contain the four monomials \( c_4s_5, s_4s_5, c_5, \) and 1 only. If we homogenize each angular variable separately, the resulting system of equations does not have a finite number of solutions. If we homogenize with one variable \( z \) only, we may directly apply the resultant methods to the six equations in the 4 monomials \( c_4s_5, s_4s_5, c_5z, \) and \( z^2 \). The result is a fourth degree univariate polynomial in \( \theta_3 \) without extraneous factors. If we had taken the first four equations (3.8) only, which are sufficient to eliminate the four monomials, the result for \( \theta_3 \) would have developed an additional factor of degree 4, which does not correspond to any solutions of the affine system.

**Example 7.2.** This example demonstrates, that for some robots it is not sufficient to consider polynomials of degree 3 in \( u_4 \) and \( v_4 \) and of degree 2 in \( u_5 \) and \( v_5 \).

\[
(\theta_1, 0, 0, \alpha_1), (\theta_2, d_2, a_2, \alpha_2), (\theta_3, d_3, 0, \pi/2), (\theta_4, 0, 0, \pi/2), (\theta_5, d_5, a_5, \alpha_5), (\theta_6, 0, 0, 0) \tag{7.2}
\]

with \( \lambda_1 = 3/5, \mu_1 = 4/5, d_2 = 5, a_2 = 3, \lambda_2 = 5/13, \mu_2 = 12/13, d_3 = 7, d_5 = 11, a_5 = 13, \lambda_5 = 4/5, \mu_5 = 3/5 \).

From the six equations (3.8) and (3.11) only 5 are linearly independent in \( \theta_3, \theta_4, \theta_5 \). The methods of Raghavan \& Roth (1990) lead to 10 linearly independent equations in 12 monomials. So the resultant methods are not applicable at these degrees. If we multiply the 5 linearly independent equations by \( u_4u_5, u_4v_5, v_4u_5, \) and \( v_4v_5 \) instead of \( u_4 \) and \( v_4 \) only we will get 20 equations in 16 monomials. These give a polynomial in \( \theta_3 \) of degree 8 without extraneous factors. This solution cannot be obtained by considering polynomials of lower degree only. This effect may even occur when the original 6 equations are linearly independent.

**Example 7.3.** Here we give an example, where our resultant methods fail completely.

\[
(\theta_1, 0, a_1, \alpha_1), (\theta_2, d_2, 0, \alpha_2), (\theta_3, 0, a_3, \alpha_3), (\theta_4, d_4, 0, \alpha_4), (\theta_5, 0, 0, \alpha_5), (\theta_6, 0, 0, 0) \tag{7.3}
\]

with \( a_1 = 3, \lambda_1 = 3/5, \mu_1 = 4/5, d_2 = 7, \lambda_2 = 5/13, \mu_2 = 12/13, a_3 = 7, \lambda_3 = 4/5, \mu_3 = 3/5, d_4 = 5, \lambda_4 = 8/17, \mu_4 = 15/17, \lambda_5 = 12/13, \mu_5 = 5/13 \).

From the six equations (3.8) and (3.11) only 4 are linearly independent in \( \theta_4, \theta_5 \). Only the monomial \( s_5 \) is missing in the equations, when compared to the general case. The homogenized system always has an infinite number of solutions at infinity. A close inspection of the ideal by Gröbner basis methods reveals that we have not identified all polynomials of low degree, which are linearly independent. So our resultant methods fail.

**7.4. An Infinite Number of Solutions at Infinity.** As demonstrated by Example 7.3, resultant methods may fail due to an infinite number of solutions at infinity. This indicates, that there are polynomials of low degree in our ideal, which we were not able to identify. This problem is unrelated to the problem addressed in Example 7.2, though both problems manifest themselves by almost the same symptoms. In both cases we do not have enough linearly independent equations to eliminate all monomials.

How could we hope to handle systems with an infinite number of solutions in our framework? If there is only a finite number of solutions, we find the minimal degree at which we can apply the resultant methods by the condition that we need as many linearly
independent equations as we have monomials (see Example 7.2). If the equations have an infinite number of solutions, we do not have as many linearly independent equations as we have monomials for any degree. Thus, we may not constructively determine this bound. Unfortunately, the \textit{a priori} bound given in Section 6 is too high to be useful.

If we knew an appropriate bound $D$, we could examine our parametrized linear map $\Phi_D$. Because there is an infinite number of solutions, the map will not be onto. But in a matrix representation of the map the ranks of all minors of maximal rank will drop for some specializations of the parameter. Basically this seems to be the idea of Canny (1990).

A similar approach is suggested in Mavroidis & Roth (1992). But their methods exhibit two problems. They use the degree bound obtained from robots of general geometry. In general it seems not to be sufficient to look at one minor of maximal rank only.

### 7.5. Open Problems

At the end of section 6 we have shown that resultant methods may give extraneous factors which correspond to solutions at infinity or even to artefacts of the method. In practice it seems that factors corresponding to artefacts of the method occur very rarely if they occur at all. There should be a theoretical reason for this.

On theoretical grounds this question seems to be closely related to the degree bound for systems with an infinite number of solutions discussed in the last subsection.

If more equations than monomials are given, there may be circumstances when a judicious choice of equations may prove it unnecessary to apply Cayley’s method at all, reducing the problem to a single determinant.

If no general answers can be obtained, constructive criteria would be helpful. Integrated into implementations of the algorithms they could prevent the application of solution methods inappropriate for a specific robot.

### 8. Conclusions

Resultant methods are an important tool for solving the inverse kinematics problem. They map the problems of systems of nonlinear equations to linear algebraic problems. This allows us to use fast and well understood algorithms for handling matrices and determinants. The general drawbacks of resultant algorithms may be mostly avoided by the proper use of specific knowledge about the ideals involved. Therefore, they seem to be better suited for the inverse kinematics problem than Gröbner basis techniques.
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Abstract A method allowing closed form solutions of the joint variables (inverse kinematic problem) has been developed for a man-like kinematic structure. Moreover, the procedure takes into account the available joint range, thus opening up new ways towards intelligent optimization strategies.
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INTRODUCTION

Robots with 7 or 8 degrees of freedoms, which require an efficient control are currently under development, or even in use [Karlen, 1989; Karlen, 1990].

Moreover, there is great potential not only for increasing the efficiency of manual work operations, but also for optimizing the design of workshop places under ergonomic aspects in order to reduce the burden on the workers. It is for this reason that the Institut für Montageautomatisierung (ifm) has developed a simulation system for the 3-dimensional graphic planning of both the layout of the work cells and the sequence of manual operations. This system, which is called COSIMAN (COmputer aided SImulation of MANual assembly), is implemented on a microVAX II from DEC and draws on the capabilities of the graphic terminal PS390 from Evans&Sutherland.

In order to enable the assembly planner to simulate the sequence of manual operations of a human worker, it was necessary to design a kinematic model of man. After modelling in a CAD system, the different geometrical elements of the model were linked together, defining 40 joints (see Fig. 1). Each single joint could be moved using the dials of the PS390. The kinematic model described in Table 1 and Fig. 2 is the arm part of this man model without the three gripper axes, which simulate the fingers of a hand.

This paper thus deals with a kinematic model with 8 rotational joints, arranged as follows:
rotational joint – spherical joint – rotational joint – spherical joint

J. Angeles et al. (eds.), Computational Kinematics, 55–66.
DESCRIPTION OF THE PROBLEM AND THE METHOD OF SOLUTION

Prior to the continuous simulation of the series of manual operations by the robot or worker each individual position adopted by the man model had to be taught to the robot by the assembly planner (similar to the "Teach-In" of robots). Up until now this procedure has always required a lot of practice because the planner can only change the values of the different joints using the dials of the PS390. For example the planner has to change and coordinate the values of up to eight joints of the hand-arm-system, in order to move one of the man's hands to a new position. It is thus very difficult and time-consuming – in some cases nearly impossible – to place, for example, an object grasped by one of the man's hands in a position where one of its planes is coplanar to another object's plane. It is particularly these placement functions, however, which are very often necessary when simulating the assembly of several components. To reduce the time needed for the planning, therefore, it was necessary to simplify the method of teaching new positions. This meant realizing the possibility of moving the man model's hand both in the direction of the axes of a system of coordinates, and additionally by adopting elementary placement functions (like point-to-point, plane-to-plane and other CAD-functionality).

Fig. 1: Volume model of a human worker and its affiliated kinematical structure

Fig. 2: D-H-coordinate systems of the kinematic model of the arm
In both cases the basic requirement was to develop a backwards solution for the eight rotatio­
nal joints of the man model's hand-arm-system. This meant calculating the values for
these axes at a given position and orientation of the hand. Because of the on-line visualisa­
tion in the simulation system COSIMAN, it was necessary for the solution to be computed
as quickly as possible. The same is true for a robot control which processes cartesian
coordinates. It is for this reason that we do not employ differential methods (using velocity
information) to solve the inverse kinematics, but an explicit solution of the eight joint
variables [Heiß, 1986a]: $\theta_i = f(<\text{values of aim pose}>)$

**TABLE 1** The Denavit-Hartenber~
g description of the model

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$d$</th>
<th>$a$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>0</td>
<td>$a_1$</td>
<td>$\alpha_1$</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$d_2$</td>
<td>0</td>
<td>90°</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0</td>
<td>0</td>
<td>90°</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>$d_4$</td>
<td>$a_4$</td>
<td>$\alpha_4$</td>
</tr>
<tr>
<td>$\theta_5$</td>
<td>$d_5$</td>
<td>$a_5$</td>
<td>$\alpha_5$</td>
</tr>
<tr>
<td>$\theta_6$</td>
<td>$d_6$</td>
<td>0</td>
<td>90°</td>
</tr>
<tr>
<td>$\theta_7$</td>
<td>0</td>
<td>0</td>
<td>90°</td>
</tr>
<tr>
<td>$\theta_8$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Another reason for an explicit solution formula is that we want to hold all joint values
within their mechanical range. As a universal movement in space has six degrees of free­
dom, two of the eight joint variables can be defined by the user. For the remaining six joint
variables it is necessary not only to find a closed solution formula, but also to take into ac­
count the mechanical – that means in this case also the anthropometrical – joint range. A
result of this is that the range of the two user-defined variables will be further reduced so
that the other joint values – computed by the solution formula – are within their mechanical
range.

**PREPARATIONS**

**Basics of the robot kinematic**

The D-H-Parameters shown in Table 1 lead to the basic kinematic equation

$A_{1,2}A_{2,3}A_{3,4}A_{4,5}A_{5,6}A_{6,7}A_{7,8}A_{8,9} = T$, in which the parameters $d_1$, $d_8$, $a_8$, $\alpha_8$ and
the tool transformation TR are integrated in the given aim pose [Heiß, 1987] and denoted
by $T$. $A_{i,i+1}=Z_iX_{i+1}$ is the well-known "Denavit-Hartenberg matrix", as described, for
example, by [Heiß, 1987]. Application of the method of the characteristic joint pair
[Woernle, 1988] and modification of the basic equation by inverting the outer rotation-
translation-matrices $Z_i$ and $X_{i+1}$ yield suitable single equations for solving the joint vari­
ables [Heiß, 1986c]. Because our kinematic structure has only rotational joints, we have
attempted to find an equation "$a*\sin(\theta)+b*\cos(\theta)=c$" which can be solved as follows:

$\theta = \text{ATAN2}(c, \pm \sqrt{a^2+b^2-c^2}) + \text{ATAN2}(-b, a)$. 
ATAN2(0,0) is a special case, indicating that the variable \( \theta \) vanishes from the equation, thus rendering the equation correct for all \( \theta \)-values, or never in the case of \( c \neq 0 \). We can make a distinction between mathematical attainability and mechanical joint range [Heiß, 1986b]. Unattainability is expressed by insoluble equations, an effect which can be put down to the existence of a negative argument under a square root in the formula (see \( a^2+b^2-c^2 \)). Result values \( \theta \) out of the joint range, however, cannot be seen in the structure of the formula.

**Definition of the term "free variable"**

Because it has eight degrees of freedom, the given aim pose of the robot/man model can be achieved by varying two joint variables in an application specific way. These variables are called "free variables". For the above described kinematical structure one of them is interpreted as a distance related degree of freedom and will be represented by \( \theta_1 \) or \( \theta_5 \). This free variable has an influence on all other joint variables. Due to the special kinematic with two spherical joints, the other free variable affects only the variables of the two spherical joints. This degree of freedom rotates about the axis through the two spherical joints (see Fig. 3) and is expressed by one of the joint variables \( \theta_2, (\theta_3, \theta_4, \theta_6, \theta_7) \) or \( \theta_8 \).

![Fig. 3: Elbow rotation](image)

**SOLUTIONS FOR \( \theta_1 \) TO \( \theta_5 \)**

Use of the appropriate kinematic equation (I) provides us with the possibility of defining the two free variables and of solving the variables \( \theta_1, \theta_2, \theta_3, \theta_4 \) and \( \theta_5 \).

\[
A_{3,4} A_{4,5} A_{5,6} A_{6,7} Z_7 = (A_{1,2} A_{2,3})^{-1} T (X_8 A_{8,9})^{-1}
\]  

(I)
Deducing \( \theta_1 \) and \( \theta_5 \) from distance equation

11.4 denotes the single equation at position 1.4 (first row, fourth column) of the matrix equation (I) and the distance equation is defined by \( 11.4^2 + 12.4^2 + 13.4^2 \). This distance equation gives us

\[
a_5 \sin(\theta_5) + b_5 \cos(\theta_5) + k_{15} = a_1 \sin(\theta_1) + b_1 \cos(\theta_1)
\]  

(1)

Further details of the principles of this method can be found in [Heiß, 1986c].

\( \theta_1 \) as free variable

Defining \( c_5 := a_1 \sin(\theta_1) + b_1 \cos(\theta_1) - k_{15} \),

\[
\theta_5 = \text{ATAN2}(c_5, \pm \sqrt{a_5^2 + b_5^2 - c_5^2}) + \text{ATAN2}(-b_5, a_5)
\]  

(2)

\( \theta_5 \) as free variable

Defining \( c_1 := a_5 \sin(\theta_5) + b_5 \cos(\theta_5) + k_{15} \),

\[
\theta_1 = \text{ATAN2}(c_1, \pm \sqrt{a_1^2 + b_1^2 - c_1^2}) + \text{ATAN2}(-b_1, a_1)
\]  

(3)

Choosing \( \theta_1 \) or \( \theta_5 \) as a free variable and fixing its value as described in a later section ("Choice of the free variables") provides us with a user-defined and a deduced (from formula) value for \( \theta_1 \) and \( \theta_5 \). These values are the basis for the further computations.

Deducing \( \theta_2 \) and \( \theta_4 \) from the "single position equation"

With help of the position method using 13.4 [Heiß, 1986c] we get

\[
a_2 \sin(\theta_2) + b_2 \cos(\theta_2) = a_4 \sin(\theta_4) + b_4 \cos(\theta_4)
\]  

(4)

With \( c_2 := a_4 \sin(\theta_4) + b_4 \cos(\theta_4) \Rightarrow c_2 = \sqrt{a_4^2 + b_4^2} \sin(\theta_4 - \phi) \) and \( c_4 := a_2 \sin(\theta_2) + b_2 \cos(\theta_2) \Rightarrow c_4 = \sqrt{a_2^2 + b_2^2} \sin(\theta_2 - \psi) \) follows

\[
\theta_2 = \text{ATAN2}(c_2, \pm \sqrt{a_2^2 + b_2^2 - c_2^2}) + \text{ATAN2}(-b_2, a_2)
\]  

(5)

or \( \theta_4 = \text{ATAN2}(c_4, \pm \sqrt{a_4^2 + b_4^2 - c_4^2}) + \text{ATAN2}(-b_4, a_4) \)

(6)

As discussed below, the smaller amplitude \( \sqrt{a_1^2 + b_1^2} \) defines the free variable.

Unique solution of \( \theta_3 \)

From 11.4 and 12.4 we have

\[
11.4: b_3 \sin(\theta_3) - a_3 \cos(\theta_3) = e_3
\]

(7)

\[
12.4: a_3 \sin(\theta_3) + b_3 \cos(\theta_3) = c_3
\]

(8)

and therefore \( \theta_3 = \text{ATAN2}(a_3 \cdot c_3 + b_3 \cdot e_3, b_3 \cdot c_3 - a_3 \cdot e_3) \) always exists [Heiß, 1985].

(9)

SOLUTIONS FOR \( \theta_6 \), \( \theta_7 \) AND \( \theta_8 \)

In order to solve the joint variables \( \theta_6 \), \( \theta_7 \) and \( \theta_8 \) we use the orientation method [Heiß, 1986c] and choose the kinematic equation

\[
A_{7,8} \cdot A_{8,9} = A_{6,7}^{-1} \cdot (A_{1,2} \cdot A_{2,3} \cdot A_{3,4} \cdot A_{4,5} \cdot A_{5,6})^{-1} \cdot T
\]  

(II)
With $K:=(a_{1,2}A_{2,3}A_{3,4}^*A_{4,5}A_{5,6})^{-1}$ and $\text{Konf}_\theta \in \{-1,1\}$ we get the formulae:

when $K_{13}=0$ and $K_{23}=0$

then

$$\theta_6 = \text{an arbitrary value}; \quad (10)$$

$$\theta_7 = \text{ATAN2}(0, -K_{33}); \quad (11)$$

$$\theta_8 = \text{ATAN2}(K_{11}\sin(\theta_6)-K_{21}\cos(\theta_6), K_{12}\sin(\theta_6)-K_{22}\cos(\theta_6)) \quad (12)$$

According to the later described algorithm for defining the permissible joint range, $\theta_6$ has to be restricted with respect to $\theta_8$ in order to avoid a $\theta_8$-value out of the permissible range.

otherwise

$$\theta_6 = \text{ATAN2}(\text{Konf}_\theta K_{23}, \text{Konf}_\theta * K_{13}) \quad (13)$$

$$\theta_7 = \text{ATAN2}(\text{Konf}_\theta * \sqrt{K_{13}^2+K_{23}^2}, -K_{33}) \quad (14)$$

$$\theta_8 = \text{ATAN2}(-\text{Konf}_\theta K_{32}, \text{Konf}_\theta * K_{31}) \quad (15)$$

### OBSERVATIONS ON THE JOINT RANGE

#### Basic considerations

Viewing the joints from a mathematical perspective means that rotational joints with a range of $360^\circ$ and translational joints with an unlimited range have to be assumed. Based on this assumption we can identify a variable of the spherical joints which – moving over its full range of $360^\circ$ – does not produce insoluble equations for the other variables. This can be interpreted geometrically as the $360^\circ$-rotation of the "elbow" around the axis through the two spherical joints (see Fig. 3). The variable depends on the given aim pose and cannot therefore be determined in advance, but has to be integrated into the solution algorithm.

The mechanical joint range is even more important than the mathematical view, as a result of which the joint range of the free variable has to be connected with the accompanying values of the other joint variables. If the dependent joint variables run out of their range, the range $D_{\text{free}}$ of the free variable has to be restricted in such a way, that all the dependent joint variables lie within their mechanical range.

That means: $f_{\text{backsol}}(D_{\text{free}}) \subseteq \text{MR}_{\text{dependent}}$

For this purpose it is necessary to find "inverse" functions $f_i: \theta_i \rightarrow \theta_{\text{free}}$ and project the mechanical range $\text{MR}_i$ of $\theta_i$ to the definition range of $\theta_{\text{free}}$:

$$D_{\text{free}} = \cap f_i(\text{MR}_i) \cap \text{MR}_{\text{free}}$$

Then it is possible to find for each value from $D_{\text{free}}$ a backwards solution variant, which projects the result value in the permissible mechanical range of the calculated joint.

#### Algorithm to define the permissible joint range of the both free variables

#### Defining the "inverse" functions

The distance equation (1) and the equation (4) are both suitable for the generation of solution formulae (function) and computations of range limits (inverse function). The third
inverse function, necessary for the range definition of the free variable \( \theta_{\text{free}} \in \{ \theta_2, \theta_4 \} \) by \( \theta_3 \), will also be derived from the kinematic equation I.

In order to simplify the computation process, the whole kinematic equation will be inverted using the kinematic symmetry between the two spherical joints.

\[
(A_{3,4}A_{4,5}A_{5,6}A_{6,7}Z_7)^{-1} = X_8A_{8,9}T^{-1}A_{1,2}A_{2,3}
\]  

(III)

This allows interchange between the two spherical joints and enables the variables \( \theta_6, \theta_7 \) and \( \theta_8 \) to be dealt with in an analogous way, like \( \theta_2, \theta_3 \) and \( \theta_4 \). Therefore the variable \( \theta_{\text{pseudofree}} \) is defined as an element of \( \{ \theta_6, \theta_7 \} \). Because there is no degree of freedom for the (pseudo-)free variable from \( \theta_6, \theta_7 \) and \( \theta_8 \), this variable has to be determined by the kinematic equation and the second free variable has to take into consideration the permissible joint range of the pseudo-free variable. The advantage of this procedure is that the limits of \( \theta_6, \theta_7 \) and \( \theta_8 \) can be applied to the pseudo-free variable [Kiener, 1991], meaning that it is only necessary to connect the pseudo-free variable with the free variable by a further inverse function. This function arises from

\[
A_{3,4}Z_4 = A_{2,3}^{-1}A_{1,2}^{-1}T^*(X_5A_{5,6}A_{6,7}A_{7,8}A_{8,9})^{-1}
\]  

(IV)

Joint range computation

The inverse functions \( f_i \) from (1) and (4) can be described by \( \pm F_{\text{free}, f}^{-1} \cdot F_{\text{calc}}, D_{\text{calc}} \rightarrow \mathbb{R} \).

\[
F_{\text{calc}}(\theta_{\text{calc}}) = c_{\text{free}}(\theta_{\text{calc}}) \pm F_{\text{free}, f}^{-1}(x) = \arctan2(x, \pm \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2 - x^2}) + \arctan2(-b_{\text{free}}, a_{\text{free}})
\]

To obtain efficient computation of the set \( f_i(MR_i) \) we use the property of monotony. Dividing \( D_{\text{calc}} \) into the two sets \( ^+B_{\text{calc}} \) and \( ^-B_{\text{calc}} \), we can prove the following statement:

\( ^+B_{\text{calc}} \) is the set of mathematical solutions of \( \theta_{\text{calc}} \) from an equation with 

\[
^+B_{\text{calc}} = \{ \theta_{\text{calc}} \mid ^+F_{\text{calc}}^{-1}(x) \text{ is monotone for all soluble values } x \in \mathbb{R} \}
\]

(1)

\( ^-B_{\text{calc}} \) is the set of mathematical solutions of \( \theta_{\text{calc}} \) from an equation with 

\[
^-B_{\text{calc}} = \{ \theta_{\text{calc}} \mid ^-F_{\text{calc}}^{-1}(x) \text{ is monotone for all soluble values } x \in \mathbb{R} \}
\]

(2)

Because we do this computation in order to restrict the free variable to the mechanical range of \( \theta_{\text{calc}} \), it is not important, that there are some values \( \theta_{\text{calc}} \) with \( \theta_{\text{calc}} \notin ^+B_{\text{calc}} \) which cannot be attained from \( \theta_{\text{free}} \). Based on this restriction to \( ^+B_{\text{calc}} \), the requirement "\( D_{\text{free}} \subseteq MR_{\text{free}} \cap \{ \theta_{\text{free}} \mid \theta_{\text{calc}} = f_{\text{calc}}(\theta_{\text{free}}) \text{ is soluble} \} \)" implicitly holds true for \( D_{\text{free}} \) and does not have to be specifically guaranteed.

Proof:

Differentiating \( ^+/-F_{\text{free}, f}^{-1}(x) \) results in \( ^+/-F_{\text{free}, f}^{-1}(x) = 1 / (\pm \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2 - x^2}) \) and this confirms statement b).

Dealing with a) we need knowledge about \( ^+/-B_{\text{calc}} \). Later in this paragraph you find from (24) and (25)

\[
^+B_i = [\arctan2(-b_i, a_i) - \pi/2, \arctan2(-b_i, a_i) + \pi/2] = [\arctan2(-a_i, b_i), \arctan2(a_i, b_i)]
\]

\[
^-B_i = [\arctan2(-b_i, a_i) + \pi/2, \arctan2(-b_i, a_i) + 3\pi/2] = [\arctan2(a_i, b_i), \arctan2(-a_i, b_i)]
\]
Differentiating $F_{\text{calc}}(\theta_{\text{calc}})$ gives us

$$F'_{\text{calc}}(\theta_{\text{calc}}) = a_{\text{calc}} \cdot \cos(\theta_{\text{calc}}) - b_{\text{calc}} \cdot \sin(\theta_{\text{calc}})$$

$$= \sqrt{a_{\text{calc}}^2 + b_{\text{calc}}^2} \cdot \sin(\theta_{\text{calc}} - \varphi), \quad \varphi = \text{ATAN2}(-a_{\text{calc}} - b_{\text{calc}})$$

Therefore $F_{\text{calc}}(\theta_{\text{calc}})$ is monotone for $\theta_{\text{calc}} \in \text{[ATAN2}(-a_{\text{calc}} - b_{\text{calc}}),\text{ATAN2}(a_{\text{calc}} - b_{\text{calc}})]$ and consequently statement a) is proved true.

$\pm D_{\text{calc}\rightarrow \text{free}}$ is a set of $\theta_{\text{free}}$-values, calculated from $^+B_{\text{calc}} \cap \text{MR}_{\text{calc}}$ by means of $^+F_{\text{free}}^{-1}$

$\mp D_{\text{calc}\rightarrow \text{free}}$ is a set of $\theta_{\text{free}}$-values, calculated from $^-B_{\text{calc}} \cap \text{MR}_{\text{calc}}$ by means of $^-F_{\text{free}}^{-1}$

$\mp D_{\text{calc}\rightarrow \text{free}}$ is a set of $\theta_{\text{free}}$-values, calculated from $^+B_{\text{calc}} \cap \text{MR}_{\text{calc}}$ by means of $^-F_{\text{free}}^{-1}$

Thus:

$$D_{\text{free}} = (\pm D_{\text{calc}\rightarrow \text{free}} \cup \pm D_{\text{calc}\rightarrow \text{free}} \cup \mp D_{\text{calc}\rightarrow \text{free}} \cup \cdots D_{\text{calc}\rightarrow \text{free}}) \cap \text{MR}_{\text{free}}$$

$\theta_1$ and $\theta_5$ will be considered in isolation of the other variables due to the fact that there is another second free variable to guarantee the solubility of the kinematic system. Only in the case of a degeneration of the permissible range of the second free variable does the determination of $\theta_1$ or $\theta_5$ and of an appropriate value become necessary.

The second free variable $\theta_2$ or $\theta_4$, however, has to take into account the variable $\theta_3$. We got the value of $\theta_3$ from equation (9): $\theta_3 = \text{ATAN2}(a_3 * c_3 + b_3 * e_3 , b_3 * c_3 - a_3 * e_3)$

But there is a more suitable equation for the range computation; [Kiener, 91] has shown, that from equation "$-e_3 * \sin(\theta_3) - c_3 * \cos(\theta_3) = -b_3$" (when $\theta_{\text{free}} = \theta_2$) (16)

or from equation (8) (when $\theta_{\text{free}} = \theta_4$) $\theta_3$ can be computed. (17)

The main advantage is that from this equation "$f_{\text{free}}(\theta_{\text{free}}) * \sin(\theta_3) + k * \cos(\theta_3) = m$" the inverse function $f_3: \theta_3 \rightarrow \theta_{\text{free}}$ can be derived and the $\pm$ ambiguity of $B_{\text{calc}}$ is strictly connected to the $\pm$ solution of $\theta_3$.

Thus the permissible range $D_{\text{free}}$ of the second free variable is defined by

$$D_{+B\rightarrow \text{free}} = (\pm D_{\text{calc}\rightarrow \text{free}} \cup \mp D_{\text{calc}\rightarrow \text{free}} \cup \pm D_{\text{calc}\rightarrow \text{free}} \cup \mp D_{\text{calc}\rightarrow \text{free}}) \cap (\pm D_{3\rightarrow \text{free}} \cup \mp D_{3\rightarrow \text{free}})$$

$$D_{-B\rightarrow \text{free}} = (\pm D_{\text{calc}\rightarrow \text{free}} \cup \pm D_{\text{calc}\rightarrow \text{free}} \cup \pm D_{\text{calc}\rightarrow \text{free}} \cup \pm D_{\text{calc}\rightarrow \text{free}}) \cap (\pm D_{3\rightarrow \text{free}} \cup \pm D_{3\rightarrow \text{free}})$$

$$D_{\text{free}} = (D_{+B\rightarrow \text{free}} \cup D_{-B\rightarrow \text{free}}) \cap \text{MR}_{\text{free}}$$
Now we have to deal with the computation of \( \cdots D_3 \rightarrow \text{free} \). Again the inverse function \( f_3 \) will be transformed into \( F_{\text{free}}^{-1} \cdot F_3 : \theta_3 \rightarrow d_{\text{free}} \)

\[
F_3(\theta_3) = \frac{(m-k \cdot \cos(\theta_3))}{\sin(\theta_3)}
\]

\[
F_{\text{free}}^{-1}(x) = ATAN2\left(x, \pm \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2 - x^2}\right) + ATAN2\left(-a_{\text{free}}, -b_{\text{free}}\right)
\]

\( F_{\text{free}}^{-1}(x) \) is confirmed as monotone by statement b) and only the following statement has to be proved:

c) \( F_3 : [-\pi, \pi[ - \{0\} \rightarrow \mathbb{R} \) is strictly monotone

\( F_3(\theta_3) = \frac{(k-m \cdot \cos(\theta_3))}{\sin^2(\theta_3)} \) and when \( k^2 \geq m^2 \) the statement c) holds true; the subdivision into \(-S_3 = [-\pi, 0)\) and \(+S_3 = [0, \pi]\) is congruent with \(+B_i\) and \(-B_i\).

11.4: \( b_3 \cdot \sin(\theta_3) - a_3 \cdot \cos(\theta_3) = e_3 \)
12.4: \( a_3 \cdot \sin(\theta_3) + b_3 \cdot \cos(\theta_3) = c_3 \)
13.4: \( a_4 \cdot \sin(\theta_4) + b_4 \cdot \cos(\theta_4) = a_2 \cdot \sin(\theta_2) + b_2 \cdot \cos(\theta_2) \)

The distance equation "1.4^2 + 2.4^2 + 3.4^2" from (I) gives us

with \( a_3 = -b_4 \cdot \sin(\theta_4) + a_4 \cdot \cos(\theta_4) \) and \( e_3 = b_2 \cdot \sin(\theta_2) - a_2 \cdot \cos(\theta_2) \)

the equivalence "\( a_4^2 + b_4^2 + b_3^2 = a_2^2 + b_2^2 + c_3^2 \)".

When \( \theta_{\text{free}} = \theta_2 \),
then \( k = -c_3; m = -b_3; k^2 - m^2 = c_3^2 - b_3^2 = a_4^2 + b_4^2 - (a_2^2 + b_2^2) \) and
with the condition "\( a_4^2 + b_4^2 \geq a_{\text{free}}^2 + b_{\text{free}}^2 \)" for the second free variable

\[
k^2 - m^2 \geq 0
\]

is proved true. \( (18) \)

When \( \theta_{\text{free}} = \theta_4 \),
then \( k = b_3; m = c_3; k^2 - m^2 = b_3^2 - c_3^2 = a_2^2 + b_2^2 - (a_4^2 + b_4^2) \geq 0 \)

according to the condition "\( a_2^2 + b_2^2 \geq a_{\text{free}}^2 + b_{\text{free}}^2 \)." \( (19) \)

\* Calculation of the limits of \( +/- B_i \)

There are two types of equation which are responsible for \( +/- B_i \):

\[
\theta_i = ATAN2(c_i,\pm\sqrt{a_i^2+b_i^2-c_i^2})+ATAN2(-b_i,a_i)\quad \text{with} \quad c_i := a_j \cdot \sin(\theta_j) + b_j \cdot \cos(\theta_j) + k \quad (20)
\]

and

\[
f_{\text{free}}(\theta_{\text{free}}) \cdot \sin(\theta_i) + k \cdot \cos(\theta_i) = m \quad (21)\]
For equation (20) it holds true

\[
[U,G;G] = [-\sqrt{a_j^2 + b_j^2 + k}, +\sqrt{a_j^2 + b_j^2 + k}] \cap [-\sqrt{a_i^2 + b_i^2}, +\sqrt{a_i^2 + b_i^2}]
\]

\[+B_1 = [\text{ATAN2}(U, +\sqrt{a_i^2 + b_i^2 - U^2}) + \text{ATAN2}(-b_i, a_i), \text{ATAN2}(G, +\sqrt{a_i^2 + b_i^2 - G^2}) + \text{ATAN2}(-b_i, a_i)]\]

\[-B_1 = [\text{ATAN2}(G, -\sqrt{a_i^2 + b_i^2 - G^2}) + \text{ATAN2}(-b_i, a_i), \text{ATAN2}(U, -\sqrt{a_i^2 + b_i^2 - U^2}) + \text{ATAN2}(-b_i, a_i)]\]

(20) leads to

\[+B_1 \subseteq [\text{ATAN2}(-b_i, a_i) - \pi/2, \text{ATAN2}(-b_i, a_i) + \pi/2]\]

\[-B_1 \subseteq [\text{ATAN2}(-b_i, a_i) + \pi/2, \text{ATAN2}(-b_i, a_i) + 3\pi/2]\]

For (21) we define:

\[\pm f_i^{-1} \cdot \text{free} : \theta_{\text{free}} \rightarrow \theta_i\]

\[f_{\text{free}}(\theta_{\text{free}}) = -b_{\text{free}} \cdot \sin(\theta_{\text{free}}) + a_{\text{free}} \cdot \cos(\theta_{\text{free}}) (= x)\]

\[\pm f_i^{-1}(x) = \text{ATAN2}(m, \pm \sqrt{x^2 + k^2 - m^2}) + \text{ATAN2}(-k, x)\]

\[= \text{ATAN2}(x \cdot m \cdot \mp k \cdot \sqrt{x^2 + k^2 - m^2}, k \cdot m \pm x \cdot \sqrt{x^2 + k^2 - m^2})\]

\[k^2 \geq m^2\) holds true (see (18) and (19)) and thus \(\pm f_i^{-1}(x)\) cannot fail; in dependence

on the sign of \(k\) \(\pm f_i^{-1}(x)\) is monotone. From this it follows for \(+/ -B_1\):

\[+B_1 = [+f_i^{-1}(-\text{sign}(k) \cdot \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2}), +f_3^{-1}(\text{sign}(k) \cdot \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2})]\]

\[-B_1 = [-f_i^{-1}(-\text{sign}(k) \cdot \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2}), -f_3^{-1}(\text{sign}(k) \cdot \sqrt{a_{\text{free}}^2 + b_{\text{free}}^2})]\]

\[\theta_{\text{free}} = \theta_2 = \Phi(\theta_{\text{pseudofree}}) = \text{ATAN2}(L_{23}, L_{13}) \{+\pi\} \text{ or}\]

\[\theta_{\text{free}} = \theta_4 = \Phi(\theta_{\text{pseudofree}}) = \text{ATAN2}(-L_{32}, L_{31}) \{+\pi\}\]

In order to connect the range of the pseudo-free variable with the second free variable we

use equation IV and get – abbreviating to \(L := A_{1,2}^{-1} \cdot T \cdot (X_5 \cdot A_5, 6 \cdot A_6, 7 \cdot A_7, 8 \cdot A_8, 9)^{-1}\) – the

inverse functions

\[\theta_{\text{free}} = \theta_2 = \Phi(\theta_{\text{pseudofree}}) = \text{ATAN2}(L_{23}, L_{13}) \{+\pi\}\]

\[\theta_{\text{free}} = \theta_4 = \Phi(\theta_{\text{pseudofree}}) = \text{ATAN2}(-L_{32}, L_{31}) \{+\pi\}\]

Inside \(L\) the backwards solutions of \(\theta_7\) and \(\theta_{\text{calc}}\) (\(F_7(\theta_{\text{pseudofree}}), F_6(\theta_{\text{pseudofree}})\))

based on \(\theta_{\text{pseudofree}}\) have to be applied and therefore we must distinguish between the \(+L\-

and \(-L\)-variant and the accompanying range of \(\theta_{\text{pseudofree}}\).
Until now we have not succeeded in proving the theorem \( f(\theta) = \text{ATAN2}(F_1(\theta), F_2(\theta)) \) is monotone in \([-\pi, \pi]\), but all our simulations have shown this result; so we use this theorem to simplify the last step of the range computation.

The backwards solution of \( \theta_{\text{pseudofree}} \) from \( \theta_{\text{free}} \) contains two ambiguities and this results in four intervals \( S+H+, S+H-, S-H+, S-H- \) of \( \theta_{\text{pseudofree}} \) instead of two (see +/-B).

We have already reduced \( \text{MR}_{\text{pseudofree}} \) to \( D_{\text{pseudofree}} \), but with \( \sin(\theta+2\pi)=\sin(\theta) \) and \( \cos(\theta+2\pi)=\cos(\theta) \) the theorem shows that all intervals \( S\cdot H\cdot \) have an extent of \( 2\pi \) and therefore there is no need for the intersection \( "S\cdot H\cdot \cap D_{+/-B}\rightarrow\text{pseudofree}" \), as done in the former section.

The interval \( D_{\text{pseudofree}}\rightarrow\text{free} \) arises from the union of four sets:
\[
++D_{\text{pseudofree}}\rightarrow\text{free} = +\Phi(D_{+B}\rightarrow\text{pseudofree}\cap\text{MR}_{\text{pseudofree}}) \text{ with } +L
\]
\[
-+D_{\text{pseudofree}}\rightarrow\text{free} = +\Phi(D_{-B}\rightarrow\text{pseudofree}\cap\text{MR}_{\text{pseudofree}}) \text{ with } -L
\]
\[
-+D_{\text{pseudofree}}\rightarrow\text{free} = \Phi(D_{+B}\rightarrow\text{pseudofree}\cap\text{MR}_{\text{pseudofree}}) \text{ with } +L (=++D_{\text{pseudofree}}\rightarrow\text{free}+\pi)
\]
\[
--D_{\text{pseudofree}}\rightarrow\text{free} = \Phi(D_{-B}\rightarrow\text{pseudofree}\cap\text{MR}_{\text{pseudofree}}) \text{ with } -L (=+-D_{\text{pseudofree}}\rightarrow\text{free}+\pi)
\]
\[
D_{\text{pseudofree}}\rightarrow\text{free} = ++D_{\text{pseudofree}}\rightarrow\text{free} \cup -+D_{\text{pseudofree}}\rightarrow\text{free} \cup --D_{\text{pseudofree}}\rightarrow\text{free} \cup
\]

The final form of \( D_{\text{free}} \) looks like
\[
D_{\text{free}} = (D_{+B}\rightarrow\text{free} \cap D_{\text{pseudofree}}\rightarrow\text{free}) \cup (D_{-B}\rightarrow\text{free} \cap D_{\text{pseudofree}}\rightarrow\text{free}) \cap \text{MR}_{\text{free}}
\]
\[
\Rightarrow D_{\text{free}} = (D_{+B}\rightarrow\text{free} \cup D_{-B}\rightarrow\text{free}) \cap D_{\text{pseudofree}}\rightarrow\text{free} \cap \text{MR}_{\text{free}}
\]

**Choice of the free variables**

The described algorithm will be applied to both \( \theta_1 \) and \( \theta_5 \). We can then choose this variable as a free variable whose actual value lies within the definition range \( D_1 \) or very near to it. A user-specific decision has to be made when both actual variables values lie within \( D_1 \).

As shown earlier there is \( a*\sin(\theta)+b*\cos(\theta)=r*\sin(\theta-\varphi) \), which means that – viewing joints \( G2 \) and \( G4 \) from a mathematical perspective –, the second free variable has a range of \( 360^\circ \), when choosing the variable with the smaller amplitude \( r \) as the free variable. Besides we have to choose the second free variable under this condition because the statement about the monotony of \( \theta_3 \) is based on it.

More details on the computation of \( f_3(E_B\cap\text{MR}_3) \) and the optimization of the free variable \( \theta_1/\theta_5 \) in the case of degeneration of the other free variable can be found in [Kiener, 1991].
CONCLUSION

The proposed algorithm provides explicit, closed formulae for solving the inverse kinematic problem of a man-like structure with eight rotational joints, and it takes into account the available range of the joints. As a result of this it becomes possible to stay close to the current joint values and to implement further optimization strategies to define the values of the free variables adequately from the permitted range.

The algorithm was implemented on a microVAX II (DEC) and needs about 60 msec computation time (without optional optimization of the free variable $\theta_1/\theta_3$).

Based on this work it was shown that also kinematical structures with more than six joints can also be handled efficiently and profitably by explicit methods.
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Abstract

This paper presents a method for generating locally optimized link variable solution for redundant serial link robots. It combines closed form solutions for the inverse kinematic problem of nonredundant subchains and a numeric approach solving the local optimizing problem. The result is an efficient method for low degree of redundancy and complex optimizing tasks.

1 Introduction

Most methods dealing with redundant robots reduce the highly nonlinear mathematical descriptions to a locally linearized representation. This allows the use of well-known methods from linear algebra for solving the inverse kinematic problem (IKP) plus additional tasks. Unfortunately it is difficult to transfer simplifications resulting from a specialized kinematic structure to these approaches. Therefore a closed form solution of the IKP, which relies on specialization, often gives better results in the case of nonredundant manipulators. The solution can efficiently be generated by the algorithms given by R. Paul in 1981. Attempts to build closed form solutions, which are able to handle additional tasks for redundant manipulators, lead to impractical results with respect to computational complexity. Even a simple task, like the limitation of a link variable range, produces exhaustive expressions. Nevertheless combining numerical and symbolic approaches lead to efficient solutions as will be shown in the following.

1This work has been supported by the German Forschungsgemeinschaft DFG.

2 The Closed Form Solution

The direct kinematic equations for a manipulator with \( n \) links can be written in the following form:

\[
\vec{f}(\vec{q}_n, \vec{d}) = \vec{x}_k
\]

\( \vec{q}_n \) is the \( n \)-dimensional link variable vector, \( \vec{x}_k \) contains the position of the end effector in \( k \)-dimensional Cartesian space. Vector \( \vec{d} \) describes the kinematic structure of the robot, often given as Denavit-Hartenberg parameters (omitted in the following). When dealing with globally nondegenerated structures, it is often possible to generate a closed form inversion of \( \vec{f} \) for \( n = k \):

\[
\vec{f}^{-1}(\vec{x}_k) = \bar{i}(\vec{x}_k, h) = \vec{q}_n \quad \wedge \quad k = n
\]

\( h \) is used to select a unique solution of the finite set of solutions for \( \vec{f}^{-1} \). The corresponding scalar equations of \( \bar{i}(\vec{x}_k) \) can be denoted in a triangular form:

\[
\begin{align*}
    i_{n1} &= q_{n1} = g_1(\vec{x}, h) \\
    i_{n2} &= q_{n2} = g_2(\vec{x}, q_{n1}, h) \\
    i_{nn} &= q_{nn} = g_n(\vec{x}, q_{n1}, \ldots, q_{n-1}, h)
\end{align*}
\]

This can be extended to redundant robots by building a subset \( \vec{q}_m \) out of \( \vec{q}_n \) with \( m = k \) link variables, which allows the determination of a closed form solution for this subset as shown by Schrake in 1990.

\[
\begin{align*}
    \vec{f}(\vec{q}_n) &= \vec{f}(\vec{q}_m, \vec{q}_r) = \vec{x}_k \\
    \bar{i}(\vec{x}_k, \vec{q}_r, h) &= \vec{q}_n
\end{align*}
\]

\( \vec{q}_r \) contains all link variables not in \( \vec{q}_m \). The solution set \( Q_r \) for \( \vec{q}_r \) is \( \mathbb{R}^r \) excluding those elements which do not lead to a valid solution for the inverse kinematic:

\[
Q_r = \left\{ \vec{q}_r \in \mathbb{R}^r \mid \vec{f}(\vec{q}_m, \vec{q}_r) = \vec{x}_k \wedge \vec{q}_m \in Q_m \right\}
\]

To be able to use all elements of \( Q_r \), it is necessary that \( \vec{f} \) describes the complete solution set of the IKP. This is a natural property of symbolic solutions. Note, that equation (2) delivers a stable solution for the positioning task independent of \( \vec{q}_r \) as long as the manipulator is not in a singularity with respect to \( \vec{q}_m \).

3 Integrating Additional Task Constraints

To get a finite set of solutions for \( \vec{q}_n \) additional task constraints have to be introduced. These can be divided into two groups:
1. Tasks, which depend directly on the link variables, like obstacle avoidance, joint range limitations, etc.

2. Tasks, which are described by equations including differential expressions of the link variables. Examples are energy minimization, torque optimization, etc.

The second group implies that a differential term for the inverse kinematic has to be generated:

$$\frac{d \tilde{i}(\tilde{x}_k, \tilde{q}_r, h)}{d \tilde{q}_r}$$

(3)

Having a triangular form of $\tilde{i}$ like in (1), this can be obtained by applying the chain rule recursively to the equation system. Unfortunately the results are far too complex to be of any practical use. So, this work is focused on tasks of the first kind. They can be described by a cost function $t(\tilde{q}_n)$ to be minimized. Using equation (2), one gets

$$t(\tilde{q}_n) = t(\tilde{i}(\tilde{x}_k, \tilde{q}_r, h), \tilde{q}_r) = t'(\tilde{x}_k, h, \tilde{q}_r)$$

(4)

In the case of tasks with a given trajectory $\tilde{x}_k(t)$ the optimizing problem advantageously can be considered in the configuration space $Q_r$. According to (4) one has to solve the following differential equation for every point of the trajectory:

$$0 = \frac{dt'(\tilde{x}_k, \tilde{q}_r)}{d \tilde{q}_r} = \frac{dt(\tilde{i}(\tilde{x}_k, \tilde{q}_r, h), \tilde{q}_r)}{d \tilde{q}_r}$$

$$= \frac{dt(\tilde{q}_m, \tilde{q}_r)}{\tilde{q}_n} \frac{d \tilde{i}(\tilde{x}_k, \tilde{q}_r, h)}{d \tilde{q}_r} + \frac{d \tilde{i}(\tilde{x}_k, \tilde{q}_r, h)}{d \tilde{q}_r}$$

(5)

The second term of the sum is the same as in (3); so the solution of (5) cannot be determined independently of the optimizing task with reasonable efforts. Nevertheless, it is possible to build a local model of $t'$ which is easy to produce and easy to differentiate:

$$l(\tilde{q}_r) = \sum_{i=1}^{r} \left( a_i q_i + \sum_{j=i}^{r} b_{ij} q_i q_j \right) + d$$

(6)

This quadratic polynomial has $n_c = r + \frac{(r+1)r}{2} + 1$ coefficients to be determined by solving a linear equation system generated by $n_c$ test points of $t'(\tilde{q}_r)$. The minimum of $l(\tilde{q}_r)$ can be found by the following set of differential equations which are linear in $\tilde{q}_r$:

$$0 = \frac{dl(\tilde{q}_r)}{dq_i} = a_i + \sum_{j=i}^{r} b_{ij} q_j + b_{ii} q_i \quad \land \quad i = 1, \ldots, r$$

(7)
Using a local model of the modified cost function $t'$, there is no need to differentiate $t'$. This means that one can use nonanalytic functions combining many different task constraints. Nevertheless, a function $t' \in \mathbb{C}^2$ supports a stable iteration. The resulting computational complexity of this optimizing strategy is determined as follows:

<table>
<thead>
<tr>
<th>Computational Step</th>
<th>Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation of the test points for $t'$</td>
<td>$O(r^2)$</td>
</tr>
<tr>
<td>Determining coefficients of (6)</td>
<td>$O(n_c^3) = O(r^5)$</td>
</tr>
<tr>
<td>Calculating $dl(\bar{q}_r)/d\bar{q}_r = 0$</td>
<td>$O(n_c^3) = O(r^5)$</td>
</tr>
</tbody>
</table>

4 Handling Singularities of the Inverse Kinematic

The differential movement of the robot in Cartesian coordinates can be derived from a differential movement in link variable space:

$$d \bar{x}_k = \frac{d \bar{T}(\bar{q}_n)}{d \bar{q}_n} d \bar{q}_n = \left[ \frac{d \bar{T}(\bar{q}_n)}{d q_1(\bar{q}_n)} \ldots \frac{d \bar{T}(\bar{q}_n)}{d q_n(\bar{q}_n)} \right] d \bar{q}_n \quad (8)$$

The manipulator is in a nonsingular position if the set $\mathbb{I}$ of all $k$-dimensional link variable vectors corresponding to $k$ linear independent columns contains at least one element. An inverse kinematic (IK) $\bar{T}(r, h) = \bar{q}_m$ becomes singular if $\bar{q}_m \notin \mathbb{I}$. So, it is necessary to build an IK $\bar{T}(\bar{q}_r, h)$ for each possible $k$-dimensional subvector of $\bar{q}_n$ to cover all cases of nonsingular positions of the whole manipulator with $|\mathbb{I}| = 1$. This gives a total number of $k \choose n$ different IKs, which can be generated in advance by the aid of automatic IK generators like SKIP (H. Rieseler 1990) or INKAS (L. Herrere-Bendezu 1988). Having a complete set of IKs at hand, it is possible to generate a stable iteration for all nonsingular positions of the complete manipulator by choosing an adequate IK. As all IKs describe the complete solution set for the corresponding subchain, switching between nonsingular IKs can be done in a continuous way by choosing the corresponding pairs of selection variables $h$.

In cases where the complete set of IKs cannot be built, the cost function $t'$ has to be modified by an additional term expressing the distance to a singularity of the actually used IK to prevent the iteration process to select such configurations.
5 An Example

The end effector E of a 2D-manipulator consisting of 3 rotational links represented by arbitrary polygons follows a given trajectory \( \vec{c}(t) \) simultaneously avoiding collision with some obstacle \( O \):

Using the described strategy one has to build 3 different IKs \( \vec{i}_1(\vec{x}(t), q_1), \vec{i}_2(\vec{x}(t), q_2), \vec{i}_3(\vec{x}(t), q_3) \). The IK \( \vec{i}_1 \) solving \( q_2, q_3 \) has the following form:

\[
\begin{align*}
p_x &= e_x(t) - a_1 \cos(q_1) \\
p_y &= e_y(t) - a_1 \sin(q_1) \\
sq &= (a_2 + a_3)^2 - p_x^2 - p_y^2) * ((a_2 - a_3)^2 - p_x^2 - p_y^2) \\
q_2 &= \arctan2(p_x p_y + p_y^3 + a_2^2 p_y + p_x \sqrt{sq} - a_3^2 p_y, a_2^2 p_x + p_x p_y^2 - p_x a_3^2 - \sqrt{sq} p_y) - q_1 \\
q_3 &= \arctan2(p_y - a_2 \sin(q_1 + q_2), p_x - a_2 * \cos(q_1 + q_2)) - q_2 - q_1
\end{align*}
\]

The other IKs can be built in an analogous way. To avoid collision one has to introduce a cost function \( t \) describing a potential field. As there is no need to differentiate \( t \), this field can be defined in a simple manner:

\[
t(\vec{q}) = 1/ \min_{i \in \{1,2,3\}} \text{mindist}(P_i, O) \tag{9}
\]

\( \text{mindist}(P_i, O) \) gives the shortest distance between the polygon attached to link \( i \) and the obstacle \( O \). The resulting potential field is not a \( C^2 \)-curve in configuration space:
In contrast to global differentiable definitions of $t$ this approach allows the use of heuristic strategies for finding the minimal distance to an obstacle in more complex environments. The local model $l$ and its minimum $T_0$ are calculated once for an instant $t_{n+1}$ using sample points $T_0, T_1, T_2$ derived from the last iteration $n$ for the free link variable of the IK in use:

\[
T_{0(n+1)} = \text{quadmin}(T_{0n}, T_{1n}, T_{2n}) \tag{10}
\]
\[
T_{1(n+1)} = \frac{T_{0(n+1)} + T_{0n}}{2} \tag{11}
\]
\[
T_{2(n+1)} = \frac{T_{0n} + T_{1n}}{2} \tag{12}
\]

The function quadmin realises the optimization.

The end effector of the given manipulator is moving along a straight line from the space point $(5, 5)$ to $(5, -5)$ avoiding collision with obstacle points. In the first example (Fig. 1) the potential field generates a continuous run of the local minimum for all instants of time giving a continuous movement of the manipulator.

Figure 1: A task leading to a continuous movement
The second example (Fig. 2) shows a potential field which has two local minima to the left and right auf \( P_2 \). The resulting jump of the trajectory in configuration space can be seen in Fig. 3. As the task optimization and the tracking of a given trajectory are decoupled by the inverse kinematic, a simple limitation of the joint velocity can deliver a continuous solution for \( q_n \).

Figure 2: An noncontinuous movement produced by a second obstacle

Figure 3: The plot of \( \tilde{q}_n = \tilde{q}(\tilde{e}(t)) \) belonging to the second example
6 Conclusions

The use of closed form solutions for the inverse kinematics of subchains of redundant robots leads to a reduction in the dimension of the configuration space in which the local optimization is performed numerically according to some task constraint. This approach has the following advantages:

- High speed for a low degrees of redundancy.
- Nonanalytic task functions can be integrated.
- A stable trajectory for the end effector is guaranteed. The distance between two interpolation points of the trajectory can be tailored to the precision needed for the optimizing task.

However, there are some drawbacks:

- High degree of redundancy results in unacceptable high computational effort.
- Known properties of the task constraints can not be integrated in the local model.

- There is no simple criterion for the stability of the iteration.

Future work will concentrate on the development of better local models and task constraint functions for obstacle avoidance.
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Computational Considerations on Kinematics Inversion of Multi-Link Redundant Robot Manipulators

Jadran Lenarcic
The "Jožef Stefan" Institute, Ljubljana, Slovenia

Abstract - The paper critically evaluates the utilisation of pseudo-inverse-based methods for the kinematic inversion of hyper-redundant multi-link robot manipulators. The validity of these methods is questioned from the viewpoint of the computational efficiency specified in terms of arithmetic operations per iteration step. Even though the pseudo-inverse-based methods provide better convergence, less computation time is needed by steepest descent methods especially in continuous path control and in applications where very few iterations are needed or good initial estimations are provided.

1. Introduction

A common feature in the utilisation of multi-link hyper-redundant manipulators is an infinity of possible motions that these mechanisms can make. There is a need to decide which particular motion should be executed in order to satisfy the task constraints and simultaneously optimise a given set of criteria. From the kinematics viewpoint, the advantages that multi-link manipulators introduce in the task are their high flexibility and versatility. These mechanisms have the ability to solve a given task with a minimum effort with respect to various kinematic and dynamic criteria, and in the same time, to move in very complex environments avoiding obstacles, as reported by Maciejewski and Klein (1985), Galicki (1992), Colbaugh et al. (1989), and undesired or ill-conditioned configurations reported by Baker and Wampler (1988), Nakamura and Hanafusa (1986), and Shamir (1990). The large number of degrees of freedom permits the grasping of
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objects with the body of the manipulator, presented by Pettinato and Stephanou (1989), and Kerr et al. (1992), introducing the objects in tubes of different shapes, presented by Chiacchio et al. (1991), or gaining advantages of kinematic singularities with the goal to compensate weak actuators, presented by Kieffer and Lenarcic (1992). With a large number of rigid links they can approximate a continuous morphology of snakes or tentacles, reported by Chirikjian and Burdick (1991).

Despite their potential advantages, practical utilisation of multi-link hyper-redundant manipulators is still far away. This is primarily because of several technical and technological problems in the mechanical design, control and programming, which call for more effective mathematical treatment. Numerical complexity of the existing methods for redundancy resolution usually increases with the number of degrees of freedom. Hence, real-time computation for robot manipulators possessing one hundred or more degrees of freedom is still unrealisable in practice or requires extreme computer capacity. The closed-form solutions to the inverse kinematics problem for redundant manipulators are rather exclusive and exist only for special manipulator structures. These were investigated by Chang (1987). For a general manipulator, there are only iterative numerical solutions that can be computationally very expensive. However, the numerical approach is essential for the development of a general-purpose computer-aided robot design and control.

2. POSITION AND ORIENTATION OF THE END EFFECTOR

As is well known, the kinematics model of a serial robot manipulator is specified as a set of independent algebraic equations (Lenarcic, 1993)

\[
p - p_0(\theta) = 0,
\]

where \( p \) is an \( m \)-dimensional column vector that expresses the desired end effector position and orientation of the robot mechanism, \( \theta \) is an \( n \)-dimensional column vector of joint (generalised) coordinates, and \( p_0(\theta) \) is a trigonometric vector function of joint coordinates representing the actual end effector position and orientation that is also referred to as the vector of Cartesian (task) coordinates. The Jacobian form of (1) is obtained by differentiation with respect to time

\[
\dot{p} - J(\theta) \dot{\theta} = 0,
\]

where

\[
p - p_0(\theta) = 0,
\]

\[
\dot{p} - J(\theta) \dot{\theta} = 0,
\]
\[ J = \left[ \frac{\partial \mathbf{p}}{\partial \theta_1}, \ldots, \frac{\partial \mathbf{p}}{\partial \theta_n} \right] . \] (3)

\( \mathbf{J} \) is the \( m \times n \) Jacobian matrix, and \( \mathbf{p} \) and \( \dot{\theta} \) are Cartesian and joint velocities of the manipulator, respectively. The inverse kinematics problem is referred to as the calculation of joint coordinates for a given combination of Cartesian coordinates based on their relationship specified by (1,2,3).

In general, the inverse kinematics problem of a robot manipulator is the problem of finding joint coordinates or their velocities that will produce a given end effector motion. The solution to this problem can be used in the real-time control of robots to determine joint motions that correspond to a desired Cartesian path of the end effector. For serial robot manipulators, the inverse kinematics problem is often difficult to solve, since the joint coordinates appear in (1,2,3) as arguments of trigonometric functions. This problem may not always have a real solution, and the closed-form solution can be specified only for the simple, usually non redundant, structures of robot mechanisms. For more complex mechanisms, time-consuming numerical procedures must be used. The solutions are multiple and there is a need to decide which combination of values is more suitable in each particular case. Providing a robot mechanism with some redundant degrees of freedom enhances its motion capabilities considerably. Kinematically redundant robots provide the means for solving sophisticated motion tasks, but require complex approaches in both mechanical design and control. The main feature of redundancy is that there is an infinity of possible motions which these mechanisms can make, all of which satisfy the task constraints. Mathematically, a robot manipulator is redundant with respect to the prescribed task, when (1) is underdetermined and the dimension of \( \theta \) is greater than the dimension of \( \mathbf{p} \); \( n > m \). It results in a non square Jacobian matrix (3) which is not directly invertible.

3. THE MOORE-PENROSE GENERALISED INVERSE

A widely used approach of finding joint coordinates \( \theta \) for a given combination of Cartesian coordinates \( \mathbf{p} \) is to use the pseudo inverse. Also termed the Moore-Penrose generalised inverse, it was proposed by many authors in similar variations of iterative numerical schemes (Klein and Huang, 1983; Benhabib et al., 1985; Lovass-Nagy and Schilling, 1987; Nakamura et al., 1987; Nenchev, 1989). The Moore-Penrose generalised inverse \( \mathbf{M} \) of the Jacobian matrix \( \mathbf{J} \) is given by
\[ M = J^T (J J^T)^{-1}. \] (4)

Its size is \( n \times m \) and solves (2) as follows

\[ \dot{\theta} = M \dot{p}, \] (5)

This is a particular solution. We can verify that from the infinity of solutions the Moore-Penrose generalised inverse chooses the one that minimises the Euclidian norm of joint velocities. These are very known results in mathematics related to underdetermined systems of equations where the number of unknowns is greater than the number of constraints. The formulation (5) forms the background of very elegant numerical procedures which by integration of (5) can calculate joint coordinates of a redundant manipulator for given end effector positions and orientations. One is given by

\[ \theta^{i+1} = \theta^i + M(\theta^i)(p - p_0(\theta^i)), \] (6)

where \( i = 1, 2, \ldots \) is the number of iterations, \( p \) is a desired end effector pose, \( p_0(\theta^i) \) is the actual end effector pose, \( M(\theta^i) \) is the corresponding Moore-Penrose generalised inverse as given in (4), and \( \theta^0 \) is a known initial estimation. In order to control the error in Cartesian coordinates of the end effector we must additionally compute

\[ \varepsilon(\theta^i) = (p - p_0(\theta^i))^T (p - p_0(\theta^i)) \] (7)

for all \( i = 1, 2, \ldots \) The procedure is stopped when \( \varepsilon \) is less than the desired accuracy \( \varepsilon_0 \).

There are, however, some disadvantages that must be taken into account in the utilisation of the pseudo-inverse-based methods. These are entirely numerical procedures and is very difficult to find any analytical result. They have intrinsic inaccuracy and accumulate error that becomes larger as the velocity increases. To overcome these difficulties some authors developed analytical or semi analytical methods to resolve redundancy. However, no symbolic solution can be developed for a general redundant manipulator unless certain conditions are met by the manipulator structure. Some attempts were reported by Stanisilić and Pennock (1985), Varma and Huang (1992), Duffy and Crane (1980), and Chaware and Amarnath (1987). More general approaches were presented by Ghosal and Roth (1988), and Chang (1987). The calculation schemes based on the Moore-Penrose generalised inverse are procedures of local optimisation (Nenchev, 1989). They minimise a weighted Euclidian norm of joint velocities at every point or any given moment. It is very hard to know a priori how large the minimum is. Recently, promising results were obtained in the global optimisation with integral-type criteria (Nedungadi and Kazerounian, 1989; Kazerounian and Wang, 1988). Generalised inverse methods yield a
non conservative motion. The particular problem of concern is the non-repeatability of periodic motions resulting from drift associated with pseudo inverse approach. The drift problem was described Klein and Huang (1983). It has become the major criticism of the methods based on pseudo inverses and, consequently, one of the most investigated subjects in redundancy resolution. We can refer here to the work presented by Klein and Kee (1989), and more recently by Luo and Ahmad (1992), and Bay (1992).

From the viewpoint of adopting the pseudo inverse techniques for the inverse kinematics of multi-link robot manipulators, the main difficulty is associated to their numerical complexity. According to (6,7), the calculation of the vector of joint coordinates in each iteration \( i = 1, 2, \ldots \) contains \( N_{\text{MPI}} \) multiplications and divisions and \( N_{\text{MPI}} \) additions and subtractions is proportional to a third order polynomial of \( n \) and \( m \)

\[
N_{\text{MPI}} = n(m^2 + m) + m^3 + m^2 + m
\]

\[
N_{\text{MPI}} = n(m^2 + m) + m^3 + m - 1
\]

(8)

where the number of arithmetic operations is taken from regular matrix multiplication rules and matrix inversion by performing LU decomposition. It can be observed that for a high number of degrees of freedom, for example \( n = 100 \), and for \( m = 6 \) that corresponds to the number of position and orientation constraints, the number of multiplications \( N_{\text{MPI}} \) = 4458, and additions \( N_{\text{MPI}} = 4421 \) in each iteration step \( i = 1, 2, \ldots \). The number of iterations that find a solution depends on the accuracy of the first estimation and on the desired accuracy of the result. We can also observe in (8) that the number of multiplications and additions increases with the number of degrees of freedom multiplied by a quadratic polynomial of the number of the task constraints.

4. RAPIDLY CONVERGENT DESCENT METHOD

We can minimise the number of arithmetic operations by decreasing the task constraints \( m \) or, as it is shown in this section, by simply redefining the optimisation criterion. Searching for a solution of (1) we can consider a local optimisation problem of minimising the difference between the desired Cartesian coordinates \( p \) and the actual Cartesian coordinates \( p_0(\theta) \). An adequate criterion would be a quadratic function of the form
where $f$ is the objective function given as a norm $\varepsilon(\theta)$ specified in (7). The criterion function $f(\theta)$ can be interpreted as the quadratic distance between the desired and the actual end effector position and orientation. Assume that $f$ is differentiable with respect to $\theta$. Its gradient is then given, in accordance to the definition of the Jacobian matrix $J$ (3), by

$$g(\theta) = J^T(p - p_0(\theta)),$$

(10)

where $g$ is $n$-dimensional column vector. We are concerned here with the general problem of finding an unrestricted local minimum of the function $f(\theta)$ of several variables. We suppose that the function of interest can be calculated at all points. It is also convenient to group functions into two main classes according to whether the gradient vector $g$ is defined analytically at each point or must be estimated from the difference of values of $f$. The method described in this paper is applicable to the case of the analytically defined gradient.

The steepest descent method introduced almost fifty years ago and later modified by many authors, for example by Powell (1962), is still one of the most attractive and efficient approaches for non linear minimisation problems. The aim is to find the sequence of vectors of joint coordinates $\theta$ that minimises the objective function $f(\theta)$. Applied to our case, this method can be expressed as

$$\theta^{i+1} = \theta^i + \alpha^i g(\theta^i),$$

(11)

where $i = 1, 2, \ldots$ is the number of iterations, $\alpha^i$ is the iteration step size, and $\theta^0$ is a known initial estimation. The gradient $g$ is minimised in each iteration depending on the step size $\alpha^i$ until the error $\varepsilon(\theta^i)$ is less than the desired accuracy $\varepsilon_0$. $\alpha^i$ can be kept constant or can be changed within the procedure in order to guarantee the convergence, as well as to minimise the number of iterations. The reader is referred to the work of Powell (1962) for more extensive details. Comparing (11) with (6) and in relation to the definition of the Moore-Penrose generalised inverse (4), a suitable choice of the step size $\alpha^i, i = 1, 2, \ldots$ can be

$$\alpha^i = \frac{\varepsilon(\theta^i)}{g(\theta^i)^T g(\theta^i)}.$$
For functions of several variables, there are two very useful conditions that enable very fast and stable convergence. One is to have the Jacobian matrix $\mathbf{J}$ whose columns depend only on a very small number of variables, and the other is to have quantitatively similar dependency on each of the variables. The resulting numerical procedure has a quadratic convergence and finds the nearest local minimum of a function of several variables very efficiently, especially when the initial estimation is sufficiently close to the solution. From the computational viewpoint, the main difference between the steepest descent method and the method that utilises the Moore-Penrose generalised inverse is in the number of arithmetic operations needed in each iteration. For every $i = 1, 2, \ldots$ the steepest descent method as presented in (11,12) contains

$$N_{SD}^\oplus = n(m+1)+2m+1$$  
$$N_{SD}^\ominus = n(m+1)+2m-1$$

arithmetic operations. When $n \gg m$

$$\frac{N_{SD}^\oplus}{N_{SD}^\ominus} \approx \frac{N_{SD}^\oplus}{N_{MPI}^\ominus} \approx \frac{1}{m}.$$  

However, to properly compare the mentioned approaches we must also take into account the number of iterations needed to obtain a desired accuracy, as well as the number of operations necessary to compute the Jacobian matrix in each iteration step.

5. NUMERICAL EXAMPLE: N-R PLANAR MECHANISM

In order to validate these theoretical findings a planar mechanism that possesses equal links and parallel revolute joints was used. The Moore-Penrose generalised inverse method (6) and the descent method (11) were implemented and compared on a personal computer IBM 425SX (486-processor). The inverse kinematics problem was solved for a given end effector position, $m = 2$, and for a series of examples of mechanisms with different number of degrees of freedom, $n = 20, 50, 100, 500$. The computation time per iteration as a function of the number of degrees of freedom is as follows

<table>
<thead>
<tr>
<th>$n$</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPI (ms)</td>
<td>2.860</td>
<td>6.570</td>
<td>12.91</td>
<td>64.59</td>
</tr>
<tr>
<td>SD (ms)</td>
<td>1.530</td>
<td>3.790</td>
<td>7.630</td>
<td>39.14</td>
</tr>
<tr>
<td>SD/MPI</td>
<td>0.535</td>
<td>0.577</td>
<td>0.591</td>
<td>0.606</td>
</tr>
</tbody>
</table>
The ratio SD/MPI is in favour of the descent method and approximately corresponds to the prediction in (14) - the difference arises from the computation of the end effector position and its derivatives that are not included in (14). The generalised inverse method showed better convergence. However, extremely fast convergence was obtained also with the descent method when the joint coordinates of the mechanism were specified in terms of the absolute angles between the links and the reference coordinate frame - instead of relative joint angles that are measured between neighbouring links. A comparison of the convergence specified in terms of the square root of the error (7) for a typical case ($n = 100$) is as follows:

<table>
<thead>
<tr>
<th>iteration</th>
<th>MPI</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.737188</td>
<td>0.737188</td>
</tr>
<tr>
<td>2</td>
<td>0.341060</td>
<td>0.293930</td>
</tr>
<tr>
<td>3</td>
<td>0.009324</td>
<td>0.013108</td>
</tr>
<tr>
<td>4</td>
<td>0.000005</td>
<td>0.000810</td>
</tr>
<tr>
<td>5</td>
<td>0.000000</td>
<td>0.000037</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

This work reports a critical evaluation of the pseudo inverse approach in the kinematic inversion of multi-link hyper-redundant robot manipulators from the viewpoint of computational efficiency. If the inverse kinematics problem is defined as an optimisation problem of minimising the quadratic distance between the desired and the actual end effector position, the pseudo inverse approach can be converted to a more simple procedure of finding local minimum of a function of several variables by using the steepest descent approach. The iteration step of this procedure is approximately $m$-times less expensive (where $m$ is the number of task coordinates). However, the main point of concern in the implementation of the steepest descent method is related to its convergence. It was shown that very fast convergence, comparable to the convergence of the pseudo-inverse-based method, can be obtained when the coordinates are expressed by the absolute joint angles. This, on the other hand, can incorporate some difficulties in the algorithm. For instance, if there are limits applied to the joint angles, the transformation between absolute and relative joint angles must be performed in each iteration step. In the presented case of a planar $n$-R mechanism the transformation is trivial, but for a general-type spatial mechanism might be more complex. Another difficulty of the utilisation of
absolute angles in the iterative procedure is when, in an initial configuration, two or more
absolute angles are equal. They remain equal in the whole procedure, as well as in the
final configuration, and may, therefore, disturb the convergence. In conclusion, the
stepest descent method is more efficient in applications where the number of iterations is
small. An example is in continuous path control where the neighbouring points of the end
effector trajectory are relatively close and thus good initial estimations are provided.
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On Finding the Set of Inverse Kinematic Solutions for Redundant Manipulators
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Abstract

The inverse kinematic solution of a manipulator with \( \rho \) redundant d.o.f.'s can be seen as the configuration space of a closed kinematic loop with mobility \( M = \rho \). This set can be described by means of the feasible ranges of values that each variable can take. It is possible, for all planar and spherical loops, obtaining such ranges without explicitly finding the algebraic expression of the solution. The form presented by such ranges permits inferring topological properties of the solution space as a whole.

1 Introduction

A serial manipulator with \( n \) degrees of freedom (d.o.f.) can be described by an open kinematic chain with \( r \) revolute pairs and \( p \) prismatic pairs, with \( n = r + p \). A manipulator configuration is determined by an \( n \)-dimensional vector \( \mathbf{q} = (q_1, \ldots, q_n) \), where \( q_i \) is the joint coordinate corresponding to joint \( i \). The forward kinematic function \( f \) associates each joint configuration vector \( \mathbf{q} \) to an end-effector pose (in general, location and orientation), \( \mathbf{x} \):

\[
\mathbf{x} = f(\mathbf{q}). \tag{1}
\]

The manipulator joint space, or configuration space, is an \( n \)-dimensional manifold with the structure \( T^r \times R^p \), where \( T^r \) is an \( r \)-dimensional torus. The set of all possible poses \( \mathbf{x} \) reachable by the end-effector, that we will call end-effector workspace, is a subset of \( SE(3) = SO(3) \times R^3 \), whose dimension, \( m \leq 6 \), depends on the manipulator's morphology and link-parameters. Thus, for example, in general planar, spherical and regional manipulators \( m = 3 \), and in spatial manipulators \( m = 6 \). Since the end-effector workspace cannot have a higher dimensionality than the configuration space, we must have \( m \leq n \). We say that a manipulator is redundant if \( n > m \), and the difference \( \rho = n - m \) is the redundancy of the manipulator. In the case of \( m = n \)

\[J. Angeles et al. (eds.), Computational Kinematics, 85–94. \]
\(© 1993 Kluwer Academic Publishers.\]
the manipulator is non-redundant, and for any given pose \( x \) there are in general a finite number of joint vectors \( q \) satisfying (1).

For a redundant manipulator, the different dimensionality between the joint space and the end-effector workspace implies that the forward kinematic function must define a many-to-one mapping where an infinite number of configurations \( q \) are mapped onto the same pose \( x \).

Of major interest in Kinematics is the study of the inverse kinematic function

\[
q = f^{-1}(x),
\]

that computes the set of configuration vectors that place the end-effector at a given pose.

The solution to the inverse kinematic function for a regular value \( x \) is one or more self-motion manifolds of dimension \( \rho \) (Burdick 1989).

The solution set can be mathematically characterized by a set of non-linear equations involving the joint variables. By using appropriate algebraic methods, as for example, those described in Buchberger (1989), it is possible, in principle, to derive a generalized input-output equation for any variable, i.e., a single equation involving only the desired variable and a set of \( \rho \) other variables that play the role of parameters. The parameterization of the solution set obtained in this way is not a "proper" one, in the sense that it is not clear beforehand what vectors of parameter values will provide an actual solution (the input-output equations may produce imaginary values). This is so since, in general, for a given pose of the end-effector, each joint variable has a restricted set of feasible values. In order to characterize the solution set, it is necessary to provide, besides the \( n - \rho \) generalized input-output equations, the feasible ranges for the variables treated as parameters. In fact, this is not yet enough, since in general, the feasible set of values for a given parameter depends on the values already assigned to other parameters. A solution to this problem is to determine parameter ranges "on-line": before assigning a value to a parameter, its feasible range compatible with the already assigned ones has to be computed.

Note that if there is an effective way of computing compatible ranges for variables, solution vectors \( q \) may be obtained without any need of deriving input-output equations: Just extending the process to all variables in the loop (and not just to those taken as parameters) will provide the desired solution vector \( q \). This is adequate for those kinds of problems in which one or more particular solutions, and not the functional relationships between variables, are required. Furthermore, the solution may be directed by the user in the process of fixing variables into their ranges. Additional constraints, as externally imposed joint limitations, may be accounted for in a straightforward way.

The remaining of this paper is organized as follows: In Section 2 each inverse kinematic problem is associated with a kinematic loop, Sections 3 and 4 are devoted to the determination of feasible ranges for variables in planar and spherical loops,
respectively, and Section 5 shows some consequences for the topology of the solution derived from the properties of the ranges.

2 Kinematic Loop Associated to an Inverse Kinematic Problem

When the end-effector of a manipulator is fixed at a given pose $\mathbf{x}$, the resulting kinematic chain becomes a loop with an extra imaginary link attaching the end-effector to the base link. The set of inverse kinematic solutions of the manipulator for this pose coincides with the configuration space of the corresponding loop. The redundancy $\rho$ of the manipulator corresponds to the mobility $M$ of the loop, which, according to the well-known Kutzbach-Grübler formula (Duffy 1980), is:

$$M = \sum_{i=1}^{n} f_i - d,$$

where $f_i$ is the number of d.o.f. of joint $i$, and $d$ is, roughly speaking, the dimension of the loop’s workspace. In our case $f_i = 1$ and $d = m$, which yields

$$M = n - m = \rho.$$  

This formula fails to provide the correct mobility value in those loops obtained from a non-regular point of the end-effector workspace. In this case, the dimension of the workspace locally decreases to some value $m' < m$, and the actual mobility $M'$ increases:

$$M' = n - m' > M.$$  

Our purpose is the determination of the feasible ranges for variables in kinematic loops without explicit derivation of generalized input-output equations. We will provide explicit ranges for variables in arbitrary planar and spherical loops. The approach we take is broadly the same in both cases: First, loop closure conditions are derived for each kind of loop. Such closure conditions take the form of inequalities involving all link parameters in the loop, and they establish necessary and sufficient conditions for the loop to be possible. To find the feasible range for a variable $q_i$ in a given loop we consider a new loop obtained by formally substituting the two links sharing joint $i$ by a single link whose parameters are a function of $q_i$. The closure condition for this new loop is interpreted as a condition on $q_i$. The feasible range for variable $q_i$ in the original loop is the set of values for which this condition is satisfied.

\[1\] In some cases, due to the conventions used in the link-parameters definition, the parameters affected may correspond to some other link.
3 Planar Loops

Each link in a planar loop can be characterized by no more than a single magnitude whose meaning depends on the type of joints it connects. Figure 1 shows the representation used for each type of link, and the parameters by means of which they are characterized.

According to these conventions, a planar loop may be represented in two alternative forms, depending on what direction is taken to define the loop. The difference comes from the uneven treatment given to RP and PR links. Figure 2 shows a loop represented in non-standard form, and its two possible normalized representations.

From simple geometric considerations, loop closure conditions to be satisfied by the links’ parameters can be derived (see Celaya (1992) for details). Depending on the number of P pairs existing in the loop, different closure conditions hold:

1. Loops with no prismatic pairs:
A planar loop with \( n \) R pairs is characterized by \( n \) parameters \( l_i \). The necessary and sufficient closure condition can be expressed as:

\[
2l_M \leq \sum_{i=1}^{n} l_i, \tag{3}
\]

Figure 2: A planar loop and its two possible representations.
<table>
<thead>
<tr>
<th>Kind of loop</th>
<th>Variable</th>
<th>Ranges for which there is a solution</th>
</tr>
</thead>
</table>
| $nR$        | $\theta_k$ | $\frac{\delta^2 - l_k^2 - l_{k-1}^2}{2l_k - l_{k-1} l_k} \leq \cos \theta_k \leq \frac{\sigma^2 - l_k^2 - l_{k-1}^2}{2l_k - l_{k-1} l_k}$  
\[ \sigma = \sum_{i \in \{k, k-1\}} l_i \]  
\[ \delta = \max(0, 2l_{M'} - \sigma) \]  
\[ l_{M'} = \max(l_i, i \notin \{k, k-1\}) \]  
| $nR-P$      | $\theta_1$ | $-\frac{\sum_{i=1}^{n-1} l_i - d}{l_1} \leq \cos \theta_1 \leq \frac{\sum_{i=2}^{n-1} l_i - d}{l_1}$  
| $\theta_n$ | $d - \sum_{i=1}^{n-1} l_i \leq \sin \theta_n \leq \frac{d + \sum_{i=2}^{n-1} l_i}{l_{n-1}}$  
| $\theta_k$ | (k ≠ 1, n) | $\frac{\delta^2 - l_k^2 - l_{k-1}^2}{2l_k - l_{k-1} l_k} \leq \cos \theta_k$  
\[ \delta = \max(0, d - \sum_{i \in \{k, k-1\}} l_i) \]  
| $x$         | $\delta^2 - d^2 \leq x^2 \leq (\sum_{i=1}^{n-1} l_i)^2 - d^2$  
\[ \delta = \max(0, 2l_{M} - \sum_{i=1}^{n-1} l_i) \]  
\[ l_{M} = \max(l_i, i \in \{1, \ldots, n-1\}) \]  
| $nR-P-P$    | $\theta_k$ | No restriction if there are two or more R pairs  
| $x_k$       | | $| x_k \sin \alpha | \leq \sum_{i=1}^{n-1} l_i$  
| $n_1R-P-n_2R-P$ | $\theta_k$ | No restriction  
| $x_k$       | | $\delta^2 - d_k^2 \leq x_k^2$  
\[ \delta = \max(0, d_i - \sum l_i) \]  
| $\ldots P \ldots P \ldots$ | $\theta_k$ | No restriction if there are two or more R pairs  
| $x_k$       | | No restriction  

Table 1: Ranges for variables in planar loops.
where $l_M = \max(l_i, i \in \{1, \ldots, n\})$. An equivalent form to express this condition, that is more appropriate for the purpose of finding ranges for variables is:

$$2l_{M'} - \sum_{i \neq k} l_i \leq l_k \leq \sum_{i \neq k} l_i, \quad (4)$$

where $l_{M'} = \max(l_i, i \neq k)$.

2. **Loops with one prismatic pair:**

If the loop has $n$ R pairs, the loop will have one PR link with parameter $d$, one RP link, which is characterized by no parameter, and $(n - 1)$ RR links with parameters $l_i$. In this case, the closure condition is:

$$d \leq \sum_{i=1}^{n-1} l_i. \quad (5)$$

3. **Loops with two or more prismatic pairs:**

In this case there is no closure condition to be satisfied, provided there is at least one R pair. In the particular case of a loop with $n$ P pairs and no R pairs, the loop is formed by $n$ PP links with parameters $\alpha_i$, and the closure condition is:

$$\cos\left(\sum_{i=1}^{n} \alpha_i\right) = 1 \quad (6)$$

Using these closure conditions, and following the general procedure described above, ranges for variables in any planar loop can be obtained (Celaya 1992). The feasible ranges for all possible cases are summarized in Table 1.

## 4 Spherical Loops

A spherical kinematic loop may be represented by an articulated spherical polygon in which sides correspond to links, and vertices correspond to revolute pairs. A link of length $\alpha$ in a spherical loop is kinematically equivalent to a link of length $2\pi - \alpha$ (Chiang 1988), thus the sides of the polygon may always be taken of length $\leq \pi$.

If, in a polygon with sides $\alpha_i \leq \pi$, we substitute one vertex $p_i$ by its antipodal $\overline{p_i}$, sides $\alpha_{i-1}$ and $\alpha_i$ are replaced by $\pi - \alpha_{i-1}$ and $\pi - \alpha_i$, respectively. The different polygons obtained through these substitutions are called *supplementary polygons* following Chiang (1988), and they may be used to represent the same spherical loop. With an appropriate selection of the vertices or their antipodals, it is always possible to obtain a supplementary polygon with at most one side $> \pi/2$ representing the same spherical loop as the original polygon (Fig. 3).

The closure condition for a spherical loop with $n$ links represented by a spherical polygon with sides $\alpha_i \in [0, \pi/2]$ for $i \neq k$, and $\alpha_k \in [0, \pi]$ is (see Celaya and Torras
(1990) or Celaya (1992) for a derivation):

\[ 2\alpha_M \leq \sum_{i=1}^{n} \alpha_i, \]  

where \( \alpha_M = \max(\alpha_1, \ldots, \alpha_n) \). This closure condition can be rewritten as:

\[ 2\alpha_{M'} - \sum_{i \neq k} \alpha_i \leq \alpha_k \leq \sum_{i \neq k} \alpha_i, \]  

where \( \alpha_{M'} = \max(\alpha_i, i \neq k) \).

Replacing sides \( \alpha_{k-1} \) and \( \alpha_k \) by a variable side \( \bar{a} \) (Figure 4) we have, using the cosine law for spherical triangles:

\[ \cos \bar{a} = \cos \alpha_{k-1} \cos \alpha_k - \sin \alpha_{k-1} \sin \alpha_k \cos \theta_k. \]  

The closure condition for the new loop yields the following constraints for \( \theta_k \):

\[ \frac{\cos \delta - \cos \alpha_{k-1} \cos \alpha_k}{-2 \sin \alpha_{k-1} \sin \alpha_k} \leq \cos \theta_k \leq \frac{\cos \sigma - \cos \alpha_{k-1} \cos \alpha_k}{-2 \sin \alpha_{k-1} \sin \alpha_k}, \]  

where \( \delta = \max(0, 2\alpha_M - \sum_{i \notin \{k-1, k\}} \alpha_i) \), with \( \alpha_M = \max(\alpha_i, i \notin \{k-1, k\}) \), and \( \sigma = \min(\pi, \sum_{i \notin \{k-1, k\}} \alpha_i) \).

5 Properties of the Solution Sets

An examination of the conditions obtained for the different variables in all planar and spherical loops (Table 1 and eq. (10), respectively) reveals that in all cases, angular variables \( \theta_k \) appear in sine or cosine functions, and translational variables \( x_k \) in absolute value or in squared form. The fact that the inverses of these functions are
double-valued implies that the sets of feasible values for the variables are symmetric. More precisely, the set of permissible values $S_i$ for any variable $q_i$ must take one of these forms:

1. The empty set (unfeasible loop).

2. A single point or interval, that eventually may be the full range $[0, 2\pi]$ for rotational variables, or $(-\infty, \infty)$ for translational variables.

3. Two points or two intervals $S_i^-$ and $S_i^+$ of the same length.

It is useful considering the mapping $M_{ij}$ that for each value of variable $q_i$ in a given loop gives the set of compatible values for $q_j$. Figure 5 shows the graphical representation of $M_{ij}$ for a particular spherical loop. The image of each value $a$ of $q_i$ is obtained as the set of feasible values for $q_j$ in the loop with one less link that results when $q_i$ is fixed to the value $a$. The projection of the shaded region on the horizontal (resp. vertical) axis is the set $S_i$ (resp. $S_j$) of allowed values for $q_i$ (resp. $q_j$) in the original loop. Of course, the same sets $S_i$ and $S_j$ can be obtained directly by using the corresponding conditions for variables $q_i$ and $q_j$ in the original loop.

The above-mentioned properties of symmetry holding for $S_i$ must hold also for the image $M_{ij}(a)$ of each value $a$ of $q_i$, since this is the set of feasible values for variable $q_j$ in a different loop. Note also that the intervals’ extremes for $\theta_j$ vary continuously with the parameters of the links, and hence with the value of $\theta_i$. In general we can derive the following property:

**Prop. 1** If the mapping $M_{ij}$ has two disconnected regions, their projections on $\theta_i$, $S_i^+$ and $S_i^-$, either coincide or form two non-intersecting intervals.

This is so since a partial overlapping of $S_i^+$ and $S_i^-$ would imply an asymmetry at the extreme points of the overlapped regions. A direct consequence of Prop. 1 is:
Prop. 2 A revolute joint is a crank (is able to perform complete turns) if and only if its feasible range is the complete interval $[0, 2\pi]$.

This can be seen as a generalization of the Grashof condition (Hunt 1978) for planar and spherical loops with more than four links, and for planar loops with both R and P pairs.

Clearly, the existence of a variable with two disjoint feasible intervals implies that the configuration space of the loop has two disconnected parts, i.e., the loop has two modes of assembly. As a consequence of Prop. 1, the converse is also true:

Prop. 3 The solution space is formed by a single connected manifold if and only if the feasible range for each variable is a single interval.

The only circumstance in which Prop. 3 is not justified by Prop. 1 is the hypothetical case of a loop having two different modes of assembly, in which all variables have full mobility, thus avoiding the partial overlapping problem. We conjecture that such a situation is not possible.
6 Conclusions

Expressions giving the sets of feasible values for variables in all planar and spherical loops have been provided in explicit form. This results can be applied to finding inverse kinematic solutions of redundant planar and spherical manipulators. A simple examination of the feasible sets for variables permits deriving global properties of the solution set, as the number of self-motion manifolds.

This formulation based in ranges for variables lends itself to considering problems with multiple kinematic loops, an issue that has been investigated in Celaya and Torras (1992). Some extensions of these procedures to spatial kinematic chains can be found in Celaya (1992).
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1 Introduction

This paper investigates the global sets of solutions for single loop inverse kinematic problems containing only independent rotational and translational degrees of freedom, providing a rational and compact method to obtain these sets. This is a sequel of the work presented in Thomas (1992).

A forward kinematic function, \( F \), is defined as a non-linear vector function which relates a set of \( n \) joint coordinates, \( \Theta \), of a closed kinematic chain so that

\[
F(\Theta) = I, \tag{1}
\]

where \( I \) is the identity displacement.

One of the primary problems of practical interest in kinematics is determining the inverse kinematic function, \( F^{-1} \), which computes the sets of joint coordinates that keep the mechanism closed. The problem is especially hard to solve when dealing with redundant kinematic chains, i.e. kinematic chains with extra degrees of freedom (d.o.f.). This paper essentially deals with the problem of obtaining these solution sets, keeping in mind that, for redundant mechanisms, there is an infinite number of joint coordinates that satisfy (1).

Kinematics of interconnected rigid bodies may lead to very complex computations and it is important to perform these computations in the most compact form and to search for their most rational organization. This goal motivates a great deal of research on the fundamental operations and the algebraic structures underlying kinematic methods. Nevertheless, no general satisfactory solution, convenient for practical use, has been found for the general positional inverse kinematic problem. This problem is highly complicated because of its non-linearity, the non-uniqueness of the solution, and the existence of singularities. This is why the redundant manipulator literature has focused on the linearized first order instantaneous kinematic relation between joint velocities, that is

\[
J(\Theta)\dot{\Theta} = 0 \tag{2}
\]

J. Angeles et al. (eds.), Computational Kinematics, 95–106.
where \( \mathbf{J}(\Omega) = d\mathbf{F}(\Omega)/d\Omega \) is the Jacobian of the kinematic chain. In this literature, the inverse solution of (2) is often referred to as the inverse kinematic solution, rather than that of (1). Thus, given the position and velocity states, the set of joint coordinates can be obtained either by directly solving positional equations (1), or by solving the first-order differential equations (2). Since (2) at a particular position is linear, numerical solutions to the inverse velocity problem are relatively easier than that of the inverse position problem. Nevertheless, practical applications, including most industrial robot coordination algorithms, avoid numerical inversion of the Jacobian by using analytical inverses developed on an ad hoc basis.

In general, ad hoc methods make use of simplifying heuristic arguments. These simplifying arguments have made ad hoc analytical inverses dominate many of the practical applications in this area.

The first foundation for a unified theory of analysis of spatial mechanisms was provided in Duffy (1975). Nevertheless, the algebra used prevents any intuitive interpretation of the results, making any further insight difficult. The present work presents an alternative foundation for a unified theory of analysis of spatial mechanisms based on simple results.

This paper is structured as follows. Section 2 states the inverse positional kinematic problem in terms of 3 x 3 dual-number matrices. Section 3 is devoted to finding the expressions of the components of rotation and translation of a kinematic equation used throughout this paper. Section 4 investigates the sets of solutions of the rotations equation. It is shown that this problem is equivalent to that of finding a global solution to the positional kinematic problem of the orthogonal spherical mechanisms. Section 5 deals with the problem of obtaining those points of the sets of solutions of the rotations equation that also satisfy the equation of translations. Section 6 deals with the problem of parameterizing the sets of solutions of the rotations equations. Section 7 presents two examples whose analysis is carried out using the developed methodology and, finally, Section 8 provides a brief summary of the main points in this paper.

## 2 Stating the problem

The general inverse kinematic problem will be formulated in terms of 3 x 3 dual matrices (see, for example, Duffy 1975, or Veldkamp 1976). The dual matrix formulation is preferred here to the popular homogeneous coordinate form because, for analytical manipulation, the formulation obtained for the separation of the rotational and translational parts is essential herein.

A kinematic chain is defined as a set of \( n \) links in series. The proportions of link \( i \) will be specified by a constant dual angle \( \phi_i = \phi_i + \epsilon d_i \) between the two adjacent joint axes. The dual operator is defined by \( \epsilon^m = 0 \) where \( m \) is any integer greater than one. The parameters \( \phi_i \) and \( d_i \) are referred to as the twist angle and the length of link \( i \), respectively.

Neighboring links have a common joint axis between them. One parameter of interconnection is the distance along this common axis from one link to the next. Thus, the displacement linking the reference frame of element \( i \) with that of element \( i + 1 \) can be expressed as:

\[
\mathbf{R}_x(\alpha_i + \epsilon x_i) \mathbf{R}_y(\beta_i + \epsilon y_i),
\]
or, in other words,
\[ R_x(\alpha + \varepsilon x_i) X R_x(\beta + \pi + \varepsilon y_i) X R_x(\pi). \] (4)

where
\[ X = R_z(\pi/2) = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \] (5)

Thus, any kinematic chain can be described kinematically by giving the values of four quantities for each link. Two describe the link itself, and the other two describe the link's connection to a neighboring link (Craig 1986, page 64). In what follows, we will consider the four quantities as variables. This way we can model any kinematic chain by constraining the appropriate rotational or translational d.o.f.

If we define
\[ B(\hat{\phi}_i) = R_x(\hat{\phi}_i) X = \left( R_x(\phi_i) + d_i \varepsilon \begin{pmatrix} 0 & 0 & 0 \\ 0 & -\sin \phi_i & -\cos \phi_i \\ 0 & \cos \phi_i & -\sin \phi_i \end{pmatrix} \right) X, \] (6)

the kinematic equation for a closed kinematic chain is an equation of the form:
\[ F(\hat{\phi}) = \prod_{i=1}^{n} B(\hat{\phi}_i) = I. \] (7)

This equation can be interpreted as the loop equation of the n-bar mechanism (Thomas 1992), where \( \hat{\Phi} = (\hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_n) = (\phi_1 + \varepsilon d_1, \phi_2 + \varepsilon d_2, \ldots, \phi_n + \varepsilon d_n) \) is called the vector of displacements; \( \Phi = (\phi_1, \phi_2, \ldots, \phi_n) \), the vector of rotations; and \( D = (d_1, d_2, \ldots, d_n) \), the vector of translations.

3 Equating real and dual parts

Some proposed symbolic methods for solving simple inverse kinematic problems can be factored into a solution for the rotational component and a solution for the translational component (Thomas and Torras 1988). Notice that the rotation component can be extracted directly from the original equation by simply removing all the translations, but not the translational component. The approach taken here also follows this sequencing strategy. Under the dual number formalism, both components can be obtained by equating the real and dual parts of (7), respectively.

Equating the real parts in (7), we have:
\[ F(\Phi) = \prod_{i=1}^{n} B(\phi_i) = I \] (8)
which will be called the equation of rotations.
The partial derivatives of \( F(\Phi) \) with respect to \( \phi_i \) can be expressed as:

\[
\frac{\partial F(\Phi)}{\partial \phi_i} = A_i Q A_i^t
\]  

(9)

where

\[
Q = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{pmatrix}, \quad \text{and} \quad A_i = \left\{ \begin{array}{cl}
I, & i = 1 \\
\prod_{j=1}^{i-1} B(\phi_j), & i > 1
\end{array} \right.
\]  

(10)

Thus, we define \( \nabla F(\Phi) \) as

\[
\nabla F(\Phi) = (A_1 Q A_1^t, A_2 Q A_2^t, \ldots, A_n Q A_n^t).
\]  

(11)

On the other hand, the linearization of equation (8) around a solution \( \Phi_0 = (\phi_1^0, \ldots, \phi_n^0) \) can be expressed as:

\[
\sum_{i=1}^{n} \Delta \phi_i A_i Q A_i^t = 0
\]  

(12)

where \( \Delta \phi_i = (\phi_i - \phi_i^0) \). In other words,

\[
\nabla F(\Phi_0)(\Phi - \Phi_0)^t = \nabla F(\Phi_0) \Delta \Phi^t = 0
\]  

(13)

This is called the equation of approximation, which agrees with the result obtained in Uicker (1964). Actually, equation (12) is the first order approximation of \( F(\Phi) = I \) around \( \Phi_0 \), which defines a hyperplane of approximation.

Now, equating the dual parts in (7) and taking into account that \( \varepsilon^2 = 0 \), it can be easily shown that

\[
\nabla F(\Phi) D^t = 0
\]  

(14)

which will be called the equation of translations.

Note that the superposition principle applies for the translational solutions, that is, if for a given vector of rotations we have two vectors of translation that satisfy equation (14), say \( D_1 \) and \( D_2 \), then any vector of translations which can be expressed as \( D_3 = \mu_1 D_1 + \mu_2 D_2, \forall \mu_1, \mu_2 \in \mathbb{R} \) also satisfies it.

Considering that there are three translational degrees of freedom in space, it should be expected that there be three equations representing this information. Actually, if

\[
A_i = (n_i \ o_i \ a_i) = \begin{pmatrix}
n_{ix} & o_{ix} & a_{ix} \\
n_{iy} & o_{iy} & a_{iy} \\
n_{iz} & o_{iz} & a_{iz}
\end{pmatrix},
\]  

(15)

then it can be proved that

\[
A_i Q A_i^t = \begin{pmatrix}
0 & -n_{iz} & n_{iy} \\
n_{iz} & 0 & -n_{ix} \\
-n_{iy} & n_{ix} & 0
\end{pmatrix}.
\]  

(16)
Then, if we define the vectors $\mathbf{A}_i \mathbf{Q} \mathbf{A}_i^t = (n_{ix}, n_{iy}, n_{iz})^t$, and we express the equation of approximation and the equation of translations in terms of them, we get the three equations we were expecting. Actually, a deeper insight reveals that vector $\mathbf{A}_i \mathbf{Q} \mathbf{A}_i^t$ in $\mathbb{R}^3$ is a unit vector pointing in the positive direction of translation $d_i$ with respect to the first bar of the $n$-bar mechanism. Thus, the equation of translations can also be expressed as:

$$
\begin{pmatrix}
 n_{1x} & n_{2x} & \cdots & n_{nx} \\
 n_{1y} & n_{2y} & \cdots & n_{ny} \\
 n_{1z} & n_{2z} & \cdots & n_{nz}
\end{pmatrix}
D^t = J(\Phi)D^t = 0.
$$

Likewise, for the equation of approximation. It can be checked that $J(\Phi)$ is the $3 \times n$ Jacobian matrix of the spatial transformation $F(\phi)$, that is:

$$
J(\Phi) = \frac{dF(\Phi)}{d\Phi}.
$$

This formulation leads to the following remark.

**Remark I.** The solution of the translations equation of the $n$-bar mechanism (13) is the Jacobian null space of the corresponding rotations equation (8).

If the following condition is satisfied

$$
\max_{\Phi} (\text{rank } J(\Phi)) = 3,
$$

it is said that the degree of redundancy of the closed spherical kinematic chain is $r = n - 3$. If

$$
\text{rank } J(\Phi) = 2,
$$

for some $\Phi$, then we say that the closed kinematic chain is in a singular state (all the $n$ bars are on a plane). In others words, the vectors $\mathbf{A}_i \mathbf{Q} \mathbf{A}_i^t$, i.e. the columns of the Jacobian matrix, define a subspace of $\mathbb{R}^3$ which coincides with $\mathbb{R}^3$ iff the mechanism is not in a singular state.

Since all the axes of rotations of an $n$-bar mechanism can never be arranged so that they all keep aligned, rank $(J(\Phi))$ cannot be lower than two.

Let $N(J)$ be the null space of the linear mapping $J$. Any element of this subspace is mapped into the zero vector. If the Jacobian is of full rank, the dimension of the null space, $\dim(N(J))$, is the same as $r$, the degrees of redundancy. When the Jacobian is degenerate, its rank decreases, and the dimension of the null space increases by the same amount. The sum of the two is always equal to $n$, that is:

$$
\text{rank}(J) + \dim(N(J)) = n.
$$

The solution to equation (17) involves the same number of arbitrary parameters as the dimension of the null space.
4 Self-motion sets and singularities

Equation (8) corresponds to the loop equation of an orthogonal spherical mechanism. The configuration space, $C$, for a spherical mechanism is a product space formed by the n-fold product of the individual variables of rotation, that is, $C = S^1 \times S^1 \times \cdots \times S^1 = T^n$, where $T^n$ is an n-torus, which is a compact n-dimensional manifold. The space of pointing directions in three-space is two-dimensional and can be represented by the set of unit vectors in three-space or, equivalently, by the surface of a sphere. In contrast, the configuration space is an n-torus. The mismatch between the topological properties of a sphere and a torus prevents the construction of a singularity-free inverse kinematic mapping (Baker and Wampler 1988).

For non-redundant kinematic chains, there is a finite set of configurations that solve the inverse kinematic problem. For redundant ones, there is an infinite number of configurations, which can be grouped into regions of the configuration space with the structure of algebraic sets of dimension $r$.

The term “self-motion sets” was coined by Burdick in Burdick (1989) motivated by the fact that any trajectory inside these sets corresponds to a continuous motion of the elements of the closed kinematic chain which does not require to open it.

Formally, let a redundant inverse kinematic solution of a rotation equation be denoted as the union of disjoint $r$-dimensional algebraic sets

$$F(\Phi) = I \Rightarrow \Phi = \bigcup_i S_i,$$

where $S_i$ is the $i^{th}$ $r$-dimensional connected algebraic set and $S_i \cap S_j = \emptyset$ when $i \neq j$.

Self-motion sets can be seen as smooth hypersurfaces of dimension $r$ intersecting themselves. The stratification of these sets leads to several manifolds of dimension $r$, which will be denoted $M_i$, connected through manifolds of lower dimension. The former will be called self-motion manifolds, and the latter just singularities. Note that, motivated by the presence of these singularities, the definition of self-motion manifolds is a rather different definition from the one introduced in Burdick (1989).

Bounds on the number of self-motions sets are also discussed in Burdick (1989), where it is shown that a redundant kinematic chain can have no more self-motions sets than the maximum number of inverse kinematic solutions of a non-redundant kinematic chain of the same class.

In Yoshikawa (1986), Thomas and Torras (1988), or Wampler (1989) it is shown that a discrete closed-form solution exists for spherical mechanisms with up to three d.o.f. For $n = 3$, there are two discrete solutions. For $n > 3$, a spherical kinematic chain becomes redundant. Thus, regardless of the number of d.o.f., a spherical redundant mechanism can have at most two distinct self-motion sets.

Self-motion manifolds can be parameterized, at least locally, by a set of $r$ independent parameters, say $\Psi = \{\psi_1, \ldots, \psi_r\}$, so that distinct self-motions can be generated by continuously sweeping $\Psi$ through their range.

As already noted in Duffy (1975), equation (8) has a straightforward geometric interpretation as an n-sided spherical polygon. Consider a unit radius sphere centered at the coordinate origin. As a result of applying successive rotations, the $z-$axis will describe on the surface of the sphere a spherical polygon with sides (arcs of great circles) of length $\phi_i$, and exterior angles $\pi/2$. Alternatively, the $y-$axis will describe a spherical polygon with sides of length $\pi/2$ and exterior angles $\phi_i$. These two polygons are considered duals. All theorems from spherical trigonometry are thus applicable; in
particular, the sine, cosine, and sine-cosine laws, which are the three basic laws for spherical triangles. By triangulating the thus obtained n-sided spherical polygon, the global solutions to equation (8) will be obtained in terms of r independent parameters. This is not the only possible parametrization. Actually, we can take any r variables as parameters. We will discuss in detail this latter parameterization in section 6, but, for the moment, let us assume that a set of expressions of the $\Phi_i$, $i = 1 \ldots n$, parameterized in terms of $n - 3$ independent parameters, is obtained, so that they yield one solution for every choice of the parameters.

5 Satisfying the equation of translations

The set of all tangent vectors to a manifold $M$ at a fixed point $\Phi_0$ is called the tangent space to the manifold $M$ at point $\Phi_0$. This set is denoted $T_{\Phi_0}(M)$, which can be endowed with the structure of a linear space. The tangent space to $M_i$ at some $\Phi_0 = \Phi(\Psi_0)$ in terms of the independent parameters is:

$$T_{\Phi_0}(M_i) = \frac{dM_i(\Phi_0)}{d\Psi} = \frac{d\Phi(\Psi_0)}{d\Psi} \in \mathbb{R}^{n \times (n-3)}$$  \hspace{1cm} (23)

where $d\Psi \in \mathbb{R}^{n-3}$. Then, by applying the chain rule,

$$\frac{dF(\Phi_0)}{d\Psi} = \frac{dF(\Phi(\Psi_0))}{d\Phi} \frac{d\Phi(\Psi_0)}{d\Psi} = J(\Phi_0) \frac{d\Phi(\Psi_0)}{d\Psi} = J(\Phi_0)T_{\Phi_0}(M_i) \in \mathbb{R}^{3 \times (n-3)}.$$.  \hspace{1cm} (24)

However, when $F$ is restricted to a self-motion manifold, $F$ must equal the identity displacement, $dF(\Phi_0)/d\Psi$ must be zero, and therefore the tangent space of $M_i(\Psi)$ at $\Psi = \Psi_0$, must be in the null space of the Jacobian evaluated at this point. Thus, since the null space of the Jacobian is the solution of the equation of rotations, the tangent space of $M_i(\Psi)$ is part of the solution of the translations equation.

If $\Phi(\Psi_0)$ is a point on the self-motion manifold, then

$$\text{rank} \left( \frac{d\Phi(\Psi_0)}{d\Psi} \right) = N(J(\Phi(\Psi_0))) = r.$$ \hspace{1cm} (25)

If $\Phi(\Psi_0)$ is a point of a singularity, then the dimension of $N(J(\Phi(\Psi_0)))$ is greater than $r$ and $d\Phi(\Psi_0)/d\Psi$ is not strictly defined. This leads to the following remark:

**Remark II.** For the n-bar mechanism, the vector of translations that satisfies the equation of translations at $\Phi(\Psi_0)$, restricted to a self-motion manifold of the equation of rotations, is any vector in the subspace of dimension $n - 3$ defined by $d\Phi(\Psi_0)/d\Psi$.

The set of all tangent vectors $T_{\Phi_0}(M_i)$ to a manifold at a point $\Phi_0$ is a linear space of the same dimension as that of $M_i$. The whole set of tangent vectors to a manifold $M_i$ is denoted $T(M_i)$ and called the tangent bundle of $M_i$. Then, if the solution of the rotations equation can be represented by the self-motion manifolds $M_i$, the solution of the translations equation is the tangent bundle of $M_i$, that is $T(M_i)$. Hence,

$$D = \lambda_1 \frac{\partial \Phi(\Psi_0)}{\partial \psi_1} + \ldots + \lambda_r \frac{\partial \Phi(\Psi_0)}{\partial \psi_r}, \quad \forall \lambda_1, \ldots, \lambda_r \in \mathbb{R}. $$ \hspace{1cm} (26)
Following differential geometry nomenclature, the numbers $(\lambda_1, \ldots, \lambda_r)$ are called coordinates of the tangent vector $D$ to $M_i$ at point $\Phi(\Psi_o)$ in a local coordinate system $(\psi_1, \ldots, \psi_r)$ on the surface $M_i$, and equation (26) is called the tensor law of coordinate transformation for the tangent vector $D$.

At a point belonging to a singularity, the Jacobian becomes degenerate, that is, the dimension of its null space is greater than $r$. Hence, the associated spherical mechanism becomes planar (all axis of rotation lie on a plane), and, since an $n$-bar mechanism can degenerate to planar only when $n$ is even, it is easy to infer that there are no singularities when $n$ is odd.

Given a point on a singularity, there is a set of arbitrarily close points on the self-motion manifolds for which we know the allowed translations. Then, by applying the superposition principle for the translational component, the solution at a point of the singularities can be expressed as a linear combination of the solution for each of these points.

6 Local parameterizations

In this section, we concentrate ourselves in obtaining simple local parameterizations, or local charts, useful for local analysis of the self-motion manifolds.

Since the rank of the Jacobian matrix is maximal at every point $\Phi_0 \in M_c$ (i.e. rank of $J(\Phi_0) = 3$), $M_c$ is a $r$-dimensional smooth manifold of class $C^\infty$, and $r$ coordinates of the surrounding space $T^n$ can be taken as local coordinates in the neighborhood of each point $\Phi_0 \in M_c$. This is, in fact, the implicit function theorem formulated in convenient terms whose proof can be found in any textbook of differential geometry. In what follows we will study this simple parameterization.

Let us take $r$ consecutive variables in the chain as parameters. Without loss of generality, let $\{\phi_1, \phi_2, \ldots, \phi_r\}$ be the set of parameters. Hence, the equation of rotations can be expressed as:

$$R_x(\phi_{r+1}) \times R_x(\phi_{r+2}) \times R_x(\phi_{r+3}) = A,$$

which has always solution for any proper orthogonal matrix $A$ encompassing all the parameters. In general, this equation has the following two discrete solutions:

$$\phi_{r+1} = \text{atan}2(\pm a_{31}, \mp a_{21})$$
$$\phi_{r+2} = \text{atan}2(\pm \sqrt{1 - a_{11}^2}, a_{11})$$
$$\phi_{r+3} = \text{atan}2(\mp a_{13}, \mp a_{12})$$

where $a_{ij}$ denotes the element $(i,j)$ of $A$. One solution is obtained by taking the upper row of signs, and the other, the lower one.

When $a_{11} = \pm 1$, there appear infinite solutions. Those points of the self-motion manifolds where this happens are called singularities of the parametrization, and it can be easily shown that they correspond to those situations in which the axes of rotation of bars $r+1$, $r+2$, and $r+3$ lie on the same plane.

Using this parameterization, two different sets of values for the parameters might lead to the same point on the self-motion manifold. Therefore, this mapping is not injective but, by constraining its domain, we can get a local chart (this will become clear in the second example of the next section). Let $\Psi_o$ be a point of the space of parameters that maps onto $\Phi_o$. This mapping is regular because at least one of the
minors of order $3 \times 3$ of the Jacobian matrix is different from zero in $\Psi_0$. Since this minor is continuous, it is different from zero in a neighborhood of $\Psi_0$. Therefore, we conclude that there will be an open subset in the space of parameters containing $\Psi_0$ in which the mapping in injective. The highest the value of $n$, the smaller the size of this set. This is why, as $n \to \infty$ (that is, the n-bar mechanism behaves like a rubber band), this parametrization becomes useless.

Thus, taking the proper $r$ consecutive rotational variables as parameters, we always obtain a local parameterization of the self-motion manifold. This leads to the following remark:

**Remark III.** The set of $n$ local charts consisting of $r$ consecutive variables used as parameters constitutes an atlas of the self-motion manifolds.

Obviously, certain points are provided with several local coordinate systems.

## 7 Examples

This section contains two examples. The first one is a simple global analysis, including the stratification of the resulting self-motion sets and the analysis of the singularities. The second one is about a local analysis using the parameterization described in the last section, including the situation in which it is singular.

### 7.1 Global analysis of the 4-bar mechanism

The kinematic equation to solve for the 4-bar mechanism is:

$$
\prod_{i=1}^{4} R_x(\phi_i + \epsilon d_i) \mathbf{X} = \mathbf{I}.
$$

(29)

It is a well-known result that a rotation can be resolved into three successive rotations about perpendicular axes of rotation. In doing so, we get

$$
\begin{align*}
\phi_1 &= \pm \phi_3 \\
\phi_2 &= \pm \phi_4
\end{align*}
$$

(30)

The stratification of this algebraic set leads to 4 manifolds of dimension 1 and 4 of dimension 0. As shown in the following diagram, the strata of dimension 1 are connected through those of dimension 0.

$$
\begin{align*}
\phi_1 - \phi_3 &= 0 \\
\phi_2 &= \phi_4 = 0
\end{align*} \quad \Phi_0 = (0, 0, 0, 0) \quad \quad \quad \quad \phi_2 - \phi_4 &= 0 \\
\phi_1 &= \phi_3 = 0
\end{align*}
$$

(31)
The tangent spaces of these strata are constant. For example, the tangent space of the upper left stratum on diagram (31) is \((1,0,1,0)\). Thus, \(D_1 = \lambda_1(1,0,1,0)\), \(\lambda_1 \in \mathbb{R}\), is the only possible solution of the corresponding equation of translations for any point on this stratum. For the other strata, the solutions are: \(D_2 = \lambda_2(0,1,0,1)\), for the upper right stratum; \(D_3 = \lambda_3(1,0,-1,0)\), for the lower left stratum; and \(D_4 = \lambda_4(0,1,0,-1)\) for the lower right stratum.

Let us just see what happens at the singularity \(\Phi_0 = (0,0,0,0)\). In this point the Jacobian is:

\[
J(\Phi_0) = \begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]  

which is clearly singular, as expected. Since its rank is two, the 4-bar mechanism is planar, also as expected.

By applying the superposition principle at this singular point (i.e. the solution to the translations equation at this point can be expressed as a linear combination of those at the non-singular points on their boundaries), we get:

\[
D_5 = \lambda_1(0,1,0,1) + \lambda_2(1,0,1,0), \quad \forall \lambda_1, \lambda_2 \in \mathbb{R},
\]

which is clearly the solution sought.

7.2 Local analysis of the 5-bar mechanism

The equation to solve for a 5-bar mechanism is:

\[
\prod_{i=1}^{5} Rx(\phi_i + \epsilon d_i)X = I.
\]

A solution to its rotational component is \(\Phi_0 = (0, -\pi/4, \pi/2, -\pi/2, \pi/4)\). At this point the Jacobian is:

\[
J(\Phi(\Psi_0)) = \begin{pmatrix}
1 & 0 & -0.707 & -0.707 & 0 \\
0 & 1 & 0 & 0 & -1 \\
0 & 0 & -0.707 & 0.707 & 0
\end{pmatrix}
\]

This point is located on a self-motion manifold of dimension 2 embedded in \(T^5\). Now, let us assume that we want to know the allowed translational d.o.f. for this particular set of rotational values. To this end, we can obtain the tangent space around \(\Phi_0\) using a finite differences technique as follows.

We can take \(\psi_1 = \phi_1\) and \(\psi_2 = \phi_2\) as parameters of the self-motion manifold. This choice is obviously arbitrary. Note that given a set of values for the parameters, there are two solutions for the other rotational d.o.f., but choosing the closest points to \(\Phi_0\), we get:

\[
\Phi_1(\psi_1 = \Delta, \psi_2 = -\pi/4) = (0.001, -0.78539, 1.5715034, -1.570089, 0.78539)
\]

(36)
\[ \Phi_2(\psi_1 = 0, \psi_2 = -\frac{\pi}{4} + \Delta) = (0, -0.78439, 1.57079, -1.57079, 0.7863) \]  

(37)

with \( \Delta = 0.001 \). Thus,

\[ \frac{\partial M_0}{\partial \psi_1} \approx \frac{\Phi_1 - \Phi_0}{\Delta} = (1, 0, 0.7071, 0.7071, 0) \]  

(38)

and

\[ \frac{\partial M_0}{\partial \psi_2} \approx \frac{\Phi_2 - \Phi_0}{\Delta} = (0, 1, 0, 0, 1). \]  

(39)

Since

\[ D(\Phi = \Phi_0) = \lambda_1 \frac{\partial M_0}{\partial \psi_1} + \lambda_2 \frac{\partial M_0}{\partial \psi_2}, \quad \lambda_1, \lambda_2 \in \mathbb{R}, \]  

(40)

finally we get,

\[
\begin{pmatrix}
  d_1 \\
  d_2 \\
  d_3 \\
  d_4 \\
  d_5 \\
\end{pmatrix} = \lambda_1 \begin{pmatrix}
  1 \\
  0 \\
  0.7071 \\
  0.7071 \\
  0 \\
\end{pmatrix} + \lambda_2 \begin{pmatrix}
  0 \\
  1 \\
  0 \\
  0 \\
  1 \\
\end{pmatrix}
\]  

(41)

Thus, \( d_2 = d_5 \), and \( d_3 = d_4 = 0.7071 \cdot d_1 \), which certainly corresponds to solution.

It is important to realize that, if we would take \( \psi_3 \) and \( \psi_4 \) as parameters, we would be in a singular point of this particular parametrization.

8 Conclusions

We have proved that the information required for the analysis of any single loop spatial mechanism is essentially stored in the self-motion sets of the orthogonal spherical mechanism. Thus, it has been shown the great relevance of deepening on the structure of the self-motion manifolds of the orthogonal redundant spherical mechanisms, and how a thorough understanding of them is very helpful in the study of spatial mechanisms.

Any kinematic loop equation can be modeled as the loop equation derived from an n-bar mechanism by taking as many bars as needed and constraining some of the resulting d.o.f. It has been shown that the set of angle solutions of a n-bar mechanism can be obtained by computing the tangent space of the self-motion manifolds of the orthogonal redundant spherical mechanism.
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Abstract

Using the symbolic manipulation software package Maple V, the kinematic and dynamic representations needed to design a feedforward torque controller are derived. The derived kinematic representations include the inverse kinematics, the Jacobian and its time-derivative, which are needed to convert a task space trajectory to the joint level. Two Newton-Euler based recursive multibody dynamics algorithms are also programmed symbolically; one for the inverse dynamics to design the feedforward torque controller and one for the forward dynamics to validate the controller. The symbolic computations are demonstrated on a six degree of freedom PUMA 560 manipulator.

1 Introduction

Kinematic and dynamic representations of robotic manipulators are regularly necessary for their control. For multilink manipulators these representations are algebraically complex, making hand calculation impractical. The development of symbolic manipulation software such as MACSYMA, Mathematica and Maple V has made the derivation of complex kinematic and dynamic systems less time-consuming and less error prone.

Engineers have made use of commercially available symbolic manipulation software and have also written problem specific software for deriving kinematic and dynamic expressions of mechanical systems. Manocha and Canny (1992) developed an algorithm for solving the inverse kinematics of a general 6R manipulator with the aid of symbolic computation. While optimizing the design of a redundant manipulator, Mayorga et al. (1992) used symbolic manipulation software to develop a Jacobian based objective function for their minimization procedure. Custom symbolic manipulation software has also been written to automatically generate the forward and inverse kinematics of a manipulator from its Denavit-Hartenberg parameters (Herrera-Bendezu et al. 1988; Rieseler and Wahl 1990). The equations of motion

J. Angeles et al. (eds.), Computational Kinematics, 109–117.
for manipulators have also been written making use of symbolic manipulation. Lieh (1991) made use of Maple for developing the equations of motion for an elastic manipulator. Armstrong et al. (1986) developed an explicit dynamic model of a PUMA 560 manipulator using the software EMDEG. Symbolic computation software has also been used in control systems design. Van Essen and De Jager (1993) used Maple V to analyze and design nonlinear control systems, and to check for stability of nonlinear systems Rothfuß et al. (1993) used MACSYMA to assist in the extensive analytical and numerical calculations.

Computed feed forward torque controllers have been demonstrated to provide good tracking performance (Leahy 1988; Tarn et al. 1993) in robotic control systems. The structure of such a controller is shown in Equation (1).

$$\tau = M(\Theta_d)\dot{\Theta}_d + V(\Theta_d, \dot{\Theta}_d) + G(\Theta_d) + K_p(\Theta - \Theta_d) + K_d(\dot{\Theta} - \dot{\Theta}_d)$$  \hspace{1cm} (1)

where the first three terms make up the feedforward part of the control law and are computed off-line and the last two terms are the PD controller part calculated on-line. Solving for the feedforward terms involves computing the inverse dynamics for a preplanned path. The path (position, velocity and acceleration profiles), however, is often described in task (Cartesian) space and hence needs to be converted into joint space using the manipulator’s inverse kinematics, Jacobian and its time-derivative as shown in Equations (2-4)

$$\Theta_d = \Gamma(x_d) \hspace{1cm} (2)$$
$$\dot{\Theta}_d = J^{-1}(\Theta)\dot{x}_d \hspace{1cm} (3)$$
$$\ddot{\Theta}_d = J^{-1}(\Theta) (\ddot{x}_d - J(\Theta, \dot{\Theta})\dot{\Theta}) \hspace{1cm} (4)$$

where $\Gamma$ represents the inverse kinematics. For a multilink manipulator these derivations as well as deriving the inverse dynamics model are time consuming and prone to errors, therefore, the use of symbolic manipulation software will greatly aid in their development.

In Section 2.2 the use of Maple V is demonstrated in developing the inverse kinematics, the Jacobian and its time-derivative for a PUMA 560 manipulator. The application of Maple V to the development of the inverse dynamics model is discussed in Section 3. The appendix contains some of the results.

## 2 Kinematics

The coordinate frames used for developing the kinematic relationships are those used by Unimation, Inc. and are shown in Figure 1. The modified Denavit-Hartenberg parameters for this coordinate frame convention can be found in Armstrong (1986). After writing the corresponding Denavit-Hartenberg matrix for all six links, the displacement of a point in the sixth coordinate frame can be written in the base coordinate frame using the closure equation of the manipulator

$$^0\overline{T}_6 = ^0T_1^1T_2^2T_3^3T_4^4T_5^5T_6^6$$  \hspace{1cm} (5)
Algebraic manipulation of this equation will be the basis of the inverse kinematics solution.

2.1 Inverse Kinematics

The procedure used to solve for the inverse kinematics is the algebraic technique described in Paul (1981). If $^6_0T$ is specified, then successive premultiplication of Equation (5) by the inverse of the coordinate transformations between the links $(^{i+1}_iT^{-1})$ will yield expressions isolating each joint variable.

Using Maple V, this procedure is greatly simplified and leaves little work to be done by hand. To show the ease at which this technique can be implemented the case for calculating the inverse kinematics of joint angle 5 is shown.

Equation (5) can be rewritten as follows

$$[T_{01}T_{12}T_{23}T_{34}]^{-1}T_{06} = T_{45}T_{56}$$

In Maple V the two sides of the equation can be written as

```
SIDE1 := multiply(inverse(multiply(T01,T12,T23,T34),T06));
SIDE2 := multiply(T45,T56);
```

Examination of the resulting 12 nonlinear equations shows that the (1,3) and (3,3) elements of SIDE2 isolate $\sin(\theta_5)$ and $\cos(\theta_5)$ respectively in terms of known link parameters and already determined joint angles. Joint angle 5 can then be solved as
\[ t5 := \arctan(SIDE1[1,3],SIDE1[3,3]); \]

### 2.2 Jacobian and its Time-Derivative

The linear velocity partial derivative terms of the Jacobian can be found by differentiating the translational elements in Equation (5) with respect to time. This can be performed using Maple V by applying the "diff" function to each of the three translational elements. For example,

\[ v[i] := \text{diff}(T06[1,4],t); \]

will perform chain rule differentiation on the x component of the translational part of \( gT \) with respect to \( t \). The elements of the Jacobian coming from the linear velocity partial derivative terms are then extracted using the "coeff" function. The linear acceleration partial derivative terms, which are needed for determining the time-derivative of the Jacobian, are found similarly by differentiating each of the three linear velocity components with respect to time.

The angular velocity terms for the Jacobian come from the angular velocity equation for the sixth link, which is found recursively using the following equation.

\[
i+1 \omega_{i+1} = i+1 R_i \omega_i + \dot{\theta}_{i+1} \tag{6}\]

Such recursive equations, which are often used in multibody system analysis, can easily be implemented using Maple V. For the six links of a PUMA 560, Equation (6) was implemented as follows

\[
\begin{align*}
\omega_0 & := \text{vector}([0, 0, 0]); \\
\omega_1 & := \text{add}(\text{multiply}(\text{inverse}(\text{minor}(T01,4,4)),\omega_0),\text{tdot}1); \\
\omega_6 & := \text{add}(\text{multiply}(\text{inverse}(\text{minor}(T56,4,4)),\omega_5),\text{tdot}6);
\end{align*}
\]

where "tdot" is the relative angular velocity between coordinate frames. The elements of the Jacobian are again extracted using the "coeff" function.

The angular acceleration terms used for the time-derivative of the Jacobian come from the angular acceleration equation for the sixth link, which is found recursively using

\[
i+1 \alpha_{i+1} = i+1 R_i \alpha_i + i+1 R_i \omega \times \dot{\theta}_{i+1} + \ddot{\theta}_{i+1}\]

This was written in Maple V as

\[
\begin{align*}
\alpha_0 & := \text{vector}([0, 0, 0]); \\
\alpha_1 & := \text{add}(\text{add}(\text{multiply}(\text{inverse}(\text{minor}(T01,4,4)),\alpha_0), \\
& \quad \text{crossprod}(\text{multiply}(\text{inverse}(\text{minor}(T01,4,4)),\omega_0),\text{tdot}1)),\text{tddot}1);
\end{align*}
\]
\[
\begin{align*}
\alpha_6 := & \text{add}(\text{add}(\text{multiply}(\text{inverse}(\text{minor}(T_{56},4,4)), \alpha_5), \\
& \text{crossprod}(\text{multiply}(\text{inverse}(\text{minor}(T_{56},4,4)), \omega_5), \text{tdot}6)), \text{tddot}6);
\end{align*}
\]

where "tddot" is the relative angular acceleration between coordinate frames.

The expressions for the time-derivative for the Jacobian are given in the Appendix.

3 Inverse Dynamics Model

The feedforward joint torques can be computed from the desired joint angle positions, velocities and accelerations (2-4) using the manipulator’s inverse dynamics equations. The recursive multibody dynamics algorithm chosen for solving the inverse dynamics is the Newton-Euler based method which can be found in Craig (1989). This algorithm can be easily implemented in Maple V using similar linear algebra statements demonstrated in Section 2.2. The PUMA 560 parameters used in the recursive equations are from Armstrong (1986).

The resulting expressions for the joint torques, even after applying the trigonometric simplifications built into Maple V, were pages of expressions containing manipulator parameters and trigonometric functions. Verifying these results with a hand derivation would be impractical, therefore, a second recursive multibody dynamics algorithm was programmed to check these expressions.

The second recursive multibody dynamics algorithm, which is also based on a Newton-Euler formulation, is that of Roberson and Schwertassek (1988). This method solves for the forward dynamics of the manipulator recursively without inversion of the mass matrix. The resulting expressions for the joint accelerations can be compared to the first method’s results by solving the first method for the manipulator’s joint accelerations.

Since the resulting expressions of both methods were too complex to check term for term, the model of the PUMA 560 was built up one link at a time so that application errors of the algorithms could be found early from less complicated expressions. After correcting these errors, the complete PUMA 560 models were compared against each other with numerical examples and agreement was achieved. The required vectors and matrices used for the recursive inverse dynamics algorithm are given in the Appendix.

4 Conclusions

In this paper we have shown how symbolic manipulation can be used in writing kinematic and dynamic expressions for a multilink manipulator. The use of symbolic computation reduces immensely the amount of hand calculation and simplification needed when deriving these expressions. The tree structure associated with most manipulators allows for easy application of programs such as Maple V to the recursive equations used to write the kinematics and dynamics of the systems. Symbolic computation has also been demonstrated to be a useful tool on understanding how
a particular algorithm should be implemented. Although the results from symbolic computation for the inverse dynamics could not provide a compact closed form solution, symbolic computation software did provide a convenient means to implement and check the recursive multibody dynamics algorithm for future programming in a lower level computer language.
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Appendix

The time-derivative of the Jacobian in the coordinate frame system shown in Figure 1 is given below. The angular acceleration terms of the time-derivative of the Jacobian have been expressed in frame 6. To express these terms in the base frame, as were the linear acceleration terms, the lower $3 \times 6$ submatrix of the time-derivative of the Jacobian should be premultiplied by $\hat{R}$, which is the rotational submatrix of the closure equation.

$$J = \begin{bmatrix}
\frac{\partial a_x}{\partial \theta_1} & \frac{\partial a_x}{\partial \theta_2} & \frac{\partial a_x}{\partial \theta_3} & \frac{\partial a_x}{\partial \theta_4} & \frac{\partial a_x}{\partial \theta_5} & \frac{\partial a_x}{\partial \theta_6} \\
\frac{\partial a_y}{\partial \theta_1} & \frac{\partial a_y}{\partial \theta_2} & \frac{\partial a_y}{\partial \theta_3} & \frac{\partial a_y}{\partial \theta_4} & \frac{\partial a_y}{\partial \theta_5} & \frac{\partial a_y}{\partial \theta_6} \\
\frac{\partial a_z}{\partial \theta_1} & \frac{\partial a_z}{\partial \theta_2} & \frac{\partial a_z}{\partial \theta_3} & \frac{\partial a_z}{\partial \theta_4} & \frac{\partial a_z}{\partial \theta_5} & \frac{\partial a_z}{\partial \theta_6} \\
\frac{\partial \alpha_x}{\partial \theta_1} & \frac{\partial \alpha_x}{\partial \theta_2} & \frac{\partial \alpha_x}{\partial \theta_3} & \frac{\partial \alpha_x}{\partial \theta_4} & \frac{\partial \alpha_x}{\partial \theta_5} & \frac{\partial \alpha_x}{\partial \theta_6} \\
\frac{\partial \alpha_y}{\partial \theta_1} & \frac{\partial \alpha_y}{\partial \theta_2} & \frac{\partial \alpha_y}{\partial \theta_3} & \frac{\partial \alpha_y}{\partial \theta_4} & \frac{\partial \alpha_y}{\partial \theta_5} & \frac{\partial \alpha_y}{\partial \theta_6} \\
\frac{\partial \alpha_z}{\partial \theta_1} & \frac{\partial \alpha_z}{\partial \theta_2} & \frac{\partial \alpha_z}{\partial \theta_3} & \frac{\partial \alpha_z}{\partial \theta_4} & \frac{\partial \alpha_z}{\partial \theta_5} & \frac{\partial \alpha_z}{\partial \theta_6}
\end{bmatrix} \hat{R}$$
\[
\begin{align*}
\frac{\delta x}{\delta t} &= (a_4 c_23 - d_4 s_23 - a_3 c_2) c_1 + (d_2 - d_3) s_1 \dot{\theta}_1 \\
\frac{\delta y}{\delta t} &= -2 (a_4 s_23 + d_4 c_23 - a_3 s_2) s_1 \dot{\theta}_1 + (a_4 c_23 - d_4 s_23 - a_3 c_2) c_1 \dot{\theta}_2 + 2 (a_4 c_23 - d_4 s_23) c_1 \dot{\theta}_3 \\
\frac{\delta z}{\delta t} &= 0 \\
\frac{\delta x}{\delta x} &= 0 \\
\frac{\delta y}{\delta y} &= 0 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta t} &= (a_4 c_23 - d_4 s_23 - a_3 c_2) s_1 + (d_3 - d_2) c_1 \dot{\theta}_1 \\
\frac{\delta y}{\delta t} &= 2 (d_4 c_23 + a_4 s_23 - a_3 s_2) c_1 \dot{\theta}_1 + (a_4 c_23 - d_4 s_23 - a_3 c_2) s_1 \dot{\theta}_2 + 2 (a_4 c_23 - d_4 s_23) s_1 \dot{\theta}_3 \\
\frac{\delta z}{\delta t} &= 2 (d_4 c_23 + a_4 s_23) c_1 \dot{\theta}_1 + (a_4 c_23 - d_4 s_23) s_1 \dot{\theta}_3 \\
\frac{\delta x}{\delta x} &= 0 \\
\frac{\delta y}{\delta y} &= 0 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta t} &= (a_3 s_2 - d_4 c_23 - a_4 s_23) \dot{\theta}_2 - 2 (d_4 c_23 + a_4 s_23) \dot{\theta}_3 \\
\frac{\delta y}{\delta t} &= -(d_4 c_23 + a_4 s_23) \dot{\theta}_3 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta x} &= 0 \\
\frac{\delta y}{\delta y} &= 0 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta t} &= (s_23 s_5 c_6 + c_23 (s_4 s_6 - c_4 c_5 c_6)) \dot{\theta}_1 - (s_4 s_6 - c_4 c_5 c_6) \dot{\theta}_4 - s_4 s_5 c_6 \dot{\theta}_5 + (c_4 c_6 - s_4 c_5 s_6) \dot{\theta}_6 \\
\frac{\delta y}{\delta t} &= (s_23 s_5 c_6 + c_23 (s_4 s_6 - c_4 c_5 c_6)) \dot{\theta}_1 - (s_4 s_6 - c_4 c_5 c_6) \dot{\theta}_4 - s_4 s_5 c_6 \dot{\theta}_5 + (c_4 c_6 - s_4 c_5 s_6) \dot{\theta}_6 \\
\frac{\delta z}{\delta z} &= s_23 (c_4 s_6 + s_4 c_5 c_6) \dot{\theta}_1 - c_5 c_6 \dot{\theta}_5 + s_5 s_6 \dot{\theta}_6 \\
\frac{\delta x}{\delta x} &= c_6 (s_23 c_4 s_5 - c_23 c_5) \dot{\theta}_1 + c_6 \dot{\theta}_6 \\
\frac{\delta y}{\delta y} &= (s_23 s_4 c_6 + s_6 (s_23 c_4 c_5 + c_23 s_5)) \dot{\theta}_1 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta t} &= (c_23 (c_4 c_5 s_6 + s_4 c_6) - s_23 s_5 s_6) \dot{\theta}_1 - (s_4 c_6 + c_4 c_5 s_6) \dot{\theta}_4 + s_4 s_5 s_6 \dot{\theta}_5 - (c_4 s_6 + s_4 c_5 c_6) \dot{\theta}_6 \\
\frac{\delta y}{\delta t} &= (c_23 (c_4 c_5 s_6 + s_4 c_6) - s_23 s_5 s_6) \dot{\theta}_1 - (s_4 c_6 + c_4 c_5 s_6) \dot{\theta}_4 + s_4 s_5 s_6 \dot{\theta}_5 - (c_4 s_6 + s_4 c_5 c_6) \dot{\theta}_6 \\
\frac{\delta z}{\delta z} &= s_23 (c_4 c_6 - s_4 c_5 s_6) \dot{\theta}_1 + c_5 s_6 \dot{\theta}_5 + s_5 c_6 \dot{\theta}_6 \\
\frac{\delta x}{\delta x} &= (c_23 s_5 s_6 - s_23 c_4 s_5 s_6) \dot{\theta}_1 - s_6 \dot{\theta}_6 \\
\frac{\delta y}{\delta y} &= (c_23 (c_4 c_5 c_6 - s_4 s_6) + c_23 s_5 c_6) \dot{\theta}_1 \\
\frac{\delta z}{\delta z} &= 0 \\
\frac{\delta x}{\delta t} &= -(s_23 c_5 + c_4 s_5 c_23) \dot{\theta}_1 + s_4 c_5 \dot{\theta}_5 + c_4 s_5 \dot{\theta}_6 \\
\frac{\delta y}{\delta t} &= -(s_23 c_5 + c_4 s_5 c_23) \dot{\theta}_1 + s_4 c_5 \dot{\theta}_5 + c_4 s_5 \dot{\theta}_6 \\
\frac{\delta z}{\delta z} &= s_23 s_4 s_5 \dot{\theta}_1 - s_5 \dot{\theta}_5 \\
\frac{\delta x}{\delta x} &= -(c_23 s_5 + s_23 c_4 c_5) \dot{\theta}_1 \\
\frac{\delta y}{\delta y} &= 0 \\
\frac{\delta z}{\delta z} &= 0
\end{align*}
\]
### Vectors and Matrices Needed for Recursive Inverse Dynamics Model

<table>
<thead>
<tr>
<th>Link No. (i)</th>
<th>( \mathbf{i+1R}_i )</th>
<th>( \dot{\mathbf{i}+1} )</th>
<th>( \mathbf{P}_{i+1}^{(m)} )</th>
<th>( \ddot{\mathbf{i}+1} )</th>
<th>( \mathbf{I}<em>{C</em>{i+1}}^{(m)} )</th>
<th>( m_{i+1} )</th>
<th>( \mathbf{i+1IC}_{i+1} ) (kg m²)</th>
</tr>
</thead>
</table>
| 0            | \[
\begin{bmatrix}
  c1 & s1 & 0 \\
  -s1 & c1 & 0 \\
  0 & 0 & 1
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_1 \\
  0 & 0 & \dot{\theta}_1 \\
  0 & 0 & \dot{\theta}_1
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_1 \\
  0 & 0 & \ddot{\theta}_1 \\
  0 & 0 & \ddot{\theta}_1
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 1.49
\end{bmatrix}
\] | --- |
| 1            | \[
\begin{bmatrix}
  c2 & 0 & -s2 \\
  -s2 & 0 & -c2 \\
  0 & 1 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_2 \\
  0 & 0 & \dot{\theta}_2 \\
  0 & 0 & \dot{\theta}_2
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.2435 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_2 \\
  0 & 0 & \ddot{\theta}_2 \\
  0 & 0 & \ddot{\theta}_2
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016
\end{bmatrix}
\] | 17.40 |
| 2            | \[
\begin{bmatrix}
  c3 & s3 & 0 \\
  -s3 & c3 & 0 \\
  0 & 0 & 1
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_3 \\
  0 & 0 & \dot{\theta}_3 \\
  0 & 0 & \dot{\theta}_3
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.4318 & 0 & -0.0934 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_3 \\
  0 & 0 & \ddot{\theta}_3 \\
  0 & 0 & \ddot{\theta}_3
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016
\end{bmatrix}
\] | 4.80 |
| 3            | \[
\begin{bmatrix}
  c4 & 0 & s4 \\
  -s4 & 0 & c4 \\
  0 & -1 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_4 \\
  0 & 0 & \dot{\theta}_4 \\
  0 & 0 & \dot{\theta}_4
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.0203 & -0.4331 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_4 \\
  0 & 0 & \ddot{\theta}_4 \\
  0 & 0 & \ddot{\theta}_4
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016 \\
  0.068 & 0.006 & -0.016
\end{bmatrix}
\] | .82 |
| 4            | \[
\begin{bmatrix}
  c5 & 0 & -s5 \\
  -s5 & 0 & -c5 \\
  0 & 1 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_5 \\
  0 & 0 & \dot{\theta}_5 \\
  0 & 0 & \dot{\theta}_5
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_5 \\
  0 & 0 & \ddot{\theta}_5 \\
  0 & 0 & \ddot{\theta}_5
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.003 & 0 & 0 \\
  0.003 & 0 & 0 \\
  0.003 & 0 & 0
\end{bmatrix}
\] | .34 |
| 5            | \[
\begin{bmatrix}
  c6 & 0 & s6 \\
  -s6 & 0 & c6 \\
  0 & -1 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \dot{\theta}_6 \\
  0 & 0 & \dot{\theta}_6 \\
  0 & 0 & \dot{\theta}_6
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0 & 0 & \ddot{\theta}_6 \\
  0 & 0 & \ddot{\theta}_6 \\
  0 & 0 & \ddot{\theta}_6
\end{bmatrix}
\] | \[
\begin{bmatrix}
  0.00015 & 0 & 0 \\
  0.00015 & 0 & 0 \\
  0.00015 & 0 & 0
\end{bmatrix}
\] | .09 |
Nonlinear Control of Constrained Redundant Manipulators
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Abstract. The dynamic hybrid position and contact force control of open-chain manipulators with redundant degrees of freedom by means of exact input-output linearization is investigated. The dynamics of the manipulator is transferred into a decoupled linear dynamics in the subspace of the control variables and a still nonlinear dynamics in the subspace of the redundant degrees of freedom. By projecting artificial potential and damping forces into the subspace of the redundant degrees of freedom, it is possible e. g. to realize repeatable motions in the joint space for cyclic trajectories or to avoid collisions with obstacles in the workspace.

1 Introduction

Kinematically redundant manipulators have more independently controllable degrees of freedom than control variables specified by the particular task. This provides increased flexibility for the execution of complex tasks. Typical variables for dynamic control are the position coordinates of the endeffector or independent position coordinates together with contact forces in case of material contacts between manipulator and environment. The considered control task is to make all control variables track prescribed time functions and to accomplish desirable subtasks using the redundant degrees of freedom such as avoiding collisions with obstacles in the workspace. Because of the nonlinearities of the mechanical system, the method of exact input-output linearization is applied. By means of a nonlinear state feedback the dynamics of the manipulator is transferred into a linear, decoupled dynamics in the subspace of the control variables and a still nonlinear dynamics in the subspace of the redundant degrees of freedom that is non-observable from the control variables.

The dynamics of the manipulator in the subspace of its redundant degrees of freedom is then prescribed by nonlinear artificial potential and damping forces that generate asymptotically stable equilibrium positions in this subspace. Potential forces, that depend only on the joint coordinates, are applied to realize repeatability in
the joint motions for cyclic trajectories. Collision avoidance is achieved by potential forces that are defined over the cartesian workspace and push the manipulator away from the obstacles. The described procedure can be applied to unconstrained manipulators, to manipulators with material contacts at the endeffector, as described e. g. by Khatib (1987) or Yoshikawa (1990), and also to manipulators with multiple contacts at the endeffector and/or other limbs.

2 Dynamics of a Constrained Manipulator

2.1 Equations of Motion

Assuming a rigid-body model of an open-chain manipulator with \( f \) degrees of freedom and \( f \) control forces \( u \in \mathbb{R}^f \) acting directly along the \( f \) independent joint coordinates \( q \in \mathbb{R}^f \), the equations of motion are

\[
M(q) \ddot{q} = g(q, \dot{q}) + u. \tag{1}
\]

Here, \( M \in \mathbb{R}^{f \times f} \) is the symmetric, positive-definite inertia-matrix, while the vector \( g \in \mathbb{R}^f \) summarizes the generalized centrifugal forces as well as all applied forces except for the control forces \( u \).

During execution of a task, the manipulator may be constrained by material contacts of the endeffector or other limbs with the environment. It is assumed that these material contacts lead to \( d < f \) independent constraints on the joint coordinates \( q \):

\[
\varphi_{F_i}(q) = 0, \quad i = 1, \ldots, d, \quad \text{or} \quad \varphi_F(q) = 0. \tag{2}
\]

If the functions \( \varphi_F(q) \) are differentiable at least twice with respect to time, the total second-order time derivative of Eq. (2) is

\[
\ddot{\varphi}_F \equiv \Phi_F(q) \ddot{q} + \ddot{\varphi}_F(q, \dot{q}) = 0
\]

with

\[
\Phi_F(q) = \frac{\partial \varphi_F(q)}{\partial q} \in \mathbb{R}^{d \times f}, \quad \ddot{\varphi}_F(q, \dot{q}) = \frac{d \varphi_F(q)}{dt} \quad \dot{q} \in \mathbb{R}^d. \tag{3}
\]

The \( d < f \) constraints (2) reduce the number of degrees of freedom of the manipulator from \( f \) to \( f - d \). In the equations of motion (1) constraint forces \( \Phi_F^T \lambda \) are to be added, whereby \( \lambda \in \mathbb{R}^d \) are independent coordinates of the constraint forces:

\[
M(q) \ddot{q} = g(q, \dot{q}) + \Phi_F^T(q) \lambda + u. \tag{4}
\]

The differential-algebraic set of equations (2) and (4) then describes the dynamics of the constrained manipulator. Hereby, the constraints (2) must be fulfilled on position, velocity and acceleration level. If the positions \( q \) and the velocities \( \dot{q} \), which
have to be consistent with the constraints (2) and their first-order time derivatives, as well as the control inputs \( u \) are given, Eqs. (3) and (4) together represent a set of \( f + d \) linear equations to determine uniquely the \( f \) unknown accelerations \( \ddot{q} \) and the \( d \) unknown contact force coordinates \( \lambda \):

\[
\begin{bmatrix}
M & \Phi_F^T \\
\Phi_F & 0
\end{bmatrix}
\begin{bmatrix}
\ddot{q} \\
-\lambda
\end{bmatrix}
= \begin{bmatrix}
g + u \\
-\varphi_F
\end{bmatrix}.
\] (5)

### 2.2 Control Variables

The objective of the considered control is to make altogether \( m \) control variables \( y(t) \) track prescribed functions \( \tilde{y}(t) \). For the constrained manipulator described by (2) and (4), the \( m \) control variables may include \( m_F \) force outputs \( y_F \) as well as \( m_P \) position outputs \( y_P \). In this work, all \( d \) coordinates \( \lambda \) of the constraint forces are defined as the \( m_F = d \) force outputs:

\[
y_{Fi} = \lambda_i, \quad i = 1, \ldots, m_F, \quad \text{or} \quad y_F = \lambda.
\] (6)

If only a subset of \( \lambda \) is chosen as control variables, the manipulator is **statically redundant**. This case is not considered here, although the following derivations can be easily extended to include it.

With \( f - m_F \) degrees of freedom of the constrained manipulator, \( m_P \leq f - m_F \) position outputs \( y_P \) can be defined as functions of the position variables \( q \):

\[
y_{Pi} = \varphi_{Pi}(q), \quad i = 1, \ldots, m_P, \quad \text{or} \quad y_P = \varphi_P(q).
\] (7)

In the same manner as the constraint functions \( \varphi_F(q) \) of Eq. (2), they are assumed to be at least twice differentiable with respect to time:

\[
\ddot{y}_P = \Phi_P(q) \ddot{q} + \ddot{\varphi}_P(q, \dot{q})
\]

with

\[
\Phi_P(q) = \frac{\partial \varphi_P(q)}{\partial q} \in \mathbb{R}^{m_P \times f}, \quad \ddot{\varphi}_P(q, \dot{q}) = \frac{d\Phi_P(q)}{dt} \dot{q} \in \mathbb{R}^{m_P}.
\] (8)

The kinematical control variables \( y_P \) must be chosen within the admissible motion space of the constrained manipulator. This condition is fulfilled, if the \( m_F \) functions \( \varphi_F(q) \) of Eq. (2) and the \( m_P \) functions \( \varphi_P(q) \) of Eq. (7) are independent, or equivalently, the \( m_F + m_P \) row vectors of the functional matrices \( \Phi_F \) and \( \Phi_P \) are linearly independent.

For \( m = m_P + m_F < f \), the manipulator is **kinematically redundant** with \( f - m \) redundant degrees of freedom that are not specified by control variables of type (7). Basically, it can be always made non-redundant by introducing \( f - m \) additional independent control variables of type (7). The practical problem is, however, that desired values for these additional outputs are not prescribed by the manipulator task. The redundant degrees of freedom will be therefore controlled in a different manner.
3 Input-Output Linearization

3.1 Linear Input-Output Equation

For the derivation of the input-output linearization, the so-called partial relative degree $\delta_i$ of the $i$-th output $y_i$ is important. It is exactly the number of times one has to differentiate $y_i$ totally with respect to time in order to have at least one component of the input vector $u$ explicitly appearing, refer to ISIDORI (1989). By this, a set of equations is obtained that is linear in the $\delta_i$th-order derivatives of $y_i$ and the inputs $u$. The solution of this “linear input-output equation” with respect to $u$ yields the “inverse system” necessary for input-output-linearization and -decoupling.

The linear input-output equation for the manipulator is obtained by inserting the accelerations $\ddot{q}$ and the contact forces $\lambda$ resulting from Eq. (5) into the control output equations (6) and (8). It can be brought into the form

$$
\begin{bmatrix}
\dot{y}_F \\
y_F
\end{bmatrix} = F \left( \begin{bmatrix}
\Phi_F \\
\Phi_P
\end{bmatrix} M^{-1} q + \begin{bmatrix}
\ddot{q}_F \\
\ddot{q}_P
\end{bmatrix} \right) + F \begin{bmatrix}
\Phi_F \\
\Phi_P
\end{bmatrix} M^{-1} u
$$

with

$$
F = \begin{bmatrix}
- (\Phi_F M^{-1} \Phi_F^T)^{-1} & 0 \\
-(\Phi_P M^{-1} \Phi_P^T) (\Phi_F M^{-1} \Phi_F^T)^{-1} & I
\end{bmatrix}.
$$

The matrix $D \in \mathbb{R}^{m \times f}$ here has full row rank $r(D) = m \leq f$ and is the decoupling matrix of the system, ISIDORI (1989). This means that the $m$ outputs $y$ can be independently controlled by the $f$ inputs $u$. Thus, the relative degrees are $\delta_{P_i} = 2$ for all position outputs $y_P$ and $\delta_{F_i} = 0$ for all force outputs $y_F$.

3.2 General Decoupling Feedback

To obtain the linearizing state-feedback, the input-output equation (9) is solved with respect to $u$. The control outputs $y_F \in \mathbb{R}^{m_F}$ and $\dot{y}_P \in \mathbb{R}^{m_F}$ are hereby replaced by new inputs $w_F \in \mathbb{R}^{m_F}$ and $w_P \in \mathbb{R}^{m_F}$ of the decoupling feedback. Since in the considered redundant case the decoupling matrix $D$ is nonsquare, the solution of Eq. (9) is not unique. It can be generally expressed by

$$
u = D^- \begin{bmatrix}
w_F \\
w_P
\end{bmatrix} - D^- d + (I - D^- D) w^* \tag{10}$$

The matrix $D^- \in \mathbb{R}^{f \times m}$ is an arbitrary generalized right-inverse of $D$ with the property $D D^- = I$. The arbitrary vector $w^* \in \mathbb{R}^f$ is projected into the nullspace of $D$.
A particular generalized inverse $D^-$ will be determined in section 4.2. The cancellation of the nonlinearities of the mechanical system by the feedback (10) is shown by inserting Eq. (10) into the input-output equation (9). If the matrices $D$ and $d$ in Eqs. (9) and (10) coincide, a linear and decoupled system is obtained consisting of $m_F$ proportional and $m_P$ double-integrating input-output channels:

$$\begin{align*}
y_F &= w_F \quad \text{or} \quad y_{Fi} = w_{Fi}, \quad i = 1, \ldots, m_F, \quad (11) \\
y_P &= w_P \quad \text{or} \quad \dot{y}_{Pi} = w_{Pi}, \quad i = 1, \ldots, m_P. \quad (12)
\end{align*}$$

These input-output channels and the redundant degrees of freedom can now be separately controlled.

4 Control of the Decoupled System

4.1 Control of the Output Variables

To obtain asymptotically stable tracking control for the system outputs, i.e.

$$\lim_{t \to \infty} (\dot{y}_F(t) - y_F(t)) = 0, \quad \lim_{t \to \infty} (\dot{y}_P(t) - y_P(t)) = 0,$$

(desired values marked by "^\text{\textdagger}") each input-output channel (11) for the contact forces is separately controlled by an integral feedback

$$w_{Fi}(t) = \alpha_{Fi} \int e_{Fi} \, dt, \quad i = 1, \ldots, m_F, \quad (13)$$

of the force error $e_{Fi} = \dot{y}_{Fi} - y_{Fi}$, while each input-output channel (12) for the positions is separately controlled by a feedback

$$w_{Pi}(t) = \ddot{y}_{Pi} + \alpha_{Di} \ddot{e}_{Pi} + \alpha_{Pi} e_{Pi} + \alpha_{ti} \int e_{Pi} \, dt, \quad i = 1, \ldots, m_P, \quad (14)$$

of the position error $e_{Pi} = \dot{y}_{Pi} - y_{Pi}$. The feedback gains $\alpha_{ti}, \alpha_{Pi}, \alpha_{Di},$ and $\alpha_{Fi}$ are determined by pole-placement, see e.g. ISIDORI(1989) or YOSHIKAWA (1990).

4.2 Control of the Redundant Degrees of Freedom

Independently from the control of the decoupled input-output channels, the dynamics of the manipulator in the subspace of its $f - m$ redundant degrees of freedom is inherently determined by a particular inverse system (10). This dynamics is now prescribed in such a way that desired configurations of the manipulator are asymptotically stable equilibrium positions. The manipulator then tends to move towards
these configurations. In terms of the joint coordinates $q$, this artificial dynamics is stated as simple as possible in the form

$$ Q \ddot{q} = p, \quad (15) $$

where $Q$ is regarded as a diagonal, positive-definite inertia-matrix and $p$ as a vector of generalized applied forces in the joint space. The asymptotic motion of the kinematical chain towards desired configurations must be realized by the applied forces $p$, while the time behaviour of this motion is additionally influenced by the masses $Q$.

Eq. (15) only holds, if the joint accelerations $\ddot{q}_u$ are unconstrained, as indicated by the index "u". However, the actual accelerations $\ddot{q}$ must be consistent with the $m_F$ constraints (3) and the $m_P$ output equations (8). With the replacement $\ddot{y}_p \rightarrow w_P$, the latter are additional constraints on $\ddot{q}$. Eqs. (3) and (8) together are a set of $m = m_F + m_P$ constraint equations for $\ddot{q}$:

$$ \begin{bmatrix} \Phi_F \\ \Phi_P \end{bmatrix} \ddot{q} = \begin{bmatrix} \ddot{\varphi}_F \\ \ddot{\varphi}_P \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} w_P. \quad (16) $$

Because of these constraints, the "unconstrained" accelerations $\ddot{q}_u = Q^{-1} p$ from Eq. (15) is different from the actual accelerations $\ddot{q}$. The determination of the actual $\ddot{q}$ can be formulated as an optimization problem by means of the principle of least constraint of GAUSS, refer e. g. to PARS (1968). It defines the "constraint" $Z$ as the sum of the mass-weighted squares of the differences between the accelerations $\ddot{q}_u$ of an unconstrained and $\ddot{q}$ of a constrained mechanical system, and requires that $Z$ gets minimal with respect to $\ddot{q}$, i. e.

$$ Z(\ddot{q}) = \frac{1}{2} (\ddot{q} - \ddot{q}_u)^T Q (\ddot{q} - \ddot{q}_u) \overset{!}{=} \min_{\ddot{q}} $$

or, with $\ddot{q}_u = Q^{-1} p$,

$$ Z(\ddot{q}) = \frac{1}{2} \ddot{q}^T Q \ddot{q} - p^T \ddot{q} \left( + p^T Q^{-1} p \right) \overset{!}{=} \min_{\ddot{q}}. \quad (17) $$

This optimization problem is constrained by Eq. (16). To solve it, the extended objective function

$$ \tilde{Z}(\ddot{q}) = \frac{1}{2} \ddot{q}^T Q\ddot{q} - p^T \ddot{q} + \mu^T \left( \Phi \ddot{q} + \ddot{\varphi} - V w_P \right) \overset{!}{=} \min_{\ddot{q}} \quad (18) $$

with LAGRANGE-multipliers $\mu \in \mathbb{R}^m$ is minimized. The necessary minimum condition gives in combination with the constraint equations (16) the linear set of equations

$$ \begin{bmatrix} Q & \Phi^T \\ \Phi & 0 \end{bmatrix} \begin{bmatrix} \ddot{q} \\ \mu \end{bmatrix} = \begin{bmatrix} p \\ -\ddot{\varphi} + V w_P \end{bmatrix}. \quad (19) $$
These are differential-algebraic equations of motion for the dynamics of the manipulator within its redundant degrees of freedom. Elimination of \( \mu \) yields the solution
\[
\ddot{q} = \Phi_{(Q)}^+ (V w_P - \ddot{\varphi}) + (I - \Phi_{(Q)}^+ \Phi) Q^{-1} p
\]  
with
\[
\Phi_{(Q)}^+ = Q^{-1} \Phi^T (\Phi Q^{-1} \Phi^T)^{-1}.
\]
Here, \( \Phi_{(Q)}^+ \in \mathbb{R}^{f,m} \) is the pseudoinverse of \( \Phi \) weighted by \( Q \). It has the property \( \Phi \Phi_{(Q)}^+ = I \). Inserting (20) into (4) yields together with (6) the particular inverse system, refer to Eq. (10):
\[
u = \begin{bmatrix} -\Phi_F^T & M \Phi_{(Q)}^+ \end{bmatrix} \begin{bmatrix} w_F \\ w_P \end{bmatrix} - M \Phi_{(Q)}^+ \ddot{\varphi} - g + M (I - \Phi_{(Q)}^+ \Phi) Q^{-1} p. \tag{21}
\]

If the corresponding matrices of the input-output equation (9) of the mechanical system and the inverse system (21) coincide, the decoupled input-output channels (11) and (12) are obtained, as shown by inserting (21) into (9). The feedback (21) transfers the dynamics of the mechanical system into the linear input-output dynamics (11), (12) and the nonlinear "internal" dynamics (19) that is non-observable from the outputs \( y_p \) and \( y_F \). A block diagram of the overall control structure is shown in Fig. 1.
5 Examples

The desired configurations are now formulated as equilibrium positions of the constrained dynamics (19) of the manipulator in the subspace of its redundant degrees of freedom. This can be achieved by an artificial potential energy field $U(q)$ that is minimal in desired configurations of the manipulator. The control forces $p$ then are conservative forces $p_c(q)$ together with dissipative forces $p_d(q, \dot{q})$ for asymptotic stabilization:

$$p(q, \dot{q}) = -\left( \frac{\partial U(q)}{\partial q} \right)^T - p_d(q, \dot{q}) \quad \text{with e. g.} \quad p_d = \begin{bmatrix} k_1 \dot{q}_1 \\ \vdots \\ k_f \dot{q}_f \end{bmatrix}, \quad k_i = \text{const.} \quad (22)$$

The choice $Q = I$ for the artificial mass matrix turned out to be reasonable for manipulators with revolute joints. Compared to e. g. $Q = M(q)$, these decoupled “masses” avoid undesired dynamic couplings between the coordinates that make the dynamic transition to the equilibrium position less predictable, see also HOLLERBACH and SUH (1987). Examples are given in the following.

5.1 Repeatable Motions

If there are no other restrictions, it is usually desired to reach the initial joint positions at the end of a closed-loop trajectory of the position outputs $y_P$ in order to be able to carry out repeated tasks in the same manner. This can be realized by artificial springs in the joints that are not tensioned in the initial configuration $q_0$:

$$U(q) = \frac{1}{2} \sum_{i=1}^{f} c_i (q_i - q_{0,i})^2, \quad c_i = \text{const.} \quad (23)$$

A repeatable motion of a planar manipulator with three redundant degrees of freedom tracking a circular trajectory $\dot{y}_P(t)$ (no contact constraints) is shown in Fig. 2.
5.2 Hybrid Position/Force Control

The motion of a planar manipulator with one redundant d.o.f. along a wall with prescribed contact force under a potential of type (23) is shown in Fig. 3a. The contact force $\lambda(t)$ converges asymptotically towards its desired value $\hat{\lambda}$, Fig. 3b.

![Diagram](attachment:image.png)

Fig. 3: Hybrid position-/force control ($f = 3, m_P = 1, m_F = 1$)

5.3 Collision avoidance

A main advantage of kinematically redundant robots is their ability to avoid collisions with obstacles in the workspace while tracking a desired trajectory. This can be achieved by artificial potential forces repulsing the manipulator arm from the obstacle. To a discrete point $P_i$ on the manipulator with the absolute position vector $r_i$ and the shortest distance $d(r_i)$ from the obstacle a potential $U(r_i)$ is assigned, refer to Khatib (1986):

\[
U(r_i) = \begin{cases} 
\frac{1}{2} \kappa \left( \frac{1}{d(r_i)} - \frac{1}{d_0} \right)^2 & \text{for } d(r_i) \leq d_0, \\
0 & \text{for } d(r_i) > d_0.
\end{cases}
\]

Here, $\kappa$ is a scaling factor and $d_0$ denotes the distance of influence of the obstacle. The artificial repulsing force on $P_i$ derived from $U(r_i)$ for $d(r_i) \leq d_0$ is:

\[
f_i(r_i) = -\left( \frac{\partial U(r)}{\partial r} \right)_{r=r_i} = \kappa \left( \frac{1}{d(r_i)} - \frac{1}{d_0} \right) \frac{1}{(d(r_i))^2} \left( \frac{\partial d(r)}{\partial r} \right)_{r=r_i}^T.
\]

To get the control force $p$ needed in Eq. (21), the forces $f_i$ on all $n_{P_i}$ discrete points $P_i$ are projected into the joint space and there summarized:

\[
p = \sum_{i=1}^{n_{P_i}} p_i \quad \text{with} \quad p_i = \left( \frac{\partial r_i(q)}{\partial q} \right)^T f_i.
\]

Two examples for trajectories of a planar five-link manipulator with this collision avoiding strategy are shown Fig. 4.
6 Conclusion

The dynamics of a constrained redundant manipulator in the subspace of its redundant degrees of freedom is prescribed by artificial applied forces that generate asymptotically stable equilibrium positions in this subspace. Control goals such as repeatability in the joint motions or collision avoidance can be realized. It is a "local" optimization procedure instantaneously minimizing the "constraint" on the motion in the subspace of the redundant degrees of freedom. Further improvements can be expected by application of "global" dynamical optimization schemes covering whole trajectories, that are, however, more complex. Other future investigations concern control of combined kinematically and statically redundant manipulators where the control inputs needed to realize a desired motion can be minimized, if no explicit control of the contact forces is desired.
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ABSTRACT

The application of dual numbers to kinematics is based on the principle of transference that extends vector algebra to dual vector (motor) algebra. No such direct extension exists however, for dynamics. Inertia binor is used to obtain the dual momentum, from which the dual equations of motion are derived. This derivation raises the dual dynamic equations to six dimensions, and in fact, it does not act on the dual vector as a whole, but rather on its real and dual parts as two distinct real vectors.

In this investigation, the dual inertia operator is introduced. This gives the mass a dual property which has the inverse sense of Clifford's dual unit, namely, it reduces a motor to a rotor proportional to the vector part of the former, allowing direct relation of dual force to dual acceleration. As a result, the same equation of momentum which holds for linear motion, holds also for angular motion if dual force, dual acceleration, and dual inertia, replace their real counterparts.

This approach was implemented in a symbolic computer program. By adding dual number algebra, the program is able to handle dual quantities. Furthermore, applying the dual inertia rules, the dual equations of motion are obtained by replacing real with dual quantities as it is illustrated in the example of a three-degrees-of-freedom robot.

1. INTRODUCTION

Dual numbers were invented by Clifford in the nineteenth century [Clifford, 1873], and were generalized for kinematic applications by Kotelnikov's principle of transference [1895] that extends the algebra of vectors to that of dual-vectors (motors). This principle states that when dual-numbers replace real ones, the relations of vector algebra for kinematics of a rigid body with a fixed point, hold for motor algebra of a free body (see also [Hsia and Yang, 1981; Martinez and Duffy, 1993; Rooney, 1975]). But it was about one century latter before they were applied to mechanisms analysis [Dimentberg, 1965; Yang and Freudenstein, 1964; Yang, 1966].

In the 80's, as robot manipulators became popular, several investigators applied the dual-numbers to their kinematic analysis [Gu and Luh, 1987; Lee and Soni, 1979; McCarthy, 1986; Pennock and Yang, 1985; Pradeep, Yoder, and Mukundan, 1989]. Direct kinematics of robot manipulators, both position and orientation, can therefore, be obtained by consecutively multiplying 3X3 dual orthogonal matrices, one for each degree of freedom, instead of 4X4 real ones. It was shown [Gu and Luh, 1987] that the same multiplication also yields the Jacobian matrix in an explicit form.
Only a few investigations over the past thirty years aimed, however, at the application of dual numbers to mechanisms dynamics [Dimentberg, 1965; Lee and Sony, 1979; Luh and Gu, 1984; Yang, 1967; Yang, 1967; Yanzhu, 1988]. In order to understand the difficulties involving the use of dual numbers in dynamics, it is best to quote from Dimentberg’s book [1965] "... It will be appropriate to note here that the attempt to apply the transfer principle to dynamics no longer produces such simple relationship as can be obtained for kinematics and statics... because the complex operator linking the kinematic and force screws cannot be obtained from the corresponding affine operator linking the angular velocity vector with the moment by substitution of complex for real quantities. As a result many dynamic and static problems must be solved on the basis of general screw theory with the screw expressed by means of six Plucker coordinates. [page 61]."

Also, on page 137, he remarked that even though the three-dimensional dual-kinematic equations are expanded into six real ones, there is still a discrepancy in the derivation of the dynamic equations "...Then the dynamic equations decompose into two groups of three equation each. But those three equations that express the relation of the principal part of screw \( U \), i.e., the angular-velocity vector, to the moment of the external forces will be not the principal part of the equations, but rather their moment part. The corresponding vector equation will be not the principal, but the moment part of the screw equation. Thus, the differential equations for the principal part of the kinematic screw are not the principal part of the basic differential equations, but, to the contrary, are their moment part.". The same problem obviously, arose in Yanzhu’s [1988] investigation, where he reversed the order of the velocity screw in order to derive the Newton-Euler equations in a screw matrix form.

Furthermore, Yang [1966] showed that the acceleration of a rigid body is not a dual vector, as it does not follow the relevant transformation rule. Nevertheless, the acceleration can be composed in the regular manner of a dual vector into real and dual parts, a quantity Yang called a pseudo-dual vector [Yang, 1967].

In order to overcome the problem of dual number representation of a rigid body dynamics, Kotelnikov (according to Dimentberg) introduced the inertia binor concept. The binor is a combination of two dual matrices which, when applied to a dual vector transforms it into a new dual vector, according to the rule:

\[
\hat{r}' = (A) \hat{r} = \hat{A} r + \hat{A}^+ r_o
\] (1)

where \( r \) and \( r_o \) are, respectively, the real and dual parts of a dual vector \( \hat{r} \), and \( \hat{A} \) and \( \hat{A}^+ \) are dual matrices, generally different. The symbol \( ^\wedge \) defines a pair of a real and dual quantities.

The inertia binor about a body-fixed coordinate system is defined as:

\[
(T) = (\hat{T}, \hat{T}^+) = \begin{bmatrix}
\lambda \xi_{\text{xx}} & S_z + \xi \lambda_{\text{xy}} & -S_y + \xi \lambda_{\text{xz}} \\
-S_z + \xi \lambda_{\text{xy}} & \lambda \xi_{\text{yy}} & S_x + \xi \lambda_{\text{yz}} \\
S_y + \xi \lambda_{\text{xz}} & -S_x + \xi \lambda_{\text{yz}} & \lambda \xi_{\text{zz}}
\end{bmatrix}
\begin{bmatrix}
m & -\varepsilon S_z & \varepsilon S_y \\
\varepsilon S_z & m & -\varepsilon S_x \\
-\varepsilon S_y & \varepsilon S_x & m
\end{bmatrix}
\] (2)

where \( \varepsilon \) - the dual unit

\( m, \lambda_{ij} \) - body mass, and moments of inertia matrix element, respectively

\( S_i \) - body moments about axis \( i \)

Multiplying the above equation by the dual velocity, we obtain the dual momentum:
\[ \dot{p} = (T) \dot{u} = \dot{T} \omega + \dot{T}^{+} v \]  
(3)

where \( \dot{u} = \omega + \epsilon v \) is the kinematic screw of the body, in accordance with Dimentberg's definition. Thus we obtain the dynamic equation in dual form:

\[ \frac{d\dot{p}}{dt} = \frac{d}{dt} [(T) \dot{u}] = \dot{f} \]
(4)

where \( \dot{f} \) is a dual force (wrench).

Examining the binor operation and its effect on a screw, Dimentberg observed that replacement of the real quantities of any real operator with dual ones does not yield a binor. Hence, the screw formulation for dynamics is not a straight generalization of a vector formula into the dual-number domain. In other words, the principle of transference does not extend to rigid body dynamics.

It has to be noted that even though dual matrices were applied in earlier investigations to the Lagrangian dynamics of rigid bodies (see for example [Luh and Gu, 1984]), their use was limited there to the kinematic part, and after separation of the dual expressions into linear and angular parts, the dynamic terms were calculated in the traditional way.

Dual numbers were applied to dynamics of a rigid body in almost complete dual number form by Yang [1967, 1969]. The dual momentum about the body's center of mass is utilized in his study as follows:

\[ \dot{h} = mv + \epsilon \dot{h} \]
(5)

where \( v \) - is the velocity of the center of mass with respect to the inertial frame;  
\( I \) - is the body moment of inertia about its center of mass.

If dual number algebra is applied, then the expression for the momentum is obtained through an inertia binor multiplication (Eq. 3). But such an operation expands the equation's dimensionality to six, and actually operates on two separate sets of three-dimensional real vectors. For dual dynamic analysis, the six-dimensional real vector is in turn, combined into a three-dimensional dual one in reverse order.

In order to obtain a general formulation of the dynamics of a rigid body in dual form, and to utilize its advantage of compactness and efficiency, we propose to consider the inertia as being of a dual nature and replace the binor operator with a much simpler dual inertia operator. Under the new representation, the spaces of wrenches and their integrals (i.e. dual forces and dual momenta) can directly be connected with those of twist derivatives and twists (i.e. dual accelerations and dual velocities), respectively.

2. FORMULATION OF DUAL MASS OPERATOR

Let us begin our dynamic analysis with the motion of a particle. The use of dual numbers and dual vectors in representing particle motion is obviously formal, since they refer to motion of rigid bodies about lines not of points. Hence, formally, a particle velocity in space is described by a dual vector as follows (this is a pure vector; hence, in its dual representation, is a pure dual number):

\[ \dot{u} = \epsilon v \]
(6)

and its acceleration is,
When the particle of mass \( m \) moves with acceleration, there is a force which acts on it in accordance with Newton's law,

\[
f = ma
\]

In terms of the dual numbers as defined by Clifford, the force is the rotor part of a motor, hence a real vector,

\[
\hat{f} = f
\]

whereas the linear acceleration is the dual part of a motor, hence a pure dual vector,

\[
\hat{a} = \varepsilon a
\]

In order to satisfy Eq. (8) it is necessary to include with the mass a dual operator in order to transform the pure dual vector into a real one. This transformation can be achieved if the dual symbol \( \varepsilon \) in the acceleration is eliminated. We propose to add such an operator to the mass and denote it formally by \( d/d\varepsilon \), even though it has no derivative sense.

This at first sight artificial operation, is justified if one considers it in the light of Clifford's definitions of a motor and the dual symbol \( \varepsilon \). The operator \( d/d\varepsilon \) applied to any motor, changes it into a rotor parallel to its vector axis and proportional to the vector part of it. We can easily see that \( d/d\varepsilon \) operating on a motor twice, also reduces it to zero. Accordingly, Newton's law in dual vectors reads

\[
\hat{f} = m \frac{d}{d\varepsilon} \hat{a} = m \frac{d}{d\varepsilon} (\varepsilon a) = ma
\]

Considering dynamical relations such as Newton's law or the expression for momentum, we can conclude that with respect to dual-vectors the mass has a special property, that it acts on the vector part of a motor (pseudo-motor) and transforms it into the rotor part of a pseudo-motor (motor). Therefore, we can combine the mass and its dual operator into the dual mass operator \( \hat{m} \) as follows

\[
\hat{m} = m \frac{d}{d\varepsilon}
\]

Using this operator we can rewrite the equation of motion of a particle

\[
\hat{f} = \hat{m} \hat{a}
\]

\[
\hat{h}_l = \hat{m} \hat{v}
\]

where \( h_l \) is the linear momentum of a particle.

In accordance with the above formulation one can obtain the moment of momentum of a rigid body as the sum (integral) of moments of momentum of all elementary particles which constitute the body. Carrying out this derivation the dual moment of momentum, \( \hat{h}_c \), becomes:

\[
\hat{h}_c = \varepsilon I \omega
\]

where \( I \) - is the body inertia matrix.

Comparing this equation with the analogous real one it is seen that in order to satisfy the dual relation we must multiply \( I \) by \( \varepsilon \). Note that \( \omega \) is a rotor, or in other words the real part of the velocity motor. Accordingly we can rewrite (14) in the form:
\[ \hat{h}_c = (\varepsilon I)(\omega + \varepsilon v) = \varepsilon I\hat{v} \]  

(15)

Note that the linear momentum of a rigid body is still a real vector:

\[ \hat{h}_1 = \hat{m}\hat{v} = m \frac{d}{de} (\omega + \varepsilon v) = m\hat{v} \]  

(16)

it seems to be natural to combine momentum and moment of momentum into a new quantity - dual momentum, given by the expression:

\[ \hat{h} = \hat{h}_1 + \hat{h}_c \]  

(17)

After substitution (13) and (15) in (17) we finally obtain,

\[ \hat{h} = \hat{m}\hat{v} + \varepsilon I\hat{v} = (m \frac{d}{de} + \varepsilon I) (\omega + \varepsilon v) = m\hat{v} + \varepsilon I\omega \]  

(18)

We can expand the mass into a diagonal matrix, if a unified notation is desired. Then we define dual inertia as follows:

\[ \hat{M} = \hat{m} + I = m \frac{d}{de} + \varepsilon I = \begin{bmatrix} m \frac{d}{de} + \varepsilon I_{xx} & \varepsilon I_{xy} & \varepsilon I_{xz} \\ \varepsilon I_{yx} & m \frac{d}{de} + \varepsilon I_{yy} & \varepsilon I_{yz} \\ \varepsilon I_{zx} & \varepsilon I_{zy} & m \frac{d}{de} + \varepsilon I_{zz} \end{bmatrix} \]  

(19)

At this point we can summarize the derivation of dual momentum by the following compact form:

\[ \hat{h} = \hat{M}\hat{v} \]  

(20)

To derive the dual force acting on the body, we differentiate equation (20) with respect to time in the moving body-fixed coordinate system: \[ \hat{f} = \frac{d}{dt} \hat{h} = \hat{M}\frac{d\hat{v}}{dt} + \omega \times \hat{M}\hat{v} \]  

(21)

It is seen from Eqs. (20) and (21) that both dual momentum and dual force are obtained without using the inertia binor, and without artificially interchanging the dual with the real part. In fact, Eq. (20) and its time derivative might be considered as an extension of the principle of transference to dynamics.

3. DYNAMIC ANALYSIS OF MECHANISMS

In this section we use the dual inertia operator to obtain the equations of motion of a mechanism. We propose to base the sought equations on the virtual-work and D'Alembert principles [Shoham and Srivatsan, 1992] since almost all components of this equation are parts of the Jacobian matrix which is explicitly obtained through the dual-direct-kinematics expression. This equation has the form:

\[ \mathbf{n} = J^T \mathbf{f} + \sum_{i=1}^{L} \mathbf{J}_i^T \begin{bmatrix} \mathbf{m}_i & 0 \\ 0 & \mathbf{I}_i \end{bmatrix} \begin{bmatrix} \mathbf{g} + \mathbf{J}_i \ddot{\mathbf{r}} + \mathbf{J}_i \dot{\theta} \\ \mathbf{0} \end{bmatrix} \]

(22)
where: $f = [f_x, f_y, f_z, \tau_x, \tau_y, \tau_z]$ - vector of external force and moment
$n$ - vector of joint moment or force
$J$ - Jacobian matrix for the end-effector
$J_i$ - Jacobian matrix for center of mass of the $i$-th link
$m_i$ - mass of the $i$-th link
$L$ - number of links
$h_i$ - moment of momentum of the $i$-th link about its center of mass
$g$ - gravitation vector

and

$$m_i = \begin{bmatrix} m_i & 0 & 0 \\ 0 & m_i & 0 \\ 0 & 0 & m_i \end{bmatrix} \quad \Omega_i = \begin{bmatrix} 0 & -\omega_{iz} & \omega_{iy} \\ \omega_{ix} & 0 & -\omega_{ix} \\ -\omega_{iy} & \omega_{ix} & 0 \end{bmatrix}$$

We now extend this equation to dual formulation. The vector of generalized coordinates in dual form is given by:

$$\hat{q} = (\hat{q}_1, \hat{q}_2, ..., \hat{q}_L)^T$$

where

$\hat{q}_i = \theta_i$ - for a revolute joint
$\hat{q}_i = \varepsilon d_i$ - for a prismatic joint
$\hat{q}_i = \theta_i + \varepsilon d_i$ - for a cylindrical joint.

Using the dual inertia operator to relate dual force and acceleration (19) we, finally, obtain:

$$\hat{n} = \hat{J}^T \hat{f} + \sum_{i=1}^L \hat{J}_i^T \hat{M} \left[ \varepsilon g + \hat{J}_i \hat{\theta} + \hat{\dot{J}}_i \hat{\dot{\theta}} \right] + \Omega \hat{M} \hat{J}_i \hat{\dot{\theta}}$$

where:

$\hat{f} = (f_x + \varepsilon \tau_x, f_y + \varepsilon \tau_y, f_z + \varepsilon \tau_z)^T$ - dual force applied at the end-effector
$\hat{M} = \hat{m} + \hat{I} = \frac{d \hat{m}}{d\varepsilon} + \varepsilon \hat{I}$ - dual 3x3 inertia operator
$\hat{J}_i, \hat{J}_i$ - dual Jacobians, obtained in accordance with a known algorithm, e.g. [Gu and Luh, 1987].

One can see that the $6 \times L$ and $6 \times 6$ matrices of equation (22) have been reduced to $3 \times L$ and $3 \times 3$ matrices in (24). The advantage of the dual-form equation (24), apart from its compactness, is reduction of the number of generalized coordinates when the manipulator has cylindrical joints (see below).

4. COMPUTER PROGRAM FOR SYMBOLIC DERIVATION OF A MECHANISM DUAL-DYNAMIC EQUATIONS

A symbolic computer program based on the Mathematica software package, was developed to obtain the symbolic representation of a mechanism dynamic equations.
Utilizing the dual inertia operator, derivation of the dual dynamic equation is direct extension of the real one. Since the same mathematical formulas hold also for dual vectors, it is possible to define the algebraic rules of dual numbers, and then the development environment becomes "dually" oriented where numbers can be pure real, pure dual, or a combination of both (this is similar to the program's ability to handle complex numbers). Once these rules are defined, all build-in mathematical rules, e.g., vector, scalar, and matrix multiplication, as well as special dual rules such as function of dual numbers, become applicable. As a result, it was relatively simple to expand the Mathematica program to deal with dual numbers, which facilitates the derivation of a mechanism symbolic dynamic equations once kinematics and inertia parameters are given.

5. ILLUSTRATIVE EXAMPLE

As an example, consider a three-degrees-of-freedom robot, shown below. First the dual transformation matrices are derived and then from their corresponding columns, the dual Jacobian is constituted. The dual inertia operator is then applied to obtain the joint's dual forces.

\[
\hat{\mathbf{A}}^1_T = \begin{bmatrix}
1 & \epsilon l s_2 & -\epsilon l c_2 \\
0 & c_2 & s_2 \\
\epsilon l & -s_2 & c_2
\end{bmatrix}
\]  

and complete dual transformation from the tool to the world coordinate system by means of:

\[
\hat{\mathbf{A}}^0_T = \begin{bmatrix}
c_1 - \epsilon (l s_1 s_2 + ds_1) & s_1 + \epsilon (dc_1 + l c_1 s_2) & -\epsilon l c_1 \\
-s_1 c_2 + \epsilon ds_2 c_1 & c_1 s_2 - \epsilon dc_2 s_1 & s_2 \\
-s_1 s_2 + \epsilon (l c_1 + dc_1 s_2) & -c_1 s_2 + \epsilon (l s_1 - ds_1 s_2) & c_2
\end{bmatrix}
\]  

where \( s_i \) and \( c_i \) denote \( \sin\theta_i \) and \( \cos\theta_i \), respectively.
Because of the cylindrical pair, we consider the manipulator as having only two dual degrees of freedom (instead of three real ones)

\[ \hat{q}_1 = \theta_1 + \varepsilon \dot{d} \]
\[ \hat{q}_2 = \theta_2 \]  \hspace{1cm} (27)

The first rotation and translation is about the \( z \)-axis in frame 0 (see Fig. 1) and the second about the \( x \)-axis in frame 1, hence, the third column of (44) is the first column of the Jacobian matrix, and the first column of (43) is the second column of the latter; we then obtain:

\[ \hat{J} = \begin{bmatrix} -\varepsilon \ell c_2 & 1 \\ s_2 & 0 \\ c_2 & \ell \end{bmatrix} \]  \hspace{1cm} (28)

Let \( \mathbf{r} \) be the distance from the origin of coordinate system 1 to the center of mass of link 1, and let the link inertia matrix, in a link-attached coordinate system at the center of mass, be:

\[ I = \begin{bmatrix} 1 & 0 & 0 \\ 0 & I_0 & 0 \\ 0 & 0 & I \end{bmatrix} \]  \hspace{1cm} (29)

The Jacobian matrix \( \hat{J}_1 \) for the center of mass is obtained by replacing \( r \) for \( l \).

The dynamic equation (24) requires knowledge of the angular velocity matrix, which is also a part of the Jacobian matrix, given by:

\[ \Omega_1 = \begin{bmatrix} 0 & -c_2 \dot{\theta}_1 & s_2 \dot{\theta}_1 \\ c_2 \dot{\theta}_1 & 0 & -\dot{\theta}_2 \\ -s_2 \dot{\theta}_1 & \dot{\theta}_2 & 0 \end{bmatrix} \]  \hspace{1cm} (30)

Substituting Eqs. (28,29,30) in Eq.(24), the dual forces are obtained:

\[ \hat{n} = \begin{bmatrix} -\varepsilon \ell c_2 & s_2 & c_2 \\ 1 & 0 & \ell \end{bmatrix} \begin{bmatrix} f_x \\ f_y + \varepsilon \tau_y \\ f_z + \varepsilon \tau_z \end{bmatrix} + \begin{bmatrix} -\varepsilon c_2 & s_2 & c_2 \\ 1 & 0 & \varepsilon \ell \end{bmatrix} \begin{bmatrix} \tau_1 + \varepsilon \ddot{d} \\ s_2 \dot{\theta}_2 \\ c_2 \dot{\theta}_2 \end{bmatrix} \]  \hspace{1cm} (31)

\[ \{ \hat{M} \begin{bmatrix} 0 & -\varepsilon c_2 & 1 \\ -s_2 \varepsilon & 0 & c_2 \varepsilon \\ -c_2 \varepsilon & c_2 & \varepsilon \ell \end{bmatrix} \begin{bmatrix} \dot{\theta}_1 + \varepsilon \ddot{d} \\ \dot{\theta}_2 \\ \dot{\theta}_2 \end{bmatrix} + \begin{bmatrix} -\varepsilon c_2 & s_2 & c_2 \\ 1 & 0 & \varepsilon \ell \end{bmatrix} \begin{bmatrix} \tau_1 + \varepsilon \ddot{d} \\ s_2 \dot{\theta}_2 \\ c_2 \dot{\theta}_2 \end{bmatrix} \} + \begin{bmatrix} 0 & -c_2 \dot{\theta}_1 & s_2 \dot{\theta}_1 \\ c_2 \dot{\theta}_1 & 0 & -\dot{\theta}_2 \\ -s_2 \dot{\theta}_1 & \dot{\theta}_2 & 0 \end{bmatrix} \hat{M} \begin{bmatrix} -\varepsilon c_2 & 1 \\ s_2 & 0 \\ c_2 & \varepsilon \ell \end{bmatrix} \]
where $\mathbf{M}$ is as per (19).

After simple calculations, we obtain the vector of dual forces in the directions of the corresponding joint axes, or more precisely, the corresponding dual degrees of freedom

$$\mathbf{n} = \begin{bmatrix} f_x s_2 + f_x c_2 + m \ddot{d} - mg + mrc_2 \dot{\theta}_2 - mrs_2 \dot{\theta}_2^2 + \\
\varepsilon [\tau_x s_2 + \tau_z c_2 - f_x l c_2 + mr^2 c_2^2 \dot{\theta}_1 - 2mr^2 c_2 s_2 \dot{\theta}_1 \dot{\theta}_2 + \\
(I_0 s_2^2 + Ic_2) \ddot{\theta}_1 + 2(I_0 - I)c_2 s_2 \dot{\theta}_1 \dot{\theta}_2] \\
(f_x - mrc_2 \dot{\theta}_1 + 2mrs_2 \dot{\theta}_1 \dot{\theta}_2 + \\
\varepsilon [\tau_x + f_x l + mrc_2 \ddot{d} + mr^2 \dot{\theta}_2 + mr^2 c_2 s_2 \dot{\theta}_1^2 - mgrc_2 + \\
I \ddot{\theta}_2 + (1 - I_0)c_2 s_2 \dot{\theta}_2^2] \end{bmatrix}$$

This simple derivation of the inverse dynamics of a three degrees-of-freedom robot, yields even more than is needed. The bottom term in (34) contains not only the moment about the second joint but also the force along it, which is not specifically needed for control purposes but is useful in robot synthesis and design.

6. CONCLUSIONS

As the principle of transference was not extended to dynamics, dual number representation of the dynamics of a rigid body was unobtainable merely through replacement of real with dual numbers. Rather, the inertia binor was utilized to derive the dual momentum, which actually operates on two separate three-dimensional real vectors. By introducing the dual inertia operator and development from the basic particle equation, the equation of motion of a rigid body is obtained in a complete dual three-dimensional form. This operator may be considered as the inverse of Clifford's dual number, reducing a motor to a rotor proportional to the vector part of the former, and thus relating the dual force acting on a particle to its dual acceleration. There is no need for the inertia binor, and at no point are the equations expanded to six dimensions. The dual force is obtained merely by manipulation of dual-generalized displacements (dual angles), dual velocities, and dual transformation matrices.

A mechanism equation of motion is written in such a manner that most of its kinematic elements are parts of the Jacobian matrix. This lend itself to dual representation since the dual Jacobian is explicitly obtained from the dual-direct kinematics of the mechanism. The application of the dual inertia operator to the analysis of mechanisms is illustrated by an example of a three-degrees-of-freedom robot. Apart from the compact equation obtained by the dual representation, it has to be noted that since this particular robot contains a cylindrical joint which counts in dual terms as one degree of freedom, the dimensionality is further reduced to two dual-degrees-of-freedom.

A symbolic computer program was developed to implement the derivation of the dual dynamic equations. By adding such rules as dual number algebra and dual inertia operator, the build-in mathematical library was adopted to operate on dual-numbers. This provides a useful and convenient tool which enables the derivation the dual dynamic equation merely by replacing real with dual numbers.
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Abstract. This paper presents the analytical form solution of the direct position analysis for a fully-parallel manipulator that features a base and a platform connected by six adjustable-length legs whose extremities meet the base and the platform respectively at four and five points. When the leg lengths are given, the manipulator becomes a statically determined structure that can be assembled in different configurations. The direct position analysis aims at solving all possible configurations. In the paper, the analysis is first reduced to the solution of a three non-linear equation system in three unknowns, then two unwanted unknowns are eliminated thus obtaining a final 24th order polynomial equation in only one unknown. The twenty-four roots of the equation provide as many configurations of the 5-4 structure in the complex field. Numerical examples support the new theoretical findings.

1 Introduction

Recently the interest of many researchers has been focused on parallel mechanisms. These, indeed, offer appealing performances in many fields, ranging from automobile to aerospace applications, in addition to robotics. Outstanding characteristics are a favorable payload to manipulator weight ratio and high structural stiffness, which allow for great precision of end effector positioning. Parallel manipulators are closed-chain mechanisms with one or more loops where only a certain number of pairs are actively controlled. Fully parallel mechanisms, in particular, feature two rigid bodies, base and platform, connected by six adjustable-length legs whose extremities meet the base and platform at single or multiple spherical kinematic pairs. The six variable-length legs provide the platform with six degrees of freedom with respect to the base. When a set of leg lengths is given, the mechanism becomes a statically determined structure.

J. Angeles et al. (eds.), Computational Kinematics, 141–152.
Position analysis of fully-parallel manipulators involves a direct and an inverse problem. The inverse problem is trivial for it asks for the leg lengths when position and orientation of the platform are given with respect to the base. On the contrary, the direct position analysis (DPA), which calls for the position and orientation of the platform when the leg lengths are given, is a difficult problem since non-linear equations are involved and many solutions are possible. Numerical methods prove difficult to find all solutions and do not guarantee finding all of them, whereas analytical solutions would give more insight into the mechanism behavior and make it possible to improve the control strategies for platform motion. Although some general ideas are worthy of consideration when tackling the solution of a new mechanism in analytical form (Innocenti and Parenti-Castelli, 1992), a general, successful procedure has not yet been found. Moreover, for the time being, general approaches would lead to a system of closure equations too cumbersome to deal with even using the most powerful symbolic computational packages. As a consequence, every mechanism, or at least a class of mechanisms, must be solved by a customized strategy. In this perspective analytically solving a mechanism may represent a further step toward the solution of more difficult cases.

Basic ideas for solving the DPA in analytical form can be summarized as follows. First, the position and orientation of the platform with respect to the base are parameterized by as small number of parameters as possible, so that a closure system with a reduced number of equations and unknowns can be written. Second, by a suitable elimination procedure a final polynomial equation in only one unknown is sought. When the whole process succeeds, the roots of the final polynomial equation (which is solved numerically when the order is greater than four) can be found and, by substitution, all solutions can be found. Consequently the order of the polynomial equation represents the number of solutions of the DPA in the complex field.

The DPA of numerous fully-parallel manipulators has been solved in analytical form and presented in the literature. Much work has been done by Duffy, Song, Merlet, Waldron and their coworkers (Lin et al., 1992; Lin et al., 1990; Merlet, 1990; Nanua et al., 1990; Zhang and Song, 1992); further references can be found in (Innocenti and Parenti-Castelli, 1992). Nevertheless other mechanisms still remain unsolved. Well known among these is the most general - and difficult - case, the 6-6 fully-parallel manipulator also referred to as the 6-6 generalized Stewart platform. For special geometries such as, for example, base and platform planar or symmetrically shaped, the DPA in analytical form can be more workable (Merlet, 1990; Lin et al., 1992; Zang and Song, 1992).

In this paper the analytical form solution of the DPA of the fully-parallel manipulator shown in Fig. 1, is presented. Such an arrangement is called the 5-4 fully-parallel manipulator because of the number of connection points on the base and the platform. When the leg lengths are frozen the manipulator becomes the structure shown in Fig. 2, which is called the 5-4 structure. Different leg arrangements are possible while maintaining the 5-4 pattern. These cases are shown in (Lin et al., 1992), where their DPA in analytical form is also presented when the base and platform are both planar. The mechanism studied in the present paper is more general than that considered in (Lin et al., 1992) since it allows for both base and platform with general geometry, i.e., spherical pair centers both on the base and on the platform do not necessarily belong to a plane.

The direct position analysis of the 5-4 structure here considered is carried out in two steps. Position and orientation of the platform with respect to the base are first parameterized by three angles, a closure system of three equations in these angles being obtained. Then, by a suitable procedure, two unwanted unknowns are eliminated thus obtaining a final 24th-order polynomial equation in only one unknown, which is representative of the structure assembly. Hence, from each root of the polynomial equation, and via a back substitution, all sets of three angles can be determined. Thus, twenty-four closures of the 5-4 structure are possible in the complex field.

Finally, a numerical example supports the new theoretical result.
2 Direct kinematics

2.1 Kinematic model

Inspection of the 5-4 structure (see Fig. 2) shows that for a given set of leg lengths the three triangles $\tau_1 = A_1B_1A_2$, $\tau_2 = A_1B_2B_1$, and $\tau_3 = A_4A_5B_4$ can be considered as rigid bodies. If the platform is momentarily disconnected from the legs at points $B_1$, $B_2$, and $B_3$ and the distance between points $B_1$ and $B_2$ is maintained, the triangles $\tau_i$, $i=1,2,3$, can rotate about the axes $A_1A_2$, $A_1B_1$, and $A_4A_5$ respectively, and their angular positions with respect to each other or the base can be defined by three angles $\theta_1$, $\theta_2$, and $\theta_3$. Thus the positions of points $B_1$, $B_2$, and $B_4$ with respect to the base is uniquely defined by these angles. In particular $\theta_1$ defines $B_1$, $\theta_1$ and $\theta_2$ define $B_2$, and $\theta_3$ defines $B_4$. Points $B_1$, $B_2$, and $B_4$ also belong to the platform, and their mutual distances are known quantities. By lying down that corresponding mutual distances evaluated with respect to the base and to the platform are the same, two equations can be written. One involves $\theta_1$ and $\theta_3$, when considering distance $B_1B_4$, and the other $\theta_1$, $\theta_2$, and $\theta_3$, when considering distance $B_2B_4$.

A third equation can be obtained as follows. Angles $\theta_i$, $i=1,2,3$, uniquely define the positions of the three points $B_1$, $B_2$, and $B_4$, and consequently parameterize the position and orientation of the platform with respect to the base. Thus the position of point $B_3$ of the platform can also be defined.
Fig. 2 Kinematic model of the 5-4 structure

with respect to the base as a function of the three angles \( \theta_i \), \( i=1,2,3 \). Point \( A_3 \) belongs to the base, then the distance between points \( A_3 \) and \( B_3 \) can be written as a function of the three angles \( \theta_i \), \( i=1,2,3 \). Considering that points \( A_3 \) and \( B_3 \) also belong to a leg whose length, \( L_4 \), is known, a constraint equation can be written. Then a third equation in the unknowns \( \theta_i \), \( i=1,2,3 \), is obtained.

2.2 Closure equations

With reference to Fig. 2, \( W_b \) represents the reference system where the base points \( A_i \), \( (i=1,...,5) \), are given. Then a second reference system, \( W_L \), fixed to the base is chosen with origin in \( A_1 \), \( z \) axis from \( A_1 \) to \( A_2 \), and \( x \) axis parallel to the plane \( x-y \) of \( W_b \). The \( x \) axis of \( W_L \) has a positive component along the \( x \) axis of \( W_b \) (when vector \( (A_1-A_2) \) is parallel to the \( x \) axis of \( W_b \), then the \( x \) axis of \( W_L \) is chosen parallel to the \( y \) axis of \( W_b \)). Moreover, an arbitrary coordinate system \( W_p \), fixed to the platform is chosen.

Since triangles \( \tau_1 \), \( \tau_2 \) and \( \tau_3 \) can be considered as rigid bodies, angles \( \alpha_1 \), \( \alpha_2 \), and \( \alpha_3 \) can be evaluated in terms of their sines and cosines as follows:

\[
\begin{align*}
    u_1 &= \frac{L_1^2 + (A_2-A_1)_b^2 - L_2^2}{2 \ L_1 \sqrt{[(A_2-A_1)_b^2]}} ; \\
    v_1 &= + \sqrt{(1-u_1^2)} \quad (1)
\end{align*}
\]
\[ u_2 = \frac{L_1^2 + L_3^2 - (B_2-B_1)_p^2}{2 L_1 L_3} \; ; \; \; v_2 = \pm \sqrt{1-u_2^2} \]  
\[ u_3 = \frac{L_5^2 + (A_5-A_4)_b^2 - L_6^2}{2 L_5 \sqrt{|(A_5-A_4)_b^2|}} \; ; \; \; v_3 = \pm \sqrt{1-u_3^2} \]  

where \( u_j = \cos \alpha_j \), \( v_j = \sin \alpha_j \), \( j=1,2,3 \), and \( L_i \), \( i=1,2,\ldots,6 \), are leg lengths. A vector subscript points to the coordinate system where vector components are to be evaluated.

The distance \( H \) of point \( B_4 \) from the line \( A_4A_5 \) is equal to \( L_5 \cdot v_3 \). The projection \( Q \) of point \( B_4 \) on line \( A_4A_5 \) is defined by:

\[ (Q - A_4)_b = \frac{L_5 \cdot u_3}{\sqrt{|(A_5-A_4)_b^2|}} \cdot (A_5 - A_4) \]  

Two unitary vectors \( a_q \) and \( b_q \) are chosen so that vectors \((a_q, b_q, (A_5 - A_4))\) represent a right hand reference system; vector \( a_q \) is parallel to the x,y plane of \( W_b \) and has a positive component along the x axis of \( W_b \) (if \((A_5 - A_4)\) is parallel to the x axis of \( W_b \), vector \( a_q \) is parallel to the y axis of \( W_b \)). Position vectors of points \( B_1, B_2 \) and \( B_4 \) in reference system \( W_L \) can be obtain as follows:

\[ (B_1 - A_1)_L = L_1 \cdot \begin{bmatrix} v_1 s_1 \\ -v_1 c_1 \\ u_1 \end{bmatrix} \]  
\[ (B_2 - A_1)_L = L_3 \cdot \begin{bmatrix} v_2 c_1 s_2 + u_1 v_2 s_1 c_2 + v_1 u_2 s_1 \\ v_2 s_1 s_2 - u_1 v_2 c_1 c_2 - v_1 u_2 c_1 \\ -v_1 v_2 c_2 + u_1 u_2 \end{bmatrix} \]  
\[ (B_4 - Q)_L = H \cdot (a_q \cdot c_3 + b_q \cdot s_3) \]  

where \( c_j = \cos \theta_j \) and \( s_j = \sin \theta_j \) (\( j=1,2,3 \)).

The first closure equation can now be written by setting the distance between points \( B_4 \) and \( B_1 \) be equal when measured in \( W_L \) and in \( W_p \). The equation can be written as follows:

\[ (B_4-B_1)_L^2 = (B_4-B_1)_p^2 \]  

The following position holds:

\[ [(B_4-Q)_L + (Q-A_1)_L - (B_1-A_1)_L]^2 - (B_4-B_1)_p^2 = 0 \]  

which leads to:

\[ H^2 + (Q-A_1)_L^2 + L_1^2 - (B_4-B_1)_p^2)/2 \]  
\[ + (B_4-Q)_L \cdot (Q-A_1)_L - (B_4-Q)_L \cdot (B_1-A_1)_L - (Q-A_1)_L \cdot (B_1-A_1)_L = 0 \]
Equation (10), taking into account relations (5) and (7), can be written as:

$$\sum_{i,j=0,2} a_{ij} s_1 p(i) s_2 p(j) s_3 q(i) s_3 q(j) = 0$$

(11)

where $a_{ij}$ are coefficients which depend only on the geometry of the 5-4 structure, $p(i) = (i \mod 2)$ means the remainder of the division of integer $i$ by 2, and $q(i) = \lfloor i - p(i)/2 \rfloor$. Equation (11) represents a sine-cosine linear equation in the two unknowns $\theta_1$ and $\theta_3$.

A second closure equation can be written by setting the distance between points $B_2$ and $B_4$ be equal when measured in $W_L$ and $W_p$. The equation is:

$$(B_4-B_2)_L^2 = (B_4-B_2)_p^2$$

(12)

that can be written as:

$$[(B_4-Q)_L^2 + (Q-A_1)_L^2 - (B_2-A_1)_L^2 - (B_4-B_2)_p^2 = 0$$

(13)

and, subsequently, as:

$$[H^2 + (Q-A_1)_L^2 + L_3^2 - (B_4-B_2)_p^2]/2 + (B_4-Q)_L^2 (Q-A_1)_L$$

$$- (B_4-Q)_L^2 (B_2-A_1)_L - (Q-A_1)_L (B_2-A_1)_L = 0$$

(14)

Equation (14), taking into account relations (6) and (7), can be written as:

$$\sum_{i,j,k=0,2} m_{ijk} s_1 p(i) s_2 p(j) s_3 p(k) s_3 q(k) = 0$$

(15)

Here $m_{ijk}$ are coefficients that depend only on the geometry of the 5-4 structure. Equation (15) represents a sine-cosine linear equation in the three unknowns $\theta_1$, $\theta_2$, and $\theta_3$.

Before developing the third closure equation, the position of point $B_3$ is revalued in $W_p$ as follows. Since all points $B_i$, $i=1,2,3,4$, belong to the same rigid body, the following relation holds:

$$(B_3-B_1)_p = u(B_2-B_1)_p + v(B_4-B_1)_p + w(B_2-B_1)_p \times (B_4-B_1)_p$$

(16)

where $u$, $v$, and $w$ are constant scalar quantities to be determined.

Vector equation (16) represents three linear scalar equations in the unknowns $u$, $v$ and $w$. Equation (16), after rearrangement, leads to:

$$\begin{bmatrix}
(B_2-B_1)_p^2 & (B_4-B_1)_p(B_4-B_1)_p \\
(B_2-B_1)_p(B_4-B_1)_p & (B_4-B_1)_p^2
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix}
= \begin{bmatrix}
(B_2-B_1)_p(B_3-B_1)_p \\
(B_4-B_1)_p(B_3-B_1)_p
\end{bmatrix}$$

(17)

$$w^2((B_2-B_1)\times(B_4-B_1))^2 = (B_3-B_1)\cdot (B_2-B_1)\times(B_4-B_1)$$

(18)

The two linear equations (17) provide $u$ and $v$, while equation (18) provides $w$. 
By imposing the distance between points A3 and B3 measured in W equal to leg length L4, the third closure equation can be obtained:

\[(B_3 \cdot A_3)_L^2 = L_4^2\] (19)

which can be written as:

\[[(B_3 + B_1)_L + (B_1 + A_1)_L - (A_3 + A_1)_L]^2 - L_4^2 = 0\] (20)

By adopting the following positions:

\[(B_1 - A_1)_L = a; \quad (B_2 - A_1)_L = b; \quad (B_4 - Q)_L = c; \quad (Q - A_1)_L = d; \quad (A_3 - A_1)_L = e\] (21)

vector \((B_3 - B_1)_L\) becomes:

\[(B_3 - B_1)_L = u(b-a) + v(c+d-a) + w(b-a) \times (c+d-a)\] (23)

and the closure equation (20) can be written in the following form:

\[[(B_3 + B_1)_L^2 + L_1^2 + (A_3 - A_1)_L^2 - L_4^2]/2 + v(a \cdot c) + v(a \cdot d) + u(a \cdot b) - (u + v)a^2 +
+w(a \times b) \cdot c + w(a \times b) \cdot d - v(c \cdot e) - v(d \cdot e) - u(b \cdot e) + (u+v)(a \cdot e) +
-w(b \times c) \cdot e + w(a \times c) \cdot e - w(d \times e) \cdot b + w(d \times e) \cdot a - w(a \times b) \cdot e - a \cdot e = 0\] (24)

Moreover, by considering that

\[a \cdot b = L_1 \cdot L_3 \cdot u_2\] (25)

and

\[a \times b = L_1 \cdot L_3 \begin{bmatrix}
-u_1 v_2 s_1 s_2 + v_2 c_1 c_2 \\
u_1 v_2 c_1 s_2 + v_2 s_1 c_2 \\
v_1 v_2 s_2
\end{bmatrix}\] (26)

the third closure equation (19) can be written as follows:

\[\sum n_{ijk} s_j p(i) c_1 q(i) s_2 p(j) c_2 q(j) s_3 p(k) c_3 q(k) = 0\] (27)

where \(n_{ijk}\) are coefficients which depend only on the geometry of the 5-4 structure. Equation (27) represents a sine-cosine linear equation in the three unknowns \(\theta_1, \theta_2,\) and \(\theta_3\).

2.3 Elimination of \(\theta_2\) and \(\theta_3\)

To solve the direct position analysis in analytical form, two unknowns must be eliminated from the three closure equations (11), (15), and (27). Since equation (11) does not contain the unknown \(\theta_2\), the dialytic elimination of \(\theta_2\) between equations (15) and (27) could be performed as a first step then, in a second step, either of the unknowns \(\theta_1\) or \(\theta_3\) could be dialytically eliminated between
equation (11) and the resultant of equations (15) and (27). This procedure is correct but cumbersome, so, in the following a single-step elimination procedure proposed in (Lin et al., 1992; Innocenti, 1993) will be used.

The closure equations are first transformed into algebraic equations by substituting for sine and cosine of $\theta_2$ and $\theta_3$ the well-known expressions:

$$c_i = (1 - t_i^2)/(1 + t_i^2); \quad s_i = 2 \cdot t_i/(1 + t_i^2)$$

(28)

where $t_i = \tan(\theta_i/2)$. After substitution, equations (11), (15) and (27) can be respectively written in compact form as follows:

$$\sum R_j \cdot t_3^j = 0 \quad (j=0,2) \tag{29.1}$$

$$\sum W_{jk} \cdot t_2^j \cdot t_3^k = 0 \quad (j,k=0,2) \tag{29.2}$$

$$\sum Z_{jk} \cdot t_2^j \cdot t_3^k = 0 \quad (j,k=0,2) \tag{29.3}$$

where:

$$R_j = \sum r_{ij} \cdot s_1^{p(i)} \cdot c_1^{q(i)} \quad (j=0,1,2) \tag{30.1}$$

$$W_{jk} = \sum w_{ijk} \cdot s_1^{p(i)} \cdot c_1^{q(i)} \quad (j,k=0,1,2) \tag{30.2}$$

$$Z_{jk} = \sum z_{ijk} \cdot s_1^{p(i)} \cdot c_1^{q(i)} \quad (j,k=0,1,2) \tag{30.3}$$

and coefficients $r_{ij}$, $w_{ijk}$, $z_{ijk}$, $(i,j,k=0,1,2)$, resulting from substitution of positions (28) into equations (11), (15), and (27), are functions of quantities $a_{ij}$, $m_{ijk}$, and $n_{ijk}$; therefore they depend on the geometry of the 5-4 structure only.

Multiplying equations (29) by suitable factors, sixteen equations are obtained that can globally be regarded as a homogeneous linear system in sixteen unknowns. In particular, the first eight equations are obtained by multiplying equation (29.1) by factors:

$$1, t_3, t_2 \cdot t_3, t_2^2 \cdot t_3, t_2^3, t_2^2 \cdot t_3$$

(31)

and the remaining eight equations, grouped in fours, are obtained by multiplying equations (29.2) and (29.3) by factors:

$$1, t_2, t_3, t_2 \cdot t_3$$

(32)

The sixteen unknowns of the homogeneous linear system are represented, apart from an arbitrary
scaling factor, by the following sixteen quantities:

\[ t_1, t_2, t_2^2, t_2^3, t_3, t_2 t_3, t_2^2 t_3, t_2^3 t_3, t_2^2 t_3^2, t_2^3 t_3^2, t_3, t_2 t_3^3, t_2^2 t_3^3, t_2^3 t_3^3 \]  
(33)

In order to have non trivial solutions for the above-mentioned homogeneous linear system, the determinant of the coefficient matrix:

\[
M = \begin{bmatrix}
R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & R_0 & 0 & 0 & 0 & R_1 & 0 & 0 & 0 & R_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
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2.4 Back substitution

For a given geometry of the 5-4 structure, equation (37) can be solved for \( t_1 \). Every root \( t_{1r} \), \( r=1,2,\ldots,24 \), provides the values \( s_{1r} \) and \( c_{1r} \) for \( s_1 \) and \( c_1 \) by means of relations (28), and the solution \( \theta_{1r} \) for angle \( \theta_1 \), can be determined. For every value \( \theta_{1r} \) of \( \theta_1 \), all elements of matrix \( M \) can now be computed by equations (30). Since condition (35) is satisfied, the homogeneous linear system of 16 equations, whose coefficient matrix is \( M \), provides a non-trivial solution for the 16 unknowns (33). In particular, solutions \( t_{2r} \) and \( t_{3r} \) for the unknowns \( t_2 \) and \( t_3 \) are then determined. Actually, they are the second and fifth quantities of (33) when the first one is made unitary. Again, relations (28) provide the sine and cosine of \( \theta_{2r} \) and \( \theta_{3r} \), thus angles \( \theta_{2r} \) and \( \theta_{3r} \) can be determined. Since every \( (\theta_1, \theta_2, \theta_3) \) triplet defines a configuration of the 5-4 structure, it follows that for the 5-4 structure 24 configurations are possible in the complex field.

3 Case study

The direct position analysis of a 5-4 fully-parallel manipulator is reported in this section. With reference to Fig. 2, the geometry of the 5-4 structure is defined by the following data, with arbitrary length unit. Position vectors of points \( A_i \), \( i=1,2,3,4,5 \) in base reference \( W_b \) are in the order \((4,-2,1),(1,5,2),(-3,-4,-1),(-2,3,-2),(6,1,0)\). Position vectors of points \( B_j \), \( j=1,2,3,4 \), in platform reference system \( W_p \) are in the order \((5,4,4),(-2,1,3),(2,3,-3),(3,-6,5)\). The leg lengths \( L_i, i=1,2,\ldots,6 \), are in the order 6.78, 4.58, 7.00, 8.83, 12.44, 9.11.

The results of the DPA for all twenty-four configurations are shown in Table 1 in terms of coordinates of points \( B_j \), \( j=1,\ldots,4 \), in \( W_b \). All solutions have been verified by inverse position analysis.

<table>
<thead>
<tr>
<th>#</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(5.01956785, 0.00000000)</td>
<td>(4.01336765, 0.00000000)</td>
<td>(3.96113000, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(-1.99075338, 0.00000000)</td>
<td>(1.03099903, 0.00000000)</td>
<td>(2.98088840, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(2.01638037, 0.00000000)</td>
<td>(2.97675411, 0.00000000)</td>
<td>(-3.03217374, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(2.98487373, 0.00000000)</td>
<td>(-5.97269309, 0.00000000)</td>
<td>(5.02818701, 0.00000000)</td>
</tr>
<tr>
<td>2</td>
<td>(1.56385449, 0.00000000)</td>
<td>(3.42139699, 0.00000000)</td>
<td>(-2.26221546, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(-0.66318696, 0.00000000)</td>
<td>(-3.73995867, 0.00000000)</td>
<td>(-3.92211654, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(-3.96435898, 0.00000000)</td>
<td>(2.00334207, 0.00000000)</td>
<td>(7.40303020, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(7.04394220, 0.00000000)</td>
<td>(-2.92105316, 0.00000000)</td>
<td>(-8.15644695, 0.00000000)</td>
</tr>
<tr>
<td>3</td>
<td>(1.34235715, 0.00000000)</td>
<td>(3.32454892, 0.00000000)</td>
<td>(-2.24877103, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(8.90648553, 0.00000000)</td>
<td>(2.47133853, 0.00000000)</td>
<td>(-1.2211654, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(4.18056607, 0.00000000)</td>
<td>(-1.1745139, 0.00000000)</td>
<td>(3.29256343, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(7.19944446, 0.00000000)</td>
<td>(-2.47706914, 0.00000000)</td>
<td>(-8.33447198, 0.00000000)</td>
</tr>
<tr>
<td>4</td>
<td>(1.07154018, 0.00000000)</td>
<td>(3.20326692, 0.00000000)</td>
<td>(-2.21224788, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(2.23885959, 0.00000000)</td>
<td>(3.16889458, 0.00000000)</td>
<td>(5.37960195, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(5.36038824, 0.00000000)</td>
<td>(-2.18647962, 0.00000000)</td>
<td>(1.18722481, 0.00000000)</td>
</tr>
<tr>
<td></td>
<td>(7.52038695, 0.00000000)</td>
<td>(9.63042102, 0.00000000)</td>
<td>(2.48924820, 0.00000000)</td>
</tr>
</tbody>
</table>
4 Conclusions

This paper presented the direct position analysis in analytical form of a general-geometry 5-4 fully-parallel manipulator. By considering the 5-4 structure, which derives from the manipulator when inputs are given, an original kinematic model has been reported which reduces the closure equations to a three-equation system in three unknowns. By a single-step elimination procedure two unknowns are eliminated and a final 24th-order polynomial equation in only one unknown has been found. Since introduction of extraneous roots is avoided, twenty-four configurations are possible for the 5-4 manipulator in the complex field. Numerical results validated the new theoretical findings.
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Abstract. Two double-triangular mechanisms are introduced here. These are planar and spherical three-degree-of-freedom mechanisms that consist of two triangles moving with respect to each other. Moreover, each side of the moving triangle intersects one corresponding side of the fixed one at a given point defined over this side. The direct kinematic analysis of the mechanisms leads to a quadratic equation for the planar and a polynomial of 16th degree for the spherical mechanism. Numerical examples are included that admit two real solutions for the former and four real solutions for the latter, among which only two positive values are acceptable. All solutions, both real and complex, are listed.

Key words: Direct Kinematics – Double-Triangular – Manipulator – Parallel – Planar – Spherical – 3-dof

1. Introduction

Parallel manipulators are known to offer some advantages over conventional serial manipulators when high accuracy, superior structural stiffness and low inertia are required. The best known spatial parallel manipulators are probably those of the platform type (Stewart, 1965). The kinematics of several planar parallel manipulators was investigated by Gosselin and Angeles (1990), Hunt (1983) and Gosselin and Sefrioui (1991). Spherical parallel manipulators constitute an important type in that they find applications in robotic wrists and other devices used to orient rigid bodies. The kinematics of a few spherical parallel manipulators was investigated by Gosselin and Angeles (1989, 1990), Craver (1989) and Gosselin et al. (1992a, 1992b).

In this paper we introduce first a new class of parallel manipulators in two versions, planar and spherical, as shown in Fig. 1. Similar to the double-tetrahedron mechanism, which was investigated by Tarnai and Makai (1988, 1989a, 1989b) and Zsombor-Murray and Hyder (1992), these two manipulators consist of two bounded rigid bodies whose bounding edges are in contact. The geometric model of a planar 3-dof double-triangular (DT) device consists of two triangles. These triangles move with respect to each other such that each side of the moving triangle intersects a corresponding side of the fixed triangle at a designated point defined over that fixed side. Moreover, the intersection point should lie within the physical boundaries of the respective edges in contact. For a given set of intersection points defined over the sides of the fixed triangle, we determine the position and orientation of
the moving triangle, a problem that we call direct kinematics (DK) of the device at hand. We show that the DK of this device leads to a quadratic equation. The two real solutions, for one numerical example, are included here.

On the other hand, the geometric model of a spherical 3-dof DT device consists of two spherical triangles. These triangles move with respect to each other so that each arc of the fixed triangle intersects one arc of the moving triangle at a designated point exactly as in the planar case. For a given set of intersection points defined over the sides of the fixed triangle, we determine the orientation of the moving triangle. We show that the DK of this device leads to a polynomial of 16th degree in the tangent of one half of one of the arcs sought. We include all real and complex solutions of this problem for one numerical example.

2. Planar DT Parallel Manipulator

Consider two triangles, P and Q, with vertices \( P_1P_2P_3 \) and \( Q_1Q_2Q_3 \), respectively. Triangle P is designated the fixed triangle (FT), while Q is the movable triangle (MT), such that \( P_2P_3 \) intersects \( Q_2Q_3 \) at point \( R_1 \), \( P_3P_1 \) intersects \( Q_3Q_1 \) at \( R_2 \) and \( P_1P_2 \) intersects \( Q_1Q_2 \) at \( R_3 \). Moreover, \( R_i \), for \( i = 1, 2, 3 \), cannot lie outside its corresponding vertices. Thus, feasible or admissible motions maintain \( R_i \) within edges \( Q_{i+1}Q_{i-1} \) and \( P_{i+1}P_{i-1} \), for \( i = 1, 2, 3 \), the sum and the difference in the foregoing subscripts being understood as modulo 3.

The motion of triangle Q can thus be described through changes in the edge length parameters, \( \rho_i \), which locate \( R_i \) along a side of P, measured from \( P_{i+1} \), as shown in Fig. 1a, for \( i = 1, 2, 3 \). The non-negative displacements
\( \rho_i \) are assumed to be produced by actuators, and hence, they are termed the \textit{actuator coordinates}. The coordinates of the moving triangle \( Q \), in turn, are the set of variables used to define its pose. Note that the Cartesian coordinates of the three vertices of \( Q \) can be used to define this pose.

\subsection*{2.1. Direct Kinematics}

The direct kinematic problem of the manipulator described above is the subject of this subsection. This problem may be formulated as: \textit{Given the actuator coordinates \( \rho_i \), for \( i = 1, 2, 3 \), find the Cartesian coordinates of the vertices of triangle \( Q \).}

We solve this problem by \textit{kinematic inversion}, i.e., by fixing the MT \( Q \) and letting the FT \( P \) to accommodate itself to the constraints imposed. To this end, we define points \( R_i \) at given distances \( \rho_i \), for \( i = 1, 2, 3 \), on the edges of \( P \), thereby defining a triangle \( R_1 R_2 R_3 \), henceforth termed triangle \( R \), that is fixed to \( P \). Next, we let \( d, e \) and \( f \) be the lengths of the sides of this triangle. The problem now consists of finding the set of all possible positions of triangle \( R \) for which vertex \( R_i \) lies within the side \( Q_{i+1} Q_{i-1} \), for \( i = 1, 2, 3 \), as shown in Fig. 2a. By carrying \( R \) back into its fixed configuration, while attaching \( Q \) rigidly to it, we determine the set of possible configurations of the MT for the given values of actuator coordinates.

In Fig. 2a we note that each vertex \( R_i \) is common to three angles labeled with numbers 1, 2 and 3. We will denote these angles by a subscripted capital letter. The subscript indicates one of the three angles common to that vertex, while the capital letter corresponds to the lower-case label of the opposite side of the triangle \( R_1 R_2 R_3 \). We thus have at vertices \( R_1, R_2 \) and \( R_3 \) the angles \( D_i, E_i \) and \( F_i \), for \( i = 1, 2, 3 \).

Considering triangle \( Q_1 R_3 R_2 \), the law of sines for triangles yields

\[ Q_1 R_2 = a_1 \sin(F_1) \]

(1)
where
\[ a_1 = \frac{d}{\sin(Q_1)} \]
Similarly, for triangle \( Q_3R_2R_1 \) we have
\[ Q_3R_2 = a_2 \sin(D_3) \tag{2} \]
where
\[ a_2 = \frac{f}{\sin(Q_3)} \]
Adding eq.(1) to eq.(2) gives
\[ a_1 \sin(F_1) + a_2 \sin(D_3) = b \tag{3} \]
where
\[ b = \frac{Q_1Q_3}{\sin(\alpha)} \]
From triangle \( Q_2R_1R_3 \), we have
\[ D_1 = \pi - F_3 - Q_2 \tag{4} \]
but
\[ F_3 = \pi - F_1 - F_2 \tag{5} \]
Substitution of \( F_3 \) from eq.(5) into eq.(4) yields
\[ D_1 = F_1 + F_2 - Q_2 \tag{6} \]
Again, we have
\[ D_3 = \pi - D_1 - D_2 \tag{7} \]
Substitution of \( D_1 \) from eq.(6) into eq.(7) yields in turn
\[ D_3 = G - F_1 \tag{8} \]
where
\[ G = \pi - D_2 - F_2 + Q_2 \]
Substituting the expression for \( \sin(D_3) \) from eq.(8) into eq.(3), we obtain
\[ b_1 \sin(F_1) + b_2 \cos(F_1) = b \tag{9} \]
where
\[ b_1 = a_1 - a_2 \cos(G), \quad b_2 = a_2 \sin(G) \]
In the above equations, we substitute now the equivalent expressions for cosines and sines given below:

\[
\cos(F_1) = \frac{1 - T^2}{1 + T^2}, \quad \sin(F_1) = \frac{2T}{1 + T^2}
\]

where

\[T = \tan(F_1/2)\]

Upon simplification, eq.(9) leads to

\[c_1T^2 + c_2T + c_3 = 0\]  

(10)

where

\[c_1 = -b_2 - b, \quad c_2 = 2b_1, \quad c_3 = b_2 - b\]

Solving eq.(10) for \(T\) gives

\[T = \frac{-b_1 \pm \sqrt{b_1^2 + b_2^2 - b^2}}{-(b_2 + b)}\]  

(11)

The above expression leads us to the result below:

**Theorem 1:** Given two triangles \(R\) and \(Q\), we can inscribe \(R\) in \(Q\) in at most two poses such that vertex \(R_i\) is located on the edges \(Q_{i+1}Q_{i-1}\) of triangle \(Q\), for \(i = 1, 2, 3\).

2.2. Example

Consider the following sides assigned to the triangles \(P\) and \(Q\):

\[
Q_1Q_2 = 0.4\text{m} \quad Q_2Q_3 = 0.5\text{m} \quad Q_3Q_1 = 0.6\text{m}
\]

\[
P_1P_2 = 0.29065\text{m} \quad P_2P_3 = 0.5\text{m} \quad P_3P_1 = 0.47875\text{m}
\]

Choose three points, \(R_1, R_2\) and \(R_3\), located by three actuator coordinates specified as \(\rho_1 = 0.2\text{m}, \rho_2 = 0.14161\text{m}\) and \(\rho_3 = 0.03064\text{m}\). These values produce the lengths \(d, e\) and \(f\) given below:

\[d = 0.33166\text{m}, \quad e = 0.26458\text{m}, \quad f = 0.2\text{m}\]

The two roots of eq.(11) are:

\(T_1 = 1.0788, \quad T_2 = 0.4447\)

i.e., \((F_1)_1 = 94.34^\circ, (F_1)_2 = 48^\circ\). Equations(1–8) are used to compute the other parameters, which leads to two poses of the triangle, Fig. 2b. The two triangles \(Q\) and \(Q'\) represent the two solutions which correspond to the assembly modes of the manipulator.
3. Spherical DT Parallel Manipulator

Consider an unit sphere with centre at \( O \) and a spherical triangle \( P_1P_2P_3 \), referred to as \( \mathcal{P} \), on its surface. Moreover, a second spherical triangle, labeled \( Q_1Q_2Q_3 \), likewise referred to as \( \mathcal{Q} \), is defined. Furthermore, the side \( P_2P_3 \) of \( \mathcal{P} \), arbitrarily regarded as the FT, intersects the arc \( Q_2Q_3 \) of \( \mathcal{Q} \), regarded as the MT, at point \( R_1 \). We denote by \( R_2 \) and \( R_3 \) the other intersection points, that are defined correspondingly. Moreover \( R_i \), for \( i = 1, 2, 3 \), cannot lie outside its corresponding vertices. Thus, feasible or admissible motions maintain \( R_i \) within edges \( Q_{i+1}Q_{i-1} \) and \( P_{i+1}P_{i-1} \), for \( i = 1, 2, 3 \).

Thus, the motion of triangle \( \mathcal{Q} \) can be described through the arc lengths \( \rho_i \) of Fig. 1b, or \textit{actuator coordinates}, for \( i = 1, 2, 3 \). Likewise, the Cartesian coordinates of the moving triangle \( \mathcal{Q} \) are the set of variables defining its orientation. Note that the Cartesian coordinates of the three vertices of \( \mathcal{Q} \) can be determined once its orientation is given.

3.1. Direct Kinematics

Similar to the direct kinematic problem of the planar mechanism, the same problem, as pertaining to the spherical mechanism, may be formulated as: \textit{Given the actuator coordinates} \( \rho_i \), for \( i = 1, 2, 3 \), \textit{find the Cartesian coordinates of the vertices of triangle} \( \mathcal{Q} \).

Likewise, we solve this problem by \textit{kinematic inversion}, i.e., by fixing the MT \( \mathcal{Q} \) and letting the FT \( \mathcal{P} \) to accommodate itself to the constraints imposed. To this end, we define points \( R_i \) at given arc lengths \( \rho_i \), for \( i = 1, 2, 3 \), on the edges of \( \mathcal{P} \), thereby defining a triangle \( R_1R_2R_3 \), henceforth termed triangle \( \mathcal{R} \), that is fixed to \( \mathcal{P} \). Next, we let \( d, e \) and \( f \) be the sides of this triangle. The problem now consists of finding the set of all possible orientations of triangle \( \mathcal{R} \) for which vertex \( R_i \) lies within the side \( Q_{i+1}Q_{i-1} \), for \( i = 1, 2, 3 \), as shown in Fig. 3a. By carrying \( \mathcal{R} \) back into its fixed configuration, while attaching \( \mathcal{Q} \) rigidly to it, we determine the set of possible configurations of the MT for the given values of actuator coordinates.

In Fig. 3a we note that each vertex \( R_i \) is common to three spherical angles labeled with numbers 1, 2 and 3. Similar to the planar mechanism, we call them the spherical angles \( D_i, E_i \) and \( F_i \), for \( i = 1, 2, 3 \).

We introduce now the definitions below:

\[
    s = \frac{d + e + f}{2}, \quad k = \sqrt{\frac{\sin(s - d) \sin(s - e) \sin(s - f)}{\sin(s)}}
\]  

From spherical trigonometry we have

\[
    D_2 = 2 \arctan\left( \frac{k}{\sin(s - d)} \right)
\]

\[
    E_2 = 2 \arctan\left( \frac{k}{\sin(s - e)} \right)
\]
Fig. 3. a, Triangles $Q$ and $R$; b, Solutions of the Example Problem

$$F_2 = 2 \arctan \left( \frac{k}{\sin(s - f)} \right)$$

(15)

Consider now the spherical triangle $Q_1R_3R_2$. Using the law of cosines for spherical triangles we have

$$\cos Q_1 = - \cos F_1 \cos E_3 + \sin F_1 \sin E_3 \cos d$$

(16)

Similarly, for the spherical triangles $Q_2R_1R_3$ and $Q_3R_2R_1$ we have

$$\cos Q_2 = - \cos D_1 \cos F_3 + \sin D_1 \sin F_3 \cos e$$

(17)

$$\cos Q_3 = - \cos E_1 \cos D_3 + \sin E_1 \sin D_3 \cos f$$

(18)

However,

$$D_3 = \pi - D_1 + D_2$$

(19)

$$E_3 = \pi - E_1 + E_2$$

(20)

$$F_3 = \pi - F_1 + F_2$$

(21)

Substitution of the expressions for $\cos E_3$ and $\sin E_3$ from eq.(20) into eq.(16), we obtain

$$a_{11}c_1c_2 + a_{12}c_1s_2 + a_{13}s_1s_2 + a_{14}s_1c_2 + a_{15} = 0$$

(22)

where

$$a_{11} = \cos E_2 \quad a_{12} = - \sin E_2$$
Similarly, substitution of eq.(21) into eq.(17) yields:

\[ a_{21}c_3c_1 + a_{22}c_3s_1 + a_{23}s_3s_1 + a_{24}s_3c_1 + a_{25} = 0 \]  

(23)

where

\[
\begin{align*}
a_{21} &= \cos F_2 \\
a_{22} &= -\sin F_2 \\
a_{23} &= \cos e \cos F_2 \\
a_{24} &= \cos e \sin F_2 \\
a_{25} &= -\cos Q_2 \\
c_3 &= \cos D_1 \\
s_3 &= \sin D_1
\end{align*}
\]

Likewise, substitution of eq.(19) into eq.(18) yields:

\[ a_{31}c_2c_3 + a_{32}c_2s_3 + a_{33}s_2s_3 + a_{34}s_2c_3 + a_{35} = 0 \]  

(24)

where

\[
\begin{align*}
a_{31} &= \cos D_2 \\
a_{32} &= -\sin D_2 \\
a_{33} &= \cos f \cos D_2 \\
a_{34} &= \cos f \sin D_2 \\
a_{35} &= -\cos Q_3
\end{align*}
\]

Equations (22-24) must be solved simultaneously to determine the values of angles \( D_1 \), \( E_1 \) and \( F_1 \). In the above equations, we substitute now the equivalent expressions for cosines and sines given below:

\[
c_i = \frac{1 - x_i^2}{1 + x_i^2}, \quad s_i = \frac{2x_i}{1 + x_i^2}
\]

where \( x_i \), for \( i = 1, 2, 3 \), are tangents of one half of the angles \( F_1 \), \( E_1 \) and \( D_1 \), respectively.

Upon simplification, eqs.(22-24) lead to

\[
\begin{align*}
d_1x_2^2 + d_2x_2 + d_3 &= 0 \\
d_4x_2^2 + d_5x_2 + d_6 &= 0 \\
d_7x_3^2 + d_8x_3 + d_9 &= 0
\end{align*}
\]

(25)  (26)  (27)
where
\[
\begin{align*}
  d_1 &= (a_{11} + a_{15})x_1^2 - 2a_{14}x_1 + (a_{15} - a_{11}) \\
  d_2 &= -2a_{12}x_1^2 + 4a_{13}x_1 + 2a_{12} \\
  d_3 &= (a_{15} - a_{11})x_1^2 + 2a_{14}x_1 + (a_{15} - a_{11}) \\
  d_4 &= (a_{31} + a_{35})x_3^2 - 2a_{34}x_3 + (a_{35} - a_{31}) \\
  d_5 &= -2a_{32}x_3^2 + 4a_{33}x_3 + 2a_{32} \\
  d_6 &= (a_{35} - a_{31})x_3^2 + 2a_{34}x_3 + (a_{35} - a_{31}) \\
  d_7 &= (a_{21} + a_{25})x_1^2 - 2a_{24}x_1 + (a_{25} - a_{21}) \\
  d_8 &= -2a_{22}x_1^2 + 4a_{23}x_1 + 2a_{22} \\
  d_9 &= (a_{25} - a_{21})x_1^2 + 2a_{24}x_1 + (a_{25} - a_{21})
\end{align*}
\]

We now eliminate \( x_2 \) from eqs. (25) and (26), using Bezout's method (Salmon, 1964), the resulting equation thus containing only \( x_1 \) and \( x_3 \), namely,
\[
\det \begin{bmatrix} \Delta_{11} & \Delta_{12} \\ \Delta_{21} & \Delta_{21} \end{bmatrix} = 0
\]

where quantities \( \Delta_{11} \), \( \Delta_{12} \) and \( \Delta_{21} \) are defined below:
\[
\begin{align*}
  \Delta_{11} &\equiv \det \begin{bmatrix} d_1 & d_3 \\ d_4 & d_6 \end{bmatrix}, & \Delta_{12} &\equiv \det \begin{bmatrix} d_5 & d_2 \\ d_4 & d_1 \end{bmatrix}, & \Delta_{21} &\equiv \det \begin{bmatrix} d_2 & d_3 \\ d_5 & d_6 \end{bmatrix}
\end{align*}
\]

After expansion and simplification, eq. (28) reduces to
\[
A_1x_3^4 + A_2x_3^3 + A_3x_3^2 + A_4x_3 + A_5 = 0
\]

where
\[
A_i = \sum_{p=0}^4 A_{ip}x_1^p
\]

and the coefficients \( A_{ip} \) are constants and depend only on the data. Detailed expressions for \( A_{ip} \) are not given here because these expansions would be too large to serve any useful purpose.

Now, \( x_2 \) is eliminated from eqs. (25) and (26), while \( x_3 \) is eliminated likewise from eqs. (27) and (29), thereby obtaining one single equation in \( x_1 \), namely,
\[
\det \begin{bmatrix} d_{11} & d_{12} & A_4d_7 & A_5d_7 \\ d_{21} & d_{22} & A_4d_8 + A_5d_7 & A_5d_8 \\ d_7 & d_8 & d_9 & 0 \\ 0 & d_7 & d_8 & d_9 \end{bmatrix} = 0
\]
where

\[ d_{11} = A_2 d_7 - A_1 d_8 \quad d_{12} = A_3 d_7 - A_1 d_9 \]
\[ d_{21} = A_3 d_7 - A_1 d_9 \quad d_{22} = A_3 d_8 - A_2 d_9 + A_4 d_7 \]

The foregoing determinant is now expanded and simplified, which then leads to

\[ \sum_{i=0}^{16} k_i x_i^i = 0 \quad (32) \]

where \( k_i \) are constants and depend only on kinematic parameters, and are related by

\[ k_i = (-1)^i k_{16-i}, \quad i = 1, ..., 7 \quad (33) \]

As with coefficients \( A_{ip} \) of eq. (30), detailed expressions for \( k_i \) are not given here because these expansions would be too large to serve any useful purpose. What is important to point out here is that the above equation admits 16 solutions, whether real or complex, among which we are interested only in the real positive solutions. The real negative solutions lead to the same configurations of the positive ones with the exception that the sides of the triangle \( R, d, e \) and \( f \), are replaced by another triangle with the same vertices \( R_1R_2R_3 \), but different sides, namely, \( 2\pi - d, 2\pi - e \) and \( 2\pi - f \). Then, the negative solutions are discarded. The upper bound for the number of real positive solutions of a polynomial is given by Descartes theorem, namely,

The number of real positive solutions of a polynomial is given by the number of change of signs of the coefficients \( k_0, k_1, \cdots, k_n \) minus \( 2m \), where \( m \geq 0 \).

The maximum number of changes of sign in the foregoing polynomial is eight. Therefore, the problem leads to a maximum of eight real positive solutions and, as a result, triangle \( Q \) of Fig. 1b admits up to eight different orientations, for the specified values of \( \rho_1, \rho_2 \) and \( \rho_3 \).

3.2. Example

Consider the spherical triangles \( \mathcal{P} \) and \( \mathcal{Q} \) given as:

\[ Q_1Q_2 = 60^\circ \quad Q_2Q_3 = 70^\circ \quad Q_3Q_1 = 50^\circ \]
\[ P_1P_2 = 70^\circ \quad P_2P_3 = 58.6^\circ \quad P_3P_1 = 81.5^\circ \]

and three points, \( R_1, R_2 \) and \( R_3 \), located by the three values \( \rho_1 = 10^\circ \), \( \rho_2 = 49.5^\circ \) and \( \rho_3 = 40^\circ \). These values correspond to the angles \( D_2, E_2 \) and \( F_2 \) given below:

\[ D_2 = 43.4745^\circ, \quad E_2 = 37.9120^\circ, \quad F_2 = 106.7287^\circ \]
Table 1

The sixteen solutions of the example problem

<table>
<thead>
<tr>
<th>No.</th>
<th>x₁</th>
<th>D₁ Deg.</th>
<th>E₁ Deg.</th>
<th>F₁ Deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-3.52853659</td>
<td>180° + (D₁)₁₃</td>
<td>180° + (E₁)₁₃</td>
<td>180° + (F₁)₁₃</td>
</tr>
<tr>
<td>2</td>
<td>-1.81493883</td>
<td>180° + (D₁)₁₆</td>
<td>180° + (E₁)₁₆</td>
<td>180° + (F₁)₁₆</td>
</tr>
<tr>
<td>3</td>
<td>-0.7122360 – j0.9461246</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-0.7122360 + j0.9461246</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-0.4987636 + j1.6448662I</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-0.4987636 + j1.6448662</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-0.0110361 – j1.7618928</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>-0.0110361 + j1.7618928</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>0.00355500 – j0.5675491</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>0.00355500 + j0.5675491</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>0.1688234 – j0.5567607</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>0.1688234 + j0.5567607</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>0.28340360</td>
<td>31.64584216</td>
<td>76.17273858</td>
<td>42.53021089</td>
</tr>
<tr>
<td>14</td>
<td>0.5078577 – j0.6746313</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>0.5078577 + j0.6746313</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>0.55098275</td>
<td>57.70801252</td>
<td>99.32576667</td>
<td>64.91849185</td>
</tr>
</tbody>
</table>

Equation (32) is solved for x₁. The solutions are shown in Table 1. For this particular problem, we were able to find two real positive solutions. These solutions, which are depicted in Fig. 3b, correspond to the assembly modes of the manipulator.

4. Conclusions

In this paper planar and spherical double-triangular parallel manipulators with three degrees of freedom were introduced. The direct kinematics of the two manipulators have been formulated. We showed that the direct kinematics of the planar mechanism leads to a quadratic polynomial in the tangent of one half of a representative angle. The direct kinematics of the spherical mechanism leads, in turn, to a 16th-order polynomial in the tangent of one half of a representative angle. This result implies that, for a set of three given actuator displacements, the foregoing polynomial admits up to 16 different solutions, among which only eight would be real positive. Since only the real positive solutions are acceptable, the moving triangle Q admits up to eight different orientations. However, in tests we ran, we found that the maximum number of geometrically distinct solutions was only two.
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Abstract. A semigraphical method is presented for computing all real direct kinematic solutions of platform-type parallel manipulators with general geometries. The direct kinematic problem is reduced to basically two bivariate equations in the sines and cosines of two unknown angles. One equation is derived by solving an overdetermined system of equations that can be perturbed by different multiples of the least-square error involved in the solutions. Upon perturbing this equation by two different multiples, two distinct equations are obtained. The first bivariate equation and each of these two equations define three contours in the plane of the two angles involved, the intersections of these contours providing all real solutions. The method is used to find all real direct kinematic solutions of a general parallel manipulator of the platform type.
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1. Introduction

Platform-type parallel manipulators are multibody mechanical systems comprising a movable platform, henceforth abbreviated as MP, connected to a base platform (BP) by several kinematic subchains leading to an architecture with multiple kinematic loops. The direct kinematic problem of these manipulators is, in general, more challenging than the inverse problem, because of the nonlinearities involved. Hence, all methods presented in the literature for the direct kinematic analysis of general platform-type parallel manipulators are essentially numerical (Parenti-Castelli, 1992). Among these methods, only few aim at finding all possible solutions (Innocenti and Parenti-Castelli, 1992; Raghavan, 1991; Lazard, 1992; Angeles and Zanganeh, 1992).

In this paper we introduce a comprehensive semigraphical method for solving the direct kinematics of general platform manipulators, as compared to the procedure previously presented in (Angeles and Zanganeh, 1992). Within the proposed solution procedure, we derive two basic bivariate equations in the sines and cosines of two unknown angles. One equation is derived by solving an overdetermined system of equations that can be perturbed by different multiples of the least-square error involved in the solutions. Upon perturbing this equation by two different multiples, two distinct equations are obtained. The first bivariate equation and each of the latter two equa-
tions define three contours in the plane of the unknown angles, the intersections of the three contours providing all real solutions of the problem.

Figure 1 depicts the general platform manipulator under study. It comprises a kinematic chain with six legs connecting a mobile platform to a base platform. The legs at each end are joined to the platforms by spherical joints, the centers of the latter being, in general, non-coplanar. Moreover, each leg is driven by a prismatic actuator.

The direct kinematic problem (DKP) of the manipulator under study is defined as: *Given the lengths of the six legs, determine the corresponding MP pose, i.e., the orientation and position of the MP.*

![Diagram](image)

**Fig. 1.** General platform-type parallel manipulator

### 2. Kinematic Model

Given the general platform manipulator of Fig. 1, the attachment points of the *i*th leg on the BP and MP are denoted by *R*ₖ and *P*ₖ, respectively. Further, we fix a coordinate frame *F* to the BP at point *O*, and a coordinate frame *G* to the MP at point *P*. Moreover, the MP is moved from the home configuration (HC) to the current configuration (CC) with the aid of the six actuators. Hence, if at the HC the vector directed from point *P* to *P*ₖ is denoted by *σ*ₖ, and at the CC by *π*ₖ, then we can write

\[ πₖ = Qσₖ; \quad i = 1, \cdots, 6 \]  

where *Q* is the rotation matrix relating the orientation of the MP at the HC with that at the CC. Moreover, at the CC we denote the position vectors of
the vertices $P_i$ and $R_i$ by $p_i$ and $r_i$, respectively, while vector $u_i$ is defined as directed from $R_i$ to $P_i$, its magnitude being $q_i$, for $i = 1, \ldots, 6$, and $p$ is the position vector of $P$, as shown in Figure 1. Referring to this figure, the geometrical relations below can be readily derived:

$$\|u_i\|^2 = \|p_i - r_i\|^2; \quad i = 1, \ldots, 6$$

(2)

where $\| \cdot \|$ denotes the Euclidean norm of $(\cdot)$. After expanding the right-hand-side of eq.(2), we obtain

$$\frac{1}{2}p^2 + (Q\sigma_i - r_i)^T p - r_i^T Q\sigma_i + s_i = 0; \quad i = 1, \ldots, 6$$

(3)

where $s_i \equiv \frac{1}{2}(\sigma_i^2 + r_i^2 - u_i^2)$ and $(\cdot)^T$ represents the transpose of $(\cdot)$. The DKP of the general platform manipulator under study consists of finding all real solutions to the system of six equations in eq.(3).

### 3. The Contour Equations

For completeness, we recall a part of the elimination procedure introduced first in (Angeles and Zanganeh, 1992). At the outset, we eliminate $p$ by rewriting eq.(3) in linear homogeneous form, namely,

$$Ax = 0$$

(4)

where the 5-dimensional vector $x$ is defined as $x \equiv [p^2 \quad p \quad 1]^T$ and $A$ is the $6 \times 5$ matrix shown below:

$$A \equiv \begin{bmatrix}
1/2 & (Q\sigma_1 - r_1)^T & -r_1^T Q\sigma_1 + s_1 \\
\vdots & \vdots & \vdots \\
1/2 & (Q\sigma_6 - r_6)^T & -r_6^T Q\sigma_6 + s_6 \\
\end{bmatrix}$$

(5)

Now, for eq.(4) to admit a nontrivial solution, all determinants of the $5 \times 5$ submatrices of $A$ should vanish. This results in a set of six nonlinear equations in $Q$. However, only five of them are independent. If we denote the determinant of the $i$th submatrix by $\Delta_i$, then

$$\Delta_i \equiv \sum_{j=1}^{6} (-1)^{i+j} \eta_{ij} \Delta_{ij} = 0; \quad i = 1, \ldots, 6$$

(6)

where $\eta_{ij} \equiv r_j^T Q\sigma_j - s_j$, $\Delta_{ij} \equiv \det(A_{ij})$ and $A_{ij}$ is the $4 \times 4$ submatrix of $A$ obtained by deleting the $i$th and $j$th rows and the last column of $A$. The expansion of $\Delta_{ij}$ yields in turn an expression of the form

$$\Delta_{ij} = \frac{1}{2} \sum_{k=1\atop k \neq i, k \neq j}^{6} (-1)^{i+j+k} \Delta_{ijk}$$

(7)
where $\Delta_{ijk} \equiv \det(A_{ijk})$ and the $3 \times 3$ matrix $A_{ijk}$ is also a submatrix of $A$, namely, that obtained by deleting the first and last columns together with the $i$th, $j$th and $k$th rows of $A$. Using the above notation, some symmetry properties can be exploited among the foregoing subdeterminants that ease their computations. Moreover, every rotation matrix $Q$ can be written in the form

$$Q = [m \quad n \quad m \times n]$$

subjected to the conditions

$$m^T n = 0 \quad (9a)$$
$$m^T m = 1 \quad (9b)$$
$$n^T n = 1 \quad (9c)$$

where, $m \equiv [m_1, m_2, m_3]^T$ and $n \equiv [n_1, n_2, n_3]^T$. Now, in order to derive the bivariate equations of the contours, we have to eliminate four of the unknowns among the six unknown components of $m$ and $n$. To do so, we first use eq.(9a) to eliminate one of the components of $m$. Without loss of generality, we can eliminate the third component, i.e., $m_3$, provided that $n_3 \neq 0$. Thus, we have:

$$m_3 = -\frac{1}{n_3}(n_1m_1 + n_2m_2) \quad (10)$$

Upon substitution of the above equation into eq.(9b) and multiplying the equation thus resulting by $n_3^2$ to clear denominators, we obtain:

$$(n_1^2 + n_3^2)m_1^2 + (n_2^2 + n_3^2)m_2^2 + 2n_1n_2m_1m_2 - n_3^2 = 0 \quad (11)$$

Moreover, the same substitution in eq.(6) yields a set of six nonlinear equations free of $m_3$, only four of which are independent. These equations can be cast in the form

$$N'y' = 0 \quad (12)$$

where all entries of the $6 \times 6$ matrix $N'$ are functions of vector $n$ only, while $y' \equiv [m_1^2, m_2^2, m_1m_2, m_1, m_2, 1]^T$. Furthermore, from eq.(11) we can derive an expression for $m_1^2$, i.e.,

$$m_1^2 = \frac{1}{n_1^2 + n_3^2}[(n_2^2 + n_3^2)m_2^2 + 2n_1n_2m_1m_2 - n_3^2] \quad (13)$$

Now, we substitute eq.(13) into eq.(12) and then pick up four independent equations among the six equations thus obtained. This yields a system of four homogeneous equations in the form

$$Ny = 0 \quad (14)$$
where all entries of the $4 \times 5$ matrix $N$ are functions of vector $n$ only, while $y \equiv [m_2, m_1 m_2, m_1, m_2, 1]^T$. Moreover, $N$ is of full rank, and hence, a 5-dimensional nonzero vector $\zeta$ exists that spans the nullspace of $N$. Let $\zeta$ have the components below:

$$\zeta \equiv [\zeta_1, \zeta_2, \ldots, \zeta_5]^T \quad (15)$$

Comparing the components of $\zeta$ with those of $y$ defined above, we notice that $\zeta_5$ should be different from zero, for the fifth component of $y$ is. Hence, we can normalize $\zeta$ by dividing all its components by nonzero $\zeta_5$. Moreover, the 3rd and 4th components of $y$ are nothing but $m_1$ and $m_2$, and so, the latter are equal to the 3rd and 4th components of the normalized $\zeta$, namely,

$$m_1 = \frac{\zeta_3}{\zeta_5}, \quad m_2 = \frac{\zeta_4}{\zeta_5} \quad (16)$$

Moreover, if eq.(16) is substituted into eq.(10) we obtain an expression for $m_3$ in terms of $n$ only, i.e.,

$$m_3 = -\frac{1}{n_3 \zeta_5} (n_1 \zeta_3 + n_2 \zeta_4) \quad (17)$$

Since $m$ is of unit magnitude, we can use eqs.(16 & 17) in order to derive

$$\zeta_3^2 + \zeta_4^2 - \zeta_5^2 + \frac{1}{n_3^2} (n_1 \zeta_3 + n_2 \zeta_4)^2 = 0 \quad (18)$$

We now express the components of vector $n$ in spherical coordinates in order to reduce the number of unknowns to only two, i.e.,

$$n \equiv [ \sin \theta_1 \cos \theta_2, \sin \theta_1 \sin \theta_2, \cos \theta_1 ]^T \quad (19)$$

Upon substitution of eq.(19) into eqs.(18), a bivariate equations in $\theta_1$ and $\theta_2$ is derived, namely,

$$f_1(\theta_1, \theta_2) \equiv \zeta_3^2 + \zeta_4^2 - \zeta_5^2 + \frac{1}{n_3^2} (n_1 \zeta_3 + n_2 \zeta_4)^2 = 0 \quad (20)$$

Function $f_1$ defines a contour $C_1$ in the $\theta_1$-$\theta_2$ plane, which represents the locus of all possible solutions, actual and spurious. However, the actual solutions of the problem are only those which satisfy the equation:

$$p^2 - p^T p = 0 \quad (21)$$

If we now substitute eqs.(16, 17 & 19) into eq.(4), all entries of the coefficient matrix $A$ become functions of $\theta_1$ and $\theta_2$ only. The equation thus resulting can be written in the form

$$B \hat{x} = b \quad (22)$$
where \( \hat{x} \equiv [p^2, p]^T \) and the entries of the \( 6 \times 4 \) matrix \( B \) and the components of the 6-dimensional vector \( b \) are functions of \( \theta_1 \) and \( \theta_2 \) only. Hence, we can solve eq.(22) for \( p^2 \) and \( p \) in terms of the two angles involved. However, this is an overdetermined system of six equations in four unknowns. The least-square solution to this system can readily be found by applying Householder reflections (Golub and Van Loan, 1989) to both sides, thereby deriving

\[
\begin{bmatrix}
R \\
O
\end{bmatrix} \hat{x} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}
\]

(23)

where \( R \) is a \( 4 \times 4 \) upper triangular matrix, \( O \) is the \( 2 \times 4 \) zero matrix and \( b_1 \) and \( b_2 \) are 4- and 2-dimensional vectors, respectively. Hence, the solution is obtained by back substitution into \( R\hat{x} = b_1 \), which yields four relations for \( p^2 \) and the components of \( p \) in terms of \( \theta_1 \) and \( \theta_2 \). On the other hand, the least-square error to eq.(22) is equal to \( \|b_2\| \). Thus, the foregoing four relations, when substituted into eq.(21) and added with a multiple of \( b_2^T b_2 \), result into a single equation in \( \theta_1 \) and \( \theta_2 \), namely,

\[
f_{i+1}(\theta_1, \theta_2) \equiv p^2 - p^T p + \alpha_i b_2^T b_2 = 0; \quad i = 1, 2, \ldots
\]

(24)

where \( \alpha_i \) is a nonzero constant that is meant to perturb the equation. For two distinct values of \( \alpha_i \), i.e., \( \alpha_1 \) and \( \alpha_2 \), we obtain two equations that, in turn, lead to functions \( f_2 \) and \( f_3 \), respectively. These functions define two more contours, \( C_2 \) and \( C_3 \), in the \( \theta_1-\theta_2 \) plane. Thus, the intersection points of the three contours \( C_1 \), \( C_2 \) and \( C_3 \), when superimposed, yield all real solutions of the problem.

### 4. Numerical Example

By means of the above procedure, the contour intersections and the position and orientation of a general platform-type parallel manipulator were obtained, for given values of the actuator variables \( \{q_i\} \). The parameters of this manipulator are given as

\[
\begin{align*}
r_1 &= \begin{bmatrix} 0.06503501 \\ -1.42475422 \\ 1.93172294 \end{bmatrix}, & r_2 &= \begin{bmatrix} -0.50508753 \\ -0.02892000 \\ -0.04608834 \end{bmatrix}, & r_3 &= \begin{bmatrix} -1.09491488 \\ 0.22313340 \\ 1.93280714 \end{bmatrix}, \\
r_4 &= \begin{bmatrix} 0.00048050 \\ 0.32929144 \\ -0.05044421 \end{bmatrix}, & r_5 &= \begin{bmatrix} 0.75279702 \\ 0.81007514 \\ 1.82952667 \end{bmatrix}, & r_6 &= \begin{bmatrix} 0.11011463 \\ -0.32291556 \\ 0.01200174 \end{bmatrix}, \\
\sigma_1 &= \begin{bmatrix} 0.01346965 \\ -1.65009147 \\ 0.77441816 \end{bmatrix}, & \sigma_2 &= \begin{bmatrix} -1.04206133 \\ -0.59772236 \\ 0.02532155 \end{bmatrix}, & \sigma_3 &= \begin{bmatrix} -1.73287180 \\ 1.51458094 \\ 0.95305524 \end{bmatrix}, \\
\sigma_4 &= \begin{bmatrix} -0.00177893 \\ 1.22775426 \\ -0.00914577 \end{bmatrix}, & \sigma_5 &= \begin{bmatrix} 5.07444276 \\ 0.77126528 \\ 0.90334291 \end{bmatrix}, & \sigma_6 &= \begin{bmatrix} 1.11289374 \\ -0.62965332 \\ 0.00374341 \end{bmatrix},
\end{align*}
\]
\[ q_1 = 0.26321981, \quad q_2 = 1.52167226, \quad q_3 = 1.49376759, \]
\[ q_4 = 1.53376882, \quad q_5 = 4.25152610, \quad q_6 = 1.53758131 \]

For the values of \( \alpha_1 = -1 \) and \( \alpha_2 = -3 \), the superimposed contours are shown in Figures 2, in which \( C_1 \) is shown with dashed line. Moreover, in Fig. 3 we magnified the region where the intersection points exist. From these figures two solutions are found as recorded in Table 1.

![Fig. 2. \( C_1, C_2 \) and \( C_3 \) contours of the numerical example](image)

It should be noted that the contours have been plotted for all values of \( \theta_2 \) between zero and \( \pi \). We have done this because, for each pair of \((\theta_1, \theta_2)\) values in Table 1, we can always find a complementary pair \((\theta'_1, \theta'_2)\) that satisfies the following identity:

\[
\mathbf{n} = \begin{bmatrix}
\sin \theta_1 \cos \theta_2 \\
\sin \theta_1 \sin \theta_2 \\
\cos \theta_1
\end{bmatrix}
= \begin{bmatrix}
\sin \theta'_1 \cos \theta'_2 \\
\sin \theta'_1 \sin \theta'_2 \\
\cos \theta'_1
\end{bmatrix}
\]

where, \( \theta'_1 \equiv -\theta_1 \) and \( \theta'_2 \equiv \theta_2 - \pi \).
TABLE I

Direct kinematic solutions

<table>
<thead>
<tr>
<th>point</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$ (rad)</td>
<td>1.570796</td>
<td>1.643131</td>
</tr>
<tr>
<td>$\theta_2$ (rad)</td>
<td>1.570796</td>
<td>1.742817</td>
</tr>
<tr>
<td>$m_1$</td>
<td>1.0</td>
<td>0.983827</td>
</tr>
<tr>
<td>$m_2$</td>
<td>0.0</td>
<td>0.165975</td>
</tr>
<tr>
<td>$m_3$</td>
<td>0.0</td>
<td>-0.067350</td>
</tr>
<tr>
<td>$p_x$</td>
<td>-0.0790339</td>
<td>-0.034122</td>
</tr>
<tr>
<td>$p_y$</td>
<td>0.0005794</td>
<td>0.158842</td>
</tr>
<tr>
<td>$p_z$</td>
<td>1.198686</td>
<td>1.152051</td>
</tr>
</tbody>
</table>

Fig. 3. Magnification of the contours of Fig. 2

The architecture of the manipulator of this example was chosen so as to yield an isotropic Jacobian matrix. Isotropic Jacobian matrices with dimensionally inhomogeneous entries, as in the case at hand, were defined using the concept of characteristic length in (Angeles et al., 1992).
5. Conclusions

In this paper, a mathematical model for the direct kinematic problem of platform manipulators with general geometries was derived. Then, the equations were reduced to two bivariate equations. By using the first equation and perturbing the second equation, we found three contours in the plane of the two unknown angles involved. The superimposed plots of contours yield all real solutions. A numerical example was included that admits two real solutions.
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ON THE REPRESENTATION OF RIGID-BODY MOTIONS AND ITS APPLICATION TO GENERALIZED PLATFORM MANIPULATORS

D. LAZARD
LITP, Institut Blaise Pascal, boîte 168, 4 place Jussieu, 75252 Paris Cedex 05, France

Abstract. Different ways for representing rigid-body motions (direct isometries) in a computer are presented. It appears that the choice between them may have a dramatic effect on the difficulty of a computation or of a proof.

As an application, a computational proof is given of the fact that the direct kinematic problem for a generalized Stewart platform has at most 40 complex solutions.

1. Introduction

A generalized Stewart platform is a body with 6 legs. The legs are fixed on the body and on the ground, which is not necessary plane. The geometry of the platform is given, as well as the points where the legs are connected with the platform and with the ground. The position of the platform is commanded by modifying the lengths of the legs.

The problem studied in this paper consists in computing the position of the platform from its geometry and the lengths of the legs (direct kinematic).

If an initial position of the platform is defined, this problem is equivalent to compute a rigid-body motion (i.e. a direct isometry) satisfying some constraints, i.e. to solve an equation, the unknown of which is a rigid-body motion.

The variety of rigid-body motions has dimension $6$; there are many ways for representing it with scalar variables submitted to some constraints. It appears that the complexity of solving an equation with a rigid-body motion as unknown heavily depends on the representation chosen.

In Section 2, we describe some representations that have been tried, and we discuss their interest for solving the problem, which is the main result of this paper: Prove that the number of complex solutions of the direct problem for the generalized Stewart platform is at most 40 or infinite.

We first proved this result for the case of planar platforms (Lazard, 1992). Then Ronga and Vust proved by hand the general case, using intersection theory, blowing-up and Chern classes. Having heard the result by J.J. Risler, we figured out their proof before reading their paper, which led us to the proof given below, that is conceptually very simple, but needs machine com-
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putations. Ronga and Vust (1992) were, in turn, influenced by this and devised a much simpler proof.

At the same time, B. Mourrain devised a different proof of the same result, as yet to appear.

As rigid-body motions appear in many applied geometrical problems, especially in robotics, we hope that the considerations developed in this paper will be useful in a much more general context than the one of generalized Stewart platforms, which is for us a kind of paradigm for problems of spatial geometry.

2. How to Represent Rigid-Body Motions?

A rigid-body motion is the product of a translation by a rotation. Many authors use Euler angles for representing rotations. For this reason, angles and trigonometric functions appear in many papers related to generalized Stewart platforms. Angles are convenient if floating point computations are used, but are very difficult to handle in symbolic or exact computations. For this reason, we do not consider here the representations that involve angles explicitly.

A standard way for eliminating angles consists in using the formulas

\[
\sin(\theta) = \frac{2t}{1 + t^2};\quad \cos(\theta) = \frac{1 - t^2}{1 + t^2}
\]  

As three angles are needed for a spatial rotation, such a transformation leads to complicated formulas of a rather high degree. For this reason, we do not consider further this approach.

2.1. Representation by Images of Points

In (Lazard, 1992), we have represented a rigid-body motion by the images of three points of the platform (nine coordinates), submitted to the constraint that their three respective distances are given. The other points of the platform are defined by their coordinates in the local coordinate system defined by the first three points. For the direct kinematic problem we are considering, this leads, when the platform is planar, to a system of nine equations, six of them being quadratic, the remaining ones being linear.

Thus, in this case, the variety of rigid-body motions (of dimension six) is represented as imbedded in \( \mathbb{R}^9 \). Bezout's theorem, applied to the system of equations to be solved, gives a bound of 64 for the number of solutions. A study of the "solutions at infinity" (i.e. the solutions obtained in homogenizing the equations and looking at the solutions for which the homogenizing variable is 0) shows that they are of dimension 0 and of degree 24. Thus, in the planar case, the number of solutions is at most 40, if they form a set of dimension 0.
If the platform is not planar, for representing a point of it in the coordinate system defined by three points, we need to use vector products of the vectors defined by these three points. After some reductions, this leads to a system with eight quadratic equations and one cubic one. It is clearly much more difficult to solve. It appears also that the solutions at infinity now form an algebraic set of positive dimension. It follows that Bezout's theorem does not give a sharp bound. This is the reason for which the sharp bound of 40 was so difficult to prove.

Another representation, also introduced in (Lazard, 1992) consists in defining a rigid-body motion by the images of four points subjected to six constraints (the values of their respective distances). This representation codes not only rigid-body motions, but also skew isometries (product of a rigid-body motion by a reflection). For the Stewart platform problem, this leads to ten quadratic and two linear equations. The best general bound obtained in (Lazard, 1992) follows from this representation.

2.2. QUATERNIONS

In previous representations, rigid-body motions do not really appear explicitly. We consider now representations where rigid-body motions appear as explicit objects.

The representation by quaternions has the advantage to be rational, as the expressions appearing in eq.(1) are, and to introduce less denominators than if the identities of eq.(1) were used.

Let us recall that the quaternions are a skew field which is a real vector field of dimension 4 with \((1, i, j, k)\) as a basis. The multiplication table may easily be deduced from

\[
i^2 = j^2 = k^2 = -1 \quad ijk = -kji = -1.
\]

The pure quaternions are those that are in the subspace generated by \((i, j, k)\). A quaternion \(q\) acts on the vector space of pure quaternions by \(v \rightarrow qvq^{-1}\). This action is a rotation of this real vector space that defines an isomorphism between the real projective space of dimension 3 (quaternions up to the multiplication by a real number) and the space of rotations.

A rigid-body motion is the product of a rotation represented by a quaternion \(r = r_0 + r_1i + r_2j + r_3k\) and a translation of vector \(t = t_1i + t_2j + t_3k\). The image produced by this motion of a point of coordinates \(x_1, x_2, x_3\) has, for coordinates, the sum of a \(t_i\) and of a fraction with numerator homogeneous of degree 2 in \(r_0, r_1, r_2, r_3\) and denominator \(r_0^2 + r_1^2 + r_2^2 + r_3^2\).

Using this, the direct kinematic problem for generalized Stewart platform leads to an equation of degree 2 in the \(t_i\) and five equations that are homogeneous of degree 2 in the \(r_i\) and linear in the \(t_i\).

There are several ways for applying Bezout's theorem to such a system. The standard ones give a bound of 486. The multi-homogeneous Bezout
Thus, this approach leads to systems of higher degree, but with only six equations. The fact that the equations are homogeneous with respect to a part of the variables may be useful in some situations.

2.3. Representation with orthogonal matrices

The most obvious representation of the rotations consists in using orthogonal matrices, i.e. matrices such that $R \cdot R^t = I$ and $\det(R) = 1$. This makes the rotations a subvariety of $\mathbb{R}^9$, of dimension 3. This means that rigid-body motions are represented by twelve parameters submitted to six conditions (in fact, seven). As computational problems grow exponentially with the number of variables, we have preferred the preceding representation.

Let us examine further the equations that arise here.

The condition $R \cdot R^t = I$ means that the three row vectors of the matrix $R$ have norm 1 and that the three dot products between rows are zero. These relations and $\det(R) = 1$ generate many other conditions, among them are the similar conditions on columns ($R \cdot R^t = I$) and $R = \text{cofactor}(R)$, where $\text{cofactor}(R)$ is, as usually, defined by $\det(R) \cdot [\text{cofactor}(R)]^t = R^{-1}$.

It appears that the 21 equations $R \cdot R^t = I$, $R \cdot T^t = I$ and $R = \text{cofactor}(R)$ give a Gröbner basis of the ideal generated by $R \cdot R^t = I$ and $\det(R) = 1$, for the degree ordering. This basis is neither minimal nor reduced, but a reduced basis is easily obtained by replacing the equations for the norms of the first column and the first row by their common normal form with respect to the other equations. The resulting Gröbner basis appears as a subset of the Gröbner basis given below.

Using this Gröbner basis, the Hilbert function is easy to compute, showing that the rotations are a variety of dimension 3 and degree 8 in $\mathbb{R}^9$.

With this representation, the distance between a point $A$ (represented by its position vector) and the image of a point $A_i$ by the rotation $R$ followed by the translation of vector $T$ is given by the norm of $R \cdot A_i + T - A$.

For the Stewart platform problem the data are the coordinates of six pairs of points $M$ and $A$ such that the first $M$ and the first $A$ may be chosen at the origin, as well as the six lengths of the legs. This leads to the equations

$$
||T|| = l_i^2
$$

$$
T^t \cdot R \cdot M_i - A_i^t \cdot R \cdot M_i - A_i^t \cdot T = \text{constant} \quad \text{for} \; i = 2..6,
$$

where the unknowns are the coefficients of the square matrix $R$ and the column matrix $T$. This means that we intersect the variety of degree 8 of the rigid motions by six quadratic hypersurfaces. But the vector space generated by the quadratic parts of the five last equations is of dimension at most 3 (the dimension of the space generated by the $M_i$). Thus, two of these equations reduce to linear ones, and Bezout’s theorem gives a bound of $8 \cdot 2^3 = 64$ for our problem.
3. Bounding the Number of Solutions for the Generalized Stewart Platform Problem

In the above considerations, we have viewed a rigid-body motion as a rotation of matrix $R$ followed by a translation of vector $T$. It may also be viewed as another translation $U$ followed by the same rotation $T$. The two representations are related by formulas

$$ T = R \cdot U \quad U = R^T \cdot T, $$

where the nonlinear part of preceding equations appears.

This leads us to introduce a new representation of rigid-body motions as a subvariety of $\mathbb{R}^{15}$, where the coordinates are the coefficients of the matrix $R$ and of both vectors $T$ and $U$. The equations of this variety are those of the rotations and eq. (3). Surprisingly, the Gröbner basis of this ideal is very simple and rather easy to compute (note that the twenty polynomials not depending on $t_i$ and $u_i$, which appear in the middle, are a Gröbner basis for the variety of rotations):

$$
\begin{align*}
& r_{2,1}r_{2,2}u_1 + r_{3,1}r_{3,2}u_1 - r_{1,1}r_{2,2}u_2 - r_{1,1}r_{3,2}u_3 - r_{1,1}t_2, \\
& r_{2,2}u_1 + r_{3,2}u_1 - r_{1,2}r_{2,2}u_2 - r_{1,2}r_{3,2}u_3 - r_{1,2}t_2 - u_1, \\
& r_{2,1}r_{2,3}u_1 + r_{3,1}r_{3,3}u_1 - r_{1,1}r_{2,3}u_2 - r_{1,1}r_{3,3}u_3 - r_{1,1}t_3, \\
& r_{2,2}r_{2,3}u_1 + r_{3,2}r_{3,3}u_1 - r_{1,2}r_{2,3}u_2 - r_{1,2}r_{3,3}u_3 - r_{1,2}t_3, \\
& r_{2,3}u_1 + r_{3,3}u_1 - r_{1,3}r_{2,3}u_2 - r_{1,3}r_{3,3}u_3 - r_{1,3}t_3 - u_1, \\
& r_{1,1}r_{1,2} + r_{2,1}r_{2,2} + r_{3,1}r_{3,2}, \\
& r_{1,2}r_{2,2} + r_{3,2} - 1, \\
& r_{1,1}r_{1,3} + r_{2,1}r_{2,3} + r_{3,1}r_{3,3}, \\
& r_{1,2}r_{1,3} + r_{2,2}r_{2,3} + r_{3,2}r_{3,3}, \\
& r_{1,3}^2 + r_{2,3}^2 + r_{3,3}^2 - 1, \\
& r_{1,1}r_{2,1} + r_{1,2}r_{2,2} + r_{1,3}r_{3,2}, \\
& r_{1,2}r_{2,1} - r_{1,1}r_{2,2} + r_{3,3}, \\
& r_{1,3}r_{2,1} - r_{1,1}r_{2,3} - r_{3,2}, \\
& r_{2,1}^2 + r_{2,2}^2 + r_{2,3}^2 - 1, \\
& r_{1,3}r_{2,2} - r_{1,2}r_{2,3} + r_{3,1}, \\
& r_{1,1}r_{3,1} + r_{1,2}r_{3,2} + r_{1,3}r_{3,3}, \\
& r_{1,2}r_{3,1} - r_{1,1}r_{3,2} - r_{2,3}, \\
& r_{1,3}r_{3,1} - r_{1,1}r_{3,3} + r_{2,2}, \\
& r_{2,1}r_{3,1} + r_{2,2}r_{3,2} + r_{2,3}r_{3,3}, \\
& r_{2,2}r_{3,1} - r_{1,1}r_{3,2} + r_{1,3}, \\
& r_{2,3}r_{3,1} - r_{1,2}r_{3,3} - r_{1,2}, \\
& r_{3,1}^2 + r_{3,2}^2 + r_{3,3}^2 - 1,
\end{align*}
$$
\[ r_{1,3}r_{3,3} - r_{1,2}r_{3,3} - r_{2,1}, \]
\[ r_{2,3}r_{3,2} - r_{2,2}r_{3,3} + r_{1,1}, \]
\[ r_{1,1}t_1 + r_{1,2}t_2 + r_{1,3}t_3 + u_1, \]
\[ r_{1,2}t_1 - r_{1,1}t_2 - r_{3,3}u_2 + r_{2,3}u_3, \]
\[ r_{1,3}t_1 - r_{1,1}t_3 + r_{3,2}u_2 - r_{2,2}u_3, \]
\[ r_{2,1}t_1 + r_{2,2}t_2 + r_{2,3}t_3 + u_2, \]
\[ r_{2,2}t_1 - r_{2,1}t_2 + r_{3,3}u_1 - r_{1,3}u_3, \]
\[ r_{2,3}t_1 - r_{2,1}t_3 - r_{3,2}u_1 + r_{1,2}u_3, \]
\[ r_{3,1}t_1 + r_{3,2}t_2 + r_{3,3}t_3 + u_3, \]
\[ r_{3,2}t_1 - r_{3,1}t_2 - r_{2,3}u_1 + r_{1,3}u_2, \]
\[ r_{3,3}t_1 - r_{3,1}t_3 + r_{2,2}u_1 - r_{1,2}u_2, \]
\[ t_1^2 + t_2^2 + t_3^2 - u_1^2 - u_2^2 - u_3^2, \]
\[ r_{1,3}t_2 - r_{1,2}t_3 - r_{3,1}u_2 + r_{2,1}u_3, \]
\[ r_{2,3}t_2 - r_{2,2}t_3 + r_{3,1}u_1 - r_{1,1}u_3, \]
\[ r_{3,3}t_2 - r_{3,2}t_3 - r_{2,1}u_1 + r_{1,1}u_2, \]
\[ r_{1,1}u_1 + r_{2,1}u_2 + r_{3,1}u_3 + t_1, \]
\[ r_{1,2}u_1 + r_{2,2}u_2 + r_{3,2}u_3 + t_2, \]
\[ r_{1,3}u_1 + r_{2,3}u_2 + r_{3,3}u_3 + t_3 \]

This Gröbner basis computation took 3h30' with Maple (Char et al., 1985, 1988), 4' with Axiom (Jenks and Sutor, 1992) and less than 3" with GB, an experimental software written by J.C. Faugère (on SUN–Sparc 2 station or, for Axiom, IBM–RISC 6000). Computing the Hilbert function of this ideal, for example with Macaulay (Bayer and Stillman, 1983, 1990), it is easy to see that it is of dimension 6, as expected, and of degree 20.

Now, by replacing \( T^tR \) by \( t^t \) in equations (2), they become linear, except for the first one, which is unchanged and remains of degree 2. Thus, Bezout’s theorem asserts that, if the set of solutions is of dimension 0, it has a degree of \( 2 \cdot 20 = 40 \).

Clearly, for special configurations, some of these 40 points may be at infinity, and the number of actual solutions may be smaller. We have also to remark that the version of Bezout’s theorem given by Heintz (1983) bounds also the number of isolated solutions, even if there are components of positive dimension at infinity. Thus, we have proven:

**THEOREM 1.** If the direct kinematic problem for generalized Stewart platform has a finite number of complex solutions, this number is at most 40.

### 4. Conclusions

We have shown that the choice of the equations for describing rigid-body motions may have a dramatic effect on the difficulty of a problem.
Clearly, for the generalized Stewart platform, the main problem is to effectively compute the solutions. We have the hope that the Gröbner basis method could be an efficient and robust way for this purpose. Unfortunately, floating point computations are not convenient, because of the number of equality tests which are needed. Thus, it would be better to compute with exact integers or rational numbers.

This is possible, but difficult because of the size of the integers that appear during the computation, and even in the final output. We have done some experiments with randomly chosen configurations. For a planar platform modelled as in subsection 2.1, the Gröbner basis is computed in 8 minutes by GB on a Sparc 10 without the final verification that all S-polynomials reduce to 0. Another example (not planar) has been run using the modelling of Section 3, starting from the Gröbner basis given there. Despite the fact that the equations which are added to this Gröbner basis are one very simple quadratic one and five linear ones, the computation took 4 hours (without the final verification) and the result needs 5Mbytes for storing the integers of several thousand of digits which appear in the result.

Thus, the best way for modelling this problem in order to efficiently compute the position of the platform requires further study. Clearly, execution depends on the solution algorithm that is used, and the best choice may by completely different for floating point algorithms and for exact computations like Gröbner bases.
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Abstract. Manipulation of algebraic equations arise frequently in kinematic problems. But in many of these problems it is not necessary to solve the algebraic equations to establish interesting results as sometimes only the number of real solutions is important. Fortunately many theorems in algebraic geometry, some of them being not well known, may give some insight on this point. We present some of these theorems and show how they can be applied to demonstrate interesting results in the field of kinematic problems for parallel manipulators.
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1. Introduction

Systems of algebraic equations play an important role in kinematics problems as most of these problems can be stated as solving such a system. For some kinematics problems it is not necessary to solve the equations but it is more important to determine:

- the maximum number of real roots of the system
- the number of real roots in a given interval

We will present some tools which can be used for these purposes without computing the roots of the equations and study their application for some kinematics problems related to parallel manipulators.

2. Bezout's theorem

This theorem is one of the most interesting in algebraic geometry. An extensive study of Bezout's theorem can be found in (Walker, 1950). We give here a simplified version of this theorem:

*The intersection of m algebraic equations in n unknowns (m≥n) of degree n₁, n₂,...,nₘ is constituted of at most \( \prod_{i=1}^{\min(m,n)} n_i \) points.*

In the case of planar algebraic curves a version of Bezout's theorem can be stated as:

*two curves of order m, n with no common components have exactly mn intersection points.*
3. Circularity

This notion and its application to kinematic problems has been discussed in detail in (Hunt, 1978).

3.1. Planar case

Bezout’s theorem may seem to be rather strange in some cases. Let us consider two circles described by algebraic equation of order 2. It is well known that they will have at most two real intersection points....

Let a circle of radius \( r \), with center at coordinates \( (a, b) \), be defined by the equation:

\[
(x - a)^2 + (y - b)^2 - r^2 = 0
\]

By expanding this equation we get:

\[
x^2 - 2xa + a^2 + y^2 - 2yb + b^2 - r^2 = 0
\]

The terms of this equation are not homogeneous, i.e. their order with respect to the variables \( x, y \) are 2, 1 or 0. Let us rewrite this equation with a new unknown \( w \):

\[
\left( \frac{x}{w} - a \right)^2 + \left( \frac{y}{w} - b \right)^2 - r^2 = 0
\]

where \( w \) is simply a scaling factor. The previous equation is now homogeneous as it can be written as:

\[
(x - aw)^2 + (y - bw)^2 - r^2 w^2 = 0
\]

or

\[
x^2 - 2xa w + a^2 w^2 + y^2 - 2yb w + b^2 w^2 - r^2 w^2 = 0
\]

for which the order of each term with respect to the variables \( x, y, w \) is now 2. The system of unknowns \( x, y, w \) is called a planar homogeneous system of coordinates.

If \( w = 0 \) the circle is infinitely enlarged and every point is at infinity. The line \( w = 0 \) is called the line at infinity and this line crosses the circle in two points defined by:

\[
x^2 + y^2 = 0
\]

i.e. at the points \( S_1, S_2 \)

\[
S_1 \begin{cases} 
  w = 0 \\
  x = iy
\end{cases} \quad S_2 \begin{cases} 
  w = 0 \\
  x = -iy
\end{cases}
\]

These two imaginary points are called the the imaginary circular points and equation (1) defines the imaginary circle.
As the parameters \( a, b, r \) do not appear in the definition of the imaginary circular points, they belong to any circle. Therefore, they belong too to the intersection of two circles. Accordingly, two circles with two real intersection points have also in common the two imaginary circular points, i.e. a total of four intersection points, in accordance with Bezout's theorem.

If a planar curve has the points \( S_1, S_2 \) as double, triple, points it will be said that this curve has a *circularity* of 2, 3, ... Therefore a circle has circularity 1.

### 3.2. Application of circularity

Let us consider the following planar parallel manipulator described in figure 1. The triangular plate \( BDE \) is connected to the three fixed points \( A, C, F \) by three links with revolute joints at each extremity. A linear actuator in each link enables to change the link length and it may be shown that by controlling these lengths the posture of the triangular plate can be adjusted at will. Indeed let us assume that we have fixed the position and orientation of the triangular plate \( BDE \) in some reference frame. Therefore, the positions of its vertices are also known in this frame. The link lengths corresponding to the given posture are simply the distances between the points \( AB, CD, EF \) and we have solved the *inverse kinematic problem* of this manipulator. Formally let us define the reference frame such that: \( A : (0,0), C : (c_2,0), F : (c_3,d_3) \) and we define the posture of the triangular plate by the coordinates \( (x,y) \) in the reference frame of point \( B \) and its orientation by the angle \( \Phi \) between the line \( BD \) and the \( x \) axis. The link

![Fig. 1. A planar parallel manipulator.](image-url)
lengths $\rho$ can be computed as:

$$\rho_1^2 = x^2 + y^2$$  \hspace{1cm} (2)

$$\rho_2^2 = (x + l_2 \cos \Phi - c_2)^2 + (y + l_2 \sin \Phi)^2$$  \hspace{1cm} (3)

$$\rho_3^2 = (x + l_3 \cos(\Phi + \theta) - c_3)^2 + (y + l_3 \sin(\Phi + \theta) - d_3)^2$$  \hspace{1cm} (4)

Let $T = \tan(\Phi/2)$. We have:

$$\sin(\Phi) = \frac{2T}{1 + T^2} \hspace{1cm} \cos(\Phi) = \frac{1 - T^2}{1 + T^2}$$  \hspace{1cm} (5)

The previous equations can be written now as:

$$x^2 + y^2 - \rho_1^2 = 0$$  \hspace{1cm} (6)

$$x^2 + x^2 T^2 + y^2 T^2 + y^2 + a_1 x + a_2 x T^2 + a_3 T^2 + a_4 y T^2 + a_5 = 0$$  \hspace{1cm} (7)

$$x^2 + x^2 T^2 + y^2 T^2 + y^2 + b_1 x + b_2 x T^2 + b_3 T^2 + b_4 y T^2 + b_5 = 0$$  \hspace{1cm} (8)

The orders of these equations are 2, 4, 4. Suppose now that the lengths of the links are fixed and that we want to determine the position and orientation of the triangular plate i.e. solve the direct kinematic problem. We have therefore to solve the previous system of algebraic equations. Using Bezout’s theorem we deduce that this system will have at most 32 $(2 \times 4 \times 4)$ solutions, either real or complex. We will show now that in fact a smaller upper-bound of the number of real solutions can be established. Let us consider another mechanism, as described in figure 2.

This mechanism is called a four-bar mechanism. Many authors (Hunt, 1978) have shown that point $C$ of this mechanism describes a sixth order curve, a sextic with a circularity of 3 (which is the maximum for the circularity of a sextic).

Now let us consider the four-bar mechanism $ABEDC$ in the mechanism of figure 1. $E$ lies on the sextic of the four-bar mechanism but also belongs to the circle centered in $F$, of radius $FE$ for a valid solution of the direct kinematic problem. $E$ is therefore the intersection point of two algebraic curves of order 2 and 6 and there will be at most 12 intersection points according to Bezout’s theorem.

But the intersection will contain the two circular imaginary points $S_1$, $S_2$ as triple points. Therefore there will be at most 6 real intersection points and therefore this is an upper bound for the number of postures of the direct kinematic problem.

This has been confirmed in (Gosselin, 1990) who has shown that the system of equations (2, 3, 4) can be reduced to a 6th-order polynomial in one variable. Indeed, let us subtract equation (2) from equations (3), (4). We get a linear system of two equations in the two unknowns $x, y$, which can be solved, the result being substituted into equation 2. The only unknown
in this equation is now $\Phi$. Using the substitution described by equation (5) the remaining equation becomes a 6th-order polynomial in $T$:

$$a_6 T^6 + a_5 T^5 + a_4 T^4 + a_3 T^3 + a_2 T^2 + a_1 T + a_0 = 0$$ (9)

3.3. Spatial case

Let us consider now the intersection of two spheres i.e. two surfaces of degree 2 which, according to Bezout's theorem, must intersect along a curve of order 4.

But it is known that the intersection of two spheres is a circle of degree 2. We must therefore find a conic at infinity which explains the missing degree. We rewrite the equation of the sphere in homogeneous coordinates:

$$(x - aw)^2 + (y - bw)^2 + (z - cw)^2 - r^2 w^2 = 0$$

The plane $w = 0$ is called the plane at infinity and the intersection of the sphere and this plane is found as:

$$x^2 + y^2 + z^2 = 0$$ (10)

As none of the parameters $a, b, r$ appear in this equation, this curve of order 2 belongs to all the spheres and, therefore, to the intersection of any two spheres. Equation (10) defines an imaginary cone whose intersection with the plane at infinity is the imaginary spherical circle which belongs to all the spheres.
The imaginary cone intersects the plane $z = 0$ along two imaginary lines defined by $x = \pm iy$ and, therefore, the circular imaginary points belong to the cone. As a consequence there cannot be more than 2 real intersection points between a sphere and a circle.

The circularity of a surface is then defined as the order of multiplicity with which it contains the imaginary spherical circle. A sphere has therefore a circularity 1. For example, it may be shown that a general torus (fourth-order surface) has a circularity 2 (maximal circularity).

### 3.4. Application to a Kinematic Problem

Let us consider the spatial mechanism described in figure 3. A triangular plate $B_1B_2B_3$ is connected to three fixed points $A_1, A_2, A_3$ by three links which have a rotoid joint at point $A$ and a ball-and-socket joint at point $B$. We assume that the lengths of links $A_1B_1, A_2B_2, A_3B_3$ are fixed and we want to determine the possible locations of the triangular plate $B_1B_2B_3$ i.e. solve the direct kinematic problem for this mechanism.

We will consider the spatial mechanism obtained when we dissociate one of the $B_i$. We get the mechanism described in figure 4 which is known under the name $RSSR$.

We use now one of Cayley’s theorem (Hunt, 1978):

*A line with two points $C, D$ lying on two algebraic curves of degree $n_c, n_d$ and circularities $p_c, p_d$ describes a ruled surface of degree $2n_c(n_d - p_d) + 2n_d(p_c - n_c)$*

For the $RSSR$ mechanism we have two points lying on two circles i.e. $n_c = n_d = 2, p_c = p_d = 1$. The order of the surface is therefore 8 and $B$ lies on
a surface of order 16 (as point $B$ can freely rotate around the line joining the centers of the ball-and-socket joints). It may be shown that the circularity of this surface is 8 (Merlet, 1989). For a valid posture of the mechanism described in figure 3, point $B_1$ belongs to such a surface but also to the circle centered in $A_1$ whose radius is the link length. According to Bezout’s theorem there are 32 intersection points (either complex or real) between the surface and the circle and, according to the circularity of the surface and the circle, 16 points among these 32 intersection points are the circular imaginary points. Therefore, there are at most 16 real intersection points and, consequently, the direct kinematic problem has at most 16 solutions.

Now let us consider a parallel manipulator (figure 5). In this manipulator the 6 legs have their extremities connected to the plates by ball-and-socket joints. Their lengths can be modified in order to control the position and orientation of the upper plate.
Suppose that the legs have a known fixed length. The direct kinematics problem consists in determining the maximum number of postures of the upper plate for these leg lengths. Let us consider two legs with a common point $B$ on the upper plate. As the leg lengths are fixed, $B$ will lie on a circle whose center and radius can be computed from the leg lengths and the position of the joint centers on the fixed plate. We can therefore substitute the two legs by a virtual leg whose only possible motion is a rotation around a fixed axis.

This can be done for any pair of legs sharing a common point on the upper plate and, therefore, the parallel manipulator upper plate will have the same possible postures as the mechanism described in figure 3: its maximum number of postures will be 16.

A more tedious way to demonstrate this result is to combine the algebraic equations describing the inverse kinematic problem to get a polynomial in one variable, whose order shall be 16 or less. A sixteenth-order polynomial has been first found in (Charentus and Renaud, 1989) and later by many authors, for example (Dedieu 1990) (who give additional results about the convexity of the solution), (Griffis, 1989), (Innocenti, 1990). Using this result, an example of manipulator with 16 possible postures for the end-effector has been presented by (Merlet, 1989) and (Dedieu, 1990). In the former reference it has been shown that this result can be extended to many others manipulators as soon as they have a triangular end-effector.

### 4. Number of real roots of a polynomial in a given interval

The systems of algebraic equations arising in some kinematic problems can be reduced to the analysis of a polynomial in only one variable which shall furthermore lie in a given interval. Therefore, it is of interest to consider a polynomial in one variable and to determine the number of its real roots in a given interval.

#### 4.1. Sturm's Method

An excellent and practical introduction to this method can be found in (Mineur, 1966).

**Principle**

Let $f(x)$ be a polynomial of degree $n$ in $x$

$$ f_0(x) = \sum_{i=0}^{i=n} a_n x^n = 0 $$

We consider the first derivative of this polynomial with respect to $x$:

$$ f_1(x) = f'_0(x) $$
We denote by $\text{Rem}(f_{i-1}(x), f_i(x))$ the remainder of the Euclidian division of $f_{i-1}(x)$ by $f_i(x)$.

We build a sequence of functions by:

$$f_{i+1} = -\text{Rem}(f_{i-1}(x), f_i(x)) \quad i \in [1, n-1]$$

The last function of this sequence does not depend upon $x$. Let $[x_1, x_2]$ be the interval in which we are looking for the real roots of $f_0(x) = 0$.

**Sturm’s theorem**

The number of real roots of the equation $f_0(x) = 0$ in the interval $[x_1, x_2]$ is obtained as the number of sign changes in the sequence $f_i(x_1), f_{i+1}(x_1), i \in [0, n-1]$ minus the number of sign changes in the sequence $f_i(x_2), f_{i+1}(x_2), i \in [0, n-1]$.

4.2. Application example

We consider a particular case of the planar parallel mechanism described in a previous section (figure 6). The equations giving the links lengths for a given posture of the end-effector are:

$$\rho_1^2 = x^2 + y^2$$
$$\rho_2^2 = (x + l_2 \cos \Phi - c_2)^2 + (y + l_2 \sin \Phi)^2$$
$$\rho_3^2 = (x + l_3 \cos \Phi - c_3)^2 + (y + l_3 \sin \Phi)^2$$

By manipulating these equations in a similar manner as in section 3.2, they can be reduced to a polynomial in one variable:

$$f_0(T) = a_3 T^3 + a_2 T^2 + a_1 T + a_0 = 0$$

(11)
with \( T = \cos \Phi \). Therefore there can be up to 3 real roots for this polynomial and, as each root defines two values for \( \Phi \), we may think that an upper bound of the number of postures for the direct kinematic problem is 6. We will show now that, in fact, there will be at most 4 solutions to this problem.

To solve the direct kinematic problem we have to find the real roots of the polynomial, but we are looking only for the roots in the interval \([-1,1]\). It may be shown that \( f_0(1), f_0(-1) \) are always strictly positive (their symbolic values are squares).

If we build the Sturm sequence, we get four functions \( f_0, f_1, f_2, f_3 \), where \( f_3 \) is a constant. We are looking for sequences such that the number of real roots in the interval \([-1,1]\) is maximal. This number will be a maximum in four cases:

<table>
<thead>
<tr>
<th>( x = -1 )</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>number of sign changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1 )</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x = -1 )</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>number of sign changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1 )</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x = -1 )</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>number of sign changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1 )</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x = -1 )</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>number of sign changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1 )</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

In all cases the number of roots will be at most 2 and, therefore, the direct kinematic problem will have up to 4 solution.

### 5. Huat’s Theorem

Let a polynomial equation of degree \( n \) in \( x \):

\[
 f_0(x) = \sum_{i=0}^{i=n} a_n x^n = 0
\]

with real coefficients.
Theorem: If the roots of $f_0(x)$ are all real, the square of every non extremal coefficients is necessarily greater than the product of its neighboring coefficients

$$a_k^2 > a_{k-1}a_{k+1} \quad \forall k \in [1, n - 1]$$

In fact, Huat's theorem is a result of Newton inequalities (Hardy, 1967), which states that, if $f_0(x)$ has only real roots, then:

$$k(n – k)a_k^2 \geq (k + 1)(n – k + 1)a_{k-1}a_{k+1} \quad \forall k \in [1, n - 1]$$

5.1. Application in kinematics

Let us consider the planar parallel manipulator described in figure 1. We have seen in a previous section that, for a fixed set of link lengths, there can be a maximum of 6 different postures for the triangular mobile plate. We are considering now a robot with a given geometry and are looking for a set of link lengths such that the direct kinematic problem has effectively 6 solutions i.e. 6 postures of the end-effector can be found.

To solve this problem we may choose randomly three link lengths, compute the coefficients of the 6th order polynomial (9) and then solve the polynomial until we find a set of link lengths such that all the 6 roots of the polynomial are real. Although this method has worked in practice (an example of solution is given in (Merlet, 1989)), the computation time may be huge.

A faster way is to choose randomly only two of the three link lengths, say $\rho_1, \rho_2$ and then compute the 7 coefficients $a_i$ of the forward kinematics polynomial (9) as functions of the unknown link length $\rho_3$.

Then we compute the square of all the non extremal coefficients minus the product of their neighbor coefficients i.e. $a_1^2 - a_0a_2, a_2^2 - a_1a_3, a_3^2 - a_2a_4, a_4^2 - a_3a_5, a_5^2 - a_4a_6$, which happen to be all fourth-order polynomials in $\rho_3$.

The roots of these 5 polynomials $P_j$ are computed and are used to determine for each polynomial the intervals of $\rho_3$ such that the polynomial is positive.

If the intersection $I_\cap$ of these intervals is empty, then there is no value of $\rho_3$ such that the direct kinematic problem will have 6 solutions for the link lengths $\rho_1, \rho_2$.

On the contrary, if the intersection is not empty, the possible solutions for $\rho_3$ will lie in the interval $I_\cap$. Therefore, random values for $\rho_3$ can be tested but only in $I_\cap$.

Such an algorithm has been implemented using the symbolic computation program MAPLE.
6. Conclusion

Dealing with algebraic equations is the "essence" of kinematic problems, but many of these problems can be solved in an elegant way without determining the roots of these equations. By using basic theorems of algebraic geometry we have shown that many powerful results can be established in the field of parallel manipulator kinematic problems. These results have been established in most cases by dealing either with the geometrical aspect of the problem or with manipulations on the symbolic values of the coefficient of the algebraic equations that arise during the solution of the problem. Therefore, we have avoided to use numerical procedures in which numerical errors may introduce spurious results. Unfortunately many of these algebraic geometry theorems are not well known and are missing in many textbooks.
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Abstract. A new method is presented for controlling the trajectories of straight-line Cartesian paths near the kinematic singularities of simple manipulators. Conventional approaches to this problem, which typically employ a pseudo-inverse of the manipulator Jacobian, result in path deviations and have difficulty controlling joint accelerations. The more global approach described here uses a "potential function" in the region of the singularity to reduce the path velocity in such a way that both the joint velocities and accelerations remain bounded without incurring any deviation from the desired path. For cases such as the elbow or shoulder singularities of the PUMA manipulator, the results are very good and the necessary computations are simple enough to be done on-line.

1. Introduction

It is well known that most serial chain robot manipulators possess regions in their workspace where the mapping from Cartesian to joint coordinates becomes ill-conditioned along one or more degrees of freedom. Such regions correspond to singularities of the manipulator. The execution of a Cartesian trajectory in such a region may produce arbitrarily large accelerations or velocities in one or more of the manipulator's joints. Singularities are associated with a loss of rank in the manipulator Jacobian $\mathbf{J}$ which maps joint velocities $\dot{\mathbf{q}}$ into Cartesian velocities $\mathbf{v}$. The inverse of the Jacobian (or a pseudo-inverse in the case of a redundant manipulator) can be used to determine the joint velocities required to effect a particular Cartesian velocity, according to

$$\dot{\mathbf{q}} = \mathbf{J}^{-1}\mathbf{v}. \quad (1)$$

Clearly, in regions where the Jacobian is ill-conditioned, some of the resulting joint velocities may become very large.

Since singularities restrict the Cartesian workspace of the manipulator, and because Cartesian trajectories can easily blunder into them, particularly when controlled on-line by sensors or operator inputs, techniques for managing singularities are of importance.

Most approaches to singularity control involve trying to condition the relationship in (1), either by using some form of pseudo-inversion technique (Chiaverini, et al., 1991; Maciejewski and Klein, 1989; Wampler, 1988) or by directly eliminating degenerate degrees of freedom from the Jacobian (Aboaf and Paul, 1987). An overview is given in (Chiaverini et al., 1990).
A common limitation of these approaches is that they control only the joint velocities (as a consequence of using only equation 1). The effect of the singularity, however, extends to higher derivatives. In particular, the joint accelerations must be controlled as well, as has been discussed briefly in (Maciejewski and Klein, 1989).

As an example of this, consider Figure 1, which shows a two-link planar manipulator being driven at constant speed along the \( x \) axis into the boundary singularity at \( \theta = 0 \). The velocity \( \dot{\theta} \) rises rapidly as the singularity is approached, but when the singularity is reached, the velocity falls immediately to zero. The problem in this case is not only that \( \dot{\theta} \) becomes large, but that it is also discontinuous at the singularity. The practical effect of this is that, upon reaching the workspace boundary, \( \theta \) will overshoot, causing the manipulator to reverse direction and possibly inducing controller instabilities. This problem has been noted in (Deo and Walker, 1992).

Unfortunately, acceleration constraints complicate the singularity problem considerably. Simply “clipping” the acceleration can introduce considerable wander and overshoot into the computed path, since this fails to ensure that the integral of the resulting velocity profile matches the displacement to the target.

In this paper, we introduce a somewhat different approach to singularity control, in which we handle velocity and acceleration constraints by simply slowing down the trajectory execution without deviating from the desired path. This capability is particularly useful because it opens the way for making explicit time/accuracy tradeoffs near singularities.

The method is intended for simple manipulators for which closed form inverse kinematic solutions are available. It implicitly makes use of the observations by (Nielsen et al., 1990; Pohl and Lipkin, 1991) that well-behaved motion along the degenerate degrees of freedom associated with a singular-

![Fig. 1. A two-link manipulator being driven to its outer boundary singularity (left). The corresponding velocity profile (for discretely sampled values of \( \theta \)) is shown at the right.](image)
ity is often possible, particularly when the trajectory is sampled in discrete time, providing the desired Cartesian path displacements are scaled appropriately.

2. Problem Description

We will limit our consideration to straight-line Cartesian trajectories with constant orientation. Such a path can be described in terms of a single parameter $s$ by

$$ p(s) = p_1 + s \hat{p}_d, $$

where $p_1$ is the initial point and $\hat{p}_d$ is a unit vector in the path’s direction.

Timing for the trajectory is established by making $s$ a function of time $t$. In areas of the workspace where the Jacobian is well-conditioned, it is generally possible to keep the joint velocities $\dot{\theta}$ and accelerations $\ddot{\theta}$ within bounds by placing constant bounds on $\dot{s}$ and $\ddot{s}$:

$$ |\dot{s}| \leq M_v, \quad |\ddot{s}| \leq M_a. $$

Such bounds are also frequently part of the task specification.

Close to singularities, these constraints will not be sufficient, and so the path timing $s(t)$ must be further constrained. If we were only interested in limiting the joint velocities, then it would be enough to simply scale $\dot{s}$ to match the corresponding rise in $\dot{\theta}$. However, we must also limit the joint accelerations, while at the same time preserving the bounds on $\dot{s}$ and $\ddot{s}$ given in (3) so as to maintain the behavior of joints which are not directly affected by the singularity.

3. The Path Energy Approach

It is often the case for simple manipulators that one joint dominates the singularity, such that if the derivatives for that joint are controlled, the derivates of any other joints associated with the singularity will be controlled as well.

In such cases, we should be able to control the singularity by “stretching” the velocity timing for the dominant joint and then back-solving for the appropriate path parameter timing $s(t)$. We have found that an easy way to do this is to use the concept of “path energy”, which is defined simply as $\dot{s}^2/2$.

With path energy so defined, a potential energy function $U(s)$ can be established to control the path execution. Figure 2 shows one such function $U_0(s)$ defined by two line segments of slopes $\pm M_a$ descending from 0 to a third line segment of constant value $-M_v^2/2$. If the path energy is initialized to zero at $s = 0$, then letting the path parameter $s$ follow this potential will
generate a simple trapezoidal profile for $\dot{s}$ that satisfies the constraints in (3).

"Slowing down" the velocity profile in certain parts of the path can be accomplished by adding extra potential functions $U_i(s)$ that serve as "hills" over which the path parameter must climb, such as $U_1$ in Figure 2. The net $U(s)$ can be computed from these by

$$U(s) = \max_i U_i(s).$$  \hfill{(4)}

One useful aspect of the energy function approach is that it allows easy accommodation of the constraints in (3). The maximum operation in (4) takes care of the velocity, and acceleration bounds are satisfied by simply ensuring that $|dU_i(s)/ds| \leq M_a$, which follows from the fundamental relationship

$$\ddot{s} = -dU(s)/ds.$$

Using this technique, the slowing down required in the region of a singularity can be accomplished using an appropriate potential function $U_s$. How can this function be generated?

Let the dominant angle for a singularity be given by $\theta$, and let $I = [s_a, s_b]$ define a path interval where $\dot{\theta}$ or $\ddot{\theta}$ exceed limits under the default path timing. Let $\theta_a$, $\dot{\theta}_a$, $\theta_b$, and $\dot{\theta}_b$ denote $\theta$ and $\dot{\theta}$ at $s_a$ and $s_b$. From the manipulator forward kinematics, $\dot{\theta}$ can be determined as a function $\theta = f(s)$ of the path parameter. Connect $\theta_a, \dot{\theta}_a$ and $\theta_b, \dot{\theta}_b$ with a smooth timed curve $\theta = q(t)$ that satisfies the joint velocity and acceleration constraints. Then sample $q(t)$ at various values of $t$ and determine the corresponding values for $s$ and $\dot{s}$ from

$$s = f^{-1}(q(t)), \quad \dot{s} = \frac{df^{-1}}{d\theta}(q(t))\dot{\theta}.$$

These values are used to construct a piecewise linear approximation to the required potential curve $U_s$. 

---

**Figure 2.** Potential energy curves for controlling the path parameter $s$. 

---
To ensure that \( s \) remains monotonically increasing, \( q(t) \) must be constructed so that \( \text{sgn}(\dot{q}) = \text{sgn}(df/ds) \) within \( I \). If \( I \) contains points \( s_z \) where \( df/ds = 0 \), then knot points where \( \theta = f(s_z) \) and \( \dot{\theta} = 0 \) must be added to \( q(t) \). The inversion of \( f \) can be performed piecewise between these knot points.

The rate at which \( q(t) \) must be sampled when producing points for the potential has only been studied experimentally thus far. We have found that a rate equal to the nominal trajectory sampling rate (about 30 milliseconds) works well, and that this can be reduced farther from the singularity.

4. Elbow and Shoulder Singularities of the PUMA Manipulator

To compute a controlling potential \( U_s(s) \), we need to be able to relate the path parameter \( s \) to the dominant angle for the singularity. In this section we do this for the elbow and shoulder singularities of the PUMA robot. Because the PUMA is wrist-partitioned, such paths imply a straight-line path for the center of the wrist, which is itself a function of only the first three joints.

4.1. Review of the PUMA Kinematics

Results similar to those found in (Elgazzar, 1985) are given here. Figure 3(a) shows the kinematic structure of the first three joints. Note that the canonical offsets \( d_4 \) and \( a_3 \) can be combined into a single offset \( l_4 = \sqrt{d_4^2 + a_3^2} \) so that joints two and three comprise a two-link revolute sub-manipulator,
with link lengths $a_2$ and $l_4$. Redefining $\theta_3$ by $\theta'_3 = -\theta_3 + \pi/2 - \tan^{-1}(a_3/d_4)$ makes it correspond to the more standard definition of the elbow joint for a two-link manipulator.

With the origin taken to be the base frame for joint one, the forward kinematics gives the position of the wrist center $(p_x, p_y, p_z)^T$ as a function of the joint angles $(\theta_1, \theta_2, \theta_3)^T$:

$$\begin{align*}
  r_1 &= d_4 S_23 + a_3 C_23 + a_2 C_2, \\
p_x &= C_1 r_1 - S_1 d_3, \\
p_y &= S_1 r_1 + C_1 d_3, \\
p_z &= d_4 C_23 - a_3 S_23 - a_2 S_2,
\end{align*}$$

where $S_i, C_i, S_{ij},$ and $C_{ij}$ denote $\sin \theta_i, \cos \theta_i, \sin(\theta_i + \theta_j),$ and $\cos(\theta_i + \theta_j)$.

It is easier to state the inverse kinematics using $\theta'_3$ in place of $\theta_3$:

$$\begin{align*}
  r_1 &= k_s \sqrt{p_x^2 + p_y^2 - d_3^2}, \\
  \theta_1 &= \tan^{-1}(p_y/p_x) - \tan^{-1}(d_3/r_1), \\
  \theta'_3 &= k_e \cos^{-1} \left( \frac{r_1^2 + p_x^2 - a_2^2 - l_4^2}{2a_2 l_4} \right), \\
  \theta_2 &= \tan^{-1} \left( \frac{l_4 \sin \theta'_3}{a_2 + l_4 \cos \theta'_3} \right) - \tan^{-1} \left( \frac{p_z}{r_1} \right).
\end{align*}$$

The variables $k_s$ and $k_e$ are assigned values of either 1 or -1 to resolve solution ambiguities and select the robot’s “configuration”. Similar variables, with slightly different definitions, are described in (Elgazzar, 1985).

The elbow and shoulder singularities occur at the boundaries of the workspace reachable by the wrist center (ignoring joint limits). These boundaries are geometrically quite simple (Zhang, 1991), consisting of an outer sphere of radius $R_o = \sqrt{(a_2 + l_4)^2 + d_3^2}$ and an inner sphere of radius $R_i = \sqrt{(a_2 - l_4)^2 + d_3^2}$, both centered at the origin, and a cylinder of radius $R_c = d_3$ centered on the $z$ (or $\theta_1$) axis (Figure 3(b)).

4.2. THE ELBOW SINGULARITY

The elbow singularity occurs when $\theta'_3 = 0$. In this situation the arm is fully outstretched and is touching the outer sphere of the workspace boundary.

The dominant angle for the elbow singularity is $\theta'_3$, which we will now relate to the path parameter $s$.

It will be convenient to replace $s$ in (2) by $u = s + p_1 \cdot \dot{p}_d$, so that

$$\mathbf{p}(u) = \mathbf{p}_0 + u \mathbf{p}_d, \quad \text{with} \quad \mathbf{p}_0 = p_1 - (p_1 \cdot \dot{p}_d) \dot{p}_d.$$

* There is a companion singularity at $\theta'_3 = \pi$, which corresponds to the inner sphere of the workspace boundary. This singularity is slightly more complicated to handle and will not be discussed here. As a matter of practicality, it lies outside the range for joint 3.
\( p_0 \) gives the point of closest approach to the origin, which implies that \( p_0 \cdot \hat{p}_d = 0 \) and \( ||p||^2 = p_0^2 + u^2 \) (where \( p_0 \equiv ||p_0|| \)). Noting that \( ||p||^2 = p_x^2 + p_y^2 + p_z^2 \), applying (7) and (6), we get

\[
\theta'_3 = k_e \cos^{-1}\left(\frac{p_0^2 + u^2 - d_3^2 - a_2^2 - l_4^2}{2a_2l_4}\right),
\]

which can be differentiated to yield

\[
\dot{\theta}'_3 = -\frac{u}{a_2l_4 \sin \theta'_3} \dot{u}.
\]

Now we need to solve for \( u \) and \( \dot{u} \). It is easy to invert (9) to get

\[
u = \pm \sqrt{2a_2l_4 \cos \theta'_3 - p_0^2 + d_3^2 + a_2^2 + l_4^2}.
\]

To determine the sign, apply the sgn function to both sides of (10) to get

\[
\text{sgn}(\dot{\theta}'_3) = -\frac{\text{sgn}(u) \text{sgn}(\dot{u})}{\text{sgn}(\theta'_3)}.
\]

From (9) we have that \( \text{sgn}(\theta'_3) = k_e \), and if the path is directed such that \( s \) (and consequently \( u \)) is increasing, then \( \text{sgn}(\dot{u}) = 1 \) and so \( \text{sgn}(u) = -k_e \text{sgn}(\theta'_3) \). Lastly, inverting (10) for \( \dot{u} \), we obtain

\[
\dot{u} = -\frac{a_2l_4 \sin \theta'_3}{u} \dot{\theta}'_3.
\]

4.3. The Shoulder Singularity

The shoulder singularity occurs when the argument of the square-root in equation (6) equals zero. The set of points for which this is true corresponds to the inner workspace cylinder of radius \( R_c = d_3 \). The shoulder singularity is dominated by \( \theta_1 \).

Since \( \theta_1 \) is a function of \( p_x \) and \( p_y \) only, the problem can be treated as a two-dimensional one in the \( x-y \) plane. From this perspective, the cylinder becomes a circle of radius \( d_3 \) centered on the origin (Figure 4).

The projection of the path (2) into the \( x-y \) plane is also a straight-line path that can be expressed as

\[
\mathbf{q}(s) = \mathbf{q}_1 + s \mathbf{Q} \hat{\mathbf{q}}_d,
\]

where \( \mathbf{q}_1 \) is the initial point, \( \mathbf{q}_d \) is a unit vector in the path direction, and \( \mathbf{Q} = \hat{\mathbf{q}}_d \cdot \hat{\mathbf{p}}_d \).
Again, it will be convenient to replace $s$ by $u = Qs + q_1 \cdot \hat{q}_d$, so that

$$q(u) = q_0 + u\hat{q}_d, \quad \text{with} \quad q_0 = q_1 - (q_1 \cdot \hat{q}_d)\hat{q}_d.$$  \hspace{1cm} (12)

(Note that if $Q$ is very small, the corresponding displacement of $\theta_1$ will also be small and so, this case is not of concern).

Now, without loss of generality, rotate the $x$ and $y$ axes by the angle $\phi = \tan^{-1}(q_{0x}/q_{0y})$, so that $q_0$ is parallel to the $y$ axis and $\hat{q}_d$ is parallel to the $x$ axis (Figure 4). $q$ now becomes

$$q = \begin{pmatrix} q_0 \\ q_d \\ u \end{pmatrix} = \begin{pmatrix} p_x \\ p_y \end{pmatrix},$$  \hspace{1cm} (13)

where $q_0 = ||q_0||$ and $q_d = \pm 1$, depending on the direction of $q_d$ along the $x$ axis. $\theta_1$ is also transformed according to $\theta_1' = \theta_1 - \phi$, although for notational simplicity we will denote $\theta_1'$ simply as $\theta_1$. Combining (13) with the forward kinematics (5) and differentiating yields

$$u = \frac{C_1q_0 - d_3}{qdS_1}, \quad \dot{u} = \frac{-q_0 + C_1d_3}{qdS_1^2}\hat{\theta}_1.$$  \hspace{1cm} (14)

5. Implementation and Experimental Results

Our implementation of this method for the PUMA works in this way: First, the path is clipped to lie entirely within the manipulator workspace. This is easy to do using methods described in (Zhang, 1991). Second, the controlling potentials are constructed roughly as follows: let $\theta$ be the dominant angle for a singularity. A trapezoidal velocity profile is constructed to connect the values of $\theta$ at the path endpoints (computed from the forward kinematics). This is sampled at time intervals of about 30 milliseconds, and the corresponding values of $\theta$ are used to compute $s$ and $\dot{s}$, and hence $U_s(s)$, from
the relations (11) or (14). In the case of the elbow singularity, if the path contains the point \( u = 0 \) (see 8), then the corresponding value of \( \theta'_3 \) must be computed and added to the profile as a knot point with \( \theta'_3 = 0 \) (since this corresponds to a place where \( df/ds = 0 \), as described in section 3).

Lastly, the net potential function \( U(s) \) is integrated to produce the output trajectory. Integration is relatively simple because \( U(s) \) is composed of line segments.

In practice, we can omit computing many of the points in a controlling potential for locations far from the singularity. In these places, the controlling potential will generally lie greatly below the default path energy. The sampling rate used to build the potential can also be reduced farther from the singularity. With these optimizations, calculation of the controlling potentials typically requires about 20 points for the elbow singularity and 35 points for the shoulder singularity. The total compute time is about four milliseconds on a Silicon Graphics Indigo workstation with an IP12 CPU, permitting all computations to be done on-line. The results have been tested and shown to work well both in simulation and on a physical robot. A particular demonstration is shown in Figure 5.
6. Conclusion and Future Work

A "path energy" method has been developed for computing straight-line Cartesian trajectories near certain singularities of simple robot manipulators. The resulting trajectory can be calculated quickly, and satisfies both joint velocity and acceleration constraints without deviating from the path.

Further investigation should study extending the method to curved trajectories, handling multiple singularities, and dealing with on-line changes in the path direction. Also, as currently implemented, the controlling potentials are computed prior to execution of the path. While this can be done quickly (in several milliseconds), it would be more efficient to compute the potentials concurrently with the path execution, by previewing the trajectory ahead of the current path point.
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AN INVESTIGATION OF PATH TRACKING SINGULARITIES FOR PLANAR 2R MANIPULATORS
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Abstract. The planar 2R manipulator is used as a vehicle for investigating the problem of tracking end-effector paths that force the manipulator into a singular configuration. Results show that isolated points, turning points, nodes, cusps, hypernodes, and hypercusps can arise in the locus of inverse kinematic solutions depending the end-point path's degree of contact with the workspace boundary. Methods for determining smooth local representations of each type of path-tracking singularity are developed based on low-order analysis. These representations provide complete low-order information on all families of trajectories that track the path at the singularity.

1. Introduction

Kinematic singularities of serial manipulators are of interest for a number of reasons. Primarily for the nuisance they present to robot control, but also due to their fundamental relation to workspace boundaries, closed-form inverse kinematic solutions, and the possibility of using them to gain mechanical advantage. A fairly comprehensive review of related literature is given in Kieffer (1993).

The problem of tracking end-effector paths that force the manipulator into a singularity configuration was investigated by Kieffer (1992) and (1993) for general six-degree-of-freedom serial manipulators. Results showed that the locus of inverse kinematic solutions can take the form of three types of curve singularities: isolated points, turning points, and simple nodes. In addition, general algorithms were developed to determine smooth local models for each of these cases, but these results were not exhaustive. They extended only to those singularities that can be unambiguously defined by the first three terms in a Taylor series expansion of the matrix equation of closure.

In this paper we take advantage of the much simpler equations associated with the planar 2R manipulator to derive an exhaustive classification of path following singularities for any smooth path passing through a point on the outer workspace boundary. In addition, we determine smooth local models for each case that provide low-order joint rate relations as well. The results show that the topology of local models is closely related to the degree of contact between the endpoint path and the workspace boundary. Section 2 presents the problem formulation. Sections 3 and 4 develop the analytic solutions. Section 5 presents results and their physical implications.

J. Angeles et al. (eds.), Computational Kinematics, 207–216.
2. Problem Formulation

Figure 1 depicts the robotic path tracking problem that we wish to address. We assume that a smooth endpoint path $\beta$ is given that includes a point $P$ on the outer workspace boundary that forces the manipulator into an outstretched singular configuration. The problem is to determine the locus of inverse kinematic solutions $(\theta_1, \theta_2)$ that maintain the path in the neighborhood of $P$, as well as their differentials and possible time rates of change. The endpoint path $\beta$ may intersect the workspace boundary at $P$ or have any degree of tangency with it.

To simplify explanations in this short paper we choose not to consider folded singularities associated with the inner workspace boundary even though the approach can be easily modified to include them with only minor differences in detail. The approach is not so easily extended to include the special singularity that occurs when the workspace void shrinks to a point for 2R manipulators with equal link lengths.

Without loss of generality we choose to represent $\beta$ in polar coordinates $(r, \phi)$ as a parametric function of a path parameter $\lambda$, i.e., $\beta(\lambda) = [r(\lambda), \phi(\lambda)]$, with $\lambda = 0$ corresponding to point $P$. To exclude reversals along the path, we also require the parameterization to be regular, i.e.,

$$ (r')^2 + (r\phi')^2 > 0 \quad (1) $$

The degree of contact between the endpoint path and the workspace boundary at point $P$ can be determined from the first nonzero coefficient in the Taylor series expansion of $r(\lambda)$ about $\lambda = 0$. Without loss of generality let $\beta(\lambda)$ be represented in a Taylor series as follows.

$$ r(\lambda) = (L_1 + L_2) + \frac{r^{(k)}}{k!} \lambda^k + H.O.T \quad (k \geq 1) \quad (2) $$
\[ \phi(\lambda) = \phi^{(0)} + \phi^{(1)}\lambda + H.O.T. \] (3)

Here \( r^{(k)} \) denotes \( r \)'s first nonzero derivative, \( \left. \frac{d^k r}{d\lambda^k} \right|_0 \neq 0 \). The degree of contact between the endpoint path and the workspace boundary is equal to \( k \): e.g., \( k = 1 \) implies 1-point contact (intersection), \( k = 2 \) implies 2-point contact (simple tangency), etc. Requirement (1) for a regular parameterization implies that if \( k > 1 \), then \( \phi^{(1)} \neq 0 \).

The following equations relate the endpoint coordinates \((r, \phi)\) to the joint coordinates \((\theta_1, \theta_2)\). Equation (4) can be derived using the law of cosines. Equations (5) and (6) follow from simple trigonometry.

\[ r^2 = L_1^2 + L_2^2 + 2L_1L_2 \cos \theta_2 \] (4)

\[ r \cos(\phi - \theta_1) = L_1 + L_2 \cos \theta_2 \] (5)

\[ r \sin(\phi - \theta_1) = L_2 \sin \theta_2 \] (6)

Recalling that \( r \) and \( \phi \) are parametric functions of the path parameter \( \lambda \), our problem is to solve equations (4)-(6) for local relations between \( \lambda, \theta_1 \), and \( \theta_2 \) in the neighborhood of the singular solution, \((\lambda, \theta_1, \theta_2) = (0, \phi^{(0)}, 0)\). Because equation (4) does not involve \( \theta_1 \), we can solve this problem in two steps: first analyze equation (4) to determine local relations between \( \lambda \) and \( \theta_2 \), then analyze equations (5) and (6) to locally determine \( \theta_1 \).

In the neighborhood of any outer workspace boundary singularity, equations (5) and (6) provide the following unique and continuously-differentiable solution for \( \theta_1 \), considering that \( \theta_2 \approx 0 \) has been previously determined.

\[ \theta_1 = \phi - \arcsin\left(\frac{L_2 \sin \theta_2}{r}\right) \] (7)

With this in mind, we replace equations (5) and (6) with equation (7), but defer its use to section 4 where \( \theta_1 \) will be determined. For the moment we will concentrate on determining the local relation between \( \theta_2 \) and \( \lambda \) by analyzing the following form of equation (4) that is obtained by substituting Taylor series expansion (2) into equation (4).

\[ \cos \theta_2 = 1 + a \frac{r^k}{k!} \lambda^k + H.O.T. \quad (k \geq 1) \] (8)

where: \( a = \frac{L_1 + L_2}{L_1L_2} \) (9)
3. Local Relations between $\lambda$ and $\theta_2$

Our objective is now to determine the locus of solutions to (8) in the neighborhood of the singular solution $(\lambda, \theta_2) = (0,0)$. In addition to determining the relation between finite displacements in $\theta_2$, and $\lambda$, we want to determine the relations between differentials in $\theta_2$, and $\lambda$ that track the path near $(\lambda, \theta_2) = (0,0)$.

We will see that a variety of forms can arise, including isolated solutions, turning points, nodes, and cusps. The following subsections explore the difficulties of identifying these path-following singularities and representing them with low-order models that are smooth and differentiable.

3.1. Direct Approach

It is straightforward to solve equation (8) for $\theta_2$ and to represent $\theta_2(\lambda)$ by the following double-valued function.

$$\theta_2 = \pm \arccos\left(1 + a \frac{r^{(k)}}{k!} \lambda^k + H.0.T.\right)$$

(10)

We can classify solutions (10) into three cases based on the fact that the argument of the arccos function must be less than 1 to obtain a physically-meaningful real value for $\theta_2$.

(a) If $k$ is even and $r^{(k)} > 0$, the solution $(\lambda, \theta_2) = (0,0)$ will be locally isolated.

(b) If $k$ is even and $r^{(k)} < 0$, both functions (10) will be continuous, but not necessarily smooth at $\lambda = 0$. It will be shown that these cases correspond to nodes or hypernodes of degree $k/2$.

(c) If $k$ is odd, each function (10) will be undefined for either positive or negative values of $\lambda$. We will show that these cases correspond to turning points, cusps, and hypercusps for $k = 1$, $k = 3$, and odd $k > 3$, respectively.

These three cases are simple to explain based on the geometry of contact between the endpoint path $\beta(\lambda)$ and the workspace boundary. Figure 2 illustrates a representative example for each case. For case (a), the endpoint path only touches the workspace boundary without entering the workspace. For case (b) the entire endpoint path lies within the workspace, except points that contact the workspace boundary. For case (c) half of the endpoint path lies within the workspace and the other half lies outside. The observations made in the previous paragraph then follow considering that two, one, and zero kinematic solutions exist for the workspace interior, boundary, and exterior, respectively. The two kinematic solutions for the workspace interior correspond to elbow-right and elbow-left configurations of the manipulator.
The plots of Fig. 2 also highlight two difficulties in determining relations between differentials at the singularity. Firstly, for case (b) examples, like the one shown in Fig. 2(b), both functions (10) are continuous, but not smooth at the singularity. Nevertheless it appears that alternate sides of the two functions join smoothly, implying that this is only a problem of representation. In subsection 3.2 we show that such loci of solutions can be represented by two smooth branches that cross at \((\lambda, \theta_2) = (0, 0)\) to form a node or hypernode.

The second difficulty relates to case (c) examples such as the cusp shown in Fig. 2(c). Here the two functions (10) terminate at \(\lambda = 0\) as a consequence of the path leaving the workspace. Although the robot cannot follow the path out of the workspace, it is possible for the manipulator to change configurations (elbow-left vs. elbow-right) while reversing the direction of path traversal at \(\lambda = 0\) and never leaving the path. However, because (10) represents the locus of solutions discontinuously, by two functions that join
at $\lambda = 0$, the constraints on performing such a maneuver are unclear. In subsection 3.3 we show how turning points, cusps, and hypercusps can be represented as a smooth parametric function of an introduced parameter $s$ at the singularity. In doing so we clarify the constraints on performing such maneuvers.

3.2. Low-Order Approach for Case (b) Singularities

If we are only interested in the most local representation of solutions near $(\lambda, \theta_2) = (0,0)$, we can replace equation (8) with the following local equivalent obtained by replacing $\cos \theta_2$ with its Taylor series expansion about $\theta_2 = 0$ and ignoring all but the lowest order terms in $\theta_2$ and $\lambda$.

$$\theta_2^2 = -2a \frac{r^{(k)}}{k!} \lambda^k$$

Solving (11) for $\theta_2(\lambda)$ provides the following double-valued function which shares the same local properties as (10).

$$\theta_2(\lambda) = \pm \sqrt{-2a \frac{r^{(k)}}{k!} \lambda^k}$$

In particular, the need for a positive argument to the square root leads to the same classification of singularity types (a)-(c) and the same observations made in subsection 3.1. Furthermore, functions (12) have the same local discontinuities as functions (10) and present the same difficulties in determining relations between differentials. Thus the low-order approximation (12) seems to duplicate the characteristics of functions (10) without offering any advantages.

Nevertheless, we can gain advantage from the low-order approach by considering that, for case (b) singularities (recall $r^{(k)} < 0$, and $k = \text{even}$), it is not necessary to represent the locus of solutions in the form of (12). We can instead represent solutions to (11) as follows.

$$\theta_2(\lambda) = \pm \sqrt{-2a \frac{r^{(k)}}{k!} \lambda^{k/2}}$$

Note that (13) does not follow as a simplification of (12) because proper extraction of $\lambda$ from under that radical would require that $\lambda$ in (13) be replaced by $|\lambda|$. Nevertheless (13), provides a correct solution that is easy to verify by substitution into (11).

The advantage of representation (13) over (10) is that, for case (b) singularities only, both branches are now represented by smooth and differentiable functions of $\lambda$. For the case (b) example shown in Fig. 2(b), the two
branches of (13) are linear functions that cross at $\lambda = 0$ to form a simple node. Together, they locally form the same loci of solutions, as before but now in a branchwise-differentiable manner. Similar results hold for case (b) singularities of higher order.

The disadvantage of representation (13) is that it is only a locally-valid approximation to the exact locus of solutions to (8). The following conjecture attempts to quantifying the accuracy of that approximation.

**CONJECTURE 1.** For case (b) singularities, functions (13) provide a low-order approximation to the loci of solutions to (8) in the neighborhood of the singularity that are correct up to the orders in $\lambda$ shown. This means the first $k/2$ derivatives of functions (13) evaluated at $\lambda = 0$ will agree with those of the exact locus of solutions. Namely:

$$\frac{d^n \theta_2}{d \lambda^n} \bigg|_0 = \begin{cases} 0 & \text{if } n < \frac{k}{2} \\ \pm \frac{k}{2}! \sqrt{-\frac{2a r^{(k)}}{k!}} & \text{if } n = \frac{k}{2} \end{cases}$$

(14)

### 3.3. LOCAL PARAMETRIC APPROACH FOR CASE (C) SINGULARITIES

Recall that for case (c) singularities, the double-branched solutions (10) or (12) join at in a turning point, cusp, or hypercusp at $\lambda = 0$. This implies that the manipulator can pass from one solution branch to the other at $\lambda = 0$, but because the locus of solutions is represented discontinuously, by two functions that join at $\lambda = 0$, the constraints on performing such a maneuver are unclear. In this section we overcome this problem by introducing an auxiliary parameter $s$ to interrelate $\theta_2$ and $\lambda$.

The locus of solutions to (11) for case (c) singularities can be represented by the following parametric functions of $s$.

$$\lambda(s) = -\text{sign}(r^{(k)}) s^2 \quad k = \text{odd}$$

$$\theta_2(s) = \sqrt{2a \frac{r^{(k)}}{k!}} s^k \quad k = \text{odd}$$

(15) \hspace{1cm} (16)

Functions (15) and (16) are not unique because there are many other equally-valid parameterizations of the same curve that differ in speed of parameterization. This parameterization was chosen because it is minimum-order in $s$ and its correctness is easy to verify by substitution into (11).

The advantage of this parametric representation over the double-valued function (10) or (12) is that both branches are now combined into a single smooth and differentiable function of $s$ that implicitly provides the constraints for changing solution branches (elbow-right vs. elbow-left) at the singularity while tracking the endpoint path.

The following conjecture attempts to quantify the accuracy of this low-order representation.
CONJECTURE 2. For case (c) singularities, parametric functions (15) and (16) provide low-order approximations to the loci of solutions to (8) in the neighborhood of the singularity that are correct up to the orders in $s$ shown.

4. Local Determination of $\theta_1$

We now consider that local relations between $\lambda$ and $\theta_2$ have been determined by functions (13) for case (b) singularities, or parametric functions (15) and (16) for case (c) singularities. The problem is now to extend these local models to include $\theta_1$. No such problem exists for case (a) isolated solutions because equation (7) provides a unique value for $\theta_1$ given that $\theta_2$ and $\lambda$ have been uniquely determined.

Local determination of $\theta_1(\lambda)$ for case (b) singularities can be based on a Taylor series expansion of (7) in terms of $\lambda$ about $\lambda = 0$. Considering that $r = r(\lambda)$, $\phi = \phi(\lambda)$, and $\theta_2 = \theta_2(\lambda)$ we obtain the following expression.

$$
\theta_1(\lambda) = \phi + \left[ \phi' - \frac{L_2}{r} \theta_2' \right] \lambda + \left[ \frac{1}{2} \phi'' - \frac{1}{2} \frac{L_2}{r} \theta_2'' + \frac{L_2}{r^2} \theta_2' r' \right] \lambda^2 + \text{H.O.T.} \tag{17}
$$

Evaluating all quantities at $\lambda = 0$ using equations (2), (3) and (13) and retaining only the lowest order terms in $\lambda$, we obtain the following results that apply to case (b) singularities only.

$$
\theta_1(\lambda) = \begin{cases} 
\phi^{(0)} + \left[ \phi^{(1)} \pm b \sqrt{a[r^{(2)}]} \right] \lambda & \text{for } k = 2 \\
\phi^{(0)} + \phi^{(1)} \lambda & \text{for } \text{even } k > 2. 
\end{cases} \tag{18}
$$

Here $a$ is given by (9) and $b = \frac{L_2}{L_1 + L_2}$ \tag{19}

Local determination of $\theta_1(s)$ for case (c) singularities can be based on a Taylor series expansion of (7) in terms of $s$ about the singularity where $s = 0$. Considering that $r = r(\lambda(s))$, $\phi = \phi(\lambda(s))$, and $\theta_2 = \theta_2(s)$ we obtain the following expression.

$$
\theta_1(s) = \phi + \left[ \phi' \lambda' - \frac{L_2}{r} \theta_2' \right] s + \left[ \frac{1}{2} \phi'' \lambda'' + \frac{1}{2} \phi''(\lambda')^2 - \frac{1}{2} \frac{L_2}{r} \theta_2'' + \frac{L_2}{r^2} \theta_2' r' \lambda' \right] s^2 + \text{H.O.T.} \tag{20}
$$
Evaluating all quantities at the singularity using equations (2), (3), (15), and (16) and retaining only the lowest order terms in \( s \), we obtain the following results which apply to case (c) singularities only.

\[
\theta_1(s) = \left\{ \begin{array}{ll}
\phi^{(0)} - b\sqrt{2a|\tau^{(1)}|} s & k = 1 \\
\phi^{(0)} - \left[ \phi^{(1)} s \text{sgn}(r^{(k)}) \right] s^2 & \text{odd } k > 1.
\end{array} \right.
\]

(21)

It is worth noting that the regularity condition (1) guarantees that \( \phi^{(1)} \neq 0 \) for low-order solutions (18) and (21) if \( k > 1 \). The following conjecture attempts to quantify the accuracy of these low-order representations.

**CONJECTURE 3.** For case (b) and (c) singularities, respectively, functions (18) and (21) provide low-order approximations to the loci of solutions to (7) in the neighborhood of the singularity that are correct up to the orders in \( \lambda \) or \( s \) shown.

5. Results and Physical Interpretation

Recall that our objective is to determine the locus of inverse kinematic solutions \( (\theta_1, \theta_2) \) that track a smooth path \( \beta(\lambda) \) in the neighborhood of a point \( P \) on the outer workspace boundary. In addition we want to determine the relations between joint rates for real motions that track the path at \( P \).

Our results so far have been to classify all singularities of this path-tracking problem into three cases (a), (b), and (c) based on the degree of contact, \( k \), between the path and the workspace boundary, using the sign of \( r^{(k)} = \left. \frac{d^k r}{d\lambda^k} \right|_0 \neq 0 \), to distinguish between cases (a) and (b). For each case, we have also developed appropriate low-order representations of the locus of inverse kinematic solutions at the singularity that are smooth and locally accurate (assuming conjectures 1-3 are correct). Our final objective is now to show how these results can be interpreted.

The most obvious results are the dramatic differences between the three cases: case (a) singularities allow no motion whatsoever, case (b) singularities allows complete tracking of the path using either one of two smooth branches of inverse kinematic solutions as well as the possibility of switching between these branches at the singularity, and case (c) singularities allow path tracking on the workspace side of point \( P \) using either one of two inverse kinematic solution branches that join at point \( P \).

More subtle results apply to the differences between members of each case, excluding case (a), whose members are all simply isolated points. For case (b) members, we make the following observations.

(i) all case (b) members represent nodes or hypernodes composed of two smooth branches that contact each other with degree of contact

\( k > 1 \).
equal to $\frac{k}{2}$ — e.g., members $k = 2, k = 4$, and $k = 6$ correspond to simple nodes, tachnodes, and flecnodes respectively.

(ii) if $\frac{k}{2}$ is odd (even) each smooth solution branch results in (does not result in) a change in the manipulator configuration (elbow-right vs. elbow-left) as the singularity is passed.

(iii) switching between smooth solution branches at the singularity implies a discontinuity at the level of the $\frac{k}{2}th$ derivative.

With respect to case (c) members, we make the following observations.

(i) member $k = 1$ represents a turning point and higher-order members represent cusps or hypercusps — e.g., $k = 3$ corresponds to a simple cusp and $k = 5$ corresponds to a ramphoid cusp.

(ii) joint rates become unbounded for member $k = 1$ (turning point) as the singularity is approached with unit speed in the path parameter $\lambda$. However this does not occur for higher-order members (cusps and hypercusps).

Finally we make a general but powerful observation that can be applied to either case (b) or case (c) singularities: the constraints and freedoms in timing joint trajectories that track the path (in particular allowable joint velocities, accelerations, etc. at the singularity) can be determined by considering the free parameter, $\lambda$ (case b), or $s$ (case c) in the appropriate low-order model to be an arbitrary function of time. Chain rule evaluation of the derivatives of the model with respect to time will then provide information about allowable joint rates at the singularity. Care must be taken, however, not to infer too much from the low-order models. In general they will only define the first non-zero derivatives for $\theta_1$, $\theta_2$, and $\lambda$
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Abstract  This paper makes proposals for trajectory interpolation in joint space and in cartesian space regarding as well orientation as position and enlarging the application bandwidth; furthermore it shows new methods for connecting path segments in a smooth manner, which take into account not only velocity but also acceleration values and improve the facility of robot programming by user-defined starting and end points of the smoothing interval.
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PRESENT SITUATION AND OBJECTIVES

From the point of view of the user two areas stand out as worthy of improvement in the field of robot motions with trajectory interpolation and overcorrection:

1) performance of the robot control in path smoothing and trajectory interpolation
2) clarity of these two functions in the robot control manual

Apart from such obvious things like the failure of overcorrection when changing the tool or base values, the first point is very difficult for the user to check. This is especially the case if there is a lack of documentation, when very costly measurements have to be taken to establish the principles inside the robot control. Such a task is not the responsibility of the user, nor is it relevant for the user to know what future developments are being worked on in the labs of universities and producers of robot controls; in practice only the functions of an available robot control count. This paper is based on the author's experience of currently available robot controls, whereby the overriding impression is one of a performance deficiency. Whether this deficiency is based on slow processors, or on non-observance of special conditions, or on inadequate design and implementation inside the control remains an unanswered question for the user; moreover it is a question which is largely irrelevant.
Taking user wants and needs with regard to robot controls and their manuals as a basis, this paper will present a framework which consists of the following functions and their description:

- equivalent use of interpolation of orientation and position
- circular interpolation up to 360 degrees
- clear and simple handling of parts and integration of external axes into the programming of robots by extending the interpolation concept over several areas
- mathematical base for dealing with the path smoothing calculations
- maintaining a smooth position, velocity and acceleration curve
- user-determined starting point and length of the smoothing interval and ability to make contact with all the path definition points
- joint interpolated motion with integrated overcorrection

### Trajectory Interpolation in Joint Space

#### Joint Calculation

Cartesian target values (including sensor correction and other modifications) have to transform into joint values; for this purpose the following main equations are used:

\[
\text{robot base equation: } \text{base} \cdot \text{robot kinematics} \cdot \text{tool} = \text{aim}
\]

\[
\text{joint base equation: } \text{robot kinematics} = \text{base}^{-1} \cdot \text{aim} \cdot \text{tool}^{-1}
\]

In order to simplify the joint calculation further modifications of the joint base equation can be made [Heiß, 1986]. This calculation results in a suitable set of joint values.

#### Time Coordinated Point-to-Point Movement

**Velocity profile with linear acceleration and deceleration ramp**

The joint movements of a robot designed to overcome the joint difference between two targets are initiated from within the robot control and are limited by the maximum velocity and the maximum acceleration of the single joint. In most cases the velocity profile of a joint movement looks like a trapezium and is defined by the constant maximum acceleration during the acceleration and deceleration phases and by a constant velocity between them. It is essentially the overall motion time $T$ and the appropriate velocity of each single joint which have to be calculated.

#### Start-stop mode with smooth acceleration behaviour

The above-mentioned method gives rise to two disadvantages:

1) peaks in the acceleration
2) The movement can only be defined stage-by-stage due to the trapezium form
A smooth movement taking into account both position, and velocity and acceleration, in the starting and aim pose can be defined by a fifth degree polynomial:

\[ p(t) = k_5 \cdot t^5 + k_4 \cdot t^4 + k_3 \cdot t^3 + k_2 \cdot t^2 + k_1 \cdot t + k_0 \quad \text{with} \quad h = t/T \quad 0 \leq t \leq T \]

- \( k_0 = p_1 \)
- \( k_1 = T \cdot v_1 \)
- \( k_2 = T^2 \cdot a_1/2 \)
- \( k_3 = 10 \cdot (p_2 - p_1) - T \cdot (6 \cdot v_1 + 4 \cdot v_2) + T^2 \cdot (a_2 - 3 \cdot a_1)/2 \)
- \( k_4 = -15 \cdot (p_2 - p_1) + T \cdot (8 \cdot v_1 + 7 \cdot v_2) - T^2 \cdot (a_2 - 3 \cdot a_1)/2 \)
- \( k_5 = 6 \cdot (p_2 - p_1) - T \cdot (v_1 + v_2) + T^2 \cdot (a_2 - a_1)/2 \)

\( p_1, v_1, a_1, p_2, v_2 \) and \( a_2 \) are the position, velocity and acceleration values in the starting and aim pose.

As the start-stop mode has to be used, it results in the following: \( v_1 = v_2 = a_1 = a_2 = 0 \).

As in the case of trapezium shaped velocity, the overall motion time has to be calculated according to its dependence on the upper limit of the joint velocity and joint acceleration values: the extreme acceleration value at \( h = \frac{\sqrt{3} \cdot T}{6} \) with \( T = \frac{10 \cdot (p_2 - p_1)}{V^2 \cdot \sqrt{3}} \Rightarrow \frac{10 \cdot (p_2 - p_1)}{V^2 \cdot \sqrt{3}} \leq T \). The extreme velocity values lie at \( h = 0 \) and \( h = 1 \), per definition always with a value equal to 0, and at \( h = 0.5 \) with a value of \( 1.875 \cdot \frac{(p_2 - p_1)}{T} \); this results in \( \frac{1.875 \cdot (p_2 - p_1)}{V^2 \cdot \sqrt{3}} \leq T \).

(time coordinated) point-to-point movement with acceleration-oriented path smoothing

Because the polynomial \( p(t) \) is an overcorrection polynomial and because no path forms have to be adhered to for point-to-point movements, it appears reasonable to integrate the overcorrection into the trajectory interpolation. For this way all joint positions can be attained, although the velocity and the acceleration do not always decrease to zero at the end of a motion segment.

\( v_{max_i} = 1.875 \cdot \frac{(p_2 - p_1)}{T} \) is the extreme velocity value of the current segment, \( v_{max_f} = 1.875 \cdot \frac{(p_3 - p_2)}{T_f} \) is the value of the following segment.

With regard to acceleration, the second extreme value of the current segment at \( h = \frac{(3 + \sqrt{3})/6}{T^2 \cdot \sqrt{3}} \) corresponds to the first value of the next segment \( a_{max_f} = \frac{10 \cdot (p_3 - p_2)}{T_f^2 \cdot \sqrt{3}} \).

For \( v_2 \) and \( a_2 \) of the current segment (and the analogous values \( v_1 \) and \( a_1 \) of the following segment) this results in:

- \( v_2 = \begin{cases} 0 & \text{if signum}(v_{max_i}) \neq \text{signum}(v_{max_f}) \\ \min\{v_{max_i}, v_{max_f}\} & \text{if } v_{max_i} \geq 0 \text{ and } v_{max_f} \geq 0 \\ \max\{v_{max_i}, v_{max_f}\} & \text{if } v_{max_i} < 0 \text{ and } v_{max_f} < 0 \end{cases} \)

- \( a_2 = \begin{cases} 0 & \text{if signum}(a_{max_i}) \neq \text{signum}(a_{max_f}) \\ \min\{a_{max_i}, a_{max_f}\} & \text{if } a_{max_i} \geq 0 \text{ and } a_{max_f} \geq 0 \\ \max\{a_{max_i}, a_{max_f}\} & \text{if } a_{max_i} < 0 \text{ and } a_{max_f} < 0 \end{cases} \)
TRAJECTORY INTERPOLATION IN CARTESIAN SPACE

Cartesian trajectory interpolation between starting and aim should not be carried out with the two robot flange points "robot kinematics start" = base_{start}^{-1} \cdot \text{start} \cdot \text{tool}_{start}^{-1} and "robot kinematics aim" = base_{aim}^{-1} \cdot \text{aim} \cdot \text{tool}_{aim}^{-1}; instead, it should be dependent on the start and the aim in order to maintain the given shape and not to swing out.

![Figure 1: Deviation during flange interpolation](image)

Trajectory interpolation therefore requires knowledge about the last aim pose, even in case of overcorrection.

interpolation curve \( IC(t) = f(\text{start}, \text{aim}) \)  
robot kinematics(t) = base^{-1} \cdot IC(t) \cdot tool^{-1}

In the draft version of DIN 66312 part 2 methods of interpolation will be described as defined by producers of robot control, institutes or users.

**Three areas of interpolation**

If a change in the base or tool values is permitted during the robot movement for the purpose of modelling external axes or part handling, then the interpolation has to be applied to all three areas of change. If this is not the case, the robot will leave the given path shape or move jerkily.

Interpolation of aim defines the movement of the tool by the robot (tool handling), interpolation of tool values allows definition of a path on a part, and interpolation of changed base values integrates external axes into the programming of the robot. In the event that the robot is moved by an external axis, the definition of base is trivial; otherwise, if a tool is connected to the external axis, the base values have to be calculated as follows:

\[
\text{base} = \text{extAxissystem axisdrive}^{-1} \cdot \text{Worldsystem extAxissystem}^{-1} \cdot \text{Worldsystem Robothbase}
\]

\[
\text{base}(t) = f_b(\text{base}_{start}, \text{base}_{aim})
\]

\[
\text{tool}(t) = f_t(\text{tool}_{start}, \text{tool}_{aim})
\]

interpolation curve \( IC(t) = f(\text{start}, \text{aim}) \)  
robot kinematics(t) = base(t)^{-1} \cdot IC(t) \cdot tool(t)^{-1}

In order to interpolate base and tool the robot control has to have data on the last base and tool values; moreover a third auxiliary position is needed for circular interpolation. "base" uses the world system as its reference system, "tool" the flange; the motion time \( T \) should be given, or possible to calculate.
The diagram below provides an example of the advantages of interpolating in three different areas:

The task is: to work on the part moved by robot in a circle from W1 via H1 to W2 and linearly from W2 to W3.

Transforming the task into normal robot programming terms, we obtain the following:

WKZ = W1; move PTP aim; activate (stationary) tool;
WKZ = W2; move CIRC aim via WorldSH1;
WKZ = W3; move LIN aim;

This procedure gives rise to the following problems:

A) Extensive calculation by the robot programmer is necessary before the point SH1 can be transformed into world coordinates.

B) Activating the new WKZ during running interpolation calculations (LIN or CIRC) will create a jerk in joints.

C) Smoothing between two path segments and pre-planning of the desired path shape requires modifications within the robot control (methods to deal with the different WKZ values or strictly sequential operations in start-stop mode; it should be possible to calculate the flange pose F from "move PTP aim" with aim•W1⁻¹ at the end of PTP-motion and then to compute WorldSW2 with F•W2. The same is true for WorldSH1, for which only the relative transformation "Flange–H1" is known, but which needs global values (see A)).

In order to overcome these problems, interpolation should be carried out separately in the three areas "base", "aim" and "tool". Moreover, the task-oriented view remains valid, and the range of the available path shapes increases considerably due to these 3 interpolations.
**Interpolation in position space**

**Linear**

\[ x(t) = x_{\text{start}} + (x_{\text{aim}} - x_{\text{start}}) \cdot t / T; \quad y(t) = y_{\text{start}} + (y_{\text{aim}} - y_{\text{start}}) \cdot t / T; \quad z(t) = z_{\text{start}} + (z_{\text{aim}} - z_{\text{start}}) \cdot t / T \]

**Circular**

The three circle points are \( a \) (start of the circle segment), \( b \) (auxiliary point for circle definition) and \( c \) (aim of the circle segment); \( m \) is the centre of the circle and \( M \) the centre system in world coordinates with an \( x \)-axis=\((a-m)/\|a-m\|\) and \( z \)-axis=perpendicular to the circle plane. Hence, the following must be valid: \( M_a = M_b = M_c = 0 \)

radius \( r = \|a-m\| \), \( \alpha \) is the extent of the circle segment, and circular interpolation results in

\[
M_x(t) = r \cdot \cos(\alpha \cdot t / T) \\
M_y(t) = r \cdot \sin(\alpha \cdot t / T) \\
M_z(t) = 0 \quad 0 \leq t \leq T
\]

The time function of the circular interpolation is:

\[
x(t) = M_{11} \cdot r \cdot \cos(\alpha \cdot t / T) + M_{12} \cdot r \cdot \sin(\alpha \cdot t / T) + M_{14} \\
y(t) = M_{21} \cdot r \cdot \cos(\alpha \cdot t / T) + M_{22} \cdot r \cdot \sin(\alpha \cdot t / T) + M_{24} \\
z(t) = M_{31} \cdot r \cdot \cos(\alpha \cdot t / T) + M_{32} \cdot r \cdot \sin(\alpha \cdot t / T) + M_{34} \quad 0 \leq t \leq T
\]

As a result it becomes clear that path definition using discrete point is more complex and time-consuming than using time functions.

In most current robot controls the extent of the circle has an upper limit of 180°. This limitation can be overcome by dealing with each different case separately.

\( M_b = M^{-1} \cdot b; \quad M_c = M^{-1} \cdot c; \)

\( \beta = \text{ATAN2}(M_{b_y}, M_{b_x}) \in [-2\pi, 2\pi[ , \quad \gamma = \text{ATAN2}(M_{c_y}, M_{c_x}) \in [-2\pi, 2\pi[ , \)

if \( \gamma = 0 \),
then \( \alpha = 2\pi \)
else if \( \text{signum}(\beta) \cdot \text{signum}(\gamma) > 0 \)
then if \( \gamma > 0 \)
then if \( \beta < \gamma \), then \( \alpha = \gamma \) else \( \alpha = \gamma - 2\pi \)
else if \( \beta > \gamma \), then \( \alpha = \gamma \) else \( \alpha = \gamma + 2\pi \)
else if \( \gamma > 0 \)
then if \( \beta + 2\pi < \gamma \), then \( \alpha = \gamma \) else \( \alpha = \gamma - 2\pi \)
else if \( \beta - 2\pi > \gamma \), then \( \alpha = \gamma \) else \( \alpha = \gamma + 2\pi \)
Interpolation in orientation space

A is the orientation at the beginning of the interpolation phase, E the orientation at the end and \( \bar{U} \) is the 3x3-matrix defined by \( \bar{U} = A^{-1}E \), namely a "transition matrix".

Two-Angle-Interpolation

Expressed in Eulerian notation \((\alpha, \beta, \gamma)\), \( \bar{U} \) is \( \text{Rot}(z,\alpha)\cdot\text{Rot}(x,\beta)\cdot\text{Rot}(z,\gamma) \) with
\[
\alpha = \text{ATAN2}(-\bar{U}_{13} , \bar{U}_{23} )\{+\pi\}; \quad \text{if} \; \bar{U}_{13} = \bar{U}_{23} = 0, \text{then} \; \alpha = 0.
\]
\[
\beta = \text{ATAN2}(-\sqrt{1-\bar{U}_{33}^2} , \bar{U}_{33} )\{-1\}
\]
\[
\gamma = \text{ATAN2}(-\bar{U}_{31} , -\bar{U}_{32} )\{+\pi\}; \quad \text{if} \; \bar{U}_{13} = \bar{U}_{23} = 0, \text{then} \; \gamma = \text{ATAN2}(\bar{U}_{21} , \bar{U}_{11} )\bar{U}_{33}
\]

Linear interpolation takes place in the case of angles \( \beta \) and \( \gamma \); in order to avoid the jerk "\( A \rightarrow A\cdot\text{Rot}(z,\alpha) \)" caused by \( \alpha \) at the beginning of the interpolation process, the interpolation procedure \( A\cdot\text{Rot}(z,\alpha)\cdot\text{Rot}(x,\beta^{*\pi/T})\cdot\text{Rot}(z,\gamma^{*\pi/T}) \) is modified according to [Paul, 81]:
\[
\text{InterpolationOr}(t) = A\cdot\text{Rot}(z,\alpha)\cdot\text{Rot}(x,\beta^{*\pi/T})\cdot\text{Rot}(z,-\alpha)\cdot\text{Rot}(z,(\alpha+\gamma)^{*\pi/T}) \; \alpha+\gamma\in \{-\pi, \pi\}
\]

A result of this is that the problem of ambiguity of \((\alpha, \beta, \gamma)\) is solved; there is a difference between interpolation in \((\alpha, \beta^{*\pi/T}, \gamma^{*\pi/T})\) and in \((\alpha+\pi, -\beta^{*\pi/T}, (\gamma+\pi)^{*\pi/T})\), but not in \((\alpha\{+\pi\}, \pm\beta^{*\pi/T}, (\alpha+\gamma(\pm2\pi))^{*\pi/T})\)

Many other interpolation procedures are conceivable, but their practical use seems questionable.

Fusion of the three interpolation areas

The orientation interpolation function and the position interpolation function are collected in all three interpolation areas together in a homogeneous matrix \( H \); the joint base equation has to be calculated according to "robot kinematics\((t) = H_{\text{base}}(t)^{-1}\cdot H_{\text{IC}}(t)\cdot H_{\text{tool}}(t)^{-1}\)."
OVERCORRECTION BETWEEN TRAJECTORY SEGMENTS

Suitable data structure

The calculation of overcorrection cannot take into account conditions such as orthogonality or normality, which means that redundant data structures, e.g. homogeneous matrix, dual matrix [Heiß, 86b] or quaternion, cannot be applied.

Non-redundant structures are the basis of the calculation:

• n-dimensional joint related time function (resulting from interpolation in joint space)
• six-dimensional cartesian time function (from interpolation in cartesian space)

An example of the difficulties arising from the use of redundant structures is:

\[
A = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\quad E = \begin{bmatrix}
0 & -1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\quad \ddot{U} = \text{Rot}(z,90^\circ)
\]

Linear overcorrection (without consideration of velocity and acceleration) results in the following orientation process:

\[
\begin{bmatrix}
1 - 1\cdot t/T & 0 & 0 \\
0 & 1 - 1\cdot t/T & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

\(t = T/2\) results in

\[
\begin{bmatrix}
0.5 & -0.5 & 0 \\
0.5 & 0.5 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

and this violates the unit restriction.

Description of pose with joint coordinates

The problem of potential redundancy resulting from more than six active joints is already solved in the process of inverse kinematic computation, meaning that the functions \(g_1(t), \ldots, g_n(t)\) are not subject to any restrictions and can be used without any problem for the calculation of overcorrection.

Description of pose by a sixtuple \((x(t), y(t), z(t), \alpha(t), \beta(t), \gamma(t))\)

\(x(t), y(t)\) and \(z(t)\) result directly from the fourth column of the homogeneous matrix "robot kinematics(t)". Using the 3x3 orientation matrix \(Or(t)\), which is part of "robot kinematics", \((\alpha, \beta, \gamma)\) can be calculated in Eulerian notation as \(Or(t)=\text{Rot}(z,\alpha)\cdot\text{Rot}(x,\beta)\cdot\text{Rot}(z,\gamma):\)

\[
\alpha(t) = \text{ATAN2}(-Or_{13}(t), Or_{23}(t)) \{+\pi\}; \quad \text{if } Or_{13}(t) = Or_{23}(t) = 0, \text{ then } \alpha(t) \text{ should be continued continuously with } \text{arctan} \left( \lim_{t \to 0} \frac{-Or_{13}(t)}{Or_{11}(t)} \right) + \left(1 - \lim_{t \to 0} (\text{signum}(Or_{11}(t))) \right) \cdot \frac{\pi}{2}
\]

\[
\beta(t) = \text{ATAN2}(-\sqrt{1-Or_{33}^2(t)}, Or_{33}(t)) \{-1\}
\]

\[
\gamma(t) = \text{ATAN2}(-Or_{31}(t), -Or_{32}(t)) \{+\pi\}; \quad \text{if } Or_{13}(t) = Or_{23}(t) = 0, \text{ then } \gamma(t) = (\text{ATAN2}(Or_{21}(t), Or_{11}(t)) - \alpha(t))\cdot Or_{33}(t)
\]
Due to this computation with two result values, care has to be taken to ensure that the function values of $\alpha(t)$, $\beta(t)$ and $\gamma(t)$ at the beginning of the second trajectory segment are close to the values of $\alpha(t)$, $\beta(t)$ and $\gamma(t)$ at the end of the first trajectory in order to avoid extensive movements during the overcorrection phase.

**Overcorrection by means of a polynomial**

**Degree and coefficients of a universal overcorrection polynomial**

With respect to position, velocity and acceleration of the accompanying trajectory segments at the beginning and end of the overcorrection phase, there are six conditions which must be fulfilled, and thus a five degree polynomial results:

$$p(t) = k5*h^5+k4*h^4+k3*h^3+k2*h^2+k1*h+k0 \quad \text{with} \quad h=t/T, \quad 0 \leq t \leq T$$

With $p1$, $v1$, $a1$, $p2$, $v2$ and $a2$ as the position, velocity and acceleration values of the two neighbouring segments at the start and end of the overcorrection phase, the coefficients of $p(t)$ can be defined as follows:

$$k0 = p1, \quad k1 = T*v1, \quad k2 = T^2*a1/2,$$
$$k3 = 10*(p2-p1)-T*(6*v1+4*v2)+T^2*(a2-3*a1)/2,$$
$$k4 = -15*(p2-p1)+T*(8*v1+7*v2)-T^2*(a2-3*a1)/2,$$
$$k5 = 6*(p2-p1)-T^3*(v1+v2)+T^2*(a2-a1)/2$$

The overcorrection polynomial $p(t)$ is universal, meaning that there are no restrictions on the shape of the two trajectory segments, which should be connected. Should there be a symmetrical overcorrection between two linear trajectory segments, then $a1=a2=0$ and $p2=p1+v1*T/2+v2*T/2$ and the polynomial decreases to degree four:

$$k0 = p1, \quad k1 = T*v1, \quad k2 = 0,$$
$$k3 = 10*(p2-p1)-T*(6*v1+4*v2),$$
$$k4 = -15*(p2-p1)+T*(8*v1+7*v2)$$

However, these savings in computation time and effort do not justify being treated as a special case.

The idea of three interpolation areas makes a wide variety of trajectory shapes possible, but it prevents an A•D(r)•W description of the trajectory shape based on linear interpolation. This idea, using the sixtuple $D(r)=(x(t),y(t),z(t),\alpha(t),\beta(t),\gamma(t))$ to describe the trajectory shape was mentioned in [Paul, 81] and is a relative method. It refers to the starting pose $A$ and is applicable only for linear interpolation, not for circular movements. Moreover neither tool changes nor part handling are possible with this method. As a result, it is not suitable for a universal approach.

**Application of the overcorrection polynomial**

The polynomial $p(t)$ has to be calculated for each joint function $g_j(t)$ or each cartesian function $x(t)$, $y(t)$, $z(t)$, $\alpha(t)$, $\beta(t)$, $\gamma(t)$, and thus for each interpolation mode there must be a function in the robot control which provides the matrices $H(t)$, $\dot{H}(t)$ and $\ddot{H}(t)$ in relation to
time \( t \) and the values of starting and \( \alpha_{i} \) (in the case of linear interpolation), or \( a, b \) and \( c \) (in the case of circular interpolation) or \( \tilde{U} \) (in the case of orientation interpolation).

The starting and end points of the smoothing phase – as well as the length – can be chosen arbitrarily. The best way to establish these is by using time based functions since position, velocity and acceleration functions can be easily calculated using this form of parameterisation.

Two examples of overcorrection curves:

The wide scale of application of the overcorrection technique enables producers of robot controls, to offer many functions related to trajectory smoothing, e.g.:  

- start of the overcorrection procedure only when the required pose is attained; this results in an exact movement through all the required poses.
- use of distance values to define the beginning and end of the overcorrection phase
- constant length of the overcorrection phase

The movements at the beginning and end of the trajectory can be integrated just as easily into the method: at the beginning the overcorrection starts with both the first trajectory segment and with \( p_1=\text{start}, \, v_1=0 \) and \( a_1=0 \); the length of the adaptation phase must be defined by the user; at the end of the trajectory deceleration begins under user control and finishes at the scheduled time with \( p_2=\text{end}, \, v_2=0 \) and \( a_2=0 \).

It is very difficult for the user to obtain a spatial image of the trajectory. Therefore, overcorrection should be reduced to joint coordinates, meaning that neither inverse kinematic computation nor transformation into sixtuples will be necessary during overcorrection. Only at the start and end of the overcorrection phase the pose, velocity and acceleration have to be determined (in form of 4x4 matrices) and calculated in joint values, joint veloci-
ties and joint accelerations.
The differential of the joint related overcorrection polynomial can be described in a formal manner, thus reducing the time and effort needed for calculation.

**VARIABLE OVERRIDE FACTOR AND SHAPE CONSTANCE**

An important aspect of trajectory planning is to obtain the same trajectory shape under different override values.

The following statement holds true for time interpolated trajectory functions \( F(t) \) and their velocity function \( v(t) \) and acceleration function \( a(t) \):

The override value \( ov \in ]0, \ldots, 1] \) is a factor of the time parameter \( t \). The trajectory shape \( F(t*ov) \) is the same shape, but the motion time will, of course, vary; velocity behaviour \( ov*v(t*ov) \) changes as expected by the factor \( ov \), and analogous statements are valid for acceleration \( ov^2*a(t*ov) \).

From this it becomes clear that despite the use of discrete poses to define the trajectory, continuous functions (preferably based on time parameters) have to be utilized inside the robot control to fulfil the requirements.

The question of shape behaviour during overcorrection is more interesting and a little more complex. Working on the basis that users want the same overcorrection shape in spite of different motion time, velocity and acceleration, it is important that shape constance is ensured. This can be achieved by the following steps inside the robot control:

Overcorrection phase starts at \( t=t_{s_{old}}/ov \) and lasts \( T/ov \). The overcorrection polynomial \( p(t) \) has the form \( p(t) = k_5*h^5+k_4*h^4+k_3*h^3+k_2*h^2+k_1*h+k_0 \) with the coefficients calculated originally and a new parameter \( h=t*ov/T \). The form of the overcorrection trajectory thus remains the same.

Furthermore, \( \frac{dp}{dt}(t)=p(t)*ov/T \) shows with \( \frac{dp}{dt}(0)=v_1*ov, \frac{dp}{dt}(1)=v_2*ov, \frac{dp}{dt^2}(0)=a_1*ov^2 \) and \( \frac{dp}{dt^2}(1)=a_2*ov^2 \) that the correct velocity and acceleration values exist at the connection points between trajectory segments and overcorrection path.
CONCLUSION

The above-described advance from discrete description forms to time functions as well as the integration of velocity and acceleration functions open the way to a unified, but nevertheless variable overcorrection method.

Even if acceleration is ignored in order to cut calculation time, the method still remains valid, the polynomial simply reducing to degree three with new coefficients:

\[
k2 = 3*(p2-p1)-T*(2*v1+v2) \quad k3 = -2*(p2-p1)+T*(v1+v2)
\]

A procedure was developed for PTP movements which combines overcorrection with time-controlled, steady motion behaviour.

The idea of three interpolation areas "basis", "aim" and "tool" increases the range of available path shapes considerably and simplifies programming substantially. In order to simplify robot programming for the user, care was taken to establish a definition of circular interpolation which can deal with circles less than 360°.
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ABSTRACT

This paper develops a geometric construction algorithm for designing a second order geometrically ($G^2$) continuous motion. It combines results in kinematics with the notion of geometric continuity from the field of Computer Aided Geometric Design and develops geometric conditions for piecing two motion segments smoothly. A complete algorithm is presented for constructing a $G^2$ continuous piecewise Bézier type motion. The results have applications in mechanical systems animation, computer vision, robot trajectory planning and key framing in computer graphics.

INTRODUCTION

This paper deals with design and modeling of motions of a three dimensional object for Computer Aided Animation. Motion approximation involves finding a smooth motion of an object that approximates a given set of configurations (or key configurations) of the object. If the motion allows the object to pass through the key configurations, it is said that the motion interpolates these key configurations. The purpose of this paper is to develop a geometric construction algorithm for synthesizing or designing a smooth desired motion by adjusting the key configurations. Such a motion approximation method can be used in mechanical systems animation.

The traditional approach for computer animation of three dimensional objects has separated interpolations of translations and rotations, see Reeves (1981), Shoemake (1985), Duff (1986), and Pletinckx (1989). Recently, Ge and Ravani (1993a) extended the work of Shoemake, who used unit quaternions for animating rotations, and developed an analytical method for designing complete motion interpolants (including both translations and rotations), which properly took into account the geometry of the underlying space. They used a kinematic mapping (see Ravani and Roth 1984) to establish a geometric foundation for studying motion interpolation and approximation problems. They made the mapping orientable to capture topological considerations.

1positions and orientations

J. Angeles et al. (eds.), Computational Kinematics, 229–238.
and used the mapping to transform the problem of motion interpolation into that of interpolating points in a special projective three-space called the image space of the mapping. In this manner, a piecewise parametric motion was represented by curve segments in the image space. Continuity conditions for piecing motion segments then correspond to continuity conditions for the corresponding curve segments in the image space. They then developed a method for generating a piecewise cubic Hermite type motion interpolant such that its image curve has curvature and torsion continuities. Furthermore, Ge and Ravani (1993b) developed deCasteljau-like geometric construction algorithms for generating motions based on repeated screw motion interpolation.

The present paper extends the work of Ge and Ravani (1993b) and seeks to develop smooth composite Bézier type motions that can be used to design or model more complex trajectories of a rigid body. The problem of achieving second order geometric continuity or $G^2$ continuity in piecing motion segments together is studied geometrically, taking advantage of the notion of geometric continuity in Computer Aided Geometric Design (CAGD). This results in a geometric algorithm for constructing $G^2$ continuous spline motions that has similarities to the Farin (1993) construction of $G^2$ spline curves.

The organization of the paper is as follows. First a review of the orientable image space is given as a geometric representation of oriented screw displacements. This is followed by a brief discussion on screw motion interpolants and Bézier type motions. Section 2 addresses geometric continuity of motion segments. Section 3 develops a new geometric construction method for designing $G^2$ continuous motions. The material in section 2 and 3 are the new contributions presented in this paper.

1 THE ORIENTABLE IMAGE SPACE

The orientable image space (see Ge and Ravani, 1993a and 1993b) is a mathematical space (Ravani and Roth, 1984) each point of which represents an oriented screw displacement. An oriented screw displacement in physical space (denoted as $P$) is a rotation about and a translation along a directed line in $P$ called the (directed) screw axis. Two screw displacements are considered to be "oppositely oriented" if their screw axes occupy the same position in $P$ but with opposite sense of direction. They may be called the "forward" screw displacement and the "backward" screw displacement, respectively.

A general displacement is geometrically equivalent to a pair of two oppositely oriented screw displacements. They can be represented by two sets of oppositely signed dual Euler parameters $\hat{X} = (\hat{X}_1, \hat{X}_2, \hat{X}_3, \hat{X}_4)$ and $-\hat{X} = (-\hat{X}_1, -\hat{X}_2, -\hat{X}_3, -\hat{X}_4)$ with $\hat{X}_i = X_i + \epsilon X_i^0$ ($i = 1, 2, 3, 4$) where $X_i$ are the Euler parameters of rotation and $X_i^0$ are defined in terms of the vector of translation $d = (d_1, d_2, d_3)$ as

$$
\begin{bmatrix}
X_0^0 \\
X_2^0 \\
X_3^0 \\
X_4^0
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
0 & -d_3 & d_2 & d_1 \\
d_3 & 0 & -d_1 & d_2 \\
-d_2 & d_1 & 0 & d_3 \\
-d_1 & -d_2 & -d_3 & 0
\end{bmatrix} \begin{bmatrix}
X_1 \\
X_2 \\
X_3 \\
X_4
\end{bmatrix}.
$$

(1)

The symbol $\epsilon$ denotes the dual-number unit with the property $\epsilon^2 = 0$. Details on dual numbers and the Euler parameters can be found in Bottema and Roth (1979).

Only six of the eight components of the dual Euler parameters are independent, for
they satisfy the relations
\[ X_1^2 + X_2^2 + X_3^2 + X_4^2 = 1, \]
\[ X_1 X_0^2 + X_2 X_0^2 + X_3 X_0^2 + X_4 X_0^2 = 0. \]
(2)

Therefore, the dual Euler parameters \( \hat{\mathbf{X}} = (\hat{X}_1, \hat{X}_2, \hat{X}_3, \hat{X}_4) \) may be used as a set of signed homogeneous dual-number coordinates to define a geometric mapping of oriented screw displacements into oriented points in an orientable projective space with three dual dimensions. This space, denoted by \( \Sigma \), is called the orientable image space of spatial displacements. Let \( \hat{w} \) denote a nonpure dual number \( w + \epsilon w^0 \) where \( w \neq 0 \). By signed homogeneous coordinates, we mean that the coordinates \( \hat{\mathbf{X}} \) and \( \hat{w} \hat{\mathbf{X}} \) represent one and the same point in the image space if \( w > 0 \); and they represent two oppositely oriented (or antipodal) points if \( w < 0 \). In this way a general displacement, which can be achieved either by a forward or a backward screw displacement, can be represented by either one of the two corresponding oppositely oriented image points.

Specialists in projective geometry will notice that geometry of the orientable image space \( \Sigma \) is equivalent to geometry of a unit hypersphere (denoted by \( H^3 \)) in a space of four dual dimensions, with oriented points, oriented lines, and oriented planes in \( \Sigma \) corresponding to points, oriented great circles, and oriented great spheres on \( H^3 \), respectively. This oriented version of spherical geometry is also termed doubly elliptic geometry.

The distance between two points, \( \hat{\mathbf{X}} \) and \( \hat{\mathbf{Y}} \), in \( \Sigma \) is a dual angle, \( \phi = \phi + \epsilon h \), which is obtained from:
\[
\cos \hat{\phi} = \hat{\mathbf{X}} \cdot \hat{\mathbf{Y}} = \hat{X}_1 \hat{Y}_1 + \hat{X}_2 \hat{Y}_2 + \hat{X}_3 \hat{Y}_3 + \hat{X}_4 \hat{Y}_4.
\]
(3)

The dual angular distance \( \hat{\phi} \) is uniquely defined, provided that \( \phi \) is restricted to the range \([0, \pi]\). When \( \phi < \pi/2 \), the two points \( \hat{\mathbf{X}} \) and \( \hat{\mathbf{Y}} \) are said to be similarly oriented.

Since the image space \( \Sigma \) has three dual dimensions, a general line in \( \Sigma \) is a one-dual-dimensional line or a twofold line. Kinematically, a twofold line in \( \Sigma \) is the mapping of a two-degree-of-freedom screw motion which consists of two independent simple motions, a rotation and a translation. If the translation is made dependent on the rotation, then the resulting motion becomes a one-degree-of-freedom screw motion which maps into a special line, called a unifold line, in \( \Sigma \). Of special value is the unifold line-segment that corresponds to a constant-speed screw motion (see Ge and Ravani 1993b):
\[
\hat{\mathbf{L}}(\hat{b}_0, \hat{b}_1; t) = \frac{\sin((1-t)\hat{\phi})}{\sin \phi} \hat{b}_0 + \frac{\sin(t\hat{\phi})}{\sin \phi} \hat{b}_1, \quad t \in [0, 1]
\]
(4)

where \( \hat{b}_0 \) and \( \hat{b}_1 \) denote two similarly oriented image points that represent two configurations of an object in physical space and \( \hat{\phi} = \phi + \epsilon h \) is the dual distance from \( \hat{b}_0 \) to \( \hat{b}_1 \). This unifold linear interpolation was used by Ge and Ravani (1993b) to construct special image curves, called the Bézier type image curves\(^2\), that have Bézier type end-

\(^2\)This type of curves are not of the Bernstein form, for they are not algebraic curves and do not possess the subdivision property, see Ge and Ravani (1993b).
point interpolation properties. The corresponding one-degree-of-freedom motions are termed Bézier type motions.

2 GEOMETRIC CONTINUITY

The smooth joining of two one-degree-of-freedom motion segments corresponds to the smooth joining of two unifold curve segments in the image space $\Sigma$. The simplest way to define local smoothness for an image curve is to require the curve to be $n$-times differentiable with respect to its current parametrization. Kinematically, this corresponds to the continuity of kinematic instantaneous invariants at the junction point. The geometric instantaneous properties of a motion are related to the differential properties of the corresponding image curve (McCarthy and Ravani, 1986). This section describes smoothness conditions in terms of the tangent directions and curvature of the image curve. From kinematics point of view, this corresponds to the continuity of the second order geometric instantaneous invariants of two motion segments. From CAGD point of view, this work represents an extension of the concept of geometric continuity of the second order, denoted as $G^2$, from Euclidean three-space to the image space. The study of geometric continuity and its application to curve design can be found in many CAGD literature, see for example, Barskey and DeRose (1989), Boehm (1987), and Farin (1993).

2.1 General Unifold Image Curves

$G^2$ continuity for unifold curves in $\Sigma$ is defined in the same way as $G^2$ continuity for curves in Euclidean three-space. A unifold image curve is $G^2$ continuous if it is two-times differentiable with respect to arc length but not necessarily two-times differentiable with respect to its current parametrization.

Let $\mathbf{X}_-(t_-)$ and $\mathbf{X}_+(t_+)$ ($t_-, t_+ \in [0,1]$) denote the left segment and the right segment, respectively. They can be thought of as a composite curve with a dual arc length parametrization $\hat{s}(t)$ defined over $[\hat{s}_-, \hat{s}_+]$. The junction point is $\mathbf{X}(\hat{s}_0) = \mathbf{X}_-(1) = \mathbf{X}_+(0)$. The joining of the two segments is $G^1$ continuous at $\mathbf{X}(\hat{s}_0)$ if

$$ \left. \frac{d\mathbf{X}}{d\hat{s}} \right|_{\hat{s}=\hat{s}_0} = \frac{\dot{\mathbf{X}}_+(0)}{\dot{\hat{s}}_+} = \frac{\dot{\mathbf{X}}_-(1)}{\dot{\hat{s}}_-}, \tag{5} $$

where

$$ \dot{\mathbf{X}}_+(0) = \frac{d\mathbf{X}_+(0)}{dt_+}, \quad \dot{\mathbf{X}}_-(1) = \frac{d\mathbf{X}_-(1)}{dt_-}, \quad \dot{\hat{s}}_+ = \frac{d\hat{s}(t_+)}{dt_+}, \quad \dot{\hat{s}}_- = \frac{d\hat{s}(t_-)}{dt_-}. $$

Let $\dot{\alpha} = \frac{\dot{\hat{s}}_+(0)}{\dot{\hat{s}}_-(1)} = \alpha + \epsilon\alpha^0$ ($\alpha > 0$), then Eq.(5) leads to $\dot{\mathbf{X}}_+(0) = \dot{\alpha}\mathbf{X}_+(0)$, which is equivalent to the continuity of the tangent line-segments at the junction point:

$$ \dot{\mathbf{X}}_+(0) \wedge \dot{\mathbf{X}}_+(0) = \dot{\alpha}\mathbf{X}_-(1) \wedge \dot{\mathbf{X}}_-(1), \tag{6} $$

where the symbol "\wedge" denotes the vector wedge product which generalizes the three-dimensional vector cross product to higher dimensions (see Flanders 1967, Ge and Ravani 1993a).
Similarly, the requirement that the second order derivative of $\hat{X}(\hat{s})$ be continuous at $\hat{s} = \hat{s}_0$ leads to the $G^2$ continuity condition:

$$\hat{X}_+(0) \wedge \hat{X}_+(0) \wedge \hat{X}_+(0) = \hat{\alpha}^3 \hat{X}_-(1) \wedge \hat{X}_-(1) \wedge \hat{X}_-(1).$$

(7)

This implies the continuity of curvature and osculating plane at the junction point.

### 2.2 Bézier Type Image Curves

We now specialize $G^2$ continuity conditions to composite Bézier type image curves. Let $\hat{b}_{-3}, \hat{b}_{-2}, \hat{b}_{-1}, \hat{b}_0, \hat{b}_1, \hat{b}_2, \hat{b}_3$ be the control points of two adjacent Bézier curve segments which are denoted by $\hat{X}_-(t_-)$ and $\hat{X}_+(t_+)$, respectively. For the segment $\hat{X}_+(t_+)$ on the right, the tangent and curvature properties at the junction point are given by

$$\hat{X}_+(0) \wedge \hat{\dot{X}}_+(0) = 3 \frac{\phi_0}{\sin \phi_0} \hat{b}_0 \wedge \hat{b}_1,$$

(8)

$$\hat{X}_+(0) \wedge \hat{\ddot{X}}_+(0) = 18 \frac{\phi_0^2 \phi_1}{\sin^2 \phi_0 \sin \phi_1} \hat{b}_0 \wedge \hat{b}_1 \wedge \hat{b}_2,$$

(9)

where $\phi_0, \phi_1$ are the dual angular distances between $\hat{b}_0, \hat{b}_1$ and $\hat{b}_1, \hat{b}_2$, respectively.

It is interesting to note that, in the limiting case when $\phi_i \to 0 \; (i = 0, 1)$, the tangent and curvature properties of the Bézier type image curves approach to those of Bernstein-Bézier cubics in Euclidean three-space, $3\hat{b}_0 \wedge \hat{b}_1$ and $18\hat{b}_0 \wedge \hat{b}_1 \wedge \hat{b}_2$, respectively.

Similarly, for the segment $\hat{X}_-(t_-)$ on the left, we have

$$\hat{X}_-(1) \wedge \hat{\dot{X}}_-(1) = 3 \frac{\phi_{-1}}{\sin \phi_{-1}} \hat{b}_{-1} \wedge \hat{b}_0,$$

(10)

$$\hat{X}_-(1) \wedge \hat{\ddot{X}}_-(1) = 18 \frac{\phi_{-1} \phi_{-2}}{\sin^2 \phi_{-1} \sin \phi_{-2}} \hat{b}_{-2} \wedge \hat{b}_{-1} \wedge \hat{b}_0,$$

(11)

where $\phi_{-2}, \phi_{-1}$ are the dual angles between $\hat{b}_{-2}, \hat{b}_{-1}$ and $\hat{b}_{-1}, \hat{b}_0$, respectively.

In view of (6), (8), and (10), the two segments are $G^1$ continuous at $\hat{b}_0$ if

$$\frac{\phi_0}{\sin \phi_0} \hat{b}_0 \wedge \hat{b}_1 = \hat{\alpha}_{0, -1} \frac{\phi_{-1}}{\sin \phi_{-1}} \hat{b}_{-1} \wedge \hat{b}_0.$$

(12)

Substitute the ratio of dual speed $\hat{\alpha}_{0, -1} = \phi_0/\phi_{-1}$ into (12) to obtain

$$\hat{b}_0 \wedge \hat{b}_1 = \frac{\sin \phi_0}{\sin \phi_{-1}} \hat{b}_{-1} \wedge \hat{b}_0.$$

(13)
In view of (7), (9), and (11), the two Bézier segments are $G^2$ continuous at $\hat{b}_0$ if in addition

$$\frac{\hat{\phi}_0^2 \hat{\phi}_1}{\sin^2 \hat{\phi}_0 \sin \phi_1} \hat{b}_0 \wedge \hat{b}_1 \wedge \hat{b}_2 = \frac{\hat{\phi}_{-1}^2 \hat{\phi}_{-2}}{\sin^2 \hat{\phi}_{-1} \sin \hat{\phi}_{-2}} \hat{b}_{-2} \wedge \hat{b}_{-1} \wedge \hat{b}_0.$$ 

After the substitution of $\hat{\phi}_{-1}$ we obtain

$$\hat{b}_0 \wedge \hat{b}_1 \wedge \hat{b}_2 = \frac{\hat{\phi}_0 \hat{\phi}_{-2} \sin^2 \hat{\phi}_0 \sin \hat{\phi}_1}{\phi_1 \hat{\phi}_{-1} \sin^2 \hat{\phi}_{-1} \sin \hat{\phi}_{-2}} \hat{b}_{-2} \wedge \hat{b}_{-1} \wedge \hat{b}_0. \quad (14)$$

Combine (13) and (14) to obtain

$$\hat{b}_{-1} \wedge \hat{b}_1 \wedge \hat{b}_2 = \frac{\hat{\phi}_0 \hat{\phi}_{-2} \sin \hat{\phi}_0 \sin \hat{\phi}_1}{\hat{\phi}_{-1} \sin \hat{\phi}_{-1} \sin \hat{\phi}_{-2}} \hat{b}_{-2} \wedge \hat{b}_{-1} \wedge \hat{b}_1. \quad (15)$$

Eq.(13) indicates that the three neighboring control points, $\hat{b}_{-1}$, $\hat{b}_0$ and $\hat{b}_1$, are collinear and they define the common tangent line $T$ at $\hat{b}_0$. Eq.(14) indicates that the five control points, $\hat{b}_{-2}$, $\hat{b}_{-1}$, $\hat{b}_0$, $\hat{b}_1$, and $\hat{b}_2$, are coplanar and they define the common osculating plane at $\hat{b}_0$. Therefore the line defined by $\hat{b}_{-2}$, $\hat{b}_{-1}$ and the line defined by $\hat{b}_1$, $\hat{b}_2$ are coplanar and meet in a point $\hat{q}_0$. This suggests the use of points such as $\hat{q}_0$ to construct the control points for a $G^2$ continuous composite Bézier type image curve (Figure 1 and 2).

Essential to the construction algorithm is the ability to determine the dual angles $\hat{\phi}_{3i}$ and $\hat{\phi}_{3i+1}$ that specify the location of the Bézier junction point $\hat{b}_{3i}$ on the line segment joining $\hat{b}_{3i-1}$ to $\hat{b}_{3i+1}$ such that $G^2$ condition at $\hat{b}_{3i}$ are satisfied (see Figure 2). In view of Eq.(15), the $G^2$ condition is given by:

$$\hat{b}_{3i-1} \wedge \hat{b}_{3i+1} \wedge \hat{b}_{3i+2} = \frac{\hat{\phi}_{3i} \hat{\phi}_{3i-2} \sin \hat{\phi}_{3i} \sin \hat{\phi}_{3i+1}}{\frac{\hat{\phi}_{3i+1} \hat{\phi}_{3i-1}}{\sin \hat{\phi}_{3i-2} \sin \hat{\phi}_{3i-1}}} \hat{b}_{3i-2} \wedge \hat{b}_{3i-1} \wedge \hat{b}_{3i+1}.$$
This leads to

\[ \dot{\phi}_{3i} \sin \dot{\phi}_{3i} = \dot{\sigma}_i \dot{\phi}_{3i-1} \sin \dot{\phi}_{3i-1}, \quad (16) \]

where \( \dot{\sigma}_i = \sigma_i + \epsilon \sigma_i^0 \) is a dual number given by

\[ \dot{\sigma}_i = \frac{\dot{A}_i \dot{\phi}_{3i-2} \sin \dot{\phi}_{3i+1}}{\dot{B}_i \sin \phi_{3i-2} \phi_{3i+1}} \quad (17) \]

and \( \dot{A}_i, \dot{B}_i \) are the magnitudes of the trivectors \( b_{3i-1} \wedge b_{3i+1} \wedge b_{3i+2} \) and \( b_{3i-2} \wedge b_{3i-1} \wedge b_{3i+1} \), respectively. Eq. (16) and the relation

\[ \dot{\phi}_{3i-1} + \dot{\phi}_{3i} = \dot{\psi}_i, \quad (18) \]

where \( \dot{\psi}_i = \arccos(b_{3i-1} \cdot b_{3i+1}) \), are the two equations needed to solve for the dual angles \( \dot{\phi}_{3i-1}, \dot{\phi}_{3i} \). After eliminating \( \phi_{3i} \), the real parts of (16) and (18) combines into the following equation:

\[ \cos \phi_{3i-1} - \cos \psi_i = \frac{\sigma_i \phi_{3i-1}}{\phi_{3i-1}} + \frac{\sigma_i \phi_{3i-1}}{\phi_{3i-1}}, \]

from which the angle \( \phi_{3i-1} \) can be solved using the Newton-Raphson method. From the dual parts of (16) and (18), one can obtain \( \phi_{3i-1}^0 = \psi_i^0 - \phi_{3i}^0 \) and

\[ \phi_{3i}^0 = \frac{\sigma_i^0 \phi_{3i} \phi_{3i-1} \sin \psi_i + \sigma_i \psi_i^0 (\phi_{3i} \sin \psi_i + \phi_{3i} \phi_{3i-1} \cos \psi_i) + \sigma_i^2 \psi_i^0 \phi_{3i-1}^2}{\phi_{3i}^2 + \sigma_i (\psi_i \sin \psi_i + 2 \phi_{3i} \phi_{3i-1} \cos \psi_i) + \sigma_i^2 \phi_{3i-1}^2}. \]

### 3 DESIGNING A \( G^2 \) CONTINUOUS MOTION

This section presents a construction algorithm for designing a \( G^2 \) continuous piecewise Bézier type motion that approximates \( m \) key configurations. The orientation is specified by the angle (\( \theta \)) and the axis (\( s \)) of rotation, and the translation is specified by a vector \( d \). The algorithm proceeds as follows:
1. Compute the dual Euler parameters \( \tilde{\mathbf{q}} = \mathbf{q} + \epsilon \mathbf{q}^0 \) for all \( m \) configurations, where

\[
\mathbf{q} = \begin{pmatrix}
\frac{s_x}{|s|} \sin \frac{\theta}{2}, & \frac{s_y}{|s|} \sin \frac{\theta}{2}, & \frac{s_z}{|s|} \sin \frac{\theta}{2}, & \cos \frac{\theta}{2}
\end{pmatrix},
\]

and \( |s| = (s_x^2 + s_y^2 + s_z^2)^{1/2} \). The dual part \( \mathbf{q}^0 \) is obtained using (1).

2. Generate the control points \( \hat{\mathbf{b}}_j \), where \( j = 0, 1, 2, \ldots, 3(m - 3) \), of a piecewise Bézier polygon:

   (a) Let \( \hat{\mathbf{b}}_0 = \tilde{\mathbf{q}}_0, \hat{\mathbf{b}}_1 = \tilde{\mathbf{q}}_1 \) and use (4) to compute \( \hat{\mathbf{b}}_2 = \hat{\mathbf{L}}(\tilde{\mathbf{q}}_1, \tilde{\mathbf{q}}_2; \lambda_1) \) where \( \lambda_1 = 1/2 \) and can be adjusted in the range of \((0, 1)\) for fine tuning.

   (b) Let \( \hat{\mathbf{b}}_3(m-3)-1 = \tilde{\mathbf{q}}_{m-2}, \hat{\mathbf{b}}_{3(m-3)} = \tilde{\mathbf{q}}_{m-1} \) and \( \hat{\mathbf{b}}_{3(m-3)-2} = \hat{\mathbf{L}}(\tilde{\mathbf{q}}_{m-3}, \tilde{\mathbf{q}}_{m-4}; \lambda_{m-3}) \) where \( \lambda_{m-3} = 1/2 \) and can be adjusted in the range of \((0, 1)\).

   (c) For \( i = 1, 2, 3, \ldots, (m - 5) \), compute the in-between control points, \( \hat{\mathbf{b}}_{3i+1} = \hat{\mathbf{L}}(\tilde{\mathbf{q}}_{i+1}, \tilde{\mathbf{q}}_{i+2}; \lambda_{i+1}) \) and \( \hat{\mathbf{b}}_{3i+2} = \hat{\mathbf{L}}(\tilde{\mathbf{q}}_i, \tilde{\mathbf{q}}_{i+1}; \lambda'_{i+1}) \) where \( \lambda_{i+1} = 1/3 \) and \( \lambda'_{i+1} = 2/3 \) and they can be adjusted in the range of \( 0 < \lambda_{i+1} < \lambda'_{i+1} < 1 \).

   (d) Generate \( \hat{\mathbf{b}}_{3i} (i = 1, 2, 3, \ldots, (m - 4)) \) such that both \( G^1 \) and \( G^2 \) continuity conditions are satisfied. This is achieved by the following:

   i. Compute \( \hat{A}_i = |\hat{\mathbf{b}}_{3i-1} \wedge \hat{\mathbf{b}}_{3i+1} \wedge \hat{\mathbf{b}}_{3i+2}| \) and \( \hat{B}_i = |\hat{\mathbf{b}}_{3i-2} \wedge \hat{\mathbf{b}}_{3i-1} \wedge \hat{\mathbf{b}}_{3i+1}| \).
Figure 4: A $G^2$ spline motion which approximates a set of seven configurations.

ii. Compute $\dot{\phi}_{3i-2} = \arccos(b_{3i-2} \cdot \hat{b}_{3i-1})$, $\dot{\phi}_{3i+1} = \arccos(b_{3i+1} \cdot \hat{b}_{3i+2})$, and $\dot{\psi}_i = \arccos(b_{3i-1} \cdot \hat{b}_{3i+1})$.

iii. Compute $\hat{\sigma}_i$ using (17).

iv. Obtain $\hat{\phi}_{3i-1}$ and $\hat{\phi}_{3i}$ by solving (16) and (18).

v. Compute $\hat{b}_{3i} = (\sin \hat{\phi}_{3i} \hat{b}_{3i-1} + \sin \hat{\phi}_{3i-1} \hat{b}_{3i+1}) / \sin \hat{\psi}_i$.

3. Select a knot sequence or the timing of the motion and generate each Bézier curve segment (see Ge and Ravani 1993b).

4. Convert each image point $\hat{q} = q + \epsilon q^0$ into a rotation matrix $[R]$ and a translation vector $d$ for computer graphic animation, where

$$
[R] = \begin{bmatrix}
q_1^2 - q_2^2 - q_3^2 + q_4^2 & 2(q_1q_2 - q_3q_4) & 2(q_1q_3 + q_2q_4) \\
2(q_1q_2 + q_3q_4) & -q_1^2 + q_2^2 - q_3^2 + q_4^2 & 2(q_2q_3 - q_1q_4) \\
2(q_1q_3 - q_2q_4) & 2(q_2q_3 + q_1q_4) & -q_1^2 - q_2^2 + q_3^2 + q_4^2
\end{bmatrix},
$$

and $d$ can be obtained by inverting (1).

For designing closed loop motions, the steps 2.(a) and 2.(b) in the above construction are omitted. Figure 3 shows the set of seven configurations together with several configurations belonging to the resulting $G^2$ motion. Figure 4 shows the entire $G^2$ motion that approximates the given configurations.

It is interesting to point out that in the special case when all given configurations are of the same orientation, the aforementioned construction algorithm reduces to the Farin construction for designing $G^2$ Euclidean splines (Farin, 1993).
CONCLUSIONS

This paper has presented a geometric construction method that is most suitable for interactive design of a $G^2$ continuous motion, manipulating the key configurations until a desired motion is obtained. It has applications in motion animation, kinematics and CAD/CAM. The resulting motion, however, does not pass through the input configurations except the first and the last one. An inverse design algorithm may be developed to obtain the unknown control points, $q_0, \cdots, q_{m-1}$, such that the $G^2$ piecewise Bézier type image curve $\hat{b}(t)$ passes through the given input points, $b_j$, $i = 0, 1, 2, \cdots, 3(m - 3)$. This is left as future work.
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Abstract The forward kinematics of an octahedral type variable-geometry truss manipulator is presented. The manipulator is comprised of two stacked octahedral trusses. The intersection of the octahedra consist of 3 linear actuators, which are used to control the position of the moving plane of the manipulator relative to the base, giving the mechanism a 3-DOF capability. A kinematical model of the manipulator is presented which includes important features of non-equal octahedral geometry and inter-hinge displacements. Vectorial equations are formulated to reduce the problem into two systems of nonlinear equations, each of which has three unknowns. Each system of equations is shown to have 8 reflected solution pairs through the formulation of polynomials in one variable, giving the manipulator a maximum of 256 unique configurations for one set of actuator lengths. Numerical examples confirm the validity of the results.

Introduction

The use of articulated truss mechanisms in robotic applications has been examined by many researchers since 1984: Miura et al. (1984), Rhodes and Mikulas (1985), Sincarsin and Hughes (1987), Hughes et al. (1991) and Chirikjian and Burdick (1991). These variable-geometry-truss (VGT) mechanisms possess a high degree of parallelism and have favorable stiffness properties, making them promising for both space and industrial robotic tasks. The stacked octahedral form of these mechanisms is commonly used in robotic applications, due to its excellent stiffness and the simplicity of its hinge design (Sincarsin and Hughes 1987). In this configuration, the intersection of the octahedral trusses is made up of three linear actuators, as shown in Figure 1.

The forward kinematics of the double octahedral VGT has been addressed by several researchers. The problem is to find the relative displacement and orientation between the base and moving planes of the mechanism, given the three actuator lengths. Miura et al. (1984) reduced the problem to solving three nonlinear equations for the petal angles of the lower and upper octahedra. Reinholtz and Gokhale (1988), Tidwell et al. (1990) and Arun et al. (1992) used the same method, solving the kinematics of a
Similarities between the VGT and the Steward Platform are evident, since they both share octahedral geometries. This commonality extends to the forward kinematic analysis. Griffis and Duffy (1989) and Innocenti and Parenti-Castelli (1990) have demonstrated that the forward kinematics problem can be formulated as three nonlinear equations, to which a maximum of 16 solutions exist. The solutions consist of 8 solution pairs reflected about the fixed base of the octahedron (Griffis and Duffy 1989).

In this paper, the forward kinematics problem is formulated for the double octahedral VGT explicitly; as with Miura et al. (1984), the problem is addressed for the mechanism as a whole. Previous work is extended by considering several important kinematic features. The first considers the more general case of non-equal octahedron geometry, which allows the analysis of a tapered VGT — a mechanism well suited to robotic applications. The second feature is the inclusion of kinematically correct joint offsets, a factor crucial to accurate control of VGT manipulators. The vector relationships are formulated to reduce the kinematics to a pair of nonlinear petal angle equations. The petal angle equations are then decoupled though polynomial elimination: each equation is shown to have a maximum of 8 reflected solution pairs, giving the VGT a maximum of 256 possible kinematic assemblies with one set of actuator lengths. In a numerical example, a tapered VGT is examined with a set of actuator lengths that give the manipulator a total of 64 possible assemblies.

**Kinematic Model**

The kinematic model for the double octahedral VGT is shown in Figure 2. Pertinent dimensions are the actuator lengths, $l_1$, $l_2$ and $l_3$; fixed member lengths, $l_{t1}$, $l_{t2}$, $l_{t3}$ and $l_{t4}$; and hinge nodal offsets, $\Delta_1$, $\Delta_2$, $\Delta_3$ and $\Delta_4$. The actuator lengths are $l_1$, $l_2$ and $l_3$. The reference frames $F_a$ and $F_c$ are each attached to the centroid of the base and moving triangular planes, respectively. The following assumptions are made for the kinematic
Figure 2: Kinematic model for the double octahedral VGT: a) length parameter definitions, b) petal angle definitions

model:

- The base and moving planes consist of equilateral triangles of lengths $l_{t1}$ and $l_{t4}$, respectively.
- The lower and upper petals are isosceles triangles, with side lengths of $l_{t2}$ and $l_{t3}$, respectively.
- The joint offsets are perpendicular to their respective planes.

It is convenient in the forward kinematic analysis to define the following petal angles and associated lengths. The lower petal angles are denoted as $\{\theta_1, \theta_2, \theta_3\}$, while the upper petal angles are $\{\xi_1, \xi_2, \xi_3\}$. The associated lengths are given by

$$a = \frac{\sqrt{3}}{6} l_{t1}, \quad b = \frac{1}{2} \sqrt{4 l_{t2}^2 - l_{t1}^2}, \quad c = \frac{1}{2} \sqrt{4 l_{t3}^2 - l_{t4}^2}, \quad d = \frac{\sqrt{3}}{6} l_{t4}.$$

**Vectorial Kinematics**

In order to solve for the relative displacement between the fixed and moving planes, two reference frames $F_a$ and $F_c$ are defined for each the base and moving plane. For each reference frame, four sets of direction vectors are defined: one perpendicular to the plane, and three lying in the plane, perpendicular to each side of the equilateral triangle. As depicted in Figure 3, the displacement vector can be expressed as follows:

$$d = u_1 - v_1 \quad (1)$$
Figure 3: Vector relationships for the VGT

where

$$\mathbf{u}_l = \Delta_1 \hat{a}_z + p_1 + \Delta_1 \hat{b}_z, \quad \mathbf{v}_l = -\Delta_4 \hat{c}_z + q_1 - \Delta_3 \hat{b}_z$$

(2)

with the intermediate vectors for the octahedra defined as

$$p_l = (a + b \cos \theta_1) \hat{a}_1 + b \sin \theta_1 \hat{a}_z, \quad q_l = (d + c \cos \xi_1) \hat{c}_1 - c \sin \xi_1 \hat{c}_z.$$

(3)

Formulation of the Petal Equations

To solve for the petal equations for the VGT, the closure equations are written for both the lower and upper portions of the mechanism. The vectors for the entire VGT are obtained by expressing (2) and (3) in a more general form:

$$\mathbf{u}_n = \Delta_1 \hat{a}_z + p_n + \Delta_1 \hat{b}_z, \quad \mathbf{v}_n = -\Delta_4 \hat{c}_z + q_n - \Delta_3 \hat{b}_z, \quad n = \{1, 2, 3\}$$

(4)

where now

$$p_n = (a + b \cos \theta_n) \hat{a}_n + b \sin \theta_n \hat{a}_z, \quad q_n = (d + c \cos \xi_n) \hat{c}_n - c \sin \xi_n \hat{c}_z.$$

(5)

The closure equations for the mechanism can now be written in terms of the actuator vectors

$$\mathbf{l}_r = \mathbf{u}_s - \mathbf{u}_r, \quad \mathbf{l}_r = \mathbf{v}_s - \mathbf{v}_r$$

(6)

where

$$r \triangleq \{1, 2, 3\}, \quad s \triangleq \text{mod}(r, 3) + 1$$

and $r$ and $s$ are termed companion indices from Innocenti and Parenti-Castelli (1990). The function $\text{mod}(n, m)$ is the abbreviated form of $n$ modulo $m$, the remainder on the
division of $n$ by $m$. The substitution of (4) into (6) yields a set of equations in terms of $p_n$ and $q_n$

$$l_r = p_s - p_r, \quad l_r = q_s - q_r. \quad (7)$$

The subsequent squaring of the actuator vectors results in

$$l_r^2 = p_r \cdot p_r - 2 p_r \cdot p_s + p_s \cdot p_s, \quad l_r^2 = q_r \cdot q_r - 2 q_r \cdot q_s + q_s \cdot q_s. \quad (8)$$

By substituting (5) into (8), the following petal angle equations are obtained:

$$l_r^2 = D (c \theta_r + c \theta_s) + E c \theta_r c \theta_s + F s \theta_r s \theta_s + G$$(9)

$$l_r^2 = H (c \xi_r + c \xi_s) + I c \xi_r c \xi_s + J s \xi_r s \xi_s + K \quad (10)$$

where

$$D = 3ab, \quad E = b^2, \quad F = -2b^2, \quad G = 3a^2 + 2b^2,$$

$$H = 3cd, \quad I = c^2, \quad F = -2c^2, \quad G = 2c^2 + 3d^2,$$

$c = \cos$ and $s = \sin$, noting the following identities for the unit normals:

$$\hat{a}_r \cdot \hat{a}_s \equiv -1/2, \quad \hat{a}_r \cdot \hat{a}_s \equiv 0, \quad \hat{c}_r \cdot \hat{c}_s \equiv -1/2, \quad \hat{c}_r \cdot \hat{c}_s \equiv 0.$$

**Trivial Solution**

The trivial solution to (9) and (10) is of particular interest because it represents the case when the VGT is in a *stowed* state. If this is applied as a constraint to the design of a VGT, both the lower and upper bays will approach the stowed state simultaneously. For equal actuator lengths, the stowed constraint is given by

$$2 l_r = l_{t1} + \sqrt{3(4l_{t2}^2 - l_{t1}^2)} = l_{t4} + \sqrt{3(4l_{t3}^2 - l_{t4}^2)} \quad (11)$$

The ratio $t_r = l_{t1}/l_{t4}$ is termed the *taper ratio*. Given the fixed member lengths $l_{t1}$ and $l_{t2}$, and the taper ratio, for example, $l_{t3}$ may be solved from (11).

**Indirect Solution**

Each of the three equations represented in (9) and (10) are nonlinear with respect to the petal angles. An indirect solution method like Newton-Raphson’s can be employed to iterate to the unknown angles given a suitable initial guess. Since an analytical derivative is readily available, the iterative method is computationally efficient with successive calls and updates to the initial guess. The solution is somewhat sensitive to the initial guess, however, especially in geometries close to singularities. This leaves open the possibility that the solver will iterate to an unwanted solution, which warrants a closer investigation to the solution of petal angle equations.
**Direct Solution**

A direct solution to (9) and (10) may be obtained by expressing each of the equations in terms of a single variable. We will consider only (9) in detail here, since the solution of (10) follows directly.

The decoupling of (9) involves the elimination of two of the petal angles, resulting in a high degree polynomial expression in a single petal angle. To facilitate this, we substitute the following half-tangent trigonometric identities into (9):

\[ c\theta_n = \frac{1 - t_n^2}{1 + t_n^2}, \quad s\theta_n = \frac{2 t_n}{1 + t_n^2} \quad (12) \]

where \( t_n = \tan(\theta_n/2) \). With expansion of the companion indices, the petal equations become

\begin{align*}
  a_1 + b_1 t_1^2 + c_1 t_1 t_2 + b_1 t_2^2 + e_1 t_1^2 t_2^2 &= 0 \quad (13) \\
  a_2 + b_2 t_2^2 + c_2 t_2 t_3 + b_2 t_3^2 + e_2 t_2^2 t_3^2 &= 0 \quad (14) \\
  a_3 + b_3 t_3^2 + c_3 t_3 t_1 + b_3 t_1^2 + e_3 t_3^2 t_1^2 &= 0 \quad (15)
\end{align*}

where

\[
  a_n = 2D + E + G - l_n^2, \quad b_n = -E + G - l_n^2, \quad c_t = 4F, \quad e_n = -2D + E + G - l_n^2.
\]

An immediate observation on the system of equations in (13)-(15) is that it has a Bezout number of 16 (Arun et al. 1992). This indicates that the number of solutions the petal angle system is 16, but does not give us information as to the existence of reflected solutions. In order to do so, successive polynomial elimination must be employed as in Griffis and Duffy (1989) and Innocenti and Parenti-Castelli (1990). By this, the \( t_2 \) term is eliminated from (13) and (14) to form a new polynomial in \( t_1 \) and \( t_3 \). This new polynomial is then used with (15) to isolate \( t_1 \). To do so, the system is written as

\begin{align*}
  j & \quad t_3^2 + k \quad t_3 + l = 0 \quad (16) \\
  m & \quad t_3^3 + n \quad t_3 + \phi = 0 \quad (17) \\
  u & \quad t_2^2 + v \quad t_2 + w = 0 \quad (18)
\end{align*}

where

\[
  j = b_2 + e_2 t_2^2, \quad k = c_t t_2, \quad l = a_2 + b_2 t_2^2, \\
  m = b_3 + e_3 t_1^2, \quad n = c_t t_1, \quad \phi = a_3 + b_3 t_1^2, \\
  u = b_1 + e_1 t_1^2, \quad v = c_t t_1, \quad w = a_1 + b_1 t_1^2.
\]

Since the polynomials in (16) and (17) share solutions, their resultant is equal to zero (Kendig 1976). This is given by

\[
  (lm - j\phi)^2 - (km - jn)(ln - k\phi) = 0
\]
which when expanded and grouped in terms of \( t_2 \) yields:
\[
p t_2^4 + q t_2^3 + r t_2^2 + s t_2 + t = 0
\] (19)

where
\[
p = p_4 t_1^4 + p_2 t_1^2 + p_0, \quad q = q_3 t_1^3 + q_1 t_1, \quad r = r_4 t_1^4 + r_2 t_1^2 + r_0,
\]
\[
s = s_3 t_1^3 + s_1 t_1, \quad t = t_4 t_1^4 + t_2 t_1^2 + t_0.
\]

The coefficients for the above terms are found by additional grouping of \( t_1 \). The resultant of (18) and (19) is again equal to zero, leading to the following 8th order polynomial in terms of \( t_1^2 \):
\[
\sum_{i=0}^{8} x_i t_1^{2i} = 0
\] (20)

where the \( x_i \) coefficients are expressed in terms of \( a_n, b_n, c_n, \) and \( e_n \) terms in (13)-(15).

Given each solution for \( t_1 \), a solution for \( t_2 \) can be extracted from (18) and (19), from which a solution for \( t_3 \) can be found from (16) and (17). Once the half-tangent values are determined, the solution for the petal angles follows from \( \theta_n = 2 \tan^{-1} t_n \), for \( n = \{1, 2, 3\} \).

The 8th order polynomial in (20) confirms the existence of 16 roots, and indicates they that occur in reflected pairs. The number of real solutions will depend, however, on the input parameters in the problem.

The implication of these results is that both the lower and upper bays have 8 reflected solutions. This has a significant impact on the total number of solutions for the VGT, especially due to the fact that the geometry of the octahedra may be unequal. The VGT has a maximum of 256 real kinematic solutions, given one set of actuator lengths. Note that the inclusion of the offsets in the kinematical model precludes the existence of 128 reflected solutions.

**Scalar Kinematics**

Following the notation convention developed in Hughes (1986), the scalar equivalents of the vectorial kinematics can be written in matrix form. The vectors are defined in terms of their local basis vectors, or reference frames, as follows:
\[
d = \mathbf{F}_d^T \mathbf{d}
\] (21)

where
\[
\mathbf{F}_d = \left[ \hat{\mathbf{a}}_x \ \hat{\mathbf{a}}_y \ \hat{\mathbf{a}}_z \right]^T,
\]
\[
\mathbf{d} = \left[ d_x \ d_y \ d_z \right]^T
\]

Other vector equivalents used in the analysis are summarized by
\[
\left[ u_n \ p_n \ \hat{\mathbf{a}}_n \ \hat{\mathbf{b}}_x \ \hat{\mathbf{b}}_y \ \hat{\mathbf{b}}_z \ \mathbf{l}_n \right] = \mathbf{F}_d^T \left[ u_n \ p_n \ a_n \ b_x \ b_y \ b_z \ \mathbf{l}_n \right] \] (22)
\[
\left[ v_n \ q_n \ \hat{\mathbf{c}}_n \ \hat{\mathbf{b}}_x \ \hat{\mathbf{b}}_y \ \hat{\mathbf{b}}_z \ \mathbf{l}_n \right] = \mathbf{F}_c^T \left[ v_n \ q_n \ c_n \ b_{xc} \ b_{yc} \ b_{zc} \ \mathbf{l}_{nc} \right] \] (23)
With these definitions, the vector equation in (1) becomes

$$d = u_1 - C_{ac}v_1$$

(24)

where

$$u_1 = \Delta_1 1_z + p_1 + \Delta_1 b_z, \quad v_1 = -\Delta_4 1_z + q_1 - \Delta_3 b_z$$

(25)

$$p_1 = (a + b \cos \theta_1)a_1 + b \sin \theta_1 1_z, \quad q_1 = (d + c \cos \xi_1)c_1 - c \sin \xi_1 1_z$$

(26)

In (25) and (26), 1_z denotes the unit column matrix $[0 \ 0 \ 1]^T$, while the unit normals are given by

$$b_z = \frac{l_1^x l_2^x}{||l_1^x l_2^x||}, \quad b_{zc} = \frac{l_1^x l_2^c}{||l_1^x l_2^c||}$$

(27)

where $l_1^x$ denotes the cross product operation on the 3x1 matrix $l_1$. The 3x3 rotation matrix $C_{ac}$ in (24) is defined as $F_{a} F_{c}^T$. This matrix can be found from the product of rotation matrices from each octahedron

$$C_{ac} = C_{ab} C_{cb}^T$$

(28)

where

$$C_{ab} = \begin{bmatrix} b_x & b_y & b_z \end{bmatrix}, \quad C_{cb} = \begin{bmatrix} b_{xc} & b_{yc} & b_{zc} \end{bmatrix},$$

$$b_x = \frac{l_1}{||l_1||}, \quad b_y = b_x^x b_x, \quad b_{xc} = \frac{l_{1c}}{||l_{1c}||}, \quad b_{yc} = b_{zc}^x b_{zc}$$

Special Case: Symmetric Octahedra

The result in (24) can be applied to the special case where the octahedra are symmetric, namely $a = d$, $b = c$, $\Delta_1 = \Delta_4$, and $\Delta_2 = \Delta_3$. With equal geometry on each octahedron, the petal equation in (9) need only be solved once. The general displacement solution in (24) reduces to

$$d = 2 u_1^T b_z b_z$$

(29)

which confirms the assertion by Miura et al. (1984) that the displacement vector is perpendicular the actuator plane.

Numerical Example

A tapered VGT was considered in the following numerical example. The lower two member lengths $l_{t1}$ and $l_{t2}$ were both set to 0.75m. A taper ratio $t_r$ of 2 was selected, resulting in $l_{t3} = 0.7806m$ and $l_{t4} = 0.375m$ from the stowed constraint in (11). Joint offsets were set to 5cm, and the actuator lengths were selected as follows: $l_1 = 1.3m$, $l_2 = 1.2m$, and $l_3 = 1.1m$. The direct solution to the lower and upper petal equations yielded eight real solutions each, giving a total of 64 possible assemblies of the manipulator. The petal angles are given in the following table, and six selected assemblies are depicted in Figure 4. (The $n:m$ solution denotes the $n$-th lower and $m$-th upper petal angle solution.)
Figure 4: Tapered VGT, selected real solutions: a) 2:2, b) 2:4, c) 2:6, d) 1:2, e) 5:2, f) 6:2

<table>
<thead>
<tr>
<th>Lower Octahedron Real Solutions (deg)</th>
<th>Upper Octahedron Real Solutions (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>$\theta_1$</td>
</tr>
<tr>
<td>-----</td>
<td>------------</td>
</tr>
<tr>
<td>1</td>
<td>20.846</td>
</tr>
<tr>
<td>2</td>
<td>41.633</td>
</tr>
<tr>
<td>3</td>
<td>76.706</td>
</tr>
<tr>
<td>5</td>
<td>-20.846</td>
</tr>
<tr>
<td>7</td>
<td>-76.706</td>
</tr>
</tbody>
</table>
Conclusions

An analysis of the forward kinematics of a general octahedral variable-geometry-truss has been presented. The kinematic model featured two items of importance for robotics considerations: non-equal octahedral geometry and joint offsets. The petal angle equations for the manipulator were formulated and analyzed. Both the indirect (iterative) and direct solutions were examined for the petal angles. It was found that there exists a maximum of 256 kinematic assemblies given one set of actuator lengths. Numerical results illustrated a tapered VGT with a total of 64 solutions.
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ANALYTICAL DETERMINATION OF THE INTERSECTIONS OF TWO COUPLER-POINT CURVES GENERATED BY TWO FOUR-BAR LINKAGES
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Abstract. The paper presents the analytical determination of the intersections of two coupler-point curves generated by two distinct four-bar linkages. After devising a suitable set of three compatibility equations, and performing algebraic elimination, a final polynomial equation of eighteenth order with only one unknown is obtained whose roots represent the sought-for intersections. As a result, two coupler-point curves cross each other, in the complex field, at eighteen points. The contribution is aimed at further delineating the analytical properties of four-bar linkage coupler-point curves. A case study is finally reported.

INTRODUCTION

Despite its structural simplicity, the planar four-bar linkage has been, and still is, a topical subject in kinematics. The reason can be ascribed to the fact that such a linkage, other than being very common in practice, is not so intricate as to prevent some kind of dimensional synthesis to be solved even in analytical terms.

As is known, dimensional synthesis of mechanisms represents one of the more demanding issues in kinematics. That is why, in most cases, it can only be solved numerically via optimization techniques. For the four-bar linkage, instead, kinematicians early began to develop analytical methodologies for tackling some canonical problems of dimensional synthesis. Such methodologies entailed deep knowledge of a number of geometrical loci intimately related to the kinematic features of the four-bar linkage. The properties of these loci were extensively investigated and classified, as can be traced out in every good treatise of theoretical kinematics (Hartenberg and Denavit, 1964; Hunt, 1978; Bottema and Roth, 1979; Sandor and Erdman, 1984). Moreover, those very properties have now and then been exploited in more recent studies that, focusing on new problems of synthesis (Blechschmidt and Uicker, 1986; Ting and Wang, 1991), try to solve them by more sophisticated means than the "brute force" of numerical optimization.

Among the above mentioned loci, a prominent role is played by the coupler-point curve, i.e., the trajectory a given point belonging to the coupler traces on a plane fixed to the frame. It is well known that, in terms of x-y cartesian coordinates, the coupler-point curve is
represented by a polynomial equation of the sixth order, i.e., a sextic (see, for instance, Hunt, 1978). Moreover, the coupler-point curve is tricircular, which means that it passes through each of the two circular points at infinity three times. Additional properties of the coupler-point curve - such as freedom, class, deficiency, and number of double points - can be found in any of the above referred kinematics treatises.

The present paper is aimed at enriching the gamut of known properties concerning the coupler-point curve of the four-bar linkage by assessing the number of points where two coupler-point curves - ascribable to two distinct four-bar linkages - intersect each other.

In a previous paper (Innocenti, 1993a) the number of intersections was assessed at eighteen as a side result of the position analysis of a 7-link Assur kinematic chain. This paper corroborates that estimate by the development of a specific procedure. First, a set of three equations representing the necessary and sufficient conditions so that two coupler-point curves intersect, is devised. Then, by a single-step elimination scheme, two out of the three unknowns are dropped. As a result, a final polynomial equation of eighteenth order, free of extraneous solutions, is obtained whose eighteen roots represent, in the complex field, as many intersections of the coupler-point curves.

Finally, a case study shows application of the new procedure.

**THE KINEMATIC MODEL**

In this section, a set of three transcendental equations is contrived as representing the necessary and sufficient conditions so that two coupler-point curves intersect each other.

With reference to Fig. 1, two four-bar linkages $A_1B_1P_1Q_1$ and $A_2B_2P_2Q_2$ are given in

![Image](image-url)  
**Fig. 1** - Two four-bar linkages describing two coupler-point curves.
terms of lengths $a_j$, $b_j$, $e_j$, $f_j$, angles $\alpha_j$, and coordinates of points $A_j$ and $B_j$ ($j=1,2$) in an arbitrary reference system $Oxy$ fixed to the frame (note that, due to subsequent convenience, the description of the geometry of the couplers is not consistent). Points $W_1$ and $W_2$ generate the trajectories $\tau_1$ and $\tau_2$ whose intersections are to be determined.

Figure 2 represents the four-bar linkages with points $W_1$ and $W_2$ superimposed at $W$, a generic intersection of $\tau_1$ and $\tau_2$. It can easily be verified that the problem of finding all intersections of $\tau_1$ and $\tau_2$ is equivalent to determining all assembly configurations of the 7-link structure represented in Fig. 2, where links $P_jQ_jW$ ($j=1,2$) are to be considered as joined at $W$ by a revolute pair.

The assemblage of the 7-link structure of Fig. 2 can in turn be tackled by temporarily removing binary links $B_1Q_1$, $A_2P_2$, and $B_2Q_2$ (see Fig. 3) and looking for the configurations of the resulting three-degree-of-freedom serial open chain that prove able to place points $Q_1$, $P_2$, and $Q_2$ at distances respectively equal to $b_1$, $a_2$, and $b_2$ from points $B_1$, $A_2$, and $B_2$. Hence the compatibility equations for assembly of the structure represented in Fig. 2 are:

\[(Q_1-P_1) + (P_1-A_1) - (B_1-A_1)]^2 = b_1^2 \quad (1a)\]
\[(P_2-W) + (W-P_1) + (P_1-A_1) - (A_2-A_1)]^2 = a_2^2 \quad (1b)\]
\[(Q_2-W) + (W-P_1) + (P_1-A_1) - (B_2-A_1)]^2 = b_2^2 \quad (1c)\]

where vectors are denoted as point differences, and the square of a vector stands for the scalar product of the vector by itself.

In order to parametrize the generic configuration of the serial chain, angles $\theta_0$, $\theta_1$, and $\theta_2$ are introduced (see Fig. 3), representing respectively the orientation of links $A_1P_1$, $P_1Q_1W$, $P_1Q_2W$. 

![Fig. 2 - Two four-bar linkages joined at a coupler-point.](image)
and \( P_2Q_2W \) with respect to the positive \( x \)-axis of reference system \( Oxy \). Angles \( \theta_0, \theta_1, \) and \( \theta_2 \) are positive if a counterclockwise rotation is needed to superimpose the positive \( x \)-axis of \( Oxy \) on vectors \( (P_1-A_1), (Q_1-P_1), \) and \( (P_2-W) \) respectively.

Holding the above-stated conventions, the variable vectors appearing on the left-hand sides of equations (1) admit of the following expressions when referred to \( Oxy \):

\[
\begin{align*}
(P_1-A_1) &= \mathbf{a}_1 \cdot (c_0, s_0)^T \\
(Q_1-P_1) &= \mathbf{e}_1 \cdot (c_1, s_1)^T \\
(P_2-W) &= \mathbf{e}_2 \cdot (c_2, s_2)^T \\
(W-P_1) &= \mathbf{f}_1 \cdot (u_1 \cdot c_1 - v_1 \cdot s_1, v_1 \cdot c_1 + u_1 \cdot s_1)^T \\
(Q_2-W) &= \mathbf{f}_2 \cdot (u_2 \cdot c_2 - v_2 \cdot s_2, v_2 \cdot c_2 + u_2 \cdot s_2)^T
\end{align*}
\]  

where \( T \) is the transposition operator, and

\[
\begin{align*}
c_j &= \cos \theta_j; \quad s_j = \sin \theta_j \quad (j=0,1,2) \\
u_j &= \cos \alpha_j; \quad v_j = \sin \alpha_j \quad (j=1,2)
\end{align*}
\]  

By substituting relations (2) and (3) into equations (1), the following conditions can be obtained:
\[ \sum_{i,j=0,2} l_{ij} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \cdot s_{1}^{j} \cdot c_{1}^{q(j)} = 0 \]  
(4a)

\[ \sum_{i,j,k=0,2} m_{ijk} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \cdot s_{1}^{j} \cdot c_{1}^{q(j)} \cdot s_{2}^{k} \cdot c_{2}^{q(k)} = 0 \]  
(4b)

\[ \sum_{i,j,k=0,2} n_{ijk} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \cdot s_{1}^{j} \cdot c_{1}^{q(j)} \cdot s_{2}^{k} \cdot c_{2}^{q(k)} = 0 \]  
(4c)

where angles \( \theta_{j} \) (\( j=0,1,2 \)) are to be regarded as unknowns. In expressions (4), the following positions have been adopted:

\[ p(i) = (i \mod 2); \quad q(i) = \lfloor i - p(i) \rfloor / 2 \]  
(5)

where \( (i \mod 2) \) means the remainder of the division of integer \( i \) by 2. Moreover, since coefficients \( l_{ij}, m_{ijk}, n_{ijk} \) (\( i,j,k=0,1,2 \)) can be computed directly basing on the given geometry of the four-bar linkages, they are to be considered as known. Their expressions are here omitted for the sake of conciseness.

Transcendental equations (4) represent a set of necessary and sufficient conditions for intersection of coupler-point curves \( \tau_{1} \) and \( \tau_{2} \).

**SOLUTION PROCEDURE**

In order to find all solutions of equation set (4), two out of the three unknowns, say \( \theta_{1} \) and \( \theta_{2} \), are eliminated by the single step procedure which was independently conceived by Lin et al. (1992) and Innocenti (1993b). Since such a procedure is algebraic, equations (4) must be first transformed so that their dependence on \( \theta_{1} \) and \( \theta_{2} \) becomes algebraic.

Substitution of \( \theta_{1} \) and \( \theta_{2} \)

The well-known identities

\[ c_{j} = (1 - t_{j}^{2}) / (1 + t_{j}^{2}); \quad s_{j} = 2 \cdot t_{j} / (1 + t_{j}^{2}) \]  
(6)

where \( t_{j}=\tan(\theta_{j}/2) \), are substituted for \( j=1,2 \) throughout equations (4). After rationalization, the following expressions are obtained:

\[ \sum_{i,j=0,2} l_{ij} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \cdot t_{i}^{j} = 0 \]  
(7a)

\[ \sum_{i,j,k=0,2} m_{ijk} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \cdot t_{i}^{j} \cdot t_{2}^{k} = 0 \]  
(7b)
\[ \sum_{i,j,k=0,1,2} N_{ijk} \cdot s_0^{p(i)} \cdot c_0^{q(i)} \cdot t_1^j \cdot t_2^k = 0 \]  
\[ \text{(7c)} \]

Coefficients \( L_{ij} \), \( M_{ijk} \), \( N_{ijk} \) (\( i,j,k=0,1,2 \)) of equations (7) depend on coefficients \( l_{ij} \), \( m_{ijk} \), \( n_{ijk} \) (\( i,j,k=0,1,2 \)) of equations (4), hence they too can be considered as known quantities.

Equation set (7) might not be equivalent to equation set (4), because rationalization has been necessary in order to attain a polynomial form in \( t_1 \) and \( t_2 \). Since rationalization required multiplication by either or both quantities \((1 + t_1^2)\) and \((1 + t_2^2)\), it is necessary to verify whether those factors vanish for some of the solutions of equation set (7). Should this be the case, those solutions must be considered as extraneous, and discarded.

Actually, equation set (7) does contain a couple of extraneous solutions. The remainder of the present subsection is devoted to their identification. It can be easily proved that extraneous roots arise only when the following two conditions are simultaneously satisfied:

\[ 1 + t_1^2 = 0 \]  
\[ 1 + t_2^2 = 0 \]  
\[ \text{(8a)} \]  
\[ \text{(8b)} \]

Holding these conditions, and after rationalizing, only the terms of equation (4a) that contain unknown \( \theta_1 \), and only the terms of equations (4b) and (4c) that contain both \( \theta_1 \) and \( \theta_2 \) do persist. Hence the special forms of equations (7) under conditions (8) are

\[ \sum_{i=0,2;j=1,2} l_{ij} \cdot s_0^{p(i)} \cdot c_0^{q(i)} \cdot (2 \cdot t_1)^{p(j)} \cdot 2^{q(j)} = 0 \]  
\[ \text{(9a)} \]

\[ \sum_{i=0,2;j,k=1,2} m_{ijk} \cdot s_0^{p(i)} \cdot c_0^{q(i)} \cdot (2 \cdot t_1)^{p(j)} \cdot 2^{q(j)} \cdot (2 \cdot t_2)^{p(k)} \cdot 2^{q(k)} = 0 \]  
\[ \text{(9b)} \]

\[ \sum_{i=0,2;j,k=1,2} n_{ijk} \cdot s_0^{p(i)} \cdot c_0^{q(i)} \cdot (2 \cdot t_1)^{p(j)} \cdot 2^{q(j)} \cdot (2 \cdot t_2)^{p(k)} \cdot 2^{q(k)} = 0 \]  
\[ \text{(9c)} \]

where the identity \((1 - t_j^2) = 2, i=1,2,(\text{see equations (8)})\) has been taken into account. Now the actual expressions of the coefficients involved in equations (9) in terms of the geometry of the four-bar linkages are considered, thus obtaining from (9):

\[ a_1 \cdot (c_0 + s_0 \cdot t_1) - [(B_1 \cdot A_1)_x + (B_1 \cdot A_1)_y \cdot t_1] = 0 \]  
\[ \text{(10a)} \]

\[ f_1 \cdot e_2 \cdot [(u_1 - v_1 \cdot t_1) + (v_1 + u_1 \cdot t_1) \cdot t_2] = 0 \]  
\[ \text{(10b)} \]

\[ f_1 \cdot f_2 \cdot [(u_1 - v_1 \cdot t_1) \cdot (u_2 - v_2 \cdot t_2) + (v_1 + u_1 \cdot t_1) \cdot (v_2 + u_2 \cdot t_2)] = 0 \]  
\[ \text{(10c)} \]

In equation (10a), the subscript \( x \) or \( y \) beside a vector means selection of the \( x \) or \( y \) component of that vector.

If \((f_1 \cdot e_2 \cdot f_2) \neq 0\), which is by far the most frequent case, equations (10b) and (10c) are satisfied only when \( t_1 = t_2 = \sqrt{-1} \) or \( t_1 = t_2 = -\sqrt{-1} \). Correspondingly, equation (10a) provides
the extraneous solutions in terms of angle $\theta_0$:

\begin{align}
a_1 \cdot [c_0 + s_0 \cdot \sqrt{(-1)}] - [(B_1-A_1)_x + (B_1-A_1)_y \cdot t_1 \cdot \sqrt{(-1)}] &= 0 \\
a_1 \cdot [c_0 - s_0 \cdot \sqrt{(-1)}] - [(B_1-A_1)_x - (B_1-A_1)_y \cdot t_1 \cdot \sqrt{(-1)}] &= 0
\end{align}

(11a) \hspace{1cm} (11b)

By multiplying side by side equations (11), one can obtain:

\begin{align}
2 \cdot a_1 \cdot [(B_1-A_1)_x \cdot c_0 + (B_1-A_1)_y \cdot s_0] - a_1^2 - (B_1-A_1)^2 &= 0 \\
or, in terms of $t_0 = \tan(\theta_0/2)$:

\begin{align}
[a_1^2 + (B_1-A_1)^2 + 2 \cdot a_1 \cdot (B_1-A_1)_x \cdot t_0^2 - 4 \cdot a_1 \cdot (B_1-A_1)_y \cdot t_0 + \\
[a_1^2 + (B_1-A_1)^2 - 2 \cdot a_1 \cdot (B_1-A_1)_x] &= 0
\end{align}

(12) \hspace{1cm} (13)

Equation (13) provides all extraneous solutions of equation set (7) in terms of $t_0$ values.

Elimination of $t_1$ and $t_2$

Unknowns $t_1$ and $t_2$ are now eliminated from equation set (7) by a single-step procedure that, as shown in (Innocenti, 1993b), does not of itself introduce extraneous solutions. Since equation set (7) does contain a couple of extraneous solutions (see equation (13)), what can be expected as a result of elimination is an equation in the only unknown $\theta_0$ that contains, besides the right solutions, the couple of extraneous roots provided by equation (13).

According to the procedure explained in (Innocenti, 1993b), the eliminant of equations (7) can be computed as the determinant of the following 16x16 matrix $D$:

\begin{equation}
D =
\begin{bmatrix}
E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 & E_2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 & E_1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & E_0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
F_{00} & F_{10} & F_{20} & 0 & F_{01} & F_{11} & F_{21} & 0 & F_{02} & F_{12} & F_{22} & 0 & 0 & 0 & 0 & 0 \\
0 & F_{00} & F_{10} & F_{20} & 0 & F_{01} & F_{11} & F_{21} & 0 & F_{02} & F_{12} & F_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & F_{00} & F_{10} & F_{20} & 0 & F_{01} & F_{11} & F_{21} & 0 & F_{02} & F_{12} & F_{22} & 0 \\
0 & 0 & 0 & 0 & 0 & F_{00} & F_{10} & F_{20} & 0 & F_{01} & F_{11} & F_{21} & 0 & F_{02} & F_{12} & F_{22} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & F_{00} & F_{10} & F_{20} & 0 & F_{01} & F_{11} & F_{21} & 0 & F_{02} & F_{12} & F_{22} \\
G_{00} & G_{10} & G_{20} & 0 & G_{01} & G_{11} & G_{21} & 0 & G_{02} & G_{12} & G_{22} & 0 & 0 & 0 & 0 & 0 \\
0 & G_{00} & G_{10} & G_{20} & 0 & G_{01} & G_{11} & G_{21} & 0 & G_{02} & G_{12} & G_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & G_{00} & G_{10} & G_{20} & 0 & G_{01} & G_{11} & G_{21} & 0 & G_{02} & G_{12} & G_{22} & 0 \\
0 & 0 & 0 & 0 & 0 & G_{00} & G_{10} & G_{20} & 0 & G_{01} & G_{11} & G_{21} & 0 & G_{02} & G_{12} & G_{22} & 0
\end{bmatrix}
\end{equation}

where:
\[ E_j = \sum_{i=0,2} L_{ij} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \quad (j=0,1,2) \]  
\[ F_{jk} = \sum_{i=0,2} M_{ijk} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \quad (j,k=0,1,2) \]  
\[ G_{jk} = \sum_{i=0,2} N_{ijk} \cdot s_{0}^{p(i)} \cdot c_{0}^{q(i)} \quad (j,k=0,1,2) \]

As a consequence, the following equation

\[ \det D = 0 \]

represents the result of eliminating unknowns \( t_1 \) and \( t_2 \) from the equation set (7).

### The Final Equation

If coefficients \( L_{ij} \), \( M_{ijk} \), and \( N_{ijk} \) \((i,j,k=0,1,2)\) were arbitrary quantities, one would expect the substitution of relations (15) and (14) into equation (16) to lead to an equation containing, at worst, terms so involved as \( s_{0} \cdot c_{0}^{15} \) and \( c_{0}^{16} \). However, the above-mentioned coefficients, likewise coefficients of equations (4) from which they derive, are not completely independent. Accordingly, some reduction in complexity might be possible.

Actually, direct computation shows that expansion of equation (16) results in the following condition:

\[ \sum_{i=0,20} H_{i} \cdot t_{0}^{i} = 0 \]  
\[ (17) \]

where coefficients \( H_{i} \) \((i=0,\ldots,20)\) are functions of the geometry of the couple of four-bar linkages only.

If positions (6) for \( j=0 \) are inserted into equation (17), one can obtain:

\[ \sum_{i=0,20} h_{i} \cdot t_{0}^{i} = 0 \]  
\[ (18) \]

where coefficients \( h_{i} \) \((i=0,\ldots,20)\) are functions of coefficients \( H_{i} \) only.

Equation (18) still contains the couple of extraneous roots implicitly defined by equation (13). If the left-hand side of equation (18) is divided by the left-hand side of equation (13), the following final polynomial equation is obtained

\[ \sum_{i=0,18} r_{i} \cdot t_{0}^{i} = 0 \]  
\[ (19) \]

which is free from extraneous roots, and whose coefficients \( r_{i} \) \((i=0,\ldots,18)\) depend on the geometry of the four-bar linkages only. Equation (19) provides eighteen roots for \( t_{0} \) in the
complex field.

**Back Substitution**

For every root $t_{0i}$ ($i=1,\ldots,18$) of equation (19), the corresponding value $\theta_{0i}$ for $\theta_0$ can be computed. Furthermore, matrix $D$ expressed by relation (14) can be considered (Innocenti, 1993b) as the coefficient matrix of a homogeneous linear system, which is surely endowed with a nontrivial solution vector (see equation (16)). The ratios of the second and fifth components of the solution vector to the first component provide the values $t_{1i}$ and $t_{2i}$ for $t_1$ and $t_2$ respectively. Hence also values $\theta_{1i}$ and $\theta_{2i}$ for $\theta_1$ and $\theta_2$ are determined.

As a consequence, for every root of equation (19) an assembly configuration of the structure represented in Fig. 2 is found, and also the position of point $W$ is determined (see equations (2a) and (2d)). This proves that the number of intersections of two coupler-point curves generated by two distinct four-bar linkages amounts - in the complex field - to eighteen.

**NUMERICAL EXAMPLE**

With reference to Fig. 1, two four-bar planar linkages are considered as having the following dimensions (lengths are given in arbitrary length unit, while angles are measured in radians):

- $A_1 = (0.,0.)$
- $B_1 = (2.,0.5)$
- $a_1 = 1.975$
- $b_1 = 2.11$
- $e_1 = 1.93$
- $f_1 = 3.355$
- $\alpha_1 = 0.775$

- $A_2 = (0.55,1.2)$
- $B_2 = (-1.342,0.41)$
- $a_2 = 2.19$
- $b_2 = 2.108$
- $e_2 = 2.33$
- $f_2 = 2.577$
- $\alpha_2 = 0.824$

Figure 4 represents the resulting coupler-point curves in reference system $Oxy$. Both curves are unicursal because the four-bar linkages are of non-Grashof type (Hunt, 1978). Due to the particular geometry here considered, all eighteen intersections are real. The coordinates in $Oxy$ of each intersection point $W$ are listed in Table 1, together with the corresponding locations of points $P_1$, $Q_1$, $P_2$, and $Q_2$. The numeration of intersection points in Fig. 4 and Table 1 is consistent.

**REMARKS**

Coupler-point curves of planar four-bar linkages are sextics and - according to Bezout’s theorem - should intersect at $6\times6=36$ points in the complex field (including points at infinity, and counting each intersection with its own multiplicity). However, the foregoing proves that the actual number of finite intersections is eighteen, which means that as many as eighteen intersections go to infinity.

This result is not self-evident: as a matter of fact, any coupler-point curve satisfies three times each of the two circular points at infinity (Hunt, 1978), which implies that two coupler-
point curves should cross each other no less than three times at the above-mentioned circular points at infinity. This would account for an upper bound of 36-2\times3 = 30 finite intersections. Actually, what happens is that two coupler-point curves intersect nine times at each of the circular points at infinity, which accounts for a set of eighteen finite intersections.

A final remark relates the number of intersections of two coupler-point curves generated by distinct points belonging to the same coupler: it has been verified that such a number amounts to fourteen.

CONCLUSIONS

The determination of all intersections of two coupler-point curves traced out by two distinct planar four-bar linkages, is presented. The analysis, performed in analytical form by an original procedure, results in an eighteenth-order polynomial equation whose eighteen roots represent, in the complex field, as many intersections of the considered coupler-point curves.

The contribution widens the set of known properties pertaining to the sextic generated by a coupler-point of a four-bar linkage.

A numerical example is finally reported.
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Table 1. Coordinates of points W, P₁, Q₁, P₂, and Q₂ in reference system Oxy.

<table>
<thead>
<tr>
<th>#</th>
<th>W</th>
<th>P₁</th>
<th>Q₁</th>
<th>P₂</th>
<th>Q₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0478676553</td>
<td>-1.6140878759</td>
<td>0.2420559439</td>
<td>-1.388757233</td>
<td>0.4572798983</td>
</tr>
<tr>
<td>2</td>
<td>0.8771218818</td>
<td>1.8144582660</td>
<td>2.7259091679</td>
<td>-1.0514144729</td>
<td>0.4894895677</td>
</tr>
<tr>
<td>3</td>
<td>-1.3828396355</td>
<td>-1.4048246504</td>
<td>-0.453662532</td>
<td>-1.0132217743</td>
<td>0.7620787697</td>
</tr>
<tr>
<td>4</td>
<td>-1.1582848156</td>
<td>-1.5478672410</td>
<td>-0.0464407875</td>
<td>-1.1138727999</td>
<td>0.7659184793</td>
</tr>
<tr>
<td>5</td>
<td>-1.1495624053</td>
<td>1.8676185210</td>
<td>1.2181941599</td>
<td>-1.170522656</td>
<td>0.7658847288</td>
</tr>
<tr>
<td>6</td>
<td>0.0150379424</td>
<td>0.6423597589</td>
<td>2.4598162231</td>
<td>-0.2202241883</td>
<td>0.3855733989</td>
</tr>
<tr>
<td>7</td>
<td>0.7146932960</td>
<td>-1.119535300</td>
<td>0.7650278989</td>
<td>-1.3965218095</td>
<td>0.0713808243</td>
</tr>
<tr>
<td>8</td>
<td>0.8630183358</td>
<td>-0.9796124843</td>
<td>0.9062124056</td>
<td>0.4934126806</td>
<td>-1.281901483</td>
</tr>
<tr>
<td>9</td>
<td>2.190510614</td>
<td>-1.7149298471</td>
<td>-1.3043637932</td>
<td>3.3892687992</td>
<td>2.5171431295</td>
</tr>
<tr>
<td>10</td>
<td>2.330912758</td>
<td>1.6670480067</td>
<td>0.0191023841</td>
<td>3.1038363157</td>
<td>2.0863142325</td>
</tr>
<tr>
<td>11</td>
<td>2.8820163276</td>
<td>0.8912629152</td>
<td>2.7964396061</td>
<td>1.7972245607</td>
<td>0.3933008239</td>
</tr>
<tr>
<td>12</td>
<td>-1.2811287219</td>
<td>-1.7624628836</td>
<td>-1.4539150324</td>
<td>3.0017476449</td>
<td>1.6068270764</td>
</tr>
<tr>
<td>13</td>
<td>-1.1679011257</td>
<td>1.8644131900</td>
<td>0.0403201540</td>
<td>1.1590290771</td>
<td>0.6773728784</td>
</tr>
<tr>
<td>14</td>
<td>-0.8423642463</td>
<td>0.6516045250</td>
<td>1.2821476212</td>
<td>-0.9036120325</td>
<td>1.0148120028</td>
</tr>
<tr>
<td>15</td>
<td>-0.4293086474</td>
<td>1.8215937150</td>
<td>-0.1048913858</td>
<td>-1.472061199</td>
<td>-2.9039506444</td>
</tr>
<tr>
<td>16</td>
<td>1.7534922640</td>
<td>0.7631635409</td>
<td>0.6467387270</td>
<td>0.3589453816</td>
<td>-1.0056179514</td>
</tr>
<tr>
<td>17</td>
<td>-1.4134014700</td>
<td>1.7418507384</td>
<td>-0.0139044644</td>
<td>-1.4273858001</td>
<td>-3.3150359081</td>
</tr>
<tr>
<td>18</td>
<td>1.7005820711</td>
<td>1.9542752904</td>
<td>0.5034272019</td>
<td>1.5789898562</td>
<td>-0.2793735287</td>
</tr>
<tr>
<td></td>
<td>-3.0600297231</td>
<td>0.2853648352</td>
<td>-0.9874037313</td>
<td>-0.7332045613</td>
<td>-1.4105738059</td>
</tr>
</tbody>
</table>
Fig. 4 - Two coupler-point curves intersecting at eighteen real points.
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Abstract

Discussed in this paper is a method for the automatic generation of symbolic equations for multiple-loop mechanisms whose kinematics can be solved in closed form. The method is based on geometric and topological properties of the system which are invariant to coordinate transformations. It focuses on the treatment of the individual multibody loops as transmission elements which encompass the solution of the local nonlinear constraint equations and which can be assembled by linear equations to yield general mechanisms. The global processing is obtained as a combination of algorithms for generating the local kinematics of the individual loops, detecting a suitable set of independent loops, and finding an optimal "solution flow" in the resulting kinematical block-diagram which represents the order in which the equations are to be solved. An example processed by the current implementation of the method with the symbolic-computation language Mathematica illustrates the basic ideas and the scope of the approach.

1 Introduction

Symbolical solutions of kinematics have several advantages, among which are high efficiency, determinism in computation time and high precision. Such solutions exist for many technical applications, such as vehicle dynamics, robotics and mechanism theory, including the spatial case (Hiller et al. 1986).

For single-loop mechanisms, which imply also the problem of inverse kinematics in robotics, there has been strong research in this direction, yielding a great spectrum of solution methods, from fully-automatic schemes for picking out a suitable set of equations out of a large set of equations obtained by re-ordering the algebraic equations of closure (Mehner 1990) to pre-processed schemes in which particular solutions for the most general cases of robot configurations are parameterized (Paul and Zhang 1986, Lloyd and Hayward 1988). Also, some authors have described the general geometric criteria which must be fulfilled for the existence of closed-form solutions in single-loop systems (Heiß 1987, Woernle 1988). These criteria are of great importance, because they enable the experienced kinematician to find by simple inspection particular solutions which are generally more efficient than those generated by purely algebraic computation schemes (Hunt 1986). Recently, a method was developed for combining the geometric criteria with the algebraic procedure,
yielding a very compact algorithm suited for detecting and generating closed-form solutions of general single-loop spatial mechanisms (Kecskeméthy and Hiller 1992). A similar method was also proposed by Fanghella 1988.

For the general spatial multiple-loop case, there has not been must research along these lines. As a consequence, it is still customary to apply iterative methods (e.g. Uicker et al. 1964) when multiple-loops arise, even though in many industrial applications, especially in robotics and mechanism design, closed-form solutions exist. The idea of the present paper is to dissect a general multiple-loop mechanism into a system of coupled single-loop mechanisms, as explained in Hiller and Kecskeméthy 1989. Then, it is possible to apply the well-known algorithms for solving single-loop mechanisms to the individual loops, and the overall kinematics are obtained by simple concatenation of these solutions.

Section 2 discusses the method adopted here for the generation of symbolical equations of a single loop, while Section 3 addresses the problem of selecting a suitable set of multibody loops, to which this algorithm for single-loop mechanisms can be applied. Then, one only needs to state the coupling equations between the loops and to specify orientations for the edges of the resulting block-diagram, called the solution flow, as described in Section 4 and Section 5, respectively. This yields a set of explicitly resolvable equations for the cases where closed-form solutions exist.

### 2 Recognizing Closed-Form Solutions in a Single Loop

A single multibody loop can be modeled as a sequence of homogeneous transformations $A_i$, $i = 1, \ldots, n$, between reference frames $\mathcal{K}_{i-1}$ and $\mathcal{K}_i$, respectively, such that $\mathcal{K}_n \equiv \mathcal{K}_0$ (Fig. 1), i.e. such that the closure condition

$$A_1 A_2 \cdots A_n = I_4 .$$

is fulfilled.

![Figure 1: Basic structure of a loop](image1)

![Figure 2: Grouping of Transformations](image2)

The homogeneous transformation matrices $A_i$ are constant transformations for rigid links and variable transformations for joints, and have the structure

$$A_i = \begin{bmatrix} i-1 R_i & i-1 \Sigma_i \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} \rho_{11} & \rho_{12} & \rho_{13} & \tau_1 \\ \rho_{21} & \rho_{22} & \rho_{23} & \tau_2 \\ \rho_{31} & \rho_{32} & \rho_{33} & \tau_3 \\ 0 & 0 & 0 & 1 \end{bmatrix} ,$$

(2)
where $i^{-1} R_i$ is the orthogonal $3 \times 3$ matrix of rotation transforming vector components from $K_i$ to $K_{i-1}$, and $i^{-1} L_i$ is the radius vector from the origin $O_{i-1}$ of $K_{i-1}$ to the origin $O_i$ of $K_i$ in the decomposition with respect to $K_{i-1}$ (the indices $i$ and $i-1$ have been left out in coefficient-wise notation for better clarity). Thus, from the closure condition twelve non-trivial scalar equations result, of which of course six are dependent because of the orthogonality condition of the rotational part.

For an optimal statement of closure conditions, one tries to find one equation which contains as few unknowns as possible, then a next one containing one unknown more, and so on, until there is a set of equations having as much of a triangular shape as possible for determining the six unknowns of the loop. One way of achieving this is to state all possible alternative forms of the closure condition

$$A_{i+1} \cdots A_{ik} = A_{i+k}^{-1} A_{i+1}^{-1} \cdots A_{i+k}^{-1}$$

where $1 < j < k < n$ and $i_1, \ldots, i_n$ is a cyclic permutation of $1, \ldots, n$, and extract from the resulting set of $12n^2$ equations the ones which are most simple. However, because the number of terms in some of the coefficients of the resulting matrix can grow up to $2^{(n-1)}$, such an approach would not be feasible already for modestly sized loops involving e.g. 10 transformations.

An alternative approach is to group the transformations into four particular sequences $A_I$, $A_{II}$, $A_A$ and $A_B$, where $A_A$ and $A_B$ are characterized by the fact that they are the longest possible sequences of transformations leaving one of the geometric elements point, line, plane or direction invariant (Fig. 2). Let $\xi_A$ and $\xi_B$ denote two such invariant geometric elements. Then, any measurement taken between these two elements will not depend on the transformation sequences $A_A$ and $A_B$ or the unknown variables contained therein, which are thus eliminated. To see this, let the closure condition be re-stated as

$$\hat{A}_B A_{II} \hat{A}_A = A_I^{-1}$$

and let the measurement be represented as a projection operator $\pi(\xi_B, \xi_A; A)$ where $A$ is the homogeneous transformation describing the motion of the reference system holding $\xi_A$ with respect to the reference system holding $\xi_B$. Then, after applying the projection operator to both sides of Eq. (4), one obtains the scalar equation

$$\pi(\xi_B, \xi_A; A_{II}) = \pi(\xi_B, \xi_A; A_I^{-1})$$

which does not depend on the unknowns contained in $\hat{A}_A$ and $\hat{A}_B$.

The recognition of appropriate sequences $\hat{A}_A$ and $\hat{A}_B$ is easy, because transformations leaving any geometric elements invariant conform groups denominated the isotropic subgroups (Olver 1986) of rigid-body motion. Thus, one can first decompose the transformations within the loop into elementary transformations, then put down in a matrix which geometric elements are invariant with respect to the individual transformations and finally search for the longest sequence of contiguous entries to find the largest transformation sequences leaving one geometric element invariant, together with this element. By applying this scheme repeatedly, one obtains expressions for the remaining unknowns in the loop, until no unknowns remain.

The approach is explained in more detail in Kecskeméthy and Hiller 1992. An implementation exists (in Mathematica) which can also handle simple overconstrained cases as e.g. planar and spherical mechanisms or cardan mechanisms.
3 Decomposition of Multiple-Loop Systems into Suitable Sets of Loops

In connected multiple-loop systems, there exist \( n_L = n_B - n_G \) independent loops, where \( n_B \) is the number of bodies (excluding the inertial body) and \( n_G \) is the number of binary joints. The number \( f_y \) of degrees of freedom of the joints plays no role, but it is important that in this context a joint connects exactly two bodies. Thus in the case of multiple joints connecting \( n_B(\mathcal{G}_i) \) bodies, these must be replaced by \( n_B(\mathcal{G}_i)(n_B(\mathcal{G}_i) - 1)/2 \) binary joints for the above formula to apply.

While the number of independent loops is unique, this is not the case for the set of loops itself, as there are infinitely many ways of choosing a suitable set of \( n_L \) loops where no loop results as a combination of the other loops. It is obvious that depending on the choice of loops the kinematics will be more or less simple to solve. Thus, an important task of the processing will be to determine a set of loops which is advantageous for the resolution of the kinematics. A quite heuristic criterion for this purpose is that the loops should be kept as small as possible, where "small" refers to the number of joint coordinates within the loop: as will be shown in Section 4, the sum of degrees of freedom over all loops minus the number of coupling conditions between the loops is an invariant which represents the number of degrees of freedom of the system. Thus if a small loop is replaced by a larger loop, the number of coupling conditions between this loop and the others will increase, and the overall resolution of equations becomes more complicated.

The determination of the smallest set of loops is possible using some results from graph theory. To this end, a graph is built where the vertices correspond to the bodies and the edges correspond to binary joints. A cycle is a set of edges and vertices such that each vertex is connected to an even number of edges. Note that a cycle can embrace more than one multibody loop. We will exclude these cases implicitly. The sum of two cycles \( C \) and \( D \) is defined as their symmetric difference \( C + D = (C \cup D) - (C \cap D) \). The set of cycles in a graph is closed under the operation of addition. A set of cycles is independent if no cycle in this set results from the addition of other cycles in this set. A set of cycles is a basis if any cycle which is not an element of this set can be generated by the sum of some of the cycles in this set.

A special kind of cycle basis is the fundamental cycle set. In a fundamental cycle set, it is possible to find one edge for each cycle such that removal of all of these edges leads to a connected tree, and re-insertion of each of these edges closes exactly one of these cycles, which is the one to which the edge was associated (Horton 1987). This remaining graph is termed the spanning tree of the graph, and the set of removed edges the corresponding cotree (Andrews and Kesavan 1975). Clearly, a cycle basis in which there exists one cycle whose every edge is also part of some other cycle can not be a fundamental cycle basis, because removal of any of the edges of the internal cycle will also open the surrounding cycles. Thus fundamental cycle sets are special cases of cycle bases, and the set of smallest cycles, the minimal cycle basis, needs not always to correspond to a fundamental cycle set.

While polynomial-time algorithms for the determination of minimal cycle bases exist (Hubicka and Syslo 1975, Horton 1987), the problem of determining a fundamental set of minimal cycles is solvable only by trying all possibilities. In the present modeling no requirements have been made that the multibody loops form a fundamental set. Thus it is possible to use the minimal cycle-basis algorithms for determining a suitable set of loops. The algorithm described next for this purpose is a combination of the methods described in Horton 1987 and Hiller and Anantharaman 1989. Its computational effort is roughly \( O(n_B^3) \).
The multi-body system is mapped to a graph where the edges are weighted according to the number of degrees of freedom of the joint. Multiple joints are replaced by their corresponding complete graphs, which result by supplying an edge for every two bodies connected by the joints. These edges are marked especially, allowing to replace them after the determination of loops again by a multiple joint. The algorithm works with a path matrix \( \Sigma \) having elements \( \sigma_{ij} \) expressing the length of the shortest path from vertex \( V_i \) to vertex \( V_j \), and the successor matrix \( \Gamma \) having elements \( \gamma_{ij} \) which denote the successor of the vertex \( V_i \) on the path from \( V_i \) to \( V_j \).

Initially, only the entries related to the existing edges are set in matrices \( \Sigma \) and \( \Gamma \), while all other elements are set to "infinity" and "0", respectively; also, vertices and edges are marked as "unvisited", vertices also as "unfinished"; finally, the vertex corresponding to the root is marked as "visited".

![Figure 3: Extraction of shortest paths](image)

The algorithm now works through the set of all vertices marked as "visited" but also as "unfinished". For each vertex \( V_i \) with these properties, each edge starting at \( V_i \) and marked "unvisited" is regarded; the edge is marked "visited" and now its end vertex \( V_j \) is considered, whereby two situations can occur:

(A) The vertex \( V_j \) is marked "unvisited". Then, set \( \sigma_{\nu j} = \sigma_{\nu i} + \sigma_{ij} \) and \( \gamma_{\nu j} = \gamma_{\nu i} \) for all vertices \( V_\nu \) for which \( \sigma_{\nu i} \neq \text{infinity} \), i.e. for those vertices \( V_\nu \) for which a connection to \( V_i \) already exists; mark the vertex \( V_j \) as "visited" and now its end vertex \( V_j \) is considered, whereby two situations can occur:

(B) The vertex \( V_j \) is "visited". Then, there exist already paths between \( V_i \) and \( V_j \) and the edge connecting \( V_i \) and \( V_j \) is a chord closing one or more loops. Choose the loop resulting from the shortest existing path between \( V_i \) and \( V_j \) (this is the one whose length is stored in \( \sigma_{ij} \) and which can be reconstructed by following the vertices \( i_1 = \gamma_{ij}, i_2 = \gamma_{i_1 j}, \ldots \)). This loop is retained for the minimal cycle basis. Additionally, it must be verified if the edge connecting \( V_i \) and \( V_j \) may shorten existing paths. For this purpose, all already visited vertices \( V_\nu \) and \( V_\mu \) are checked out, comparing (Fig. 3) [1] the existing path length \( \sigma_{\nu \mu} \) with [2] the length of the path from \( V_\nu \) through \( V_i \) and \( V_j \) to \( V_\mu \), and [3] the length of the path from \( V_\nu \) through \( V_j \) and \( V_i \) to \( V_\mu \). From these, the shortest path is retained.
Note that the overall computational effort of the algorithms is determined by the comparison of path lengths in step (B).

4 Determination of Loop-Coupling Conditions

When multiple loops occur, one can take each loop by turn and investigate its local kinematics independently of the rest of the system. Assume that the local kinematics of such a loop has already been solved. Then, six of the joint coordinates will be known as functions of the other \( f_L \) joint coordinates, the same holding also for their respective first and second time derivatives. This yields the model of an individual multibody loop as a nonlinear transmission element denominated “kinematical transformer” which maps \( f_L \) input variables \( q \) to 6 output joint coordinates \( \beta^{exi} \) (Fig. 4).

The joint variables within a loop are denoted by \( \beta_1, \ldots, \beta_{n_\theta(L)} \) when it is not clear which of the coordinates to use as inputs and which as outputs. It is clear that by modeling each loop independently of the others a redundant set of joint coordinates is introduced and that a dependency between the joint coordinates defined in the different loops will result. This dependency can be formulated quite simply if one regards only elementary joints (i.e. prismatic (P), revolute (R) or screw (H) joints) as joints where a coupling can occur. This pre-assumption is not very severe because, as it is known, all technical joints can be decomposed into a sequence of elementary joints. However, it will be allowed that multiple joints \( \mathcal{G} \) connecting \( n_B(\mathcal{G}) \geq 2 \) bodies \( B_i \) occur (Fig. 5).

Now, assume that the joint is part of \( n_L(\mathcal{G}) \) independent loops \( L_i \). Let \( \mu_i \) denote the position of body \( B_i \) in the natural coordinate system of the joint with respect to a given reference point, and \( \beta_k \) a relative joint coordinate defined in loop \( L_k \) describing the relative position of bodies \( B_{i(k)} \) and \( B_{j(k)} \). Each loop connected to the joint introduces a linear equation defining a relative joint coordinate as the difference of the relative position of two of the bodies connected by the joint:

\[
\mu_{i(k)} - \mu_{j(k)} = \beta_k + \alpha_k , \quad k = 1, \ldots, n_L(\mathcal{G}) .
\]
After collecting all of these equations, and supplementing them with an equation for the definition of the reference point within the joint, e.g.

\[ \mu_1 = 0 \]  

(7)
one obtains a system of \( n_L(G) + 1 \) linear equations

\[ P \mu = \hat{\beta} + \hat{\alpha} \]  

(8)
with

\[ \mu = \begin{bmatrix} \mu_1 \\ \vdots \\ \mu_{n_B(G)} \end{bmatrix}, \quad \hat{\beta} = \begin{bmatrix} 0 \\ \beta_1 \\ \vdots \\ \beta_{n_L(G)} \end{bmatrix}, \quad \hat{\alpha} = \begin{bmatrix} 0 \\ \alpha_1 \\ \vdots \\ \alpha_{n_L(G)} \end{bmatrix} \]  

(9)
defining \( \mu \) as linear function of \( \hat{\beta} \). Note that \( P \) is a \((n_L(G) + 1) \times n_B(G)\) matrix, where, in general \((n_L(G) + 1) \neq n_B(G)\). Thus, in order for Eq. (8) to have a solution, it must be ensured that the vector \( \hat{\beta} + \hat{\alpha} \) lies in the range of matrix \( P \). This condition can be expressed with the help of the orthogonal complement \( B \) of \( P \) (Halmos 1987), defined as

\[ B^T P = 0 \]  

(10)
It follows

\[ B^T (\hat{\beta} + \hat{\alpha}) = 0 \]  

(11)
The number of independent columns of matrix \( B \) and thus the number of linear equations which the joint coordinates \( \hat{\beta} \) must fulfill is equal to \( n_L(G) + 1 - r \), where \( r \) is the rank of \( P \). This rank is equal to \( n_B(G) \) minus the increase of the number of connected components resulting from the original system when the joint is removed. Thus, for a 2-connected graph, i.e. one in which at least two joints have to be removed in order for the mechanism to fall into two parts (which is the normal case in mechanism analysis), the rank of \( P \) is \( n_B(G) \) and the number of coupling conditions at a joint can be determined by the formula:

\[ p(G_i) = n_L(G_i) - n_B(G_i) + 1 \]  

(12)
It is interesting to note that matrix \( P \), after removing the first line, can be interpreted as the incidence matrix of a graph whose nodes represent the coordinates \( \mu_i \) and the edges the variables \( \beta_k \) directed from \( \mu_{j(k)} \) to \( \mu_{i(k)} \). Then, matrix \( B^T \) defined by Eq. (10) corresponds just to the cycle matrix of this graph. Thus one can obtain the coupling conditions using the same algorithms as described in Section 3. Note also that from this property it follows directly that the elements of matrix \( B \) are only \(+1, -1, 0\), so that the coupling conditions are just signed sums of joints variables.

It can be shown that the counting rule (12) yields enough coupling conditions between the independently modeled loops so as to allow to assemble them correctly to general systems (Kecskeméthy 1993). Indeed, the following identity holds:

\[ f = \sum_{j=1}^{n_L} f_{L_j} - \sum_{i=1}^{n_{\hat{\alpha}}} p(G_i) \]  

(13)
where $f$ are the global degrees of freedom of the mechanism, $f_{L_j}$ is the local degree of freedom of loop $L_j$, and $n_\mathcal{G}$ denotes the number of joints, including multiple joints. Thus, dissecting a general multibody system into individual loops and then formulating the coupling conditions at the joints yields a system of equations which is equivalent to the traditional methods of multibody kinematic analysis. Eq. (12) plays a role similar to the GRÜBLER-KUTZBACH formula of spatial kinematics.

The conditions of linear coupling derived for elementary joints can be extended to other joints as well, but these joints must fulfill two conditions: (1) it must be ensured that the result of two joint transformations applied in sequence is again a transformation which can be described by the same joint, and (2) the composition of two transformations must be commutative. Property (1) implies that the transformations associated with the joint must be subgroups of rigid-body motion, while property (2) states that these subgroups must be Abelian. Table 1 shows joints of different degrees of freedom $f_\mathcal{G}$ possessing these properties. Besides the elementary joints, these are the cylindrical (C), planar translational (2P) and spatial translational (3P) joints.

<table>
<thead>
<tr>
<th>$f_\mathcal{G}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4–6</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>R, P, H</td>
<td>C, 2P</td>
<td>3P none</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Joints yielding linear coupling conditions

5 Selection of an Appropriate Solution Flow

After having established the independent loops and their couplings, for the remaining problem of determining an appropriate ordering of the global equations one can imagine the individual loops as kinematical transformers which are connected by summing junctions representing the linear coupling equations, and the task is now to find orientations for the edges connecting the loops such that a block diagram results having the following properties (Hiller and Kecskeméthy 1989):

1. The number of external inputs is equal to the number of degrees of freedom of the system.
2. The number of inputs for each multibody loop $L_i$ is equal to the local degree of freedom $f_{L_i}$ of the loop.
3. Each summing junction has exactly one output.
4. There are no closed circuits.
5. The local kinematics of the transformers are recursively solvable.

It is obvious that the complete system of equations is then recursively solvable.

Surprisingly, for many technical applications conditions (1) through (5) can indeed be fulfilled. These systems are termed recursively solvable systems. Systems for which not all conditions can be fulfilled are called non-recursively solvable systems. The most common reason for the appearance of a non-recursively solvable system is that conditions (1) through (4) can not be accomplished. The cases for which condition (5) is violated (e.g. for the general case of a 7R-mechanism) do not occur so often in practice and shall not be regarded here.
A very simple method for finding the appropriate orientation of the edges for the case of recursively solvable systems is to start at the sinks of the system, i.e. where all edges connected to an element can be oriented into the element. Then, after finding such an element and orienting the edges, one removes both the element and the oriented edges and looks for the next sink, and so on. Clearly, the number of allowed input edges for a kinematical transformer is equal to its internal degree of freedom, while the number of allowed input edges for a summing junction equals the number of connections minus one. Also, there will exist branching nodes which have exactly one input. It may happen that after carrying out this algorithm some summing junctions or branching nodes remain which do not have enough inputs: this problem is fixed easily by reversing the direction of an appropriate number of edges pointing out of the element, re-orienting edges only once in order to avoid dead-locks. The resulting oriented block-diagram is denominated the “solution flow”.

As an example of a recursively solvable system, a planar mechanism consisting of four interconnected planar four-bar loops is considered (Fig. 6). The redundant set of relative coordinates includes for each loop four variables. Three of these can be solved as functions of the fourth in closed form, yielding corresponding kinematical transformers. There are three linear assembly equations occurring in the joints $A$, $B$, $C$. A sequence of elements for which unoriented edges can be oriented as described above is: $L_4$, $C$, $L_3$, $L_2$, $B$, $A$, $L_1$. This sequence yields a “solution flow” which obviously is recursive. Thus the constraint equations of this system are solvable in closed form.

An example of a non-recursively solvable system is shown in Fig. 7. The planar mechanism consists of five independent multibody loops which are again four-bar mechanisms. There are four linear assembly equations at the joints $A$, $B$, $C$, $D$. From the corresponding block diagram it is clear that the algorithm described above can not start, because there is no element which has an allowable number of inputs greater than the number of connections. This situation changes when the summing
junction $D$ is removed and an additional input $\dot{q}$ is provided. In this case the system is recursively solvable. The original system results after re-inserting the summing junction $D$, yielding an implicit equation for the determination of the function $\dot{q}(q)$.

6 Example

The theory described above was implemented using the symbolic-computation language Mathematica (Wolfram 1991). As a consequence, it is possible to generate symbolically the kinematical transmission equations for recursively solvable multiple-loop spatial mechanisms in an automatic fashion. This was applied to the model of a mixing unit of the swash plate of a helicopter (Fig. 8). Fig. 9 shows the corresponding kinematical skeleton, from which it is seen that the system consists of $n_B = 14$ moving bodies, numbered $B_1, \ldots, B_{14}$ and $n_G = 20$ joints, numbered $G_1, \ldots, G_{20}$ of which 6 are revolute (R), 6 are spherical (S), 7 are cardanic (T), and 1 is prismatic (P). Thus, $n_L = n_G - n_B = 6$ independent loops are expected. Note that there is one multiple joint consisting of joints $G_{15}$ and $G_{20}$. The overall degree of freedom is $f = 3$.

The first step is to apply the algorithm for finding the smallest loops to the system. After selecting body $B_0$ as the root of the graph, the following cycle basis results (loops are indicated by lists of indices of bodies):

$L_1 = \{11, 15, 13, 10, 6\} \; , \; L_2 = \{11, 14, 12, 10, 6\} \; , \; L_3 = \{1, 3, 8, 13, 10, 6\}$

$L_4 = \{1, 2, 7, 12, 10, 6\} \; , \; L_5 = \{1, 5, 10, 6\} \; , \; L_6 = \{1, 4, 9, 10, 6\}$

These loops are rendered in Fig. 10. Note that all loops contain bodies $B_{10}$ and $B_6$. This is because the revolute joint between them is weighted by just 1, while the cardanic and spherical joints are weighted by 2 and 3, respectively, so all loops try to pass through this joint. Note also that the loops have the local degree of freedom $f_{L_1} = f_{L_2} = f_{L_3} = f_{L_4} = 3 \; , \; f_{L_5} = 1 \; \text{and} \; f_{L_6} = 2$.

After defining the loops, the coupling conditions can be determined quite easily: the multiple joint $G_{15}/G_{20}$ connects 3 bodies and 4 loops, so $p(G_{15}/G_{20}) = 2$, joint
\( G_{10} \) connects 2 bodies and 6 loops, so \( p(G_{10}) = 5 \), joint \( G_5 \) connects 2 bodies and 4 loops, so \( p(G_5) = 3 \), and joint \( G_{11} \) connects 2 bodies and 2 loops by two degrees of freedom, so \( p(G_{11}) = 2 \times 1 = 2 \). All other joints produce no coupling between the loops. Thus the resulting degree of freedom of the system is indeed \( f = 4 \times 3 + 1 + 2 - (2 + 5 + 3 + 2) = 3 \). The result of coupling the loops is shown in Fig. 11. The edges are oriented according to the optimal sequence of resolution, which corresponds in this case to a closed-form solution.

\[ \text{Figure 10: Independent Loops} \quad \text{Figure 11: Block-Diagram} \]

7 Conclusions

The method described in this paper is suited for obtaining symbolical expressions for the kinematics of multiple-loop spatial mechanisms for which closed-form solutions exist. The method is based on geometric and topological properties of the system, thus being independent of coordinate representations. Its main advantage is that the well-known algorithms for the solution of single-loop mechanisms can be fully integrated into the general procedure for treating multiple-loop systems. By the proposed algorithm for finding a minimal cycle basis, the loops to be processed as well as the number of coupling conditions between the loops can be kept to a minimum. This results in compact symbolical solutions. The method can be also used for detecting mechanisms having closed-form solutions, as well as the number of degrees of freedom in spatial mechanisms. This has been verified by an implementation based on the symbolical-computation language Mathematica. Also, the method is being currently extended to cope with the velocity and the acceleration problems.
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Abstract
A modular method for symbolic kinematic modelling of multiloop mechanisms is outlined. For a given mechanism, the method identifies automatically a list of modules for which closure equations can be generated and solved hierarchically. Closed-form solutions can be obtained in many cases of practical interest.

1 Introduction
The problem of kinematic analysis of a rigid-body mechanism, for which the body positions are determined by a set of known holonomic time-independent constraints and driving constraints, involves:
1) choosing a set of variables from which the positions of the mechanism bodies can be easily derived;
2) writing a set of closure equations that are equivalent to the mechanism constraints;
3) finding and executing algorithms for solving the closure equations.

Many choices can be made in mechanism analysis; therefore, for a given mechanism, various sets of closure equations (different in number and type) are obtained according to these choices. The solutions of such sets of equations can be more or less cumbersome and computationally efficient, depending on the equation structures.

There exist two opposite ways of performing kinematic modelling and solving rigid-body mechanisms: general global modelling and modular modelling.
A general global method (for instance, Haug, 1989) implements the following strategy:
1) for each body, a complete set of generalized coordinates is chosen;
2) equations with fixed, predefined structures are written for each constraint (pair, driver or composite constraint) in the mechanism;
3) numerical methods (e.g., Newton-Raphson) are utilized for iterative solution of the equations, using trial values of the generalized coordinates (in this phase, the independence of the equations is also checked by first order approaches).

No check is performed to apply specific modelling-and-solution techniques to different classes of mechanisms; the only exception consists in allowing the user to distinguish between planar and spatial mechanisms. However, for mechanisms made up of planar and spatial subassemblies, a fully spatial modelling is adopted.
A modular method (extensive Refs. in Galletti, 1986; Fanghella and Galletti, 1990) uses a different strategy:
0) subsets of bodies with special structural properties (modules) are recognized;
1) global or relative coordinates are defined for the bodies of each subset;
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2) the closure equations of each module are stated;
3) closed-form or numerical solutions are obtained for each module and propagated to
different modules.

The most important characteristics of a modular method is that the closure equations can
be written and solved separately for each module, in a hierarchical order defined by the
mechanism structure.

A modular method is a special case of the well known analysis methods based on inde­
pendent loops. In fact, a proper choice of independent loops leads naturally to mechanism
modularization and equation uncoupling. Vice versa, equations obtained by a generic
choice of independent loops are usually coupled. Such equations can be reduced, through
a symbolic manipulation, to those obtained directly by a modular method, but, in general,
this simplification is difficult, even when one uses a symbolic mathematical package.

In the following, we show that a computer-aided implementation of step 0) of a modular
method requires a heavy processing of the information describing the mechanism struc­
ture (i.e., topology, geometry, and driver location). Structural properties obtained by this
step can be successfully used also to build closure equations with "particular" structures
that simplify their solutions (for a discussion of "particular" and "general" methods, see
Hunt, 1986). Moreover, as a special case of loop-based methods, a modular method
benefits from using relative coordinates to define the body positions. In this way, it is
possible to develop an optimal approach to the closure of each module in order to obtain
a minimum set of independent decoupled equations. As a result, in many interesting cas­
es, closed-form solutions can be obtained.

A rigorous modular method can be derived in a systematic way. By contrast, limited
heuristic approaches to find subsets of closure equations in echelon form are available,
which lead to such concepts as "weakly or strongly coupled" loops.

Computer-aided implementations of both modular and non-modular methods are feasible.
The non-modular ones are the most widely used (Schielen, 1990). In general, they yield
numerical solutions to multibody kinematics; therefore, they require that the user provide
an initial, well-approximated and constraint-compatible estimate of the position of each
body. This is a difficult task for the user; so, in numerical solutions, convergence prob­
lems may arise from poor initial estimates.

Computer-aided implementations of modular methods for planar linkages were first pre­
sented in the international literature in the early '70s (Bona et al., 1973, Brat and Lederer,
1973), and were further developed in the following decades (Rossi et al., 1981); various
references can be found in Galletti, 1986. Program designers stated that computer pro­
grams require, as input, a description of mechanism modules. Therefore, the program us­
er must find off line, by himself, the modules that make up the mechanism he wants to
analyze; he must include this information in the program. This operation has proved
somewhat easy for mechanism designers, who generally agree this way to input a mecha­
nism description; moreover, as shown by Giannotti and Galletti (1993), very simple inter­
faces and learning supports can be provided to users (Fig. 1). This procedure is made pos­
ible by the small number of modules useful in planar mechanism analysis and by the
fact that designers often perform mechanism synthesis by combining elementary mod­
ules. Figure 1 shows an icon-based interface where a small set of modules, corresponding
to the 5 arrangements of 2 links and 3 pairs (dyads), is presented, together with few more
basic elements (e.g., pivots fixed to the frame).

More difficult problems are involved in spatial mechanisms: open and closed loops can
coexist in a mechanism; many different modules must be used even in basic industrial ap­
plications; modules with different motion characteristics (families) can be simultaneously
present in a mechanism; and, in general, it is difficult for users to identify the modules in
multiloop chains, like those used in robots.
Nevertheless, it is possible to implement a modular approach that, in many cases of practical interest, yields symbolic closed-form closure equations. Such an approach requires only data on the mechanism structure considered: the shapes of the links, the types and connections of the pairs, and the driver locations. No global position information and no numerical preassembling are needed to model a mechanism. Starting from structural information, one can generate a symbolic kinematic model, independently of actual driver values, which are instead necessary to perform a complete kinematic analysis. Closed-form, automated solutions to the inverse problem of serial manipulators have previously been proposed by some researchers (Andrez et al., 1985; Herrera-Bendezu et al., 1988; Halperin, 1991; Rieseler et al., 1991). Our work addresses the more complex case of multiloop chains, which are important to model actuation chains and transmissions in robot mechanisms, and also multiple cooperating arms. The proposed approach aims to develop a software precompiler that transforms the description of a robot into an explicit, closed-form solution of the closure equations.

2 Towards an automatic modular method for spatial mechanisms

A module is a set of constrained rigid bodies that verifies the following assumptions:
- the relative body positions are determined only by the main body dimensions and by constraints among the bodies (both fixed and driving constraints are considered here);
- if one or more bodies are taken from the given set, no modules exist among the remaining bodies.

Therefore, a module is a kinematically determined chain that does not contain any simpler determined kinematic chain. Clearly, this definition is an extension of the concepts of Assur's and Input groups. In this work, only single-loop modules (i.e., single-loop de-
3 Definitions

In order to implement the above steps, in a systematic way, we have developed original concepts, algorithms, and formal definitions of useful entities. Displacement group theory, as proposed by Herve’ (1978), is used both to recognize SLDCs and to obtain closure equations for each of them. Formal definitions are given in a paper by Fanghella and Galletti (1992): simplified definitions are reported here for the reader's convenience.

Displacement group: it is a subgroup of the Euclidean group of rigid transformations.

Set of Invariant Properties, IP: it is the set of geometric properties that do not change under all transformations of a group; IP strictly depends on the form of the transformations of a group. IP can be uniquely defined by means of a small number of representative geo-
metric elements (points and directions).

A spherical pair corresponds to a displacement group with its center point as IP.

Kinematic Constraint, KC: this entity models a holonomic constraint between any two bodies i and j (KC$_{ij}$) in a mechanism, and is defined by the following information:

- the group containing all possible relative displacements between i and j;
- the set of actual invariant properties (IP) of the group, given in reference systems fixed to the links i and j;
- the connectivity, i.e., the number of degrees of freedom of the relative displacement.

Kinematic constraints can be related by composition and intersection operations. Fanghella and Galletti (1991) give a complete implementation of KC operations for single-loop chains: tables, rules and algorithms provide the tools for automatic computation.

Set of Determined Bodies, DB: two possibilities exist:

- a set of links connected by drivers;
- the links of an SLDC; moreover, if a link of the SLDC belongs to another DB, also the links of such a DB are included.

The KCs between any couple of links of a DB are obtained by explicit algorithms. It is possible to show that the connectivities of all KCs in a DB are equal to zero.

DBs are built sequentially, one at a time, during module recognition; at a generic stage, the existing DBs contain all recognized modules. In other words, a DB contains one or more kinematically determined chains.

Single-Loop Generalized Chain, SLGC: given a set of n serial open chains, the i-th chain starts from body $s_i$ and ends with body $e_i$; bodies $e_i$ and $s_{i+1}$, $i=1 \ldots n$, belong to the same DB. The one-loop closed chain $s_1 \ldots e_1 s_2 \ldots e_2 \ldots s_n \ldots e_n s_1$ is an SLGC. It represents one or more linear sequences of bodies connected to one or more sets of modules already recognized.

Single-Loop Determined Chain, SLDC: it is an SLGC with zero mobility, i.e., a module.

Figure 3 shows an example of a single-loop generalized chain (SLGC): here two linear sequences of bodies (one starting from pair A and ending at pair E, and the other starting from pair B and ending at pair F) are connected by three different DBs in order to form a closed loop. A mobility analysis of such a closed chain can be performed by considering the actual pairs of the chain (A, B, C...E, F, G) and the kinematic constraints, KC$_{uv}$ and KC$_{st}$, between the DB links. According to definitions, the connectivities of KC$_{uv}$ and KC$_{st}$ are equal to zero. If the mobility of the SLGC is zero, the following properties hold:

- the SLGC is a single-loop determined chain (SLDC).

![Figure 3 A single loop generalized chain (SLGC) and various sets of determined bodies (DB)]
- the KCs between all couples of links of the SLDC can be computed; they depend only on the links and pairs of the SLDC and on the KCs of the DBs;
- the relative positions of all links and the values of the pair variables of the SLDC are determined by the relative positions of the links of each DB of the SLDC;
- the mobility of any DB and the KCs between its links are not affected by the SLDC;
- the set of all links of the SLDC and of all DBs of the SLDC defines a new DB*.

Therefore, if it is possible to find a set of SLDCs that contains all links and pairs of a mechanism, this is a complete set of independent kinematic loops. Besides, since, by definition, each SLDC can be analyzed separately, following a hierarchical order, the sets of closure equations for different loops can be solved autonomously. In this way, it is possible to obtain a systematic approach to generate a symbolic modular model of a multiloop mechanism.

4 Flow diagram and algorithms for SLDC recognition
The flow diagram of the process of finding modules is shown in Fig. 4.

![Flow diagram of the process of finding modules](image_url)
The most important actions are:

a) Building initial DBs from driving constraints. This action makes it possible to initialize the search for determined loops. Since the relative positions of all bodies connected by driving constraints are determined, each set of such bodies is used to build a DB. Algorithms are presented in Fanghella and Galletti (1992).

b) Searching for all SLGCs. This action is performed whenever a new determined chain must be singled out from a set of DBs connected by various link chains. For such a set of DBs and for the chains connecting them, no explicit information is available to establish if any SLDC exists. Therefore, a search approach is used: all SLGCs are found and analyzed (action c) in order of increasing number of links. SLGCs with open-loop connectivities ≥ 6 are always mobile; hence they are not considered, except for some special cases involving spherical and planar KCs, which yield one degree of passive internal mobility.

c) Performing a mobility analysis of an SLGC. Mobility analysis of a single-loop chain establishes if the chain is overconstrained, has zero mobility, or is mobile, and provides the KCs between all couples of links. Explicit algorithms are given in Fanghella and Galletti (1991). If the chain has zero-mobility, it is an SLDC.

If, after iterating actions b) and c), no SLDC is found, the considered mechanism cannot be modeled by a hierarchy of SLDCs.

d) Creating a new DB by merging an SLDC and all DBs in the SLDC. This action allows one to obtain a new set of DBs, for which the search process can be repeated.

The flow diagram of Fig. 4 has been implemented by a software package for the recognition of independent single loops.

5 Closure equations for an SLDC

Various papers present approaches similar to that discussed in this section: for instance, that proposed by Litvin (1975) and by Hiller and Woerle (1987).

If we consider a generic SLDC (Fig. 5), the system of its closure equations can be expressed as:

\[ f(\mathbf{T}_{uv}, \mathbf{T}_{st}, \ldots; \mathbf{T}_1, \mathbf{T}_2, \ldots; \theta_A, \theta_B, \ldots) = \mathbf{0} \]  

(1)

where:
- \(\mathbf{T}_{uv}, \mathbf{T}_{st}, \ldots\) are the transformations between the links of the DBs of the SLDC;
- \(\mathbf{T}_1, \mathbf{T}_2, \ldots\) are the constant transformations defining the geometries of the bodies of the SLDC;
- \(\theta_A, \theta_B, \ldots\) are the unknown pair variables of the SLDC.

The structure of equations (1) can be obtained in the following way. For a single-loop kinematic chain, any two kinematic constraints, \(\lambda\) and \(\mu\), can be considered. It is possible to write a set of metric relations, \(\text{MR}\), that relate the invariant properties of \(\lambda\) and \(\mu\) (e.g., distance between points, angle between axes, etc.) and to express them through paths \(\pi\) and \(\delta\). Since such relations are reference-independent scalar functions of the pair variables and linkage dimensions in the two paths, they can be equated, thus obtaining the independent closure equations

\[ \text{MR}(\pi) = \text{MR}(\delta) \]  

(2)

which are free from the pair variables of the kinematic constraints \(\lambda\) and \(\mu\). Fanghella and Galletti (1989) provide tables for metric relations and give the general rules for selecting constraints in order to obtain a number of independent closures (2) equal to the number of pair variables appearing in the constraints, so these unknowns are computable.

It is interesting to note that the number, the form, the geometric meaning, and the use of metric relations depends on the displacement group of the SLDC.
Figure 5 Paths for metric relations in a single-loop kinematic chain

For instance, let us consider an SLDC containing two revolutes, a and b, which are assumed to be constraints \( \lambda \) and \( \mu \). Figure 6 presents the geometric relations between the IPs of two revolutes, using points \( A_a \) and \( A_b \), and unit vectors \( v_a \) and \( v_b \).

Column 1 gives the group of the SLDC. The relations are given in two columns:
- column 2 lists the metric relations that can be used to obtain closure equations (2); such equations contain, as unknowns, the variables of the pairs in paths \( \pi \) and \( \delta \);
- column 3 gives the offset relations that provide equations similar to (2) but independent of all the pair variables in the SLDC. These equations must be satisfied by the dimensions of the bodies of the SLDC in order to allow mechanism assembly. If the chain is spatial and the revolute axes are skew, four metric relations exist. In any other case, a smaller number of metric relations exists. For instance, only one relation exists between the revolutes of a planar chain, and can be used to set the system (2). Moreover, one offset condition states that the sum of displacements normal to the motion plane must be zero. Note that this information is useful to verify the correctness of a given mechanism.

For a given SLDC, many combinations of \( \lambda \) and \( \mu \) exist: for instance, the kinematic pairs of the chain and any composition of them can be used. Among all these alternatives, the one giving the minimum number of closure equations and as many unknowns is the most useful one. Fanghella (1993) discusses this topic in more detail, and defines the cases where all closure equations are written in triangular form and can be solved one at a time.

<table>
<thead>
<tr>
<th>Chain Group</th>
<th>Metric Relations</th>
<th>Offset Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>( v_a \cdot v_b )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>((A_a - A_b) \cdot v_a \times v_b )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>((A_a - A_b) \cdot v_a )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>((A_a - A_b) \cdot v_b )</td>
<td>-</td>
</tr>
<tr>
<td>RP3</td>
<td>((A_a - A_b) \cdot v_a )</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(((A_a - A_b) \times v_a)^2 )</td>
<td>-</td>
</tr>
<tr>
<td>F</td>
<td>(((A_a - A_b) \times v_a)^2 )</td>
<td>((A_a - A_b) \cdot v_a )</td>
</tr>
<tr>
<td>S (center in ( A_{ab} ))</td>
<td>( v_a \cdot v_b )</td>
<td>((A_a - A_{ab}) \cdot v_a )</td>
</tr>
<tr>
<td></td>
<td>((A_a - A_{ab}) \cdot v_a )</td>
<td>((A_a - A_{ab}) \cdot v_b )</td>
</tr>
<tr>
<td></td>
<td>((A_a - A_{ab}) \cdot v_a )</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>((A_a - A_b) \cdot v_a )</td>
<td>-</td>
</tr>
<tr>
<td>R</td>
<td>-</td>
<td>((A_a - A_b) \cdot v_a )</td>
</tr>
</tbody>
</table>

Figure 6 Geometric relations between two revolutes a and b
Finally, a symbolic solution using $T_{uv}, T_{st}, \ldots$ as solution parameters can be obtained for the system (1). The actual numerical values of these parameters are computed whenever a kinematic analysis is required for given numerical values of the variables of the driving constraints.

6 Example
An example of a 6 degrees of freedom robot mechanism is shown in Fig. 7. This mechanism can be analyzed as a sequence of single-loop determined chains by the approach outlined in this paper, both for direct and inverse kinematic problems.

Figure 7 A complete mechanism for a 6 degrees of freedom robot (arm and elbow)
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ABSTRACT

A method for the exact synthesis for rigid-body guiding mechanisms through polynomials with dimensional constraints is presented. This method produces a broad solution spectrum that can be visually examined. The designer can choose a defect-free mechanism within a restricted area. The search along perpendicular axes by means of polynomials yields a thorough set of solutions. An example is presented for illustration purposes.

INTRODUCTION

It is known that the maximum number of configurations that can be specified in the exact synthesis for rigid body guidance is five (Bottema and Roth, 1979). Each configuration consists of the location of a certain point, and the orientation of a straight line fixed to the body. The exact synthesis for five positions offers the designer a limited number of solutions, since from the synthesis equation, a unique fourth-degree polynomial is obtained, which yields a maximum of four dyads, which, when combined, give place to six mechanisms at most (Rojas, 1988).

When reducing a configuration, one is free to choose a parameter, such that it is possible to solve problems with certain restrictions, so that the mechanism be bifurcation-free (Angeles and Rojas, 1983), or so that the central points B be within a certain restricted zone.

The treatment discussed in this article allows one to obtain a set of solutions by means of a cubic polynomial. The polynomial is obtained in the central-point complementary coordinate, using one of the coordinates of the central-point. The coordinates of the circular-point depend on the complementary coordinate. With the values of the coordinates, the set of Burmester point pairs (BPP), which represent the dyads, is obtained. Hence, by specifying a value or a set of values for a
coordinate of the central-point, solutions can be determined either along a particular line, or within a definite zone. When plotting the set of coordinates chosen along perpendicular axes, the Burmester curves that represent the central and circular-point loci are obtained (Sandor and Erdman, 1984). This makes possible a visualization of the solution curves without loss of accuracy.

SYNTHESIS EQUATIONS

The derivation of the synthesis equations is based upon the invariability of the lengths of the planar mechanism (4R). Both the driving link AB and the driven link A'B' are shown in Fig. 1. Point A (or A') is known as a circular point. It describes a circle when link AB (or A'B') is turned. The Appendix includes the synthesis equations that are obtained from the constancy of length AB (or A'B'), which, when using the specified configurations, leads to a cubic polynomial depending on one coordinate of the central-point, $b_x$ (equation A.7) or $b_y$ (equation A.13). As is well known, the polynomial has either one or three real roots. In the latter case three solution sets are obtained for the coordinates of the circular point, eqs. (A.8) or (A.14).

In each case, one has a solution set of the form

$$\{a_x, a_y, b_k\}_j = f(R_{n}, \theta, b_k)_j$$

where $i=0,..,3$  $k=x,y$  $s=y,x$

$j$ depends on the number of real roots of the polynomial

$\theta_i$ angle that line rigid-body makes with the x-axis

$R_{n}(x, y)$ precision point

A($a_n$, $a_y$) circular point of the dyad

B($b_n$, $b_y$) central point of the dyad

Moreover, the solutions in terms of $b_x$ or $b_y$ happen to complement each other, and hence, it is important to search along the two coordinates axes.
SOLUTION FOR A RESTRICTED AREA

Let \( b_z \) denote either \( b_x \) or \( b_y \). To begin with, \( b_z \) takes the boundary values in order to verify that there exists a solution within the restricted area. If such solution exists, \( b_z \) will take any value within the interval, thus yielding three solution curves at most. In Figs. 3 and 4, the solutions are presented within the design region, using \( b_x \) and \( b_y \), which, when combined, form a better defined curve (Fig. 5). The latter figure represents Burmester's curves. By choosing some points (BPP), such as in Fig. 6, one has a representation of the links of the mechanism, which eases the visualization of the solution process. In principle, there can be built as many mechanisms as desired, so as to enable the designer to make the best choice, or to undertake more accurate calculations in a specified zone. Therefore, a more interactive design way for the synthesis is achieved, which is similar to those methods based on Burmester curves (Sandor and Erdman, 1984), but yielding a high accuracy.

The process can be summarized in the following stages:

1) The data (precision points) are given as
   \[ r_i(x_i, y_i) \] and \( \theta_i \) for \( i=0, \ldots, 3 \) (2)

2) The calculations to obtain the polynomial (A.7 or A.13) are done. The boundary values must be verified first. If a solution exists, the method proceeds.

3) The roots \( x_1 \) and \( x_2 \) are calculated (A.8 or A.14).

4) The analysis is done, and the values which do not meet the restrictions are ignored.

5) Steps (2) through (4) are done again, this once with the other coordinate.

6) The values are plotted in order to obtain the curves which represent the solution.

7) The solution bars are drawn within the permitted zone.

8) Test bars are chosen, and their kinematic characteristics are analyzed (mechanical advantage, branching and order problems).

By means of this process, one can easily find out whether the solution is acceptable or not.

EXAMPLE

It is desired to guide a tool from a starting position (position 0) through other three given positions. Figure 2 contains the information that corresponds to the precision points, angles and limits imposed to the zone within which the solution mechanism must be found.

Using the data, the coordinates of the central point are calculated, giving \( b_x \), thus obtaining \( b_y \) (fig. 3), then using \( b_y \) and obtaining \( b_x \) (fig. 4). The results are superimposed (fig. 5). The bars are drawn within the permitted zone (fig. 6). Afterwards, the representative bars are selected (fig. 7) and analyzed, in order to...
obtain the solution mechanism that yields an adequate kinematic performance.

Figure 8 shows the solution mechanism for the above example. As can be observed in figure 8, this solution is the result of the lines Nr. 2 and 7 in figure 7. The mechanism can perform the work cycle adequately.

In this application, MATLAB was used to do the calculations, and the drawings were made with AutoCAD.

CONCLUSIONS

The method outlined here represents an effective way to solve the exact synthesis problem for rigid-body guidance, whose advantages are the computational accuracy and the graphical representation of the solutions. It is a valuable tool in kinematic design. This work can be used to develop software that helps to automatically analyze mechanisms, and that allows to identify certain desired characteristics.
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APPENDIX

The solution of the synthesis function for the 4R mechanism for a rigid-body guidance is based on the constancy of the lengths of the driving link (AB), and driven link (A'B') (Angeles and Rojas, 1983). In figure A.1 the link AB and the rigid-body are shown. Both are referred to an origin O, for the reference position and for a new position i. Given that the point B is a central point (it works as a pivot...
to link AB). Vector $b$ is invariant; additionally, vectors $BA$ and $z$ are constants in magnitude. The rigid body has an angular displacement given by $\theta_i - \theta_o$.

From the above discussion, the synthesis function, for configuration $i$ and for $bs=bx$ as a parameter, becomes

$$f_i(x) = a_i a_x + a_p a_y + a_3 b_y + g_i' a_i b_y + h_i' a_i b_y + k_i' = 0 \quad \text{for } j=1,3$$

The necessary values to evaluate the coefficients of the solution polynomials, are the following:

A.1 Coordinates of the points: $(x_i,y_i); \quad \text{for } i=0,3$

A.2 Angular displacement: $\beta_i = \theta_i - \theta_o \quad \text{for } i=1,3$

A.3 Define vectors $g', h', k'$:

$$g_i' = -\sin\beta_i$$

$$h_i' = 1-\cos\beta_i$$

$$k_i' = 0.5((x_i-x_0)^2 + (y_i-y_0)^2) + [(x_i-b_x)y_0 - x_0y_i]\sin\beta_i +$$

$$- [(x_i-b_x)x_0 + y_0y_i]\cos\beta_i - b_x x_i \quad \text{for } j=1,3$$

A.4 Define matrix $A$ via its entries $a_{jk}$, as
\[ a_{j1} = b_\gamma x_0 + (x_\gamma - b_\gamma) \cos \beta_j + y_\gamma \sin \beta_j \]
\[ a_{j2} = -y_0 + (b_\gamma x_\gamma) \sin \beta_j + y_\gamma \cos \beta_j \]
\[ a_{j3} = x_0 \sin \beta_j + y_0 \cos \beta_j - y_j \quad \text{for } j=1,3 \]

A.5 Vectors g, h, k are calculated from equations

\[ Ag = -g' \]
\[ Ah = -h' \]
\[ Ak = -k' \]

A.6 Resulting system:

\[ x = g a_x b_y + h a_y b_x + k \]

where \( x = [a_x, a_y, b_y]^T = [x_1, x_2, x_3]^T \)

A.7 The cubic polynomial is derived as

\[ a_3 x_3^3 + a_2 x_3^2 + a_1 x_3 + a_0 = 0 \]

where: \( \alpha_3 = \det(M_{33}) \)

\[ \alpha_2 = -(\det(C) + g_1 + h_2) \]
\[ \alpha_1 = 1 + \det(M_{22}) + \det(M_{11}) \]
\[ \alpha_0 = -k_3 \]
\[ C = [g, h, k]^T \]
\[ M_{ij} = \text{ij minor of matrix } C \]
\[ g_i = \text{i element of vector } g; \quad \text{for } i=1,3 \]

A.8 Other values are:

\[ x_1 = (h_1 x_3 - k_3 h_1 + k_1 h_3) / [(g_3 h_1 - g_1 h_3) x_3 + h_3] \]
\[ x_2 = (g_2 x_3 - g_2 k_3 + g_3 k_2) / [(h_3 g_2 - g_3 h_2) x_3 + g_3] \]

The synthesis function for configuration i and for \( b_\gamma = b_\delta \) as parameter becomes

\[ f_i(x) = a_{j1} a_x + a_{j2} a_\gamma + a_{j3} b_\gamma + \gamma' a_\gamma b_\gamma + h' a_\gamma b_\gamma + k'_j = 0 \quad \text{for } j=1,3 \]
A.9 Elements of the vectors $g'$, $h'$, $k'$, are:

$$g'_j = \sin \beta_j$$

$$h'_j = 1 - \cos \beta_j$$

$$k'_j = 0.5(x'_0 + y'_0 + x'_1 + y'_2) - [(y'_1 - b'_2)x'_0 - y'_0x'_1] \sin \beta_j +$$

$$- [(y'_1 - b'_2)y'_0 + x'_0x'_1] \cos \beta_j - b'_y_j \quad \text{for } j = 1, 3$$

A.10 Coefficients of the matrix $A$:

$$a_{j1} = -x_0 + (y'_1 - b'_2)\sin \beta_j + x_1\cos \beta_j$$

$$a_{j2} = -y_0 + b'_s + (y'_1 - b'_2)\cos \beta_j - x_1\sin \beta_j$$

$$a_{j3} = x_0\cos \beta_j - y_0\sin \beta_j - x_j \quad \text{for } j = 1, 3$$

A.11 Vectors $g, h, k$ are calculated as in A.5

A.12 Resulting system:

$$x = g \ a_x h + h \ a_y h + k$$

where $x = [a_x, a_y, b_y]^T = [x_1, x_2, x_3]^T$

A.13 The cubic polynomial is obtained as

$$\alpha_3 x_3^3 + \alpha_2 x_3^2 + \alpha_1 x_3 + \alpha_0 = 0$$

where: $\alpha_3 = \det(M_{33})$

$$\alpha_2 = -(\det(C) + g_2 + h_1)$$

$$\alpha_1 = -[1 + \det(M_{12}) + \det(M_{21})]$$

$$\alpha_0 = k_3$$

$$C = [g, h, k]^T$$

$M_{ij}$ is minor $ij$ of matrix $C$

$g_i$ is element $i$ of vector $g$; for $i = 1, 3$

A.14 Other values are:

$$x_1 = (g_1 x_3 + g_3 k_1 - g_1 k_3) / [(h_3 g_1 - h_1 g_3) x_3 + g_3]$$

$$x_2 = (h_2 x_3 - h_3 k_1 + h_3 k_2) / [(g_3 h_2 - h_2 g_3) x_3 + h_3]$$
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Abstract

In this paper we examine the problem of designing a mechanism such that its tool frame comes closest to reaching a set of desired goal frames. We regard SE(3), the Euclidean group of rigid-body motions, as a Lie group, and demonstrate that a left-invariant Riemannian metric on SE(3) provides not only a solution that is invariant with respect to choice of inertial frame, but also a natural means of regarding SE(3) as a metric space. To illustrate our methodology this metric is applied to the design and positioning of certain planar and spherical mechanisms.

1 Introduction

In many mechanism synthesis problems the design requirements are often specified by a set of goal frames that indicate the desired positions and orientations of some workpiece. A mechanism is then sought whose tool frame can reach this set or, when this is not possible, comes closest to reaching these goal frames. Consider, for example, two cooperating manipulators holding a common workpiece; the dual objectives are to position the manipulator bases, and determine the kinematic parameters and workpiece grasp points such that the resulting closed chain comes closest to reaching all the goal frames.

Assuming that an inertial reference frame and length scale for physical space has been chosen, each goal frame can be assigned an element of the Euclidean group SE(3) (also known in the robotics literature as the homogeneous transformations, or rigid-body motions). If $\mathcal{M}$ denotes the joint-space manifold, the workspace fitting problem can now be characterized as selecting a forward kinematic map $f : \mathcal{M} \rightarrow \text{SE}(3)$ such that the minimum distance from each goal frame to the workspace$^1$ of $f$ is minimized. In short, workspace fitting can essentially be viewed as an approximation problem in $C^0(\mathcal{M}, \text{SE}(3))$, the space of continuous maps from $\mathcal{M}$ to SE(3).

$^1$By workspace we mean the set of all positions and orientations achievable by the mechanism's tool frame — mathematically this is just the image of $f$. 

J. Angeles et al. (eds.), Computational Kinematics, 295–306. 
The first step towards obtaining a mathematical solution to this problem is to define a metric, in the sense of a distance measure, on SE(3). Clearly any number of arbitrary metrics can be defined, but in order for the metric to be physically meaningful it must be \textit{invariant with respect to the choice of inertial frame}; that is, the distance between any two frames should not depend on the location of the inertial frame of reference. This requirement can be expressed mathematically as follows: if \( X_1, X_2 \) are elements of SE(3) representing two frames, and \( d(\cdot, \cdot) \) is the distance metric on SE(3), then \( d(X_1, X_2) = d(TX_1, TX_2) \) for any \( T \in \text{SE}(3) \). This must hold because under a change of the inertial frame by a transformation \( T \), the frames represented by \( X_1 \) and \( X_2 \) are transformed according to \( (X_1, X_2) \mapsto (TX_1, TX_2) \).

In this paper we obtain solutions to the class of mechanism design problems described above that are inertial frame-invariant, by applying a left-invariant Riemannian metric (to be distinguished from a distance metric) on SE(3). Specifically, we show how this Riemannian metric can be used to construct a natural distance metric on SE(3) with the desired features; the resulting metric provides a useful and mathematically rigorous tool for treating a wide range of mechanism design problems. Our goal, which is motivated in part by the work of Ravani (1982) and Bodduluri (1990), is to optimize the kinematic parameters so that the resulting workspace is a best fit to the set of goal frames.

The paper is organized as follows: In Section 2 we discuss the geometry of SE(3) as a Lie group, and derive an explicit formula for the distance metric on SE(3) that is induced from the left-invariant Riemannian metric. In Section 3 we illustrate our design methodology, by applying this distance metric to a class of planar and spherical mechanism design problems.

2 The Geometry of SE(3)

2.1 Canonical Coordinates

For our purposes it is sufficient to think of SE(3) as consisting of matrices of the form \[ \begin{bmatrix} \Theta & b \\ 0 & 1 \end{bmatrix} \], where \( \Theta \in \text{SO}(3) \) and \( b \in \mathbb{R}^3 \). SE(3) has the structure of both a differentiable manifold and an algebraic group, and is an example of a \textit{Lie group}. Elements of SE(3) will alternatively be denoted by the pair \((\Theta, b)\), with group multiplication understood to be \((\Theta_1, b_1) \cdot (\Theta_2, b_2) = (\Theta_1 \Theta_2, \Theta_1 b_2 + b_1)\). \text{SO}(3) and \( \mathbb{R}^3 \) are also Lie groups under matrix multiplication and vector addition, respectively, as is their Cartesian product \( \mathbb{R}^3 \times \text{SO}(3) \). This latter product space should not be confused with SE(3), as group multiplication is defined differently in each case. Some other well-known examples of matrix Lie groups include \( \text{Gl}(n) \), the general linear group of \( n \times n \) nonsingular matrices, and \( \text{Sl}(n) \), the special linear group of \( n \times n \) nonsingular matrices with unit determinant.

\(^2\)See, e.g., Boothby [1975] for a background on Lie groups and Riemannian geometry.
Let \( p \) be a point on a matrix Lie group \( G \), and \( X(t) \) a smooth curve on \( G \) defined over some open interval of 0 such that \( X(0) = p \). The derivative \( \dot{X}(0) \) is said to be a tangent vector to \( G \) at \( p \); the set of all tangent vectors at \( p \), denoted \( T_pG \), forms a vector space, called the tangent space to \( G \) at \( p \). The tangent space at the identity \( p = I \) is given a special name, called the Lie algebra of \( G \), and denoted by a lower-case \( g \). On \( \text{SO}(3) \) it is easily seen that the Lie algebra \( \text{so}(3) \) consists of the \( 3 \times 3 \) skew-symmetric matrices: if \( \theta(t) \) is a curve on \( \text{SO}(3) \) such that \( \theta(0) = I \), then differentiating both sides of \( \theta(t)\theta^T(t) = I \), it follows that \( \dot{\Theta}(0) + \dot{\Theta}^T(0) = 0 \), so that elements of \( \text{so}(3) \) are matrices of the form

\[
\begin{bmatrix}
0 & -\omega_3 & \omega_2 \\
\omega_3 & 0 & -\omega_1 \\
-\omega_2 & \omega_1 & 0
\end{bmatrix} \triangleq [\omega]
\]

where \( \omega \in \mathbb{R}^3 \). Where no confusion arises an element \([\omega] \in \text{so}(3)\) will also be written as \( \omega \in \mathbb{R}^3 \). Similarly, the Lie algebra of \( \text{SE}(3) \), denoted \( \text{se}(3) \), consists of the \( 4 \times 4 \) matrices of the form \( \begin{bmatrix} [\omega] & v \\
0 & 0 \end{bmatrix} \) where \( [\omega] \in \text{so}(3) \) and \( v \in \mathbb{R}^3 \). Elements of \( \text{se}(3) \) will alternatively be represented as \((\omega, v)\). Observe that \( \text{so}(3) \) and \( \text{se}(3) \) are vector spaces that can be identified with \( \mathbb{R}^3 \) and \( \mathbb{R}^6 \), respectively.

Defined on each Lie algebra is the exponential mapping into the corresponding Lie group. On matrix groups the exponential mapping corresponds to the usual matrix exponential, i.e., if \( A \) is an element of the Lie algebra, then \( \exp A = I + A + A^2/2! + \ldots \) is an element of the Lie group. On \( \text{so}(3) \) and \( \text{se}(3) \) the exponential mapping is onto, i.e., for every \( \Theta \in \text{SO}(3) \) (resp., \( X \in \text{SE}(3) \)) there exists a \([\omega] \in \text{so}(3)\) (resp., \( x \in \text{se}(3) \)) such that \( \exp[\omega] = \Theta \) (resp., \( \exp x = X \)). The following explicit formulas for the exponential mappings on \( \text{so}(3) \) and \( \text{se}(3) \) are well-known:

**Lemma 1** Given \([\omega] \in \text{so}(3)\),

\[
\exp[\omega] = I + \frac{\sin ||\omega||}{||\omega||} \cdot [\omega] + \frac{1 - \cos ||\omega||}{||\omega||^2} \cdot [\omega]^2
\]

where \( ||\omega|| \) is the standard Euclidean norm.

**Lemma 2** Let \((\omega, v) \in \text{se}(3)\). Then

\[
\exp \begin{bmatrix} [\omega] & v \\
0 & 0 \end{bmatrix} = \begin{bmatrix} \exp[\omega] & A v \\
0 & 1 \end{bmatrix}
\]

where

\[
A = I + \frac{1 - \cos ||\omega||}{||\omega||^2} \cdot [\omega] + \frac{||\omega|| - \sin ||\omega||}{||\omega||^3} \cdot [\omega]^2
\]
Note that if $A$ is an element of some Lie algebra, the set $\{e^{At} | t \in \mathbb{R}\}$ itself forms a group, in this case a subgroup of the Lie group. Such groups are called one-parameter subgroups of a Lie group. We shall see shortly that the one-parameter subgroups play an important role in defining distance metrics on SO(3) and SE(3).

It is well known that the exponential map is a homeomorphism over a neighborhood of the identity element of a Lie group. On SO(3) this neighborhood includes essentially the entire group except for a subset of measure zero. Hence, over this neighborhood the inverse of the exponential, or logarithm, is a well-defined continuous mapping. The following formula for the logarithm on SO(3) is also well-known:

**Lemma 3** Given $\Theta \in SO(3)$ such that $\text{Tr}(\Theta) \neq -1$. Then

$$\log \Theta = \frac{\phi}{2 \sin \phi} (\Theta - \Theta^T)$$

where $\phi$ satisfies $1 + 2 \cos \phi = \text{Tr}(\Theta)$, $|\phi| < \pi$. Furthermore, $||\log \Theta||^2 = \phi^2$.

**Remark 1** Lemmas 1 and 3 suggest the standard visualization of SO(3) as a ball of radius $\pi$, centered at the origin with the antipodal points identified; a point $\omega$ in the ball represents a rotation by an angle $||\omega||$ about the line passing from the origin through $\omega$. Similarly, for any $\Theta \in SO(3)$, the point $\log \Theta$ in the solid ball represents the rotation $\Theta$. Thus, the image of the logarithm mapping on SO(3) is $\{\omega \in \mathbb{R}^3 | ||\omega|| < \pi\}$. The rotations whose traces equal -1 have a rotation angle of $\pi$, and their logarithms are points on the boundary of the solid ball. In this case $\log \Theta$ can have two possible values: if $\hat{\omega}$ is a unit length eigenvector of $\Theta$ associated with the eigenvalue 1, then a simple calculation shows that $\log \Theta = \pm \pi [\hat{\omega}]$. This coordinate representation for SO(3) will be referred to as the canonical coordinates.

**Remark 2** From the previous lemmas and the above remark it can be seen that on SO(3) the preimage of the exponential mapping is multiple-valued: for any $\Theta \in SO(3)$ such that $[\omega] = \log \Theta$, $||\omega|| \leq \pi$, it follows that $\Theta = e^{[\omega] + 2\pi n[\hat{\omega}]}$ for any integer $n$, where $\hat{\omega} = \omega/||\omega||$. This is akin to the situation in the complex plane, where if $e^{i\phi}$ is a point on the unit circle for some $0 \leq \phi \leq 2\pi$, then $e^{i(\phi+2\pi n)}$ corresponds to the same point for any integer $n$.

### 2.2 Riemannian Metrics on SO(3) and SE(3)

A Riemannian metric on a differentiable manifold is a smooth assignment of an inner product to the tangent space at each point on the manifold. Riemannian metrics are the means by which familiar Euclidean concepts like lengths, angles, and volumes can be extended to abstract differentiable manifolds. Recall, for example, that

---

*A homeomorphism is a continuous 1-1 mapping whose inverse is also continuous.*
the length of a space curve \((x(t), y(t), z(t))\) in \(\mathbb{R}^3\), where \(a \leq t \leq b\), is given by
\[
\int_a^b \sqrt{x'^2 + y'^2 + z'^2} \, dt.
\]
Similarly, the length of a curve \(p(t)\) lying on a manifold \(\mathcal{M}\), where \(t\) is defined over the range \(a \leq t \leq b\), can be defined in terms of a Riemannian metric \(\langle \cdot, \cdot \rangle\) as
\[
L = \int_a^b \langle \dot{p}(t), \dot{p}(t) \rangle_{\mathcal{M}}^{1/2} \, dt.
\]
where \(\langle \cdot, \cdot \rangle_p\) denotes the inner product on \(T_p\mathcal{M}\), the tangent space to \(\mathcal{M}\) at \(p\). In cases where there is no confusion the subscript \(p\) will be omitted from the Riemannian metric symbol.

We now consider the representation of velocities of rigid-body motions. Let \(X(t) = (\Theta(t), p(t))\) be a curve in \(SE(3)\) describing the trajectory of a rigid body relative to an inertial frame. The tangent vector \(\dot{X}(t)\) can then be identified with an element of \(se(3)\) in one of two ways: it is easily verified that both \(\dot{X}X^{-1} = (\dot{\Theta} - \dot{\Theta}\Theta^{-1} p)\) and \(X^{-1}\dot{X} = (\Theta^{-1}\dot{\Theta}, \Theta^{-1}\dot{p})\) are elements of \(se(3)\). The latter is referred to as the body-fixed velocity representation of \(\dot{X}\), since \(\Theta^{-1}\dot{\Theta}\) and \(\Theta^{-1}\dot{p}\) are the angular and translational velocities of the rigid body relative to its body-fixed frame, respectively. By similar argument \(\dot{X}X^{-1}\) is known as the inertial velocity representation of \(X\). One subtle yet important difference in the interpretation of the inertial velocity representation, however, is that while \(\dot{\Theta}\Theta^{-1}\) is indeed the angular velocity of the rigid body relative to the inertial frame, the translational velocity relative to the inertial frame is not \(\dot{p} - \dot{\Theta}\Theta^{-1} p\), but simply \(\dot{p}\).

Since any tangent vector on \(SE(3)\) can be expressed as an element of \(se(3)\) by either the inertial or body-fixed velocity representation, it follows that any inner product on \(se(3)\) will define two special classes of Riemannian metrics on \(SE(3)\). Specifically, let \(X_1(t)\) and \(X_2(t)\) denote two smooth curves in \(SE(3)\) passing through \(p\) at \(t = 0\). Denote their body-fixed velocities at \(p\) by \(X_1^{-1}\dot{X}_1 = (\omega_{1b}, v_{1b})\) and \(X_2^{-1}\dot{X}_2 = (\omega_{2b}, v_{2b})\), respectively. Now, define an inner product on \(se(3)\) by the symmetric positive-definite quadratic form
\[
Q = \begin{bmatrix} A & B^T \\ B & C \end{bmatrix}
\]
so that \(\langle X_1(0), X_2(0) \rangle_p = \omega_{1b}^T A \omega_{2b} + \omega_{1b}^T B v_{2b} + v_{1b}^T B \omega_{2b} + v_{1b}^T C v_{2b}\). A Riemannian metric generated in this way is said to be left-invariant; if instead we had used the inertial velocity representation \(X_1X_1^{-1}\) and \(X_2X_2^{-1}\) with the quadratic form \(Q\), the metric would then be called right-invariant.

The physical significance of the left- and right-invariant Riemannian metrics is that they are invariant with respect to translations of the inertial and body-fixed reference frames, respectively. That is, under a change of inertial frame the trajectory of a rigid body \(X(t)\) is transformed according to \(X(t) \mapsto TX(t)\) for some constant \(T \in SE(3)\). Since \((TX)^{-1}(TX) = X^{-1}X\) it follows that under the left-invariant metric \(\langle \dot{X}(t), \dot{X}(t) \rangle = \langle T\dot{X}(t), T\dot{X}(t) \rangle\) for any \(T \in SE(3)\). Similarly, under the right-invariant metric the quantity \(\langle \dot{X}(t), \dot{X}(t) \rangle\) is preserved under any transformation of the form \(X(t) \mapsto X(t)T\) (which amounts to a change of body-fixed frame). Note that
the left- and right-invariant Riemannian metrics can be generalized in the obvious way to general matrix Lie groups.

If the left- and right-invariant metrics defined by \( Q \) are identical, the metric is then said to be bi-invariant. On SO(3) it is well-known that a family of bi-invariant metrics exists, of the form \( Q = cI \), where \( c \) is a positive scale factor and \( I \) is a \( 3 \times 3 \) identity matrix. The metric with \( c = 1 \) will be referred to as the standard bi-invariant metric on SO(3). It is also well-known that SE(3) has no bi-invariant metric (see, e.g., Loncaric [1985], Park [1991]). Since we only require left-invariance (i.e., inertial frame-invariance) for our mechanism problems we choose a left-invariant metric on SE(3) defined by \( A = cI \), \( C = dI \), and \( B = 0 \) in the quadratic form \( Q \) above; here \( c \) and \( d \) denote positive scalar constants that act as scale factors for orientation and position, respectively. For this reason we shall refer to this metric as the scale-dependent left-invariant metric on SE(3). With this choice of \( Q \) the metric restricted to SO(3) is bi-invariant, and also ensures the isotropy of \( \mathbb{R}^3 \). Thus, if \( X(t) \) is a curve in SE(3) and \( X^{-1} \dot{X} = (\omega_b, v_b) \) is its body coordinate velocity, the left-invariant metric applied to the tangent vector of \( X \) is

\[
\langle \dot{X}, \dot{X} \rangle = c \omega_b^T \omega_b + d v_b^T v_b
\]

(1)

Note that angular and rectilinear velocities are being combined in this sum, so that the choice of \( c \) and \( d \) determines the relative emphases on position and orientation. Since there is no natural choice for these scales, one that is suitable for the application at hand must be chosen. This is an important point worth emphasizing: any scheme for defining distances on SE(3) ultimately depends on a choice of length and angle scales, because of the fundamental geometry of SE(3). In our later examples we suggest some ways of choosing scales that are appropriate for the given class of tasks.

2.3 SO(3) and SE(3) as Metric Spaces

The length of a curve on a Riemannian manifold \( \mathcal{M} \) can be defined in terms of the Riemannian metric as follows. Given a curve \( X : [a, b] \rightarrow \mathcal{M} \), with Riemannian metric \( \langle \cdot, \cdot \rangle \), its length is defined as

\[
L = \int_a^b \langle \dot{X}(t), \dot{X}(t) \rangle^{1/2} \, dt
\]

By this definition the length of the curve is invariant under reparametrizations of \([a, b] \); \( L \) can therefore be regarded as the arc-length of the curve. \( \mathcal{M} \) then admits the structure of a metric space, in which the distance between two points \( X_1 \) and \( X_2 \) is defined as the infimum of the lengths of piecewise-differentiable curves from \( X_1 \) to \( X_2 \). Unfortunately the square root in the integrand complicates the Euler-Lagrange equations for the length functional. It is more convenient to consider the energy
Critical points of $E$ are known as geodesics, and it is well-known that the geodesics are also critical points of $L$. While $E$ is clearly dependent upon the parametrization of the curve, it turns out that the geodesics are automatically parametrized proportional to arc-length — said another way, if $X(t)$ is a geodesic, then $\langle \dot{X}(t), \dot{X}(t) \rangle$ is constant along the entire length of $X(t)$. In short, the minimum-length curve between two points on a Riemannian manifold (i.e., the curve minimizing $L$) corresponds to the minimum-length geodesic (i.e., the curve minimizing $E$) between these two points. For this reason the minimum-length curves are also referred to as the minimal geodesics.

To regard $SO(3)$ and $SE(3)$ as metric spaces the corresponding minimal geodesics on these Lie groups need to be determined. The geodesics on $SO(3)$ (with respect to the bi-invariant metric) are given by left and right translations of the one-parameter subgroups $e^{[\omega]t}$, where $[\omega] \in so(3)$ and $t \in \mathbb{R}$ (see, e.g., Boothby [1975]). While in general there may exist more than one minimal geodesic between two points on an arbitrary Riemannian manifold (consider, for example, two antipodal points on the sphere), on $SO(3)$ the minimal geodesics are especially easy to identify in terms of the canonical coordinates. Specifically, the inverse images of the one-parameter subgroups correspond to straight lines in passing through the origin — this is at once immediate from the solid ball analogy of $SO(3)$. Moreover, the length of the minimal geodesic is especially simple to compute:

**Theorem 1** Let $\Theta_1, \Theta_2 \in SO(3)$. Then the distance $L = d(\Theta_1, \Theta_2)$ induced by the standard bi-invariant metric on $SO(3)$ is

$$d(\Theta_1, \Theta_2) = \| \log(\Theta_1^{-1}\Theta_2) \|$$

where $\| \cdot \|$ denotes the standard Euclidean norm.

**Proof:** $SO(3)$, being a compact simply-connected Lie group, has a bi-invariant Riemannian metric corresponding to the negative of its Killing form; it is well-known that the geodesics on Lie groups with bi-invariant metric are formed by left- and right-translations of the one-parameter subgroups. Let $\langle \cdot, \cdot \rangle$ denote the standard bi-invariant Riemannian metric on $SO(3)$. Then given a curve $\Theta : [0, 1] \to SO(3)$, with $\Theta(0) = \Theta_1$ and $\Theta(1) = \Theta_2$,

$$\langle \dot{\Theta}, \dot{\Theta} \rangle^\frac{1}{2} = \| \Theta^{-1}\dot{\Theta} \| = \sqrt{\frac{1}{2} \text{Tr} ((\Theta^{-1}\dot{\Theta})(\Theta^{-1}\dot{\Theta})^T)}$$

$^4$There is another technical condition that the manifold must be geodesically complete in order for this to be true; since the manifolds considered in this paper all satisfy this condition, we shall not dwell on this point any further.
The minimal geodesic from $\Theta_1$ to $\Theta_2$ is then $\Theta(t) = \Theta_1 e^{[\omega]t}$, where $[\omega] = \log(\Theta_1^{-1}\Theta_2)$. Its length is therefore $d(\Theta_1, \Theta_2) = \int_0^1 \langle \dot{\Theta}, \dot{\Theta} \rangle^{\frac{1}{2}} dt = \sqrt{\frac{1}{2} \text{Tr}([\omega][\omega]^T)} = \|\omega\|$ as claimed.

Remark 3 A simple calculation shows that this distance measure is invariant with respect to both left and right translations; that is, $d(T\Theta_1, T\Theta_2) = d(\Theta_1 T, \Theta_2 T) = d(\Theta_1, \Theta_2)$ for any $T \in \text{SO}(3)$. Also, from the solid ball analogy of $\text{SO}(3)$ there exist two minimal geodesics when $\text{Tr}(\Theta_1^{-1}\Theta_2) = -1$, given in canonical coordinates by the two line segments from the origin to the two antipodal points representing $\log(\Theta_1^{-1}\Theta_2)$. Clearly the lengths of the two geodesics are identical, so that the distance formula is valid for either value of $\log(\Theta_1^{-1}\Theta_2)$.

The situation in $\text{SE}(3)$ is unfortunately more complicated, primarily because the one-parameter subgroups $e^{At}, A \in \text{se}(3)$ and $t \in \mathbb{R}$, are no longer geodesics on $\text{SE}(3)$. However, the geodesics can be obtained from the geodesics on the product space $\mathbb{R}^3 \times \text{SO}(3)$ as follows. To determine the minimal geodesics (with respect to the scale-dependent left-invariant Riemannian metric) between two points $(\Theta_1, b_1), (\Theta_2, b_2) \in \text{SE}(3)$, we first determine the minimal geodesic between $\Theta_1$ and $\Theta_2$ on $\text{SO}(3)$, denoted $\Theta^*(t)$, and the minimal geodesic in $\mathbb{R}^3$ between $b_1$ and $b_2$, denoted $b^*(t)$; note that $b^*(t)$ is simply the straight line connecting $b_1$ and $b_2$, and $\Theta^*(t)$ is found with respect to the usual bi-invariant metric as before. The minimal geodesic on $\text{SE}(3)$ is then $(\Theta^*(t), b^*(t))$, and the geodesic distance on $\text{SE}(3)$ is given by the following simple formula:

**Theorem 2** Let $X_1 = (\Theta_1, b_1)$ and $X_2 = (\Theta_2, b_2)$ be two points in $\text{SE}(3)$. Then the distance $L = d(X_1, X_2)$ induced by the scale-dependent left-invariant metric on $\text{SE}(3)$ is

$$d(X_1, X_2) = \sqrt{c\|\log(\Theta_1^{-1}\Theta_2)\|^2 + d\|b_2 - b_1\|^2}$$

where $\|\cdot\|$ denotes the Euclidean norm.

Remark 4 Because the Riemannian metric is only left-invariant, the above distance measure on $\text{SE}(3)$ is invariant with respect to only left-translations: $d(X_1, X_2) = d(TX_1, TX_2)$ for any $T \in \text{SE}(3)$, so that in particular the distance between $X_1$ and $X_2$ is the same as the distance between $I$ and $X_1^{-1}X_2$. In general, however, $d(X_1, X_2) \neq d(X_1 T, X_2 T)$ for $T \in \text{SE}(3)$. Of course, use of the right-invariant Riemannian metric would lead to a distance measure that was invariant with respect to right rather than left translations. However, since our applications require inertial-frame invariance we shall adhere to the left-invariant distance measure proposed.

Example 1 We compute the distance between two points in $\text{SE}(3)$ using the left-invariant distance metric above. Let $X_1 = (\Theta_1, b_1)$ and $X_2 = (\Theta_2, b_2)$ be two points in $\text{SE}(3)$, and let $\Omega = \log(\Theta_1^{-1}\Theta_2)$. Then the minimal geodesic from $X_1$ to $X_2$ is given by the curve $X : [0, 1] \rightarrow \text{SE}(3), X(t) = (\Theta_1 \exp \Omega t, (1 - t)b_1 + tb_2)$. If $\langle \cdot, \cdot \rangle$ denotes
the scale-dependent left-invariant metric on $SE(3)$ with $c = d = 1$, then the distance between $X_1$ and $X_2$ is

$$d(X_1, X_2) = \int_0^1 (\dot{X}(t), \dot{X}(t))^{\frac{1}{2}} dt$$

$$= \int_0^1 \| X^{-1} \dot{X} \| dt$$

$$= \sqrt{\| \Omega \|^2 + \| b_2 - b_1 \|^2}$$

where $\| \cdot \|$ denotes the Euclidean norm.

### 3 Applications to Mechanism Design

The workspace fitting problem of mechanism design can now be stated as follows. Let $M$ denote the joint-space manifold of the mechanism in question, and $f : M \rightarrow SE(3)$ its forward kinematic map. Suppose further that $f$ is a function of the joint variable vector $x$ and a vector of kinematic parameters $A$: $f = f(x, A)$. Given a set of desired goal frames $\{ X_1, X_2, \ldots, X_p \} \subseteq SE(3)$, the general form of the workspace fitting problem can now be stated as finding the kinematic parameters $A$ and the location of the base and tool frames, $B, T \in SE(3)$, that minimize

$$J(A, B, T) = \sum_{i=1}^{p} \min_x d^2(B \cdot f(x, A) \cdot T, X_i)$$

We consider three numerical examples of the workspace fitting problem to illustrate our design methodology.

**Example 2** We determine the optimal base location for a 1R planar mechanism with unit link length, given 4 goal frames in the plane. The position and orientation of the goal frames relative to the inertial frame are marked in the table below as $(x_d, y_d, \theta_d)$. Distances are measured with $c = d = 1$ in our scale-dependent distance measure. The location of the base frame that minimizes the distance between the workspace and the set of desired frames is determined numerically to be $(x, y) = (0.108, 0.110)$. The workspace points closest to the goal frames are given by $(x_a, y_a, \theta_a)$ below:

<table>
<thead>
<tr>
<th>Frame</th>
<th>$x_d$</th>
<th>$y_d$</th>
<th>$\theta_d$</th>
<th>$x_a$</th>
<th>$y_a$</th>
<th>$\theta_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.0</td>
<td>0°</td>
<td>1.10</td>
<td>0.04</td>
<td>-2.6°</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>45°</td>
<td>0.82</td>
<td>0.81</td>
<td>45.8°</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>1.0</td>
<td>90°</td>
<td>0.06</td>
<td>1.11</td>
<td>94.0°</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0.5</td>
<td>30°</td>
<td>1.01</td>
<td>0.55</td>
<td>27.6°</td>
</tr>
</tbody>
</table>

To demonstrate the dependence of the solution on choice of length scales, we now consider two goal frames, and vary the position and orientation scale factors $c$ and $d$. The goal frames are
Figure 1: Finding the optimal base location for a $2R$ planar chain.

<table>
<thead>
<tr>
<th>Frame</th>
<th>$x_d$</th>
<th>$y_d$</th>
<th>$\theta_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>1.0</td>
<td>$0^\circ$</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>-1.0</td>
<td>$0^\circ$</td>
</tr>
</tbody>
</table>

With $c = 0$ and $d = 1$ the optimal base location for the unit link length $1R$ mechanism is the origin, as expected – the mechanism is able to reach both goal positions $(0, 1)$ and $(0, -1)$, with orientation errors ignored since $c = 0$. As $d/c \to 0$ the base location asymptotically approaches $(-1, 0)$ along the x-axis, with numerical difficulties encountered as $d/c$ becomes very small. Of course, when $d = 0$ and $c > 0$ no unique solution exists; any base location will result in a zero total distance, since the mechanism can always achieve the desired goal frame orientations. The translating base location $(0, 0) \to (-1, 0)$ along the x-axis agrees with our intuition, since we are increasingly emphasizing orientation accuracy over position accuracy as $d/c \to 0$.

Example 3 Now consider the problem of finding the optimal base location of a $2R$ planar open chain, given 9 goal frames in the plane. Suppose each link is of unit length, and that the scale parameters are set to $c = d = 1$. The nine desired goal frames of the end-effector are given by $(x_d, y_d, \theta_d)$ in the table below. The base location that minimizes the distance between the workspace and the desired frames is determined numerically to be $(x, y) = (0.583, 0.584)$. Figure 1 shows the optimal placement for the planar dyad relative to the goal frames. The three depicted configurations of the dyad are the locations where the distance is minimized between the desired and achieved end-effector frames for frames 2, 6 and 9.
Example 4 In the final example we determine the optimal joint-axis direction for the base link of a spherical dyad, given seven goal frames. The twist angles of the dyad are 90 degrees, and the seven desired goal frames are specified by their $x$-$y$-$z$ Euler angles $(\theta_d, \phi_d, \psi_d)$ in the table below. The optimal direction for the base joint axis (measured in the inertial frame) is numerically determined to be $(-0.113, 0.966, 0.231)$. The points in the workspace closest to the seven goal frames are given by $(\theta_a, \phi_a, \psi_a)$ below:

<table>
<thead>
<tr>
<th>Frame</th>
<th>$\theta_d$</th>
<th>$\phi_d$</th>
<th>$\psi_d$</th>
<th>$\theta_a$</th>
<th>$\phi_a$</th>
<th>$\psi_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90°</td>
<td>0°</td>
<td>0°</td>
<td>92.78°</td>
<td>-3.149°</td>
<td>-1.175°</td>
</tr>
<tr>
<td>2</td>
<td>130°</td>
<td>10°</td>
<td>-65°</td>
<td>126.4°</td>
<td>-0.176°</td>
<td>-59.99°</td>
</tr>
<tr>
<td>3</td>
<td>90°</td>
<td>0°</td>
<td>90°</td>
<td>100.4°</td>
<td>9.721°</td>
<td>90.42°</td>
</tr>
<tr>
<td>4</td>
<td>125°</td>
<td>30°</td>
<td>-10°</td>
<td>128.3°</td>
<td>25.74°</td>
<td>-8.527°</td>
</tr>
<tr>
<td>5</td>
<td>145°</td>
<td>25°</td>
<td>-15°</td>
<td>142.5°</td>
<td>29.61°</td>
<td>-18.96°</td>
</tr>
<tr>
<td>6</td>
<td>105°</td>
<td>35°</td>
<td>55°</td>
<td>99.08°</td>
<td>34.41°</td>
<td>55.92°</td>
</tr>
<tr>
<td>7</td>
<td>110°</td>
<td>5°</td>
<td>0°</td>
<td>106.1°</td>
<td>8.982°</td>
<td>0.035°</td>
</tr>
</tbody>
</table>

Distances in this example are measured only in $SO(3)$, which, recall, has a natural (bi-invariant) Riemannian metric. Therefore, for purely spherical mechanisms the solutions are independent of the scale parameter $c$.

The previous three examples demonstrate that the distance metric can be applied successfully to mechanism design problems to produce physically appealing results. While the choice of length scale obviously affects certain design problems, it should be emphasized that this length scale dependence is not a consequence of the design algorithm, but rather an intrinsic geometric feature of $SE(3)$. Engineering considerations can typically determine the appropriate length scale for a given problem. One possible method of treating position and orientation equally is to choose the scales $c$ and $d$ such that the position and orientation volumes of the resulting workspace are more or less equal. Specifically, the Cartesian positions of the goal frames can be used to obtain an estimate of the Cartesian workspace volume. Since the volume of $SO(3)$ with respect to the standard bi-invariant metric is $8\pi^2$ (corresponding to setting $c = 1$, see Park [1991]), the length scale $d$ can be chosen such that the Cartesian workspace volume is approximately $8\pi^2$.

4 Conclusion

In this paper we have formulated, using ideas from Riemannian geometry, a distance metric on $SE(3)$ that is invariant with respect to choice of inertial frame. This metric preserves the isotropy of physical space, and also reflects the fact that no natural length scale for physical space exists. Moreover, when the metric is restricted to $SO(3)$ it has the added feature of being invariant with respect to both the inertial
and body-fixed frames. We argue that this metric is not only physically correct but also easy to compute. Application of this metric to mechanism design problems involving best workspace fit have been presented.

Because the fundamental geometric structure of SE(3) does not admit a natural length or angle scale, some ways have been suggested of choosing these scales appropriate for a given mechanism design problem. Of potentially greater benefit would be the ability to prescribe tolerances for the workspace: given a set of goal frames and a set of maximum allowable position and orientation errors for each goal frame, the design system automatically generates a mechanism that conforms to these specified tolerances. At a more fundamental level, we believe our results are useful for any kinematic application in which the notion of SE(3) as a metric space is required.
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