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Preface 

The aim of this book is to provide an account of the state of the art in Com­
putational Kinematics. We understand here under this term that branch of 
kinematics research involving intensive computations not only of the nu­
merical type, but also of symbolic as well as geometric nature. 

Research in kinematics over the last decade has been remarkably ori­
ented towards the computational aspects of kinematics problems. In fact, 
this work has been prompted by the need to answer fundamental questions 
such as the number of solutions, whether real or complex, that a given 
problem can admit as well as computational algorithms to support geo­
metric analysis. Problems of the first kind occur frequently in the analysis 
and synthesis of kinematic chains, when fine displacements are considered. 
The associated models, that are derived from kinematic relations known as 
closure equations, lead to systems of nonlinear algebraic equations in the 
variables or parameters sought. The algebraic equations at hand can take 
the form of multivariate polynomials or may involve trigonometric functions 
of unknown angles. 

Purely numerical methods can be used to solve the problem but they 
turn out to be too restrictive, especially those involving an iterative process 
whose convergence cannot, in general, be guaranteed. These drawbacks have 
been overcome with the development of continuations techniques that are 
meant to produce all solutions to a given problem. While continuation 
techniques have provided solutions to a number of problems, they are still 
difficult to implement and are subject to numerical uncertainties. Hence 
alternative approach have been sought, that rely on recent advances in 
algebraic geometry and on modern software for symbolic computations. 
Current research in kinematics involves symbolic manipulations that were 
impossible to imagine as recently as ten years ago. 

Problems of the second type occur in handling the computations asso­
ciated with studies of kinematic geometry of motion. Geometric analysis 
has much of its roots in kinematics and has been the basis for many clas­
sical methods of kinematic analysis and synthesis. This includes problems 
associated with evaluation of singularities of mechanisms and manipula­
tors, rigid body guidance and motion synthesis problems, analysis of the 
workspace and reachability of manipulators, and generation of trajecto­
ries of rigid bodies. Current research in these areas include development of 
computational algorithms to support such geometric analysis methods. 

This book reports the trends and progress attained in Computational 
Kinematics in a broad class of problems as described above. It has been 
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x 

divided into six parts, namely, i} kinematics algorithms, whereby general 
kinematics problems are discussed in light of their solution algorithms; 
ii} kinematics of mechanisms, in which problems related to specific mecha­
nisms are studied; iii} singularities, which is self-descriptive; iv} workspace, 
in which the determination of the workspace of given mechanisms is dis­
cussed;v} parallel manipulators, in which problems related to this kind of 
closed-loop mechanisms are addressed; and vi} motion and grasp planning, 
touching upon computational geometry. 

The reader will find here a representative sample of the most modern 
techniques available nowadays for the solution of challenging kinematics 
problems. In light of it contents, the book should be of interest to re­
searchers, graduate students and practicing engineers working in kinematics 
or related fields. Especially, roboticists, CAD/CAM specialists, biomechan­
ics specialists, machine designers and computer scientists will find here a 
useful source of information comprising methods, algorithms and applica­
tions. 

This book contains the Proceedings of the second Workshop on Com­
putational Kinematics, held at INRIA Sophia-Antipolis in France, from 
September 4 to September 6, 1995. INRIA is herewith given due acknowl­
edgment for its financial and logistical support and encouragement. The 
decisive financial support of IFToMM and of the European HCM network 
HEROS must be mentioned. Dr. Karel Nederveen, of Kluwer Academic 
Publishers, is acknowledged for his encouragement and support in editing 
the book and publishing it in record time. We wish to thank the organizers 
of the first Workshop, Pr. J. Angeles and Dr. P. Kovacs, for their useful 
advice. The support of Dr. Nadia Maizi from Ecole des Mines de Paris and 
doctorate student Luc Tancredi was decisive in organizing this workshop. 

Jean-Pierre Merlet and Bahram Ravani, Editors 
INRIA Sophia-Antipolis, France 



COORDINATE FREE CRITERIA FOR TESTING THE 

LINEAR DEPENDENCE OF THE SETS OF SCREWS 

D.P. CHEVALLIER Centre d'Enseignement et de Recherches 
en Mathimatiques Appliquees, 
E.N.P.C La courtine 93167 Noisy Ie Grand, France. 
Tel. 4914 35 72, Fax. 4914 3586 

1 Introd uction 

The verification of the linear dependence and the calculation of the rank of a set of 
screws are very important tasks in kinematics in the search for singular positions 
of open chains as as well as in the search for movability conditions of closed loop 
chains. This mathematical problem is generally solved by standard techniques of 
linear algebra using determinants of coordinates of the screws relative to more 
or less arbitrary bases (see for example Hunt [5], Sugimoto and Duffy [10] or 
Sugimoto [11], Wholhart [12]). However, such methods make no use at all of the 
specific algebraic structure which can be defined on the set of screws and, as for 
any coordinate method, the geometrical meaning of the result may be unclear. 

It is well known that the checking of the linear dependence of a set of ordinary 
vectors in three dimensional space can be completely performed by use of coordi­
nate free criteria lying on the properties of the vector product and the triple vector 
product. Nevertheless, to our knowledge, no similar coordinate free criterion has 
been exposed in screw theory. In this paper we expose a list of mathematical prop­
erties leading to an algorithm for testing the linear dependence or computing the 
rank of any set of screws. In some sense, this list generalizes to the Lie algebra 1) 

of the displacement group the two classical criteria valid in ordinary vector algebra 
(the Lie algebra of the rotation group). Due to the higher dimension of the vector 
space, many particular cases must be studied for the design of a complete algo­
rithm. They are the concern of specific criteria and so the finite sets of screws are 
divided into three classes including respectively three, four and eight non obvious 
sub cases. 

Several remarks seem to be noteworthy. First, the expression of these criteria 
requires all the algebraic operations defined in Chevallier [2], in particular the Lie 
bracket and the module structure of 1) derived from operation V, except opera­
tion III. In other words the classical form of screw theory using only the vector 
space structure and the Klein form should not contain all the necessary tools for 
this. The remark also meet an idea exposed by Herve [4]: the mathematical prop­
erties of the displacement group and its Lie algebra are a key to the understanding 
of kinematics. 

Second, the form of the general criteria seems to be closely related to prop­
erties met in kinematics of overconstraint mechanisms such that the existence of 
transversals (see Wholhart [12] or Baker and Wholhart [1]); the following results 

l.-P. Merlet and B. Ravani (eds.), Computational Kinematics, 1-10. 
© 1995 Kluwer Academic Publishers. 
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contain a purely algebraic technique for pointing out such "transversals screws" 
in various cases. The eight criteria exposed for the third class sets correspond 
to simpler applications and one can find corresponding mechanisms with finite or 
infinitely small mobility. 

Third, the classification of vector subspaces of 1) (screw systems), has been 
recently studied by Rico Martinez and Duffy [8], [9] and by Gibson and Hunt [3]. 
Here we consider a given set of generators, in practice the data defining a linkage 
in some configuration, and we solve a rather different problem. 

2 The Screw Theory as the Study of a Lie algebra 

In this section we explain the relationships between the classical screw theory and 
the algebraic properties of a Lie algebra endowed with additional operations. We 
denote by & and E the three-dimensional affine Euclidean space and the associated 

---+ 
vector space (to every pair (a, b) of points in & is associated a vector ab E E and 
the scalar product denoted by a dot and the vector product denoted by x are 
defined in E). 

2.1 Screws and skew-symmetric vector fields 

Definition 2.1 A skew-symmetric vector field on & is a map X from & to E such 
that pq . X(p) = pq . X(q) for all points p and q or, what is equivalent, such that 
there exists a unique vector Wx with the following property: for all p and q in &, 
X(q) = X(p) + Wx x pq. 

The set of all the skew-symmetric vector jields will be denoted by 1), the subset 
of the constant vector jields over & will be denoted by '! (the vector jield X is 
constant over & whenever Wx = 0). 

If X is in 1) but not in '! (i. e. Wx i= 0) the set of the points p such that X(p) 
is directed as Wx (i. e. X(p) x Wx = 0) is a straight line Llx directed as Wx in 
& (the axis of X). Moreover X(p) takes the same value fxwx at every point p 
on Llx, where the number fx is the pitch and fx = [X I X]j2(X I X) (for the 
meaning of the notations see subsection 2.2 (IV) and (V)). 

For a member of '! the axis does not exist (or, otherwise stated, the axis is a 
line at infinity). 

The picture of a line Ll, a director wand an associated real number f is a screw 
within the common meaning. As we see, it is equivalent to define a screw and to 
define a skew-symmetric field (taking account of some particular cases). Another 
picture of a skew-symmetric vector field on & meets screw theory: if 0 is any fixed 
origin point the relation X 1-+ (wx, X(o)) is one-one and onto; in fact this relation 
is an isomorphism between the vector spaces 1) and E x E. The vectors Wx and 
X(o) are the Pluker vectors. The pair (wx,X(o)) is the "ray representation" of a 
screw (the "axis representation" is equivalent and should be (X(o),wx)). 
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2.2 The algebraic structure of 1) 

We summarize below the algebraic operations defined in 1) (see reference [2]). 

(I) Vector space structure over the real field.(Obviously defined). 
(II) Lie bracket. The Lie bracket of two skew-symmetric vector fields X and 

Y is the skew-symmetric vector field U = [X, Y] such that 

U(p) = Wx x Y(p) - wY x X(p) for all p E £. 

Endowed with the Lie bracket, the vector space 1) is a Lie algebra, that is [X, Y] 
is skew-symmetric and the Jacobi identity holds: 

[X, [V, Z]] + [V, [Z,X]] + [Z, [X, V]] = o. 

(III) Adjoint action of [) on 1). (We do not use it in this article.) 

Actually 1) is the Lie algebra of the displacement group [) and an algebraic 
structure defined by operations like (I), (II), (III), exists on the Lie algebra of 
each Lie group. The last two operations are specific properties of the displace­
ment group. 

(IV) The Klein form. This is the non degenerate symmetric bilinear form 
defined by 

[X I Y] = Wx . Y(o) + WY . X(o) (with 0 = arbitrary origin in £). 

(V) The operator 0 and the Killing form. 
For X E 1) define OX E 1) as the constant vector field such that 

OX(p) = Wx for all p E £. 

Then 0 is a linear operator in 1) and its range and its kernel are equal to '.t. Hence 
000 = 0 and, in the dual number setting, the operator 0 is the multiplication 
by c. Moreover, the Killing form, a positive degenerate symmetric bilinear form 
on 1), may be defined from the operator 0 and the Klein form by 

(X I Y) = [X lOY] == [OX I Y]. 

The Lie algebra 1) contains remarkable subsets: '.t defined above is a commutative 
ideal corresponding to the translation group, and for each fixed point p: 3p = 
{X I X(p) = O}, is the Lie subalgebra corresponding to the rotation group about 
p. The members of 3p correspond to line vectors through p of screw theory. 

Let us note other relations making a link with familiar ones in classical screw 
theory and allowing geometrical interpretations. Let X and Y be in 1) - 1', then 
the axis of [X, Y] is the common perpendicular 6 to the axes ~x and ~Y. Let w 
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be a is a normed vector along 6, 8 = L(~x, ~y). If p = ~x n 6, q = ~y n 6 and 
pq = dw with dE R, then the value of [X, Y] on its axis is: 

(1) {
[X, Y](p) = [X, Y](q) = (Ix + IY)wx x Wy + (X I Y) pq 

= [(Ix + IY) sin 8 + d cos 8] IIwx IIl1wy II w, 
[X I Y] = (Ix + ly)(X I Y) - Pi . Wx x Wy 

= [(Ix + Iy) cos 8 - d sin 8] IIwx IIl1wy II . 

In particular we have the following result about pairs of screws with parallel axes: 
if X and Y E 1) - 'r and [X, Y] E 'r then, for all m in E: 

(2) [X, Y](m) = (X I y)pq. 

2.3 The module structure on 1) 

Let ~ be the dual number ring (that is the ring of the "numbers" of the form 
z = x + cy with x and y in Rand c2 = 0; the real and dual parts of z are denoted 
by Re z = x and Du z = y, the conjugate of z by z = x - cy). Then 1) has a 
natural module structure over ~ which extends its real vector space structure, the 
product of X E 1) by the scalar z E ~ being defined by: 

zX = xX+yOX. 

The dual inner product is defined as a dual coefficient combination of the Killing 
and Klein forms: 

{X I Y} = (X I Y) + c[X I Y] for X, Y E 1). 

With the Lie Bracket we define the dual triple product by: 

{X;Y; Z} = {X I [Y, Z]}. 

Using this module structure, it makes sense to speak of ~-linearity or ~­
bilinearity for properties involving scalars belonging to ~ rather than real scalars. 
For example the Lie bracket in 1) is not only bilinear but is also ~-bilinear: 
[zX, Y] = [X, zY] = z[X, Y] for z E~. The following important properties 
(see [2]), which look like the classical ones for the dot product and cross product 
of ordinary vectors sum up rather cumbersome calculations on screws in a very 
compact form and will play a role in the sequel: 

• {·I·} is asymmetric nondegenerate ~-bilinearformon 1) (although individually 
the Killing and Klein forms define nothing particular in the dual number setting). 
• {.;.;.} is a ~-trilinear skew-symmetric for on 1). 

• The following formula holds: [X I [Y, Z]] = {X I Z} Y - {X I Y} Z. 
It is worth noting that any translation of an ordinary vector algebra property 

into a formally similar statement in the module 1) is not necessarily correct. The 
results about the linear independence of two or three elements of 1) over ~ and 
the bases of the module 1) are summarized in the following propositions which 
playa major role in proving the results of this paper. 
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Proposition 2.1 Let X, Y and Z be in~. The following properties are equivalent 
i) {X, Y, Z} is a basis of ~ over d. 
ii) {X, Y, Z} is linearly independent over d. 
iii) {c:X,c:Y,c:Z} (that is {wx,wy,wz}) is linearly independent overR. 
ivy {Xj Yj Z} is invertible in d. 
v) {[Y, Z], [Z, X], [X, Y]} is a basis of~ over d. 

Whenever these conditions hold each U E ~ expresses as U = xX+yY +zZ with: 

1 1 1 
(3) x= G{UjYjZ}, y= G{UjZjX}, z= G{UjXjY}, G= {XjYjZ} 

(Note the nice formula {[Y, Z]j [Z,X]j [X,Y]} = {XjYjZP proving the equiva­
lence i) <:} v) as soon as i) <:} iv) is proved.) 

Proposition 2.2 Let be X and Y in ~, put W = [X, Y], then the following 
properties are equivalent: 

i) X and Y are linearly independent over d. 
ii) c:X and c:Y (in other words Wx and wy) are linearly independent over R. 
iii) [X, Y] f!. 't. 
ivy {[X, Y]I [X, Y]} = G is invertible in d. 
v) {X, Y, W} is a basis of the d-module ~. 

Whenever these conditions hold each U E ~ expresses as U = xX + yY + wW 
with: 

(4) 
{U I [Y, [Y,X]]} 

x=- G ,y= 
{U I [X, [X, Y]]} {U I [X, Y]} 

G ' w= G . 

In another form, the property [X, Y] E 't (that is Wx x Wy = 0) means that the 
set {X, Y} is linearly dependent over d. 

In order to point out the real and dual parts of the dual coordinates of U in 
Propositions 2.1 or 2.2 let us define a map M : ~ x ~ x ~ -+ ~, which will play 
an important role below, by 

M(X, Y, Z) = {XjYj Z} [y, Z] = (X I [Y, Z]) [Y, Z]- [X I [Y, Z]] c:[y, Z]. 

Note that M(X, Y, Z) = M(X, Z, Y) is reciprocal (orthogonal for the Klein form) 
to X, Y, and Z. Using the .6.-linearity of the inner product {- I .}, it is readily 
proved that the formulas (3) write (note that GG = Re{Xj Y j zP E R): 

(5) _{UIM(X,Y,Z)} _{UIM(Y,Z,X)} _{UIM(Z,X,Y)} 
x - GG ' Y - GG ' Z - GG . 

Now we turn to the basic classification of the finite subsets of~. 

Definition 2.2 Let k be an integer equal to 0, I, 2 or 3. A subset 6 of ~ is said 
to be of order k if the maximal number of elements independent over.6. in 6 is 
equal to k (in other words the rank of (5 overd is equal to k). 
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For an order 2 subset 6, all the axes of the elements of 6 which are not in 't 
are parallel to a plane and for all X, Y, Z E 6 the dual number {X; Y; Z} is non 
invertible (in other words: (Z I [X, Y]) = 0). 

For an order 1 subset, all the axes of the elements of 6 which are not in 't 
are parallel straight lines, all the Lie brackets are in 't and we have {X; Y; Z} = 
o for all X, Y, Z E 6. An order 0 subset is simply a subset of't. 

Up to a permutation, every finite subset 6 of at most six non zero elements of 
1) can be expressed in one and only one of the following normal forms: 

ORDER 3 NORMAL SETS: {X,Y,Z}, {X,Y,Z,U}, ... ,{X,Y,Z,U,V,W} 
where {X, Y, Z} is a basis of the D.-module 1) (see proposition 2.1). 
ORDER 2 NORMAL SETS: {X,Y}, {X,Y,Z}, ... ,{X,Y,Z,U,V,W} 
where [X, Y] tt 't (see proposition 2.2). 
ORDER 1 NORMAL SETS: They will be classified according to the number of 

elements of 6n(1) - 't) and of 6n't and their normal forms are expanded writting 
at the head the elements which are not in 't; the normal form of an order 1 set of 
the type (m, n) is 

6 = {Xl, ... ,Xm, Ul , ... ,Un} with Xl, ... ,Xm tt't and Ul , ... ,Un E't. 

3 Linear dependence over R of two elements of 1) 

Proposition 3.1 A necessary and sufficient condition for a set 6 = {X, Y} 
of non zero elements of 1) be linearly dependent over R is that one among the 
following properties holds: 

• X and Y are in 't and are linearly dependent over R, 

• X and Y are not in 't and ([X, Y] = 0 and fx = fy). 

In the first case 6 is order 0 and in the second case it is order 1 of the type (2,0). 
Note that the condition fx = fy also writes: [X I X](Y I Y)-[Y I Y](X I X) = o. 

4 Linear dependence over R of order 3 sets 

Since an order 3 subset 6 = {X, Y, Z} of 1) is linearly independent over D. it is 
always linearly independent over R. We only have to treat the cases where the 
subset contains 4, 5 or 6 elements. Our method based on the use of the function 
M and the Klein form for constructing a screw reciprocal to a given set of screws 
differs from the method proposed by Kerr and Sanger in [6], moreover it has an 
"Euclidean meaning" . 

Proposition 4.1 A necessary and sufficient condition for an order 3 normal set 
6 = {X, Y, Z, U} be linearly dependent over R is that U be reciprocal (orthogonal 
within the meaning of the Klein form) to 

M(X,Y,Z), M(Y,Z,X), M(Z,X,Y). 
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Proposition 4.2 A necessary and sufficient condition for an order 3 normal 
set {X, Y, Z, U, V} be linearly dependent over R is that either {X, Y, Z, U} or 
{X, Y, Z, V} is linearly dependent (test from Prop. 4.1), or V is reciprocal to 

[U I M(X,Y, Z)]M(Y,Z,X) - [U I M(Y,Z,X)]M(X, Y, Z), 
(6) [U I M(Y,Z,X)]M(Z,X, Y) - [U I M(Z,X, Y)]M(Y,Z,X), 

[V I M(Z, X, Y)] M(X, Y, Z) - [V I M(X, Y, Z)) M(Z, X, V). 

The three reciprocity conditions for V are not independent (only two of them are). 
Moreover, the elements (6) span the reciprocal subspace to {X, Y, Z, V} and the 
proposition means that V lies in SpanR {X, Y, Z, U} if it lies in the biorthogonal 
subspace (within the meaning of the Klein form). 

Proposition 4.3 A necessary and sufficient condition for an order 3 normal sub­
set {X, Y, Z, U, V, W} be linearly dependent over R is that one among the follow­
ing properties holds: 

• {X,Y,Z,U}, {X,Y,Z,V}, {X,Y,Z,W}, {X,Y,Z,U,V}, {X,Y,Z,V,W} 
or {X, Y, Z, V, W} is linearly dependent (tests from Prop. 4.1 and Prop. 4.2) . 
• W is reciprocal to P M(X, Y, Z) + QM(Y, Z,X) + RM(Z,X, Y) where: 

{ 
p = [V I M(Y,Z,X)][V I M(Z,X,Y)) - [V I M(Y,Z,X)][V I M(Z,X,Y)), 
Q = [V I M(Z,X, Y))[V I M(X, Y, Z)]- [V I M(Z,X, Y)][V I M(X, Y, Z)), 
R= [U I M(X,Y,Z)][V I M(Y,Z,X)) - [V I M(X,Y,Z)][V I M(Y,Z,X)). 

5 Linear dependence of order 2 sets 

Proposition 5.1 A necessary and sufficient condition for an order 2 normal set 
{X, Y, Z} be linearly dependent over R is that Z be reciprocal to 

M(X, Y, [X, Y)), M(Y, [X, Y),X), M([X, YJ,X, V). 

Proposition 5.2 A necessary and sufficient condition for an order 2 normal set 
{X, Y, Z, V} be linearly dependent over R is that either {X, Y, Z} or {X, Y, U} 
is linearly dependent (test from Prop. 5.1), or V is reciprocal to the following 
elements 

[Z I M(Y, [X, Y),X))M([X, Y),X, Y) - [Z I M([X, Y),X, Y)) M(Y, [X, Y),X), 
[Z I M([X, Y], X, Y)] M(X, [X, Y], Y) - [Z I M(X, [X, YJ, Y)] M([X, YJ, X, V), 
[Z I M(X, [X, YJ, Y)]M(Y, [X, Y],X) - [Z I M(Y, [X, YJ,X)]M(X, [X, YJ, V). 

The statement of Proposition 5.2 deserves a remark similar to the one following 
Proposition 4.2: the three reciprocity conditions are not independent. 

Proposition 5.3 A necessary and sufficient condition for an order 2 normal sub­
set {X, Y, Z, U, V} be linearly dependent over R is that one among the following 
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properties holds: 

• {X,Y,Z}, {X,Y,U}, {X,Y,V}, {X,Y,Z,U}, {X,Y,Z,V} or{X,Y,U,V} 
is linearly dependent (tests from Prop. 5.1 and Prop. 5.2) . 
• V is reciprocal to PM{X, Y, [X, Y])+QM{Y,[X, Y],X)+RM{[X, Y],X, V), 
where 

P [Z I M{Y, [X, Y],X)][U I M{[X, Y],X, V)] 
-[Z I M([X, Y],X, V)] [U I M(Y, [X, Y],X)] 

Q [Z I M([X, Y],X, V)] [U I M{X, [X, V], V)] 
-[Z I M(X, [X, V], V)] [U I M([X, Y],X, V)] 

R [Z I M(X, [X, V], V)] [U I M(Y, [X, Y],X)] 
-[Z I M(Y, [X, Y],X)] [U I M(X, [X, V], V)] 

Proposition 5.4 Every order 2 set of six elements 5 in ~ is linearly dependent 
over R. 

6 Linear dependence of order 1 sets 

The order 1 sets of more than four elements are always linearly dependent. Hence 
we a priori need ten criteria for testing order 1 sets and they reduce to eight since 
two cases, the types (1,0) and (1,1), are obvious. We only give some examples of 
these criteria and some geometrical interpretations. 

For an order 1 set 5 let II = lIs be a plane orthogonal to the axes ~x 
(X E 5 - ~) and ax be the intersection of II and ~x. Let [5,5] be the set of 
the elements [X, Y] with X, Y E 5. Using formula (2) we see that, for X and Y 
in 6 - ~, [X, Y], which is in ~, is the constant field equal to (X I Y) axaY (this 
property is useful for geometrical interpretations). 

A first criterion reduces the testing of the sets of the type (1, n) to ordinary 
calculations in the three dimensional space ~ (isomorphic to E): 

Proposition 6.1 A necessary and sufficient condition for an order 1 normal set 
6 = {X, U I , ... ,Un} of the type (I, n) be linearly dependent over R is that 
{UI , ... , Un} be linearly dependent. In particular, if n > 3, 5 is linearly de­
pendent and, if n = 0 or I, 5 is linearly independent. 

Proposition 6.2 A necessary and sufficient condition for an order 1 normal set 
5 = {X, Y, U} of the type (2, 1) be linearly dependent overR is that either {X, Y} 
is linearly dependent over R (second test from Prop. 3.1), or one among the fol­
lowing properties holds: 

• [X, Y] = [X, U] = 0, [and fx =f. fy] . 

• [X, Y] =f. 0 and [X I U] = 0 and Rank{[X, V], [X, Un = 1 and fx = fy. 

• [X, Y] =f. 0 and [X I U] =f. 0 and fx =f. fy and 

(X I Y)(Jx - fy)[X, U] = [X I U][X, V]. 
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The geometrical form of the last three conditions is the following: 

• ~x = ~y and U is directed as ~x [and Ix # 'y]. 

• ~x # ~y, U is orthogonal to the plane (~x,~y) and Ix = Iy. 

• ~x =I ~y, U is not orthogonal to ~x, Ix =I Iy and 

(Ix - Iy)wx xU = (wx' U)liXaY. 

Define the quantity 2V(X, Y, Z) as: 

(X I X)(Y I Z)/x[Y, Z] + (Y I Y)(Z I X)/y[Z,X] + (Z I Z)(X I Y)/z[X, V]. 

Proposition 6.3 A necessary and sufficient condition lor an order 1 subset <5 = 
{X, Y, Z} of the type (3,0) be linearly dependent over R is that either {X, Y}, 
{Y, Z} or {Z, X} is linearly dependent over R (second test from Prop. 3.1), or the 
following condition holds: 

• Rank [<5, <5](= Rank {[X , V], [X, Z]}) = 1 and V(X, Y, Z) = 0 

In particular, when Rank [<5,6] = 2 the set <5 is linearly independent. 

The geometrical form of the condition is the following: 

• ~x, ~y, ~z are coplanar and Ix'CiYCiZ + 'yazax + fzliXaY = O. 

In particular when the axes ~x, ~y, ~z are not coplanar the set <5 is linearly 
independent. The condition V(X, Y, Z) = 0 (or its geometrical form) holds in 
particular when Rank[<5, <5] = 0 (~x = ~y = ~y) or when Rank[<5, <5] ::; 1 and 
Ix = Iy = fz, due to the relation 

(7) 
(X I X)(Y I Z)[Y, Z] + (Y I Y)(Z I X)[Z, X] + (Z I Z)(X I Y)[X, Y] = O. 

Proposition 6.4 A necessary and sufficient condition for an order 1 subset <5 = 
{X, Y, Z, U} of the type (4,0) be linearly dependent over R is that either one three 
element subset of <5 is linearly dependent or Rank[<5, <5] ::; 1 or one among the 
properties similar to the following holds: 

• Rank{[X, V], [X, Z]} = 2 (for example) and il a and f3 are the real numbers 
such that [X, U] = a[X, Y] + f3[X, Z], then 

a(X I Y)(ly - Ix) + f3(X I Z)(lz - Ix) = (X I U)(lu - Ix). 

Owing to relation (7), in the last case Rank[<5, <5] = 2. The last properties holds 
in particular when the four numbers lx, Iy, Iz and lu are equal. The geometrical 
form of the condition is either ~x, ~y, ~z, ~u are coplanar or: 
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• ~x, ~y, ~z (for example) are not coplanar and if a and, f3 are the real 
numbers such that axau = aaxay + f3axaz, then 

a(fy - Ix) + f3(fz - Ix) = lu - Ix. 

Conclusion. The principles of an algorithm for testing the rank of any 
set 6 of non zero members of l) are now clear. It is compound of two stages: 

FIRST STAGE: find the order k and a normal form of 6 (then Rank6 ~ k). 
SECOND STAGE: apply specific criteria from sections 4, 5, 6 for the calculation 

of the value of the rank. For example when k = 3 and 6 = {X, Y, Z, ... } one test 
the sets of the form {X, Y, z, U}, (U E 6) (Prop. 4.1) and stop if the rank is 3. 
Else one has to test selected sets of the form {X, Y, Z, U, V} (Prop. 4.2) and, if 
this is necessary, selected sets of the form {X, Y, Z, U, V, W} (Prop. 4.3). 
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A PSEUDO-DUAL NOTATION FOR KINEMATIC CALCULATIONS 

J.M. HERVE, 
Ecole Centrale Paris 
92295 Chatenay Malabry France 

Abstract 

We present a new type of algebra which can be used for any kinematic calculation. 

1. Introduction 

Since the original work by Dimentberg [1], dual numbers and dual vector algebra has 
been applied to kinematics. We note particular applications to mechanism design by 
Keler [2], Sugimoto, Duffy and Hunt [3] and numerous papers on robotics. Modem 
algebraic formulation of the dual algebra is given by Chevallier [4]. 
In this article, we present a new type of algebra with some analogy to the dual algebra. 
The pseudo-dual notation makes some calculations in kinematics easier. 

2. The pseudo-dual algebra 

We recall that a dual number d is a complex mathematical entity composed of two real 
numbers a and b : 
d = a + E b E is the dual unit endowed with the characteristic property E 2 = 0 
The number 1 may be considered as the identity operator i ,then d becomes an operator 

d = i a + E b able to act on any vector space. 
The pseudo-dual algebra is defined with a base of three operators I, J, E. 
The characteric properties of these pseudo-dual units are 

I 2 = I , J 2 = J , E2 = 0 

IJ=JI=O 

IE=EJ=E 

EI=JE=O 
This system of operators is connected with the dual algebra. 
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Indeed, we can easily verify 
I+l=i,i 2 =i,iE=Ei=E 

where i is the identity operator and E may be equated to the dual unit E 

The operators I, 1, E may be represented by matrices acting on any vectors. 

i I 0 

I = [ ------- ] 
010 

010 
1 = [ ------- ] 

o I i 

where i is the identity and 0 the zero operator. 

3. Pseudo-dual notation of the affine space 

o I i 
E = [ ------- ] 

010 

Points of the affine Euclidean space of dimension 3 are denoted by capital letters N, M, 

Vectors obtained from two ordered points may be represented by the difference of two 
points 

NM =M-N 

An origin point, 0, is needed to introduce the pseudo-dual notation . The pseudo-dual 
notation for point ° is : 

Q=EO +1 
The pseudo-dual notation for a generic point M will be : 

M =EOM +1 

Then, we are able to give the pseudo-dual notation for a vector: 

.QM=M-Q=EOM 

M=Q+QM 

4. Velocity field 

If M is the generic point of a mobile affme Euclidean space relative to a fixed Euclidean 
space, it is well known that the field of velocity vectors is a field of moments or screw 
(or twist). 



where 
V (M) 
V 

R 
Rx 

dM / dt = v (M) = v + R x OM 

is the velocity vector of point M 
is a given vector equal to the velocity of the point which coincides 
with point 0 at the given time t 
is the angular velocity vector 
is the linear skew-symmetric operator obtained from R and the 
vector product. 

The pseudo-dual notation is 

E dM I dt = E V(M) = E (V + R x OM) 

It is easy to verify that the expression for V (M) can be split in two factors: 

d (E OM + 1) I dt = [ I R x + E V] [E OM + J ] 

dM/dt=S M 

~ = I R x + E V is a pseudo-dual screw 
I R x is the rotation part and E V the translation part. 
We notice : 

IR xM =ER xOM 

EVM =EV 

5. The finite displacement 
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If the pseudo-dual screw is constant (independent of t), we have a differential equation for 
the function M in the variable t, which can be integrated between times 0 and t. 

M (t) = exp (tS) M (0) 

E OM (t) + J = exp [ t ( E V + I R x)] [E OM (0) + 1] 

exp [ t ( I R x + E V) ] = i + t (I R x + E V) 

+ t2 I 2 ! ( I R x + E V )2 + ... 

+ tn In! ( I R x E V )n + ... 
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We verify: 
( I R x + E V)2 = I ( R x)2 + E R x V 

( I R x + E V)n = I (R x)n + E ( R x)n-l V 

Employing the fonnula i = I + J, we obtain 

exp [ t (I R x + E V)] = J + I exp (t R x ) 
+ E [ t V + t2 I 2 ! R x V + ... 
+ tn In! ( R x)n-l V + ... ] 

To continue the computation, the vector V can be decomposed into its projection on R 
and on a plane perpendicular to R. 
The orthogonal projection of V on R is easily obtained employing the scalar product 
(dot product) (R / R2) (R • V). The complement of V is the orthogonal projection of 
V on a plane perpendicular to R : 

V - (R I R2) ( R . V). 
Because of the double vector product, this last expression can be proved to be equal to 

Then, we may write : 

and consequently 

R x V = - (R x)3 V / R2 

The coefficient of E becomes 

tR (R. V)/R2 -t(R x)2V IR2 
- t2 12 ! ( R x )3 V I R2 

- tn In! (R x)n + 1 V I R2 

= t R (R • V) I R2 + (R x V) / R2 - exp (t R x) [ (R x V) I R2 ] 

These vectors have a geometric sense. The fixed origin 0 coincides at t = 0 with a 
mobile point 0.0 becomes O' at time t. 
H is the foot of the perpendicular drawn from origin point 0 on the screw axis. 



OH = (R x V) I R2 

By rotation of angle tR, (R = R RIll R II ), 

OH becomes 0' H' 
O'H' = exp (t R x) OH 
HH' =tR (R. V)/R2 

The coefficient of E is 00' = OH + HH' + H'O' 

6. The Lie algebra of screws 
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The vector space of screws at a given point may be endowed with an algebraic structure 
of Lie algebraic structure in several ways [5], [6]. 

The commutator or Lie bracket of two pseudo-dual screws provides the closed product of 
the Lie algebra of pseudo-dual screws. 

It may be called a"screw product" because of its analogy to the vector product in 
classical 3 dimensional vector space. 
Let us consider two pseudo-dual screws 

The Lie bracket is 

Using the known property (Jacobi identity) of the classical vector product 

Mter some calculation we arrive at : 
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7. Composition product of displacements 

A mobile rigid body may undergo two successive displacements. The flrst displacement 
is characterized by two vectors S 1 and T 1 . S 1 is the rotation vector and T 1 is the 
translation vector of the origin . 
The pseudo-dual representation of this flrst displacement is the operator 

ill = I exp (Sl x) + E T1 + J 
For the second displacement, it is : 

Two successive displacements produce a new displacement, the composition product 
il2.Dl 

il2 ..121= I exp (S2 x) exp (Sl x) + E [T2 + exp (S2 x) T1 ] + J 

The absence of displacement or identity leads to a zero vector for rotation and translation 
vectors. 
The inverse displacement is 

[I exp (S x) + E T + J] -1 = 1 exp (-S x) + E [-exp( -S x) T ] + J 

The pseudo-dual notation of flnite displacements is able to express the algebraic group 
structure for the set of displacements [7]. 

8. Description of kinematic pairs 

A revolute pair, the axis of which is flxed at the origin, ° provides rotations of angle 

e about the unit direction vector u : 

OM- OM' 

[E OM' + J ] = [I exp ( e u x) + J] [E OM + J] 

If the revolute pair axis is determined by a point N ..;:. 0, the corresponding operators are 
obtained by conjugacy from the previous ones: 

[I + E ON + J] [I exp ( e u x ) + J] [I - E ON + J] 

= 1 exp (e u x) + E [ 1- exp (e u x)] ON + J 
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A prismatic pair is represented by 
I+Eat+J 

where is the translation amplitude with the unit direction vector t. 
All the lower kinematic pairs are easily deduced from the combinations of revolute pairs 
and prismatic pairs. 

9. Series of kinematic pairs 

Dealing with this problem in its generality would require extremely lengthy 
calculations. To simplify, we have chosen the typical example of a series of two 
revolute pairs. For a given initial configuration of a set of three rigid bodies connected 
by two R pairs, the successive axes are determined by 

(N 1 ,ul) and (N2 ,u2 ). 

The rotation angles are denoted 8 1 and 8 2 . The series is represented by the 
composition product of the allowed relative displacements in each pair. 

The factor order is from the left to the right for pairs which go from the fixed body to 
the mobile bodies. A generic point M becomes a point M' : 

[E OM' + J] = [I + E ONl + J] [I exp (81 ul x) + J] [I - E ONl + J] 

[I + E ON 2 + 1] [I exp (82 U2 x) + J] [I - E ON 2 + J] [E OM + 1] 

Using pseudo-dual calculations, we obtain: 

[1- E ONI + J] [EOM' + J] = [I exp (81u1 x) + 1] [I + ENIN2 + 1] 

[I exp (82 U2 x) + J] [I - E ON2 + J] [E OM + J] 

[EN1M'+J]=[Iexp(81ulx)+J][lexp(82u2 x)+ EN1N2 +1] 
[E N2 M + J] 

One can recognize the pseudo-dual formulation of a result obtained directly in reference 
[8]. 
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10. Conclusion 

The pseudo-dual notation for geometry and kinematics is not as powerful a tool as the 
true dual notation. However. it simplifies the calculation of the affine Euclidian 
displacement and it may be useful in the establishment of properties of kinematic 
chains. 
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Abstract. This paper discusses a novel technique for reference localiza­
tion of a wheeled mobile robot (WMR) through the use of cable-extension 
transducers. The robot's planar position is determined through triangu­
lation of two transducers. However, restrictions on the orientation of the 
transducers require the use of pulleys in the overall system design, and 
these introduce nonlinearity into the equations governing the reference lo­
calization. The theoretical process by which Cartesian coordinates for the 
WMR are obtained is presented as are the computational aspects of the 
approach. Additionally, the uncertainty inherent to the linear transducer 
measurements is discussed. 

1. Introduction 

The precise localization of wheeled mobile robots (WMRs) has been a very 
important topic for mobile robot navigation and control problems. Compu­
tational kinematic equations are the basis for two distinct approaches for 
ascertaining robot location: the dead reckoning approach and the reference 
(or landmark) method (Cox and Wilfong, 1990). 

The dead reckoning method for WMRs is the process of position iden­
tification by measuring wheel rotations through the use of either in-line 
encoders, passive measuring wheels (Sugimoto et al., 1988), castor sens­
ing wheels (Culley and Buldar, 1988), or several other methods. For the 
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reference method, various sensor systems may be used such as vision sys­
tems, infrared sensors, sonar systems, and LIDAR (laser radar) (Cox, 1990; 
Crowley, 1989; Beckerman and Oblow, 1990; Chen et al., 1993; Figueroa 
and Mahajan, 1994). The triangulation (or trilateration) principle is essen­
tial in the latter method since robot position is based on the simultaneous 
measurement of the range or bearing to two or more known landmarks. 

The University of California, Davis in conjunction with the California 
Department of Transportation, as part of the Advanced Highway Mainte­
nance and Construction Technology Research Center, is developing a high 
load WMR for highway maintenance and construction tasks (Winters et 
al., 1994). The WMR is a differentially steered, self-propelled robot which 
works in close proximity to a support vehicle. The motion of the mobile 
robot is controlled relative to the support vehicle, so that a relative posi­
tion tracking system is essential. Based on the intended applications of the 
robot system and the corresponding tracking system requirements, a new 
approach for reference localization is being developed. 

The sensor approach that is presented herein is novel in that it uses new 
technology in the form of cable-extension transducers (CETs) to determine 
robot position. CETs are linear-displacement sensors which produce elec­
trical signals proportional to the travel of their extension cables. CETs 
achieve a 0.01% accuracy for up to approximately a 40 meter range, and 
they are relatively robust, inexpensive, and easy to use compared to other 
approaches. CETs do require a physical connection between the support 
vehicle and the mobile robot, but the support vehicle must provide power 
and materials, and thus a physical connection already exists. 

The following section outlines the computational kinematics based on 
the triangulation principle to determine robot position, and we later sum­
marize the sources and types of errors involved in this technique. 

2. Kinematic Position Equations of the CET System 

Figure 1 shows a schematic diagram of the sensor system. The cables from 
both cable-extension transducers are passed around the pulleys A and B 
and are attached to point P on the robot. The pulleys are required to allow 
the cable to exit from the transducer with the same orientation, which is a 
necessity, yet locate an arbitrary position P in the workspace. The size of 
the pulleys in the figure are exaggerated for illustrative purposes. 

The coordinate system is assigned as follows: x passes through the cen­
ters of both pulleys and its origin is midway between the two pulleys. The 
cable length is defined as the distance of P from the point C or D on the 
pulley circumference as shown in Figure 1. This augmented cable length 
can be easily obtained by appropriately resetting the counter of the CETs 
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y 

x 

Figure 1. Schematic of the cable-extension transducer system. 

or adding an offset value. Due to the pulley effect, it is impossible to find 
an explicit form for the position equation of point P. Thus, parametric 
variables, (h and (h which are the inner angles formed by the x-axis and 
the cables, are used. With these parameters, the following relationships are 
obtained: 

Ll = r(7r - (h) + (yP - rcoslh)/sinfh, 

YP cotfh = H + xp + r/ sinOl, 

L2 = r(7r - (h) + (yp - rcos(h)/sin(h 

y p cot O2 = H + x p + r / sin O2 . 

(1) 

(2) 

(3) 

(4) 

Rearranging these equations, the position of the end point P of both 
cables is represented with parametric variables 01 and (}2 given the cable 
lengths Ll L2 as 

YP = {Ll-r(7r-(}l)}sin(}l +rcos(}l, 

x p = H + r / sin (h - y p cot 02, 

YP = {L2 - r(7r - (2)} sin O2 + r cos O2. 

(5) 

(6) 

(7) 

(8) 

In these equations, x p and Y p are the dependent variables that need to 
be determined. The input variables are the lengths of each cable, Ll and 
L 2 . However, we can not reduce the equations and get explicit equation 
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forms for xp and YP in terms of L1 and L2 due to the nonlinearities with 
respect to the parametric variables 01 and (h Consequently, the problem 
at hand is to numerically solve the nonlinear simultaneous equations (5-8) 
with four unknowns x p , YP ' 01, and ()2 given L1 and L2. These equations 
can be solved with existing numerical methods, but some caution needs to 
be taken. 

First, more than one set of solutions may exist. For example, from obser­
vation there exists two solutions that simultaneously satisfy the equations 
with the same L1 and L2: when one solution is (x P' Y p) lying on the posi­
tive Y plane, another solution may result from wrapping the cables further 
around the pulleys such that a solution lies in the negative Y plane (it is not 
a mirror image due to the pulleys). However, the latter will be avoided in 
the real sensor system by placing constraints on the robot's motion. These 
undesired solutions can be avoided by proper selection of initial values for 
the numerical nonlinear equation solver. A proper guess of initial values 
near the desired solution may also accelerate numerical convergence time. 

The following approximate trigonometric relationships are useful for 
optimal estimation of these initial values: the angles A, B, and C can be 
obtained from the equations: 

sinB = bsinA/a, 

sinG = csinA/a. 

(9) 

(10) 

(11) 

In these equations, A is the maximum angle, and sides a, b, and care 
approximated as 2(r + H), L1 and L2, respectively. These approximations 
result by ignoring the pulleys, and this is a reasonable approximation for an 
initial value calculation since the pulley dimensions are small compared to 
the sensor base and the cable lengths. The inner angles Band C provide the 
initial guesses to ()1 and 02, respectively, which then allow the calculation of 
initial values of xp and YP using either equations (5) and (6) or (7) and (8). 
With this relatively good initial estimate, fast convergence to the desired 
solution is achieved. 

The second possible problem arises from the fact that there are certain 
combinations of L1 and L2 for which no solution exists. This is due to the 
fact that the sum of the lengths of the two shorter sides of a triangle must 
be greater than the length of the third side. The geometry of our situation 
is more complex due to the pulleys. We define pairs of L1 and L2 for which 
no solution exists as singular combinations. Singular combinations can be 
ruled out using appropriate condition statements. 

Figure 2 shows 3-dimensional plots of the numerical solutions obtained 
using a Runge-Kutta solution method. This figure depicts all four variables 
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in terms of the cable lengths, L1 and L2. The flat regions at the bottom of 
each plot depicts the singular combinations of L1 and L2 . 

It would be quite difficult to apply the cable-extension transducer sys­
tem to the tracking control problem of a high speed mobile robot due to 
the relatively high speed computation of the nonlinear equations necessary 
for real-time robot operation. Thus, in this work, the numerical solutions 
to the kinematic equations are obtained in an off-line manner, and look-up 
tables are employed for real-time robot operation. The pre-calculated data 
is stored into memory and is utilized as interpolation parameters. As shown 
in Figure 2, the solutions of the nonlinear equations are in themselves fairly 
nonlinear, and thus, a quadratic interpolation function has been selected 
for the required interpolation accuracy. 

(a) x (b) y 

(c) 9J 

Figure 2. Three dimensional plots of the variables in terms of L1 and L 2 . The flat 
regions at the bottoms of each plot represents the singular combinations of the L 1 , L2 
pair. 

3. Quadratic Interpolation 

In order to avoid the inversion of the coefficient matrix when using poly­
nomial interpolation, a Lagrangian interpolation function is used. For one­
dimensional elements with n nodes, the interpolation function is represented 
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as 

(x - Xl) ... (X - Xp-l)(X - xp+d ... (X - xn) 

(xp - Xl) ... (xp - xp-d(xp - Xp+1) ... (xp - xn) 

(12) 
where II indicates the product of the parenthetic binomial expressions. 
There are n - 1 binomial expressions in the numerator and denominator. 
Note that when X = X p' the pth node, the numerator and denominator 
becomes identical and the interpolation function becomes unity. However, 
at any other node where X =1= xp the function goes to zero. For n = 3 
, representing a quadratic element, the following interpolation functions 
apply: 

(13) 

Note that the CO continuity of the field variable will also be preserved with 
the Lagrange interpolation function. 

With this one dimensional Lagrangian interpolation function in mind, 
consider a two-dimensional normalized rectangular element with coordi­
nates e, TJ as shown in Figure 3. There are nine nodes consisting of one­
dimensional quadratic elements, so that quadratic variation of the field 
variable rp exists, and 

9 

rp = LNirpi (14) 
i=l 

where, using Lagrangian polynomials in the e and TJ directions, 

(15) 

at each pth node. Note again that Np = 1 at node p, and that at all other 
nodes, the interpolation function Np is zero. The interpolation functions 
are then as follows: 

N (e ) = (e - 6)(e - 6)(TJ - TJ8)(TJ - TJ7) 
1 ,TJ (6 - 6)(6 - 6)(TJl - TJ8)(TJl - TJ7)' 

No (e ) = (e - 6)(e - 6)(TJ - TJ9)(TJ - TJ6) 
2 ,TJ (6 - 6)(6 - 6)(TJ2 - TJ9)(TJ2 - TJ6)' 
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(16) 

4. Error Analysis of the Cable-Extension Transducer System 

In order to properly design the linear transducer system for a wheeled 
mobile robot, one must understand the errors involved in measuring the 
robot's position. As the robot moves in its workspace, the accuracy of the 
measured position will not be consistent due to the kinematic nonlinearity. 

• 11 
7 6 5 

8 9 4 

1 2 3 .. ~ -
Figure 3. Two-dimensional quadratic element. 

Overall, errors with cable-extension transducers may include limitations 
of sensor resolution, cable sagging, and cable elongation. These errors can 
be summarized as general uncertainties on the cable lengths, L1 and L2. 
Let us denote these uncertainty bounds on L1 and L2 as 8L1 and 8L2, 
respectively. In the design of our WMR, two assumptions can be employed 
to ease the error calculation; the uncertainty bounds on both cable lengths 
are the same, that is 8L1 = 8L2 = 8L, and the effects of the pulleys can be 
neglected. 

Figure 4 depicts an approximation to the uncertainty bounds based on 
the following assumption; since the uncertainty bounds are very small com­
pared to the cable lengths, the small region ABCD in which the apex P of 
the triangle lies can be assumed to be a parallelogram. The maximum possi­
ble error due to the uncertainty is then a diagonal line of the parallelogram 
ABCD, that is AP or BP, such that: 

emax = max(AP, BP). (17) 

Triangles API and APE are right-angled and they are identical. Also, 
the angle EPI is the sum of the two inner angles (h and O2 , Therefore, the 
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diagonal AP can be expressed as 

AP= 8L 
cos ChtB2) . (18) 

Similarly, the diagonal can be expressed as 

BP = 8L . 
sin (B) tB2 ) (19) 

Let us now denote equations (18) and (19) as AP = h(81,82 ) and 
BP = 12(81 ,82 ) for convenience. Note that the sum of the two inner angles 
of the triangle, 81 + 82, is bounded by 7r. 

Figure 4. Error lengths included with cable lengths of transducers. 

AP is unbounded when 81 + 82 goes to 7r, and BP is unbounded when 
81 + 82 goes to O. Also, the workspace for this sensor system is defined as 
the finite region that lies in the first two quadrants and is centered along 
the y axis. It is easily recognized that the finite maximum error occurs on 
the boundary of the workspace. We can now mathematically define our 
problem as follows: 

Given: 
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R2 -+ R within the finite workspace 
Find: max [max h(Ol, ( 2 ), maxh(Ol, ( 2)] 

Subject to: 0 < 01 < 7r 

0< 02 < 7r 

g(Ol' ( 2) == O. 

The workspace boundary is imposed by the equality constraint above. 
The following equations, (20) and (21), relate the Cartesian coordinate 
system to the inner angles of the triangle, 01 and O2 , as depicted in Figure 
5, and these are particularly useful since it is usually far more convenient 
to use Cartesian coordinates to represent a workspace boundary. 

(20) 

(21 ) 

x 

2H 

Figure 5. Simplified relation between Cartesian coordinates and the inner angles of the 
triangle. 

Example. Semicircular workspace. 
In order to realistically explore the error bound, a numerical example is in 
order. The example to follow considers a semicircular work space, as shown 
in Figure 6, which is consistent with the workspace of the wheeled mobile 
robot system under development. The boundary for the semicircle is split 
into two parts, the arc MN and the line MN. 
i) Along the semi-circle MN: The boundary equations are 

(22) 

b ~ YP ~ b + R. (23) 
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x 

Figure 6. Semicircular workspace. 

The Cartesian coordinates of the point P are related to the angles (h 
and (h from equations (20) and (21), so that equation (22) is modified to 
the form g(Ol' O2) as 

g(Ol' O2) == H2 sin2(02 - 01) + [2H sin 01 sin O2 

- bsin(Ol + 02)f - R2 sin2(01 + O2) = O. (24) 

In order to find the maximum value for the first equation (18), let us 
define the following function using the Lagrange multiplier A: 

(25) 

It is clear that the function it has extreme values when the following equa­
tions are satisfied, 

(26) 

There are now three unknowns, 01, O2 , and A, and three equations, 
(24) and (26) which are subject to the non-holonomic constraints (23), so 
that the maximum values can be algebraically determined. After solving 
these equations, two solutions are obtained: 01 = O2 is at the point Q, and 
x p = ±R are at the points M and N shown in Figure 6. Substituting these 
points back into equation (18), the error AP at Q is determined as 

(27) 

and also at M and N, we have 
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where in each case 

Similarly the BP error can be expressed as 

(30) 

(31) 

where again Ll and L2 are represented by equation (29). 
ii) Along the straight line MN: The equations for the straight line MN are 
YP = band -R ::; Xp ::; R. Following similar procedures as in i) above, it 
can be concluded that there exists three extreme points M, N, and 0 along 
the line MN. From physical intuition, we can see that the extremum at 0 
is the minimum, so that the maximum exists at M or N. Furthermore, the 
extreme values at M and N are same as those given in equations (28) and 
(31). 

From the equations (28) and (31), we recognize that AP at M or N is 
always greater than BP at M or N. Also, AP at Q is greater than BP 
at Q as long as H is less than R + b. This is reasonable since we do not 
want the cable to extend beyond the workspace. The maximum error thus 
occurs on the variable AP. Let us employ the following parameter values to 
illustrate numerical results: H = 33cm, R = 213cm, and b = 94cm. With 
these parameters, we obtain the maximum values, AP latQ= 9.4oL, and 
AP latM= AP latN= 17.38L. Now with a maximum transducer uncertainty 
of .03cm, the maximum error becomes O.5cm at points M and N. 

5. Conclusions 

This paper has presented a target localization technique for a wheeled mo­
bile robot based on the use of cable-extension transducers and the principle 
of triangulation. Physical requirements of the cable-extension transducers 
has resulted in the necessity to solve a system of nonlinear equations to de­
termine robot kinematics. It was determined that solving these equations 
in real-time would be difficult considering the intended high speed robot 
operation. However, pre-calculated data points could be implemented in a 
look-up table and used as quadratic interpolation parameters, and such an 
approach is applied. A theoretical error analysis was also presented based 
on uncertainties of the CETs. A procedure for finding maximum errors in 
a bounded workspace was outlined and example results provided. An ac­
tual CET based target localization system has been fabricated, and the 
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next step in our development involves the use of a coordinate measurement 
system to calibrate the CET based system. 
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AN EXTENSION THEOREM FOR 

KINEMATIC SYSTEMS OF EQUATIONS 

Abstract 

P. KovAcs, G. HOMMEL 
Institut flir Technische Informatik, Sekr. FR 2-2, 
Technische Universitat Berlin, 10587 Berlin, Germany 

Before mathematical elimination techniques like resultant methods or the Buchberger Algorithm can 
be applied to the inverse or direct kinematics problem, some initial elimination steps must be carried 
out in other ways as the original problem requires too much effort. This initial elimination may 
yield extraneous roots. The correctness of the simplified system is particularily important when its 
symbolic solution for several single effector poses is used to identify and predict properties of best 
"unspecialized" solutions, thus leading the way to optimal symbolic kinematic transformations. 
The article investigates the equivalence between the system of kinematic equations of single-chain 
manipulators and a family of significantly simpler systems of five "prominent" equations in four 
variables. Precise conditions for their equivalence are proven. The theorem is a prerequisite for the 
practical application of the Buchberger Algorithm in inverse kinematics. In addition it provides 
several interesting, original theoretical insights. 

1 Introduction 
This article investigates symbolic solutions of the inverse kinematics problem. Elementary results 
and the basic nomenclature are taken from [1]. 
Powerful universal techniques are available for the symbolic solution of the familiar inverse kine­
matics problem (IKP). The fundamental Raghavan-Roth Algorithm [2) uses - in its final stage - re­
sultant methods to obtain a symbolic triangulation of the kinematic system of equations '1(, i. e. a 
complete sequence of characteristic equations in echelon form whose consecutive solution yields all 
joint configurations for arbitrary effector poses. As an alternative appro;y;h one can use the univer­
sal symbolic solution technique for nonlinear systems of equations, the Buchberger Algorithm [3]. 
Because of the complexity of the IKP, the kinematic system of equations '1( must be simplified 
before it can be processed by the Buchberger Algorithm or by standard resultant methods. The 
breakthrough in [2] is due to an initial simplification yielding a system of 6 equations in 3 variables 
which is particularily well suited for an application of resultant methods. Independently, the au­
thors suggested in a preliminary report [4] the use of a whole family of systems 'Eev,Oj1 (see below) 
of 5 equations in 4 variables as an initial simplification before application of the Buchberger 
Algorithm. This reduces the processing time of the algorithm for an average kinematic system of 
equations with numerical pose- and link-parameters from several dozen hours of CPU time to a 
few minutes on a SUN. A similar reduction in magnitude is obtained with respect to memory re­
quirements. 
Obviously it is necessary to investigate the correctness of any such simplified system of equations 
'E, i. e. it must be shown that each solution of the kinematic system of equations '1( is a solution of 
'E and that each solution of 'E can be extended to a solution of '1(, i. e. suitable values for the re­
maining variables can be found for any solution of 'E. The goal of the present article is to rigor­
ously prove exact conditions for the equivalence of '1(and the systems 'EOv,Oj1 below. The theorem 
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yields restrictive conditions on the robot structure if some 'EeV,(JIl is not fully equivalent. thus 
permitting an easy selection of large numbers of fully equivalem 'Eey,81l for given manipulators. 
Absolute correctness of solutions is crucial for the following practical application. The two univer­
sal solution methods mentioned above can provide symbolic solutions in practice only if all pose­
and link-parameters are numerical; in this case we say that '1( or 'Eor the resulting triangulation re­
spectively are (numerically) specialized. Optimal unspecialized triangulations can be identified by 
investigating a sufficient number of specialized triangulations. In particular. one can predict in this 
way with arbitrarily high probability whether some unspecialized characteristic equation permits es­
sential simplifications like factorization or decomposition. thus yielding a relevant improvement of 
the symbolic solution. see [5; 6]. Recent results show that the latter techniques have frequem. sub­
stantial applications in the analysis of multi-loop mechanisms. The analysis of single chains is a 
prerequisite for this investigation. The above improvements for single chains are identified through 
symbolic solutions for several generic effector poses. For this purpose. all corresponding special­
ized characteristic equations must be free of rounding errors and extraneous solutions. 
The 'E8y,8~ define2 below_are a subset of the initial equations used in [2]. The famous additional 
equation (' «(jj. p) 1 - (ZP· I) P)3") introduced in [2] is not contained in 'Eev,8p." The theorem below 
proves that this important equation is not needed for the correctness of 'Eev,81l usually. In the re­
maining cases it can be shown that the inclusion of the above equation cannot always guarantee 
correctness either. A single member 'Eey,81l of the family was already used in [7] and a subset was 
used in [8]. On the basis of the presemed results and with explicit reference to their preliminary 
publication in [4]. Weiss [9] used [2] to reduce each 'Eey,8Jl to four equations in three variables and 
proved extensibility criteria for these simpler systems. Their solution with modern implementations 
of the Buchberger Algorithm ("GB") yields a very fast way to obtain specialized symbolic solu­
tions of the IKP. The proof of part IV) of the theorem can serve as an illustrative and interesting 
example, demonstrating also a simple application of the Buchberger Algorithm. 

2 Notation and Theorem 
The investigation is restricted to general manipulators. i.e. open or closed single loop kinematic 
chains with n prismatic or revolute joints. The following definitions are based on [1] and [5]. 
The relation between the joint coordinates and the effector pose of a manipulator with n joints can 
be expressed by the homogeneous 4 x 4 basic kinematic (matrix-) equation 

Al*A2*···*An =T (1) 

where T is the effector matrix. which specifies the effector pose and the Ai are the arm matrices. 
containing the joint variables. Each Ai is a product of four elementary Denavit-Hartenberg trans­
formations. i. e. rotations or translations with respect to the local z- or x-axis 

Ai = Rot(z, 0i) * Trans(z. di) * Trans(x. ai) * Rot(x. aj}. (2) 

The kinematic structure of the manipulator is specified by n Denavit-H artenberg quadruples 
(th. dl. al. al) (~. d2. a2. av ... (On. dn• an. an>. (3) 

A complete set of joint values (01 •... , di •... OJ •... On) taking the effector to a pose T is called a 
(joint-)c01ifiguration of T. A partial configuration of T is an arbitrary subset of a configuration. 
The 12 non-trivial element equations of (1) constitute the basic kinematic system of equations 
'1(, which determines completely all correct configurations for every given effector pose. The 
modified kinematic (matrix-) equations are obtained by consecutively mUltiplying (1) with the cor­
responding inverted Ai on the left or right side. which gives matrix equations of the form 
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A '*A'+I* *A' = A'I-I* *Al-l*T*A-l* *A'+I-1 1 1 00. J 1- 00' n 00. J • (4) 

For each equation of type (4), the simultaneous inversion of the matrix expression on the left and 
right side yields another modification, the so called inverse modified equation. Each of these matrix 
equations yields a system of 12 non-trivial scalar element equations as above. The basic system iJ( 
and all modified systems of equations are equivalent in the sense that they must have exactly the 
same solution set. The individual element equations of the different systems, however, can vary 
considerably. 

Theorem 
For a manipulator with n joints, let {)vand ()J1. be arbitrary revolute variables and let 

Rot(z,{)v) * L = R * Rot(z,{)~-1 (5) 

be a modified kinematic system of equations. Let lij and rij be the elements of L and R respec­
tively. The system 

~=~ ~ 

~=~ m 
~+~=~+~ 00 
113 * 114 + 123 * 124 = r13 * r14 + '23 * "24 (9) 

113 * iz4 -iz3 * lt4 = r13 * "24 - '23 * '14 (10) 

(which does not contain ()v and ()~ is denoted 'Eov'OJl • Then 
I) Each solution of '1( is a solution of 'EOv'OJl . 
II) Each solution of 'EOv.OJl can be extended to one solution of 'l( except when a solution of 

'Eov.OJl satisfies both of the following equations 

1142 + 1242 = '142 + r242 = 0 (11) 

133 = '33 = ±1. (12) 

and in addition at least one of the variables of the solution vector has a complex value. In this 
case 'Eov.OJl still provides all correct solutions but may also contain extraneous solutions. 
The characteristic equations for {)vand ()J1. can be calculated from 'EOv.OJl alone. They are 
free of extraneous roots. 

III) If «11) and (12)) hold for a real solution of 'EOv.0J.l' one of {)vor ()J1. can be selected freely 
and a suitable value of the other variable exists such that '1( is satisfied. i. e. the solution can 
be extended as well. 

IV) None of the five equations is algebraically dependent on the others in general. i.e. the omis-
sion of any equation from 'Eov.OJl can yield extraneous solutions. 

Before the theorem is proven, some of its aspects and consequences are discussed. 
The theorem states that every 'Eov.OJl contains the complete information of '1(, except for the lower 
dimensional set of extraneous complex solutions which occur at poses satisfying «11) and (12)). 
If «11) and (12)) hold for a reachable effector pose TO the joint axes of joint v and J1. must be iden­
tical, i. e. TO is an indeterminate position. Note, that for all other systems 'Eoi.Oj with i ~ {v,,u} or 
j ~ {v, ,u}, the condition «(11) and (12)) is not satisfied at TO (unless axes i andj coincide as well)! 
Consequently, parts I) and II) of the theorem guarantee that all these 'Eoi.Oj provide partial configu­
rations free of extraneous roots at TO. In terms of algebraic geometry, the theorem states that fully 
equivalent systems 'Eoy,0Jl are minimal bases of the corresponding second elimination ideals of '1(. 
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Full equivalence between 'Eoy,81l and 'l( often follows directly from the manipulator structure. This 
is important for practical applications since correctness can be guaranteed a priori! Individual solu­
tions do not need to be considered in this case. In particular. it becomes easy to select numerical 
specializations such that 'EoY,()1l is free of extraneous roots! For 'Eoy,8vti with i ~ 3 simple inverse 
kinematic considerations show that the generation of extraneous roots is an exception. All systems 
'Eoy,()vt 1 are always fully equivalent to 'l( for any non-degenerated robot with n = 6 because ((11) 
and (12)) would imply a coincidence of consecutive axes. Full equivalence between 'E8y,8vt2 and 
'l( is shown easily whenever av* av+1 or (alternatively) av* av+1 or (av = av+11i!' {Of 1t} A 
dv+1 * 0). Similar conditions result directly for 'E8y,8v+3 in the practically relevant case avo 
av+1. av+2 E {Of ±1th. 1t}. E. g., full equivalence follows immediately if one of av, av+l, 
av+2 is in {±1th} and the other two are in {Of 1t}. If avo aV+1. av+2 E {±1th} extraneous roots 
may exist only if av= ±dv+2 and additionally av+2 = ±dV+1. If av, av+1 E {±1th} and av+2 E 

{O. 1t} then (av ± av+ 1)2 + dv+ 12 * av+22 implies full equivalence. Due to limited space these and 
the remaining simple cases are not proven explicitly. The proof of part IV) gives an example. 
When (8) and (9) are replaced by 

1142 + 1242 + 1342 = '142 + '242 + '342 and (13) 

113 * 114 + lz3 * 124 + 133 * 134 = r13 * '14 + '23 * '24 + '33 * '34 (14) 

respectively one obtains an equivalent system which is denoted 'E' 8y,81l' Seemingly paradox, (13) 
and (14) are known to be less complex usually than (8) and (9). 
When (5) is replaced by the inverse modified matrix equation, equations (6) to (10) provide a dif­
ferent system 'E8/l,8y instead of 'E8y,81l . Corresponding to 'E' Oy,OIl we get a system 'E' 01l'Oy' 
Extensive but straightforward formula manipulation shows that all four systems are equivalent. 

3 Proof of the Theorem 

PART I) 

This simple statement holds because the expressions on each side of the equations of 'EOY'OIl and 
their related geometrical quantities are invariant under rotations about the axes of joint v and JL It is 
sufficient to show that each of (6) - (10) can be derived from the original system (5). Let 

L = Rot(z, 8v) * L and (15) 
R = R * Rot(z, 8J,J-l, (16) 

i.e. (5) can be rewritten L = R. Each equation of 'EOy,81l can be obtained from the following 
system of equations, which can be derived directly from (5) and which corresponds to (6) to (10) 

h3 = '33, ((6')) 

113 lz4 -/23 114 = , 13 '24 - '23' 14 ((10')) 
The equations h3 = 133. f33 = r33. 134 = 134, '34 = r34 are obtained directly and a simple, 
straightforward calculation shows 

/142 + /242 = /142 + lz42 (17) 

113 114 + lz3 124= 113 /14 + lz3 /24 

113 124 - 123 114=/13lz4 -lz3lt4. 

(18) 

(19) 
We prove the most difficult case (19) as an example. With the usual abbrevations Cy and Sv for 
cos(8v) and sin(8v) respectively, we get from (15) for i E {I, 2,3,4} 
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Iii = Cy Iti - Sy 12i and 12i = Sy Iii + Cy 12i and consequently (20) 

113 124- 123lt4 = 
CySy/13/14-S;'/23 /14 + C;' 113 124-SyCy 123 /24-

SyCy /13 114 - C;' 123/14 + S;' 113/24 + CySy123 124 = 113 /24 -123/14. (21) 

The three equations for the right sides, corresponding to (17) - (19), are proven as easily. Thus, 
each solution of 'l( must be a solution of 'Eov.()Jl . 

PART II) 

The proof is divided into two sub-steps. First the existence of a unique Oy is shown such that the 
element equations of the third and fourth column of (5) are satisfied. Op. does not appear in these 
columns. In the second sub-step, it is proven that a unique Op. exists such that the remaining equa­
tions are satisfied without changing the former ones. 
Assume that an arbitrary solution of 'E()v'()Jl is given, i.e. all joint values of the manipulator with 
exception of Oyand Op. are determined. The given n-2 joint values determine each of the matrices L 
and R completely. As both of these matrices can be obtained by multiplication of the elementary 
transformation matrices that correspond to the respective elementary Denavit-Hartenberg transfor­
mations, all inherent laws of kinematic, homogeneous 4 x 4 matrices must hold for each of them. 
In particular, the upper left 3 x 3 sub-matrices will be orthogonal. At the beginning, the only in­
formation about the relationship between L and R is provided by the five equations (6) to (to). 

Step 11.1 
Op. does not appear in the third_ and fourth ~olumn of Ii., i.e. 'i3 = f i3 and 'i4 = f i4. We show 
now that a Oyexists, such that 1 i3 = 'i3 and 1 i4 = 'i4 for i E (I, 2). For i = 3, the two equations 
are obtained directly from (6) and (7), independent of the value of Oy. 
We consider two cases, corresponding to the two exceptional cases (11) and (12). 

Case 1 ( 1t42 + 1242 :t O:t '142 + '242) 
The two equations (9) and (10) can be written in matrix form as follows 

[ /14 ~24] * [/13 ] = ['14 ~24] * ['13] 
124 114 123 r24 '14 r23 

(22) 

Let L = [/14 124 ] and R = ['14 r24 ] 
124 -/14 r24 -'14 

(23) 

The precondition of case 1 yields deteR) = -'142 - '242 :t O. Thus, (22) can be transformed into 

(R-1 * L) * [/13 ] = ['13] and thus 
123 r23 

(24) 

det(R-1 * L) = deteR-I) * det(L) = det(~) = -l}42 -/242 = 1 
deteR) -r142 - r242 . 

(25) 

The last identity is obtained from (8). Definition (23) shows, that Rand L are orthogonal and 
thus, R.-1 * L must be orthogonal as well. This and (25) proves that R-1 * L represents a rotation 
in the plane. Thus, equation (24) directly yields a unique Oy with I i3 = 'i3 (= f i3) for i = I, 2. 
It remains to show 
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Explicit calculation gives (26) 

and because of (8) we get (27) 

(jl-1 * L) * [/14] = jl-1 * [/124 + 1~4] = 5~ +~~42 [='14] = ['14] 
124 0 '14 '24 '24 '24 (28) 

This gives I i4 = 'i4 (= f i4)for i E {I, 2}. Thus, case I of step II. I is proven. 
The explicit characteristic equation for Ovis obtained easily by expanding R-l * L with the aid of 
(27). The first column corresponds to (cos(Ov), sin(Ov» and this gives 

Ov= Atan2( '24iI4 - '14 124 'l4 114 + '24 124 ). 
'142 + '242 ' '142 + '242 (29) 

Whenever all joint values in a solution of 'E8v,8Jl are real, Ovis real as well. Note that the denomi­
nators in (29) can be replaced by I for real '14 and '24, i.e. for reachable joint configurations. 

Case 2 (133 "I: ±I "I: '33) 
The proof is very similar to case I. The two equations (9) and (10) can be rewritten in a form 
which is slightly different from (22) 

[~13 123] * [/14] = [~3 '23] * ['14] (30) 
123 113 124 '23 '13 '24 

We denote the new matrices by 

i = [/13 123] and 
-/23 /13 

(31) 

The precondition of case 2 yields again det(R)"I: 0 and thus equation (30) can be transformed into 

(R- I * i) * [/14] = ['14], yielding (32) 
124 ~4 

det(R-I * i) = deteR-I) * det(i) = det(i) I deteR) = 
(1132 + /z32) I ('132 + '232) = (I - 1332) I (I - '332). 

(33) 

The last equality in (33) holds, because the normal (unconjugated) scalar product of the third col­
umn vector of Lor R with itself must equal 1. Equation (6) gives det(R-I * i) = 1. We have 

k1 = 2 1 2 ['13 -'23] (34) 
'13 +'23 '23 '13 

and as before we deduce R-I * i = Rot(z, 8v) for some real or complex Ov. Now, (32) yields 
I i4 = 'i4 for i = 1, 2. Finally we get 

(k1 * i) * [/13] = k1 * [/123 + I~] = I~ + I~~ ['13] = ['13]. (35) 

123 0 '13 +'23 '23 '23 
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This yields i i3 = ri3 for i E {I, 2}. Obviously, a characteristic equation for 9y which is similar to 
(29) can be derived in this case as well. Thus, everything is proven for step 11.1. 

Step Il.2 
The mul...!iplication of R by Rot(z, 9PJ-l does not affect the third and fourth column of the resulting 
~atrix R. Consequently, a 9Ji remains to be found which guarantees that the first two columns of 
L and R * Rot(z, 9~-1 are identical. 
Let Or., OL and OR be the orthogonal upper left l x 3 sub-matrices of L, L and R respectively 
and let a r. and a R be the third column vectors of L and R. Step 11.1 yields a r. = a R' A product 
of orthogonal matrices 0r.- 1 * OR must be orthogonal. We show that it must be a rotation about 
the local z-axis. For the real case it would be sufficient to prove that matrix element (3,3) equals 1. 
However, as the entries of the matrices might be complex, it must be excluded that the third row or 
column is of the form (z, ± z n, 1) for some complex value z. 
Let v be the third column vector of 0r.-1 * OR' We get 

v = 0r.-1 * aR = (Or1 * Rot(z, 9y)-I) * aR = 

(Or1 * Rot(z, 9yt 1 * Rot(z, 9y» * aL = 0L T * aL = (O,O,1)T . (36) 

The scalar product of v with the other two columns of 0r.-1 * OR shows that the third row of this 
matrix must be of the form (0,0,1) as well. Thus 0r.-1 * OR = Rot(z, 9~ for some real or com­
plex 9Ji. If I is the unity matrix we get 

1= 0r.-1 * OR * Rot(z, 9~-1 , and thus (37) 

(38) 

which completes the proof of part II) of the theorem. An explicit characteristic equation for BJi can 
be derived directly from 0r.-1 * OR' It depends on By. 

PART III) 

Assume that a solution of 'Eev,8p: is given where all joint values are real. As all link parameters and 
the entries of T are real, the matrices L and R must be real as well. 
First, we concentrate on the left side of (5). For real entries, the condition (11) yields 114 = 124 = 0. 
The third column vector of L must be of length one and thus 

1132 + 1232 = 1 -/332. (39) 
The precondition 133 = ±l gives 113 = 123 = O. Elements of T do not appear on the left side of (5) 
and thus, det(OL) = +1 always. 0L must also be orthogonal. In order to emphasize the particular 
range of values of 133, we introduce a new symbol (J= 133 = ±l. Now L must be of the form 

L = [~~~ ~~~ ~ ~ ] = [~~: -:/:11 ~ ~ ] (40) 
o 0 ±l 134 0 0 (J 134 . 

0001 0001 

Let Rot(l{l) denote an arbitrary 2 x 2 rotation matrix and let 

J=[~-~J. (41) 

Then, there must be a suitable reall{lL such that the upper left 2x2 matrix l of 0L is of the form 
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L=Rot(CPL)*XO' withXO'=lifO'=l and XO'=JifO'=-l (42) 

Thus, the corresponding sub-matrix on the left side of (5) will be of the fonn Rot( 8v) * Rot( CPL) * 
X 0'. Similar considerations for the right side of (5) yield the matrix equation 

Rot(8v) * Rot(CPL) * XO' = Rot(CPR) * XO' * Rot(8,.J-l (43) 

with a suitable real CPR . As 0'= 133 = r33, XO'is always the same on both sides. Let us consider the 
case 0'= -I, Le. XO'= J. Multiply (43) by J-l = J from the left. The following factor on the right 
side can be simplified straightforward 

J*Rot(8~-1*J = J*Rot(-8,.J*J = Rot(8,.J. (44) 

Thus, (43) can be written in the fonn 
Rot(8v) * Rot(CPL) = Rot(CPR) * Rot(-O' 8~. 

As all matrices in (45) commute, the equation can be transfonned into 

Rot( 8v + 0' 8J.d = Rot( CPR - CPL)· 

(45) 

(46) 

This shows directly the existence of infinitely many pairs (8v, 8,.J which satisfy (5) and thus, all 
solutions of 'Eoy,Ojl must be correct partial configurations in this case. As the right side of (46) is 
detennined by the elements of Land R, it is possible to derive a characteristic equation from (46) 
which provides the unique value of 8v for every solution of 'Eov,Ojl and an arbitrary selected 8J.l. 

PART IV) 

This part is proven by a single example which shows that the omission of any of the five equations 
of 'EOy,Ojl changes the solution set. It can be shown that the occurence of extraneous roots after 
omission of one of the five equations is the general rule. 
An interesting example is the simple manipulator with Denavit-Hartenberg specification 

(81, 0, aI, -1tfiJ (Oz, 0, a2, 7th) (8.3, 0, a3, 1tfiJ (84, 0, 0, 7t/j) (8S, 0, 0, 7th) (86, 0, 0, 0). 
The desired statement can be proven numerically by homotopy continuation methods [8] or sym­
bolically by the Buchberger Algorithm [3]. The latter yields any desired triangulation (the so called 
lexicographical Grabner Bases) for any polynomial system of equations. Thus, the actual proof 
merely becomes a demonstration of the algorithm. As it is sufficient to investigate the outcome for a 
single parameter set, we can chose e. g. al = 2, a2 = 7, a3 = 5. To demonstrate the generation of 
extraneous roots in a second example later, we choose a non-generic effector pose 

TO = [~ n ~l· 
000 1 

(47) 

Oz and 85 are selected arbitrarily as the joint variables to be eliminated, i.e. in tenns of elementary 
D-H transfonnations 'Erh,os must be derived from the modified kinematic matrix equation 

Rot(z, Oz) * Trans(x, a2) * ... * Rot(x, 7th) = Rot(x, _7th)-1 * Trans(x, aI)-1 * 
Rot(z, (1)"1 * TO * Rot(z, 1%)"1 * Rot(x, 1tfiJ-I * Rot(z,8S)"I. (48) 

In this case we have (X2 = (X3 = lX4 = 7th and thus the corresponding statements at the end of sec­
tion 2 can be applied. The inequality 7 = a2 '" t4 = 0 guarantees a priori full equivalence between <J( 
and 'Erh,os, without checking (11) and (12) for all individual solutions of 'E0].,0s . 
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We inspect '£' (}z,Os instead of '£(}z,Os because it consists of simpler equations. In explicit form, 
after setting all parameters to their numerical values, '£' (}z,Os becomes 

{S3S4=-SIS6+Q c6, 5s3=-4s1 +6q, 70C3+74=-24s1-16q + 137, 

5 C3 C4 -7 C4= -9S1 C6-9s6c}, -7 S4C3 - 5S4=2s1 C6+2s6c} -4S6- 6C6}· (49) 

The system '£' (h,es can be converted to polynomial form by the trivial substitution sine ()i) ~ Si 
and cos( ()i) ~ Ci for i E {I, 3, 4, 6}, where Si and Ci are considered as independent new 
variables. After including the four equations 

Si2 +Ci2 =1 withiE {1,3,4,6} (50) 

the resulting system of equations S is equivalent to '£' (h,es (cf. [5]). 
The lexicographical Grobner Basis (j of S was calculated within 56 seconds on a Micro-VAX II 
(via a "total degree basis" and subsequent "basis conversion" with variable sequence (S4, C4, s3, 
C3, Sl, C}, S6, C6); cf. [3; 5]. The triangulations for all other variable sequences can be obtained 
from the same "total degree basis" by repeating the "basis conversion" for the desired variable se­
quence.) 

(j= {34441444 S44 - 27336700 S42 + 5405625 = 0, 

17220722 S43 - 6853775 S4 + 325500 C4 = 0, 1718750 S32 + 60272527 S42 - 23687925 = 0, 

17220722 S42 - 962500 C3 - 5890925 = 0, 

550000 S3 + 51662166 S42 + 1430000 Sl - 20271525 = 0, (51) 

- 412500 S3 - 17220722 S42 -715000 C} + 6757175 = 0, 

258310830 s3 S43 - 105317625 s3 S4 + 68882888 S43 - 858842ooS4 + 66495000 s6 = 0, 

86103610 S3 S43 - 35105875 S3 S4 - 51662166 S43 + 64413150 S4 - 33247500 C6 = OJ. 

(51) is a triangulation of S. It can be used to determine consecutively all joint variables. ()4 can be 
determined e. g. from the first two equations of (51). Tangent half angle substitution with X4 = 
tan(0412) and calculation of the GeD of the two equations yields the characteristic equation for X4 

2325 - 560 X4 - 18798 X42 + 560 X43 + 2325 X44 = O. (52) 

After solving (52), ~ can be determined in the same way from the third and fourth equation of 
(51) and subsequently ()l and ()6 can be calculated from the remaining equations of (51). 
Now each of the five original equations is omitted one by one from 'E' (h,es, and the corresponding 
lexicographical Grobner Bases of the five resulting systems, consisting of four equations each, are 
calculated. For all Grabner Bases, the same variable ordering as above is used. We list only the 
resulting characteristic equations for X4. Equation (53) is obtained when the first equation of (49) is 
omitted. When the second equation is omitted, the reSUlting system turns out to have infinitely 
many solutions! There is no characteristic equation for X4! Equation (54) results from excluding the 
third equation of (49). (55) results identically when the fourth or fifth equation is omitted. 

35100885375 - 108072770400 X4 - 600033247160 X42 + 995451426144 X43 + 

2773036306738 X44 - 995451426144 X45 - 600033247160 X46 + (53) 

108072770400X47 + 35100885375 X48 = 0 

58125 - 14oooX4 - 246750X42 - 39760X43 - 2309133 X44 + 189280X45 + 4995516X46 -

189280X4 7 - 2309133X48 + 39760X49 - 246750X4 1O + 14oo0X411 + 58125 X4 12 = 0 (54) 

5405625 - 87724300 X42 + 364803254 X44 - 87724300 X46 + 5405625 X48 = 0 (55) 
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As all polynomial degrees are greater than in (52), none of the corresponding system of equations 
can be equivalent to (j, and thus the theorem is proven completely. 
Finally we inspect the modified system 'Eo4,8(; with the same link parameters and for the same pose 
TO. Inspection of an additional 'Eoj,Bj after 'EoY'(}Jl is necessary if the missing univariate character­
istic equations for 6v and 6/J. are desired. In our example, the characteristic equations for lh and 
Os resulting from 1:04,8(; are not as interesting as the one for Xl = tan(8th) which can be factored 

(485 - 2592 Xl - 182 Xl2 + 1248xl3 + 933 X14) * 
(1201 + 12576 Xl + 29154 Xl2 - 34272 Xl3 + 8433 X14) = 0 (56) 

When the univariate characteristic equation for Xl is calculated from the system (49), it turns out to 
be 485 - 2592 Xl - 182 Xl2 + 1248xl3 + 933 Xl4 = O. Thus, the last factor of (56) must consist of 
extraneous solutions of the robot. A closer inspection shows, that 65 = 0 is a solution of '1( for the 
pose TO. This causes joint axes 4 and 6 to be identical and consequently the statement of part II) of 
the theorem does not guarantee equivalence. The example shows that extraneous solutions tmay 
really be generated if the criterion (11) and (12) is satisfied. The roots of the last factor of (56) are 

Xl '" -0.16575 ± 0.04098 -V-1 and Xl '" 2.19777 ± 0.23436 n. (57) 
i.e. all four corresponding extraneous solutions have imaginary components according to part II). 
'E04,(J6 contains extraneous roots for 65 E {O. x} in accordance with the statements immediately 
following the theorem in section 2. The same statements show that all other 'Eoy.OV+i with i::;; 3 are 
completely free of extraneous roots for all specializations with aI, a2. a3 *- 0 and (al ± az)2 *- a32. 
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The aim of this work is to present a tool for computations in robotics. 
In the first part, we present a mathematical structure which allows us to 
manipulate points, lines and spheres in the same environment, called a 
Clifford Algebra. We show how it is related to quaternions, dual quaternions 
and displacements and we give examples of symbolic manipulations of these 
objects. We illustrate this formalism, showing how the usual geometrical 
objects (linear spaces, spheres and displacements) can be manipulated in a 
same and coherent way. 

1. Clifford Algebra 

1.1. DEFINITION 

Let IE be a n-dimensional vector space on the field IK (IK = lR or C). The 
exterior algebra AlE is the quotient of the tensor algebra 0(1E) by the two­
sided ideal generated by (x 0 x = 0, x E IE) (see (Lang, 1980)). A linear 
subspace of IE is naturally represented by an element of AlE. As shown in 
(Barnabei et al., 1985; Mourrain, 1994), two operators can be defined in 
this algebra (the "join" A for the sum of subspaces and the "meet V for the 
intersection), and many properties in projective geometry (like incidence 
relations and intersections) can be described in terms of these two operators. 
If we replace the ideal (x 0 x) by the ideal generated by (x 0 x - Q (x) ), 
where Q( x) is a quadratic form defined on IE, we obtain the Clifford algebra. 

tSAFIR is a common project to INRIA (Sophia-Antipolis), Univ. De Nice-Sophia­
Antipolis, CNRS 
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Definition 1 - The Clifford algebra of lE associated with the quadratic 
form Q is the quotient of Q9(lE) by the two-sided ideal generated by the 
relations x Q9 x - Q (x) = 0 for x E lE. We will denote it by C(lE, Q) or C (lE) . 
Clifford algebra is clearly a generalization (or a deformation) of exterior 
algebra. If we add a parameter t in the relations x ® x - t Q (x), the terms 
oflower degree (t = 0) in t will correspond to the exterior algebra, and the 
rest allows us to "deform" this algebra. The vector space lE is embedded into 
C (lE), and "squares" of vectors of lE are the values of the quadratic form. 
Note that the previous relations show that for all x, Y E lE, x Y + Y x = 
2Q (x, y) where (x, y) I---t Q (x, y) = (x Iy) is the symmetric bilinear form 
associated with Q. 

Let us denote by C+(lE) (resp. C-(lE)) the subspace of C(lE) obtained as 
the quotient of Q9+(lE) = ffip Q92p (lE) (resp. ffi-(lE) = ffip Q92p+1 (lE)) by the 
same relations as before. It is easy to see that C+ is a sub-algebra of C(lE). 
Here are two properties of this algebra (for more details see (Crumeyrolle, 
1990)) : 

- Let (el,"" en) be an orthogonal basis of lE for Q. Then C (lE) is an 
algebra of dimension 2n , and (1, e~l ... e~k' 1 :::; il < ... < ik :::; n) is a 
basis of C (lE). 

- If (el' ... ,en) is an orthogonal basis for Q 

A : /\ (lE) --t C (lE) (1) 

is an isomorphism independent of the orthogonal chosen basis (e~) oflE. 

1.2. COMPUTATIONS IN CLIFFORD ALGEBRA 

For all elements x, y E lE, the Clifford product is : 

xy=x/\y+(xly) 

Proof: Let (el, ... , en) be an orthogonal basis of lE, x = L:~ x~e~ and y = 
L:J yJeJ' We have seen that xy + yx = 2(xly), and the difference x y -
y x can be expanded as 2 L:z,] iZJ e~eJ' where the coefficients iz] are 2 x 2 
determinants. Therefore, we have x y - y x = 2 x /\ y and x y = ! (x y + y x + 
xy-yx)=x/\y+(xly). 0 
The product in C(lE) is neither commutative, nor anti-commutative. Any 
element A in C(lE) can be written as : 
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where Ak = (Ah E !\klE is an extensor of length k. Here are the classical 
rules for computations in C (IE) : 

1. Ar!\ Bs = (-lysBs!\ Ar 
2. (XIXl!\"'!\ xr) = l:Ll (-l)k+1(xlxk)Xl!\"'!\ Xk-l!\ Xk+1!\"'!\ Xr 
3. (Xl!\"'!\ XrIYl!\"'!\ Ys) = (Xl!\ ... !\ xr-ll(xrIYl!\ ... !\ Ys)) 
4. (Ar IBs) = (-1 )r(s+l) (Bs IAr) 
5. xAr = (xIAr) + x!\ Ar 
6. (ArIBr) = (ArBr}o 

For more details, see (Hestenes, 1987) or (Dress and Havel, 1991). These 
rules define by linearity (AlB) for any elements A, B E C(E). Note that it 
is not necessarily a scalar. Applying these rules, we find, for instance, that 
Vx,y,z,t E IE: 
xyz X (y !\ z + (ylz)) 

= (xIY!\z) + x!\y!\z + x(Ylz) 
= x!\ y!\ z + (xly)z - (xlz)y + x(ylz) 

xyzt = x!\y!\z!\t 
+ x !\ y(zlt) - x!\ z(ylt) + x!\ t(ylz) + y!\ z(xlt) - y!\ t(xlz) 
+ z !\ t(xly) + (xly)(zlt) - (xlz)(Ylt) + (xlt)(ylz) 

(x!\ yly!\ x) = (xl(yl(y!\ x))) = x2y2 _ (xly)2 = I (yly) (ylx) I 
(xly) (xix) 

This last determinant corresponds in fact, to the square of the surface of 
x !\ y. It can be generalized to : 

It is the Gramm-Schmidt determinant. 

1.3. CLIFFORD GROUP 

Let C(IE)* be the multiplicative group of invertible elements of C(IE). We 
construct the following mapl, for 9 E C(IE)* : 

'lj;g : C(IE) --+ C(IE) 

x --+ (gxg- l ) 

lUsually the following map is constructed: 

</>g : C(IE) -> C(IE) 

x f--* s(g) xg- 1 

where s is an automorphism of C(IE) defined by s(x) = -x, "Ix E IE. 
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where - is the Hodge operator defined by : 

- : A(IE) 
1 

A (IE) 
I---> E = el A ... A en 
I---> (_l)Zl + .. +zk-k(k+1)/2eJ1 A ... A eJn - k 

where il < ... < ik, jl < ... < jn-k and {il, ... , id U {jl, ... ,jn-k} = 
. - 2 

{I, ... , n}. Therefore we have for mstance U A U = E (l::I=(Zl, ... ,Zk) U1 ). 

We denote by G the subgroup of elements 9 E C(IE)* such that '<Ix E 
IE, -rPg (x) E IE. Let O(IE) be the group of isometries of IE and SO(IE) the 
sub-group of isometries of determinant equal to 1. We have the following 
properties: 

- -rP.q is an isometry (g E G) . 

• If Q is not a degenerate quadratic form: let (el, ... , en) be an 
orthonormal basis of (IE,Q). Using property (6), we get: 

Now remark that for an extensor An-l of length n - 1, we have 
_ _ (n-l)n 

the result: (An-lIAn-l) = (-1) 2 (An-lIAn-l) (just compute 
(eZl···e'n_l!eZl···eZn_l) = (-1)n(eZl···eZn_2IeZl···e'n_2) = ... = 

n(n-l) 
(-1) 2 ,where (iI, ... ,in-l) C {1, ... ,n}). Then with this 

_ - _ - n(n-l) _ _ __ 
property we get (gxg-llgxg- l ) = (-1) 2 (gxg llgxg 1) = 
(xix) . 

• if Q is degenerate : suppose that the rank of Q is nl and IE = 
El Ef}F, where dim(El ) = nl, and F is the radical of (IE,Q). Then 
the Clifford algebra is isomorphic to C(El' Qd ®(AF). The Hodge - -
op:rator respects this structure: C(El' Ql) ® (AF) = C(El) ® 

(AF). Thus applying the previous point, we get the result. 

- Let 9 E IE n G such that Q(g) i= o. Then, -rPg is the symmetry relative 
to g1.. We first notice that: gx = (glx) + 9 A x and xg = (xlg) + x A 9 . 
In addition, xg = (_1)n-2(glx) + (_l)n-l g A x (applying (1) and (4)), 
so (_I)n-l xg = -(glx) + 9 A x and, adding the two equalities, we get 
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gx = 2g 1\ X + (-l)n xg . Let us compute 'l/;g(x) to make the symmetry 
relatively to g.1 appear. 

(_l)n gxg-l = ~-1)n9x~ = (otE (2g 1\ x + (-l)nxg)g 

= x + ( -1) Q(g) (g 1\ x) 9 

'l/;g(X) = x + (-l)n~(g 1\ x)g = x +_ (_l)n~(glx)el . . -. eng 

= x + (_1)n Q[g) (glx)( _l)n-l(glel ~ .. en) 

x - Q[g)(9IX)2:k=1(_-1)k+1(glek)e1 ... ek-lek+1 ... en 

x - Q&q) (glx )2:k=l (glek){k = x - Q(g) (glx) 2:k=l (glek)ek 
x - Q(q) (glx)g 

Thus, 'l/;g is the symmetry relative to the hyperplane g.1. When Q is 
non-degenerate, any element of O(IE) can be obtained by compositions 
of such symmetries. 
When Q is degenerated, if we decompose IE in El EEl F as in the previous 
point, we obtain the isometries whose restriction on F is the identity. 

2. Examples of Clifford Algebras 

2.1. QUATERNIONS 

Let us consider the case IE = lEa =]K3 and Q( a, b, c) = a2 + b2 + c2. Denote 
by (el,e2,e3) the orthogonal basis of lEa. The Clifford algebra C(lEa) has 
(1,el,e2,e3,ele2,ele3,e2e3,ele2e3) for basis. With the previous definition, 
we find that G+ = Gnc+(lEa) = (1,ele2,ele3,e2e3). Let us define i = e2e3, 
j = e3el, k = ele2. These elements are such that: 

ij = -j i = -k, i k = -k i = j, j k = -kj = -i, i2 = j2 = k2 = -1 

This is the well known quaternions algebra IHI. Note that this space has a 
natural automorphism, which is called the conjugation. For any quaternion 
q = qo + q1i + q2i + q3k , we define q = qo - q1i - q2i - q3k. We have the 
following properties: 

qq = qq = (qlq) = (qq)o 

We can describe isometries in IE with computations in IHI. Examples: 
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- A rotation of angle a and axis W = WI el + W2 e2 + W3 e3 E IE3 with 
IIwll = 1 is defined by the quaternion 

(a) . (a), . (a), . (a)k "k q = cos "2 +WI sm "2 1+W2 sm "2 J+W3 sm"2 = qO+qll+q2J+q3 . 

The image of the vector X E IE.J by the rotation is X' = 'l/;q(X) where 
q-l = q = qo - q1i - q2.i - q3k. Expanding the product 'l/;q(X), we find 
the usual matrix (expressed relative to el, e2, e3) : 

( 
q5 + qr - q§ - q~ 2ql q2 - 2qoq3 2ql q3 + 2q2qO ) 

2ql q2 + 2qOq3 q5 - qr + q§ - q~ 2q2q3 - 2qoql 
2ql q3 - 2q2qO 2q2q3 + 2qoql q5 - qr - q§ + q~ 

- \/u, v E IE, 'l/;uv is the rotation axis u x v, and the angle a is defined by 
cos( ~) = IILiIW~II. The product u X v is the vector product used in physics 

2. note that uv = (ulv)+u!\v = (ulv)+(uxvhi+(uxv)2.i+(uxvhk. 
We can interpret this geometrically as follows. Let u, v be two unitary 
vectors of the space IE3. Let e be the angle between u and v. Then 
'l/;uv is the rotation of angle 2 e around the axis orthogonal to the two 
vectors. 

2.2. DUAL QUATERNIONS 

Let us consider the case IE = JE4 and Q(a, b, c, d) = a2 + b2 + c2 which is a 
degenerate quadratic form. Let (eo, ... , e3) be the canonical basis of IE. The 
sub-algebra C+(JE4, Q) is generated by the 8 elements: 

Let us define E = eOele2e3. A simple computation shows that E2 = O. As for 
the quaternions algebra, we define as before: i = e2e3, j = e3el, k = ele2 
and we get: 

Let us denote lHl = (l,i,j,k) and ElHl = (E,eoel,eoe2,eoe3), then C+(JE4) = 
lHl + E lHl. 

Rotations: The image of x E IE by the rotation R about the axis (0, w) 
(where 0 = eo is the origin and W = wlel + W2e2 + W3e3 is a unitary 
vector) throught the angle a is the point x, = 'l/;q (x), where 

2It corresponds to u X v = u II v. 
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It is the same thing as in the previous section (quaternions). We do 
not use the part E JH[ of the algebra. here. For a rotation of angle a 
around the axis (a, b) (a, b E 1E4), we denote by w the unitary vector 
along (a, b) and u, v two unitary vectors, orthogonal to w such that the 
angle between u and v is ~. This rotation R is the conjugate by the 

translation of vector da of the rotation Ro of axis (0, w) and angle a: 
R = To"""'aRoT_o"""'a' As we have eoa = E(ali + a2.i + a3k), this rotation 
corresponds to the quaternion 

111 
q (1 - 2"eoa)uv(1 + 2"eoa) = uv - 2"(eo auv - uv eo a) 

U v + sin( ~) E a 1\ w 

(we use the fact that in ~ = (el' e2, e3), we have u v - v u = -2 u 1\ v). 
Translations: The image of x by the translation of vector T = (tl, t2, t3), 

is given by 1/;t(x) where t = 1 + ~E (tli + t2.i + t3k). Here we only use 
the part E JH[ of C+ (1E4, Q) . 

Rotations and Translations: The image of x by the displacement [R, T] 
is the composition of the rotation R by the translation T. We use the 
application: 1/;tq(x) where t q = (1 + ~E (tli+t2.i +t3k))(qO+qli+q2.i+ 
q3k) with the same notation as in the previous paragraph. Expanding 
the product, we find: 

t q = (qO + qli + q2.i + q3k )+ 
~E (-(qltl + q2t2 + q3t3) + (qOtl + q2t3 - q3t2)i 
+(t2qO - t3ql + tlq3)j + (t3qO + t2ql - tlq2)k) 

Let us denote: do = ~(qltl + q2t2 + q3t3), dl = ~(-tlqO - t3q2 + t2q3), 
d2 = ~(-t2qO + t3ql - tlq3), d3 = ~(-t3qO - t2ql + tlq2) so that t q = 
q - E (do + dli + d2.i + d3k) = q - Ed. Let s = tli + t2.i + t3k, so that 
d = sq and 

qodo + qldl + q2d2 + q3d3 = (dlq) = (dq)o = (sqq)o = (s)o(qlq) = 0 

Conversely, given q E JH[ and dE IHl such that (qlq) = 1 and (dlq) = 0, 
1/;q+€d represents a displacement of IE4 (for s = dq is in (i,j,k)). If 
qq = 1, we easily check that the inverse of q + E d i~ q + Ed, for 

we have dq + qd = O. Expanding the product: (tq)x(tq)-l, where 
x = eo + xlel + X2e2 + X3e3, we find the matrix [w] (expressed relative 
to (eo,el,e2,e3)) : 

o 
q5 + q~ - q~ - qi 

2ql q2 + 2qOq3 
2qlq3 - 2q2qO 

o 
2ql q2 - 2qoq3 

q5 - q~ +q~ - qi 
2q2 q3 + 2qo ql 
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Example : we want to compose the rotation throught the angle 7r, 

about the el with the translation of vector (tb t2, t3). We find ql = 
1, qO = q2 = q3 = 0, and do = !tl, d2 = !t3, d3 = -!t2. Thus, for 
x = eo+xlel +X2e2+x3e3, we get 1/Itq{x) = {Xl +tl)el-(X2+t2)e2-
(X3 + t3)e3 + eo· 

2.3. SPACE OF SPHERES 

Let us denote by S the space of spheres, in which the sphere in the 3-
dimensional affine space A,.3 with equation Uo (x2 + y2 + z2) - 2u 1 x - 2U2Y -
2U3Z + U4 = 0, represented by the point with coordinates (Uo : ul : u2 : 
u3 : U4) in the four-dimensional projective space IpA. We will denote by 
w the special sphere (0 : 0 : 0 : 0 : 1), and by S the normalized sphere 
(1 : Vl : V2 : V3 : V4). The set of sphere-points (spheres with null radius), is 
defined by the quadratic form: 

Q(x) =ui +u~ +U5 -UOU4 

This quadratic form Q induces a scalar product between spheres such that: 
for 8 (resp. 8') defined by (uo : Ul : U2 : U3 : U4) (resp. (uo : u~ : u~ : u3 : 
u~)) ,the scalar product is: (818') = U1U~ +U2U~ +U3u3 - !(uou~ +U4Uo)' 
We can embed IF..t in 8 as follows: If we denote by (1, X, y, z) the coordinates 
of a point P in IF..t, then the coordinates of the normalized sphere-point F 
associated to P will be (1 : x : y : z : x2 + y2 + z2). 

A lot of geometric properties can be described with this formalism (for 
more details, see (Mourrain and Stolfi, 1994)). One of them is the following: 
For all sphere S, and for all point P, PES iff (FIS) = O. 

Let us construct the Clifford algebra on C(lB{;,Q) with this quadratic 
form. Let (eo, ... , e4) be the canonical basis of lB{;. In the hyperplane H : 
(U4 = 0), the quadratic form is Q(UO,Ul,U2,U3) = uI + u~ + u§. It is 
degenerate. Identifying H with IF..t, we find the dual quaternions. So, with 
the same notations as before, we know that we can describe the isometries 
of O(JE) with applications 1/I,q with 9 belonging to 1Hl + dll. We have the 
following properties: 

- For any 9 E 1Hl + € 1Hl and any sphere 8, 1/Ig(8) is sphere, image of 8 by 
the displacement associated with g. 
Consider 8 E S. It can be written S = C-R2w, where C is the sphere­
point associated with the center C of the sphere, and R the radius of 
this sphere. 

• • 2 
1/Ig(8) = 1/Ig(C) - R 1/Ig(w) 

Let us compute 1/Ig(w) : for all 9 E lHl + € lHl, we have gw = wg, so 
gwg- l = W. 
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The center 0 is the point of intersection of the line (w, C) and the 
quadric Q. SO using linearity, 1/;g(O) E (1/;g(w),1/;q(C)) n 1/;q(Q), then 
1/;g(O) E (w,1/;q(C)) n Q (for ~g is an isometry 1/;q(Q) = Q). Thus 

1/; q (0) = 1/; q (C) and 1/; q (S) = 1/; q (C) - R2 w is the sphere centered in 
1/;g(C), of radius R. 

- Let A, B, C, D E A,.3 be 4 non-c_oplanar pomts, the sphere S passmg 

through these 4 pomts zs A A B A 0 AD. 
For any sphere S, we have lA, B, 0, D, SI = -(A A B A 0 A DIS), so 

that A A B A 0 A D is "orthogonal" to A, ... , D. It is the sphere pass­
ing through these four points. 

- Let A, B, C, D be 4 non-coplanar pomts of A,.3. Then the radzus R of 
the sphere passmg through these 4 pomts zs gwen by : 

R2 = ! (A A ... A D IA A ... AD) 
4 IA, ... ,D12 

Any sphere S can be decomposed as S = ). ({) - R2 w). As (Olw) = -! 
and (010) = (wlw) = 0, we have (Slw) = -~ and (SIS) = ).2 R2. So 

2 (SIS) . • 
that R =~. Note that (Slw) = IA, ... ,D,wl = IA, ... ,DI and 

(SIS) = (A A B A {) A DIA A B A 0 A D), which yields the previous 
formula. 

Using the same notation as in the paragraph on dual quaternions, for the 
composition of the rotation defined by q = qO + qli + q2.i + q3k, and the 
translation of vector (tl, t2, t3), we get the following matrix (obtained in 
the basis (eo, .. . , e4)) : 

where [w] is the matrix defined in section (2.2). 
Application to the parallel robot. 

Consider six fixed points (Xzh::;z::;6 (of a fixed solid Sx) and six other points 
Z., attached to a moving solid S z. The articulations between the two solids 
Sx and Sz are extensible bars (X., Zzh::;z::;6 with spherical joints. Let us 
fix the length of these bars. The problem consists is to find know how many 
(real) positions of the platform there are for these fixed lengths. 
Let g be an element of the Clifford algebra representing the displacement 
[R, T] applied to the platform. Then each point Zz must be on a sphere Sz 
centered in X t of radius dz• In the space of spheres described previously, we 
find the conditions: 
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where Zi represents the sphere-point associated to the point Zi. This can 
be rewritten as 

where [q], [d] are the vector of coordinates of q, d in the basis (1, i,j, k) of 
IHI, Ai, Bi are 4 x 4 matrices with coefficients in IK and Bi is antisymmetric 
([q]t Bi [d] = _[d]t Bi [q]). Let [x] = [q] + lO[d] and [x'] = [q] + lO[d]. They 
are vectors of (lK+lO 1K)4 and satisfy the equations [x]t(lO Ai + Bi)[x'] = 0 and 
[x]t[x] = (q + lOdj<i + lOd) = 1, [x,]t[x'] = (q - lOdj<i - lOd) = 1. This is the 
formulation used in (Wampler, 1994) and yields another (simple) proof that 
the number of solutions in (IK + lo 1K)4 is 40. See also (Husty, 1994) where 
these dual quaternions are also underlying and where there is an example 
of resolution. 

3. Conclusion 

In this paper we present a bief but general framework for computation 
in 3D-Geometry, based on the structure of Clifford Algebra. The formu­
lation that we use is not the usual one but it allows us to handle points, 
lines, planes, spheres and displacements in a same homogeneous environ­
ment. These objects are treated in a natural and symbolic way, as variables 
with special rewriting rules for normalization of expressions. With this for­
malism, geometric properties correspond to simple relations so that heavy 
computations with coordinates can be avoided. This is illustrated by com­
putations in the space of spheres and by the direct kinematic problem of a 
parallel robot where this formalism is used to derive a "good" polynomial 
system. 
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ELIMINATION METHODS FOR SPATIAL SYNTHESIS 
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Abstract. Many spatial, dimensional, position-synthesis problems lead to 
finite sets of solutions. In this paper, four such problems are presented. 
Two of these problems are solved using multihomogeneous resultant theory. 
The other two problems are solved using elimination strategy to obtain 
a solution based on rank reduction of a rectangular matrix of the form 
(A - )"B). In the latter case, the appearance of linearly dependent equations 
during the elimination process is fully analyzed. 

1. Introduction 

In dimensional position-synthesis problems, we seek the dimensions of link­
ages which guide a moving body through a set of specified positions. The 
position-synthesis problem can also be used to solve other syntheses, such 
as the function generation and point-angle problems. There are many dif­
ferent types of planar and spatial linkages, all of which lead to different 
position-synthesis problems. 

Recently, Innocenti gave a solution to the position-synthesis problem 
for the sphere-sphere binary link [1]. This simple solution eliminated in 
one step all but one of the unknowns from the constraint equations for the 
sphere-sphere link. Some recent advances in multihomogeneous resultant 
theory [2] predict this solution, and in fact predict solutions to certain 
other spatial synthesis problems. 

Unfortunately, not all spatial synthesis problems lead to constraint equa­
tions which fall under multihomogeneous resultant theory. However, a sim­
ilar elimination strategy can, for some such problems, lead to a solution 
based on rank reduction of a rectangular matrix of the form (A - )"B). 
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2. Multihomogeneous Resultant Solutions 

Given a multihomogeneous system of polynomial equations, there is a suffi­
cient condition for the existence of a multigraded resultant of the Sylvester 
type [2]. This resultant is a determinental function, of the polynomial co­
efficients, whose vanishing indicates that the equations may be satisfied by 
a common system of non-trivial values of the variables. It is thus modeled 
after the classical Sylvester resultant of two homogeneous equations [3]. 

The condition can be expressed as follows: suppose we are given a set 
of polynomials which are homogeneous of degree dk in each group of lk 
variables, where there are r such groups and k E {I, ... , r}. If lk = 1 or 
dk = 1 for all k, then the Sylvester type resultant exists, and in fact there 
are at least r! different coefficient matrices representing this resultant. The 
actual construction of these Sylvester type resultants is discussed in [2]. 

Some binary links lead to sets of design equations for position synthe­
sis which can be viewed as multihomogeneous and satisfying the above 
condition. After suppression of a variable (that is, considering one of the 
variables to be part of the coefficient for each term), the resultant may be 
constructed from the remaining multihomogeneous set. The necessary and 
sufficient condition for the existence of a solution set, then, is the vanishing 
of the determinant of the coefficients, which will be a univariate polynomial 
in the suppressed variable. 

2.1. SLIDER-SLIDER-SPHERE DYAD 

Consider a moving Cartesian coordinate system a, representing the moving 
body, within the fixed system ~. The equations for kinematic position syn­
thesis of the slider-slider-sphere dyad are developed in [4]. If P (Xl, X2, X3) is 
a point in a, then the coordinates of that point in ~ when the moving body 
is in its jth finitely separated position will be denoted by (Xl, X 2 ,X3 ). 

) ) ) 

We will use the screw displacement representation to specify the arbi­
trary positions of the moving body. Assuming that ~ and a are coincident 
in the first position, then XlI = Xl, X 2I = X2, and X 3I = X3. In terms 
of the rotation angle <PJ' the translation distance dJ, the unit screw direc-

tion 8J (81) ,82),83) ), and a vector from the origin of ~ to the screw axis 

8J (81),82),83)), the values of Xl), X 2), X 3), j = 2,3, ... are given by [5]: 

(1) 
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A 

t Cf 

A DAf 
I V"\A, A Z 

P'9ure 1. Slider-Slider-Sphere Dyad P'9ure 2. Cylinder-Cylinder Binary Link 

where the elements of [R]] are rtk] , and 

rl1] (81] 2 -1) (1- cos 4>]) + 1 

r12] 81] 82] (1 - cos 4>]) - 83] sin 4>] 

r13] 81] 83] (1 - cos 4>]) + 82] sin 4>] 

d l ] = d]8l] - 81] (rl1] - 1) - 82] r12] - 83] r13] 

r2l] 82]81] (1-cos4>])+83]sin4>], etc. (2) 

The slider-slider-sphere dyad, shown in Figure 1, constrains a point P 
located at the spherical joint to move in a plane parallel to the axes of the 
slider joints. The constraint equations for point P (Xl, X2, X3) to lie on a 
plane for six arbitrary positions, then, are 

j = 1,2, ... ,6 (3) 

where (l, m, n) are the direction numbers of the normal direction to the 
plane, and (Yl, Y2, Y3) are the coordinates of a point in the plane. 

We divide (3) by l, and make the substitutions bl = mil and b2 = 
nil. Then by introducing (1), and subtracting the first equation from the 
remaining five, (3) may be reduced to 

j = 2,3, ... ,6 (4) 

Here the h are linear functions of Xl, X2, and X3. Now by suppressing the 
variable b2, and introducing the homogenizing variables Xo and bo, equation 
(4) may be written as 

j = 2,3, ... ,6 (5) 
p=O,1,q=O,1,2,3 

where the dpq] are linear functions of b2 . This represents five multihomo­
geneous equations, in which the first group of variables is {bo, bl }, and the 
second group is {XO, Xl, X2, X3}. The degree of both groups is one. It is 
therefore possible to construct the Sylvester type multigraded resultant. 
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TABLE 1. Arbitrary Finitely Separated Positions 
DISP I AXIS COSInes I AXIS locatIon I Screw parameters 

1 to J I sl] s2] s3] I Sl] S2] S3] I <p](deg) d] 

1 to 2 -0 5281 01947 08265 1 1173 -0 2281 07676 -1062 0837 
1 to 3 07344 00505 06769 -06119 18700 05242 -491 0961 
1 to 4 -00508 01749 09833 -09809 13178 -0 2851 974 1380 
1 to 5 -04518 00691 08894 17809 -1 6889 10358 -92 -0622 
1 to 6 02911 02280 09291 07220 16061 -06202 133 1828 
1 to 7 08483 -04231 -03183 -1 1559 19577 -56839 430 0576 

TABLE 2. Slider-Slider-Sphere Numerical Example. Each number tS repre­
sented by a real and tmagmary part. For complex numbers, one out of each patr of 
complex conjugate solutwns tS mcluded 

b1 b2 Xl X2 X3 

17 0280, 0 0000) 
o 2892, 0 0000) 

-3 1175,-04937) 
00458,-09274) 
00574, 08555) 

-1 3530, 0 1303) 

436151,00000) 

-28012,00000) 
-56324,58188) 

o 2944,0 2772) 
-05451,01973) 
-03511,00172) 

-24 6996, 0 0000) 
16 5814, 00000) 
-6 4364, 12 2066) 

-28 4010,-11 5330) 
11 8040, 1 7488) 
-1 3579, 00301) 

4 7448, 00000) 
09501, 00000) 
55732,124732) 

-100961,295558) 
-2 7496, 93272) 
o 5136, -02370) 

40 4675, 0 0000) 
22 7059, 0 0000) 
36 8176,-8 1848) 
-7 6200,-0 4181) 
-3 7270,-8 5057) 
-2 1005,-0 5548) 

To construct the resultant, we multiply the five equations in (5) by the 
four variables X r , where r = 0,1,2,3. The resulting 20 equations may be 
written as M1z1 = 0 where Ml is a 20 x 20 matrix linear in b2 and Zl is a 
vector whose 20 components are "power products" (unsuppressed variable 
terms) of the form bpxqxr, where p = 0,1; q, r = 0,1,2,3. 

Because one entry of ZI is non-trivial (box5 = 1), the determinant of 
MI must vanish in order to admit a non-trivial solution. Expansion of this 
determinant shows that it is a tenth-degree polynomial in b2. For each 
root of this polynomial, the remaining unknowns can be found by solving 
MIZI = 0 for ZI, after substituting the proper values of b2 . 

As an example, the first five rows of Table 1 specify six arbitrary po­
sitions for the moving body. The synthesis problem was solved for this 
numerical example: the ten solutions are given in Table 2. 

The multihomogeneous resultant theory promises 2! = 2 different resul­
tants, since there are two groups of variables. The second resultant can be 
obtained by multiplying the five equations in (5) by the terms {by, bi, bl , 1}. 
This also leads to a 20 x 20 matrix, and the same ten solutions. 

2.2. CYLINDER-CYLINDER BINARY LINK 

A cylinder-cylinder binary link, as shown in Figure 2, constrains a line L 
in the moving system (j so that the distance D and angle e between Land 
the fixed axis A remain constant. If L (l, m, n) is a unit vector parallel to L 
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in (J, then that vector in ~ when the moving body is in its jth position will 
be denoted LJ (lJ, mJ, nJ). Using the screw displacement representation, 
LJ = [RJ] L where [RJJ is as defined in (1) and (2). Let A (\ /-l, v) be a 
unit vector parallel to A, and A (a, b, c) and a (a, {3, ,) be position vectors 
of points on L and A respectively. Then the constraint equations for five 
positions are [4] 

A· LJ = cos(} = const j = 1,2, ... ,5 (6) 

(A x LJ )· (AJ - a) = Dsin(} = const j = 1,2, ... ,5 (7) 

where 

(8) 

This system can be decoupled. We divide (6) by lA. Then by making 
the substitutions bl = mil, b2 = nil, CI = /-lIA, C2 = viA, introducing 
homogenizing variables bo and co, and subtracting the first equation from 
the remaining four, (6) may be transformed to 

j = 2,3,4,5 (9) 
p=O,I,2,q=O,I,2 

where the dpqJ are constant. This represents four equations in four un­
knowns; they may be solved independent of (7). To solve (9), we suppress 
the unknown b2, changing (9) to 

j = 2,3,4,5 (10) 
p=O,1,q=O,1,2 

where the dpq] are linear in b2. This represents four multihomogeneous 
equations, where the first group of variables is {bo, bl }, and the second 
group is {co, CI, C2}. Since the degree of both groups is one, we may again 
construct a Sylvester type resultant. 

To construct the resultant, we multiply (10) by the three variables Cr 

where r = 0,1,2. This results in 12 equations which may be written as 
M2Z2 = 0 where M2 is a 12 x 12 matrix linear in b2, and Z2 contains 
power products of the form bpcqcr , where p = 0,1; q, r = 0, 1,2. Setting the 
determinant to zero gives a sixth degree polynomial in b2. After finding bl , 

CI, and C2 for a given value of b2 , equation (7) is linear in the remaining 
unknowns (A and a) and can be easily solved. 

The system was solved numerically for the five positions given by the 
first four rows of Table 1. The results are shown in Table 3. A different 
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TABLE 3. Cylinder-Cylinder Numerical Example. Only one 
out of each pair of complex conjugate solutions is included. 

~ ~ ~ ~ 

-0.4590, 0.0000) 

0.1055, 0.0000) 
0.3709, 0.9381) 

-0.0160,-0.9513) 

3.2124,0.0000) 
-1.2499,0.0000) 
-2.6452,1.1799) 
0.2682,0.0906) 

-0.1805, 0.0000) 
458.7605, 0.0000) 

-1.8203, 1.6182) 
0.1022,-0.8960) 

-1.6901, 0.00000) 
1479.1400, 0.0000) 

-5.0940,-0.5935) 
0.1514, 0.3966) 

Sylvester type resultant may be obtained by multiplying (10) by the power 
products {by, bl , I}. 

3. Rank Reduction Solutions 

Many kinematic synthesis problems encountered in practice will not meet 
the sufficient condition for the existence of a Sylvester type resultant. This 
does not necessarily indicate that such a resultant does not exist; if it does 
exist, though, it cannot be constructed by the methods introduced in [2]. 
Nevertheless, some of the same ideas may be adopted and extended, such 
as splitting the unknowns into groups then mUltiplying by power products 
from only one group to perform the elimination. 

Difficulties are encountered during such an elimination which were not 
seen in the Sylvester type resultant cases. Most notably, linear dependen­
cies appear between the equations produced during elimination. We now 
show that in the synthesis of both the revolute-slider-sphere dyad and the 
cylinder-sphere binary link, a full understanding of these linear dependen­
cies can lead to a solution based on rank reduction of a matrix (A - )"B). 

3.1. REVOLUTE-SLIDER-SPHERE DYAD 

The revolute-slider-sphere dyad constrains a point P located at the spherical 
joint to move on a one-sheet hyperboloid of revolution which shares its 
axis with the revolute joint and whose generator through P is parallel to 
the sliding direction. The constraint equations for positions synthesis are 
developed in [4]: for seven positions we have 

(Xlj - a)2 + (X2j - b)2 + (X3j _ c)2 

- [l(Xlj -a) +m(X2j -b) +n(X3j -c)t [1+ ;:] 
2 

- { k2 - 2k [l (X lj -a) + m (X2j - b) + n (X3j - c)]} ;2 = a2 
j = 1,2, ... ,7 (11) 
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y 

Figure 3. Revolute-Slider-Sphere Dyad Figure 4. Cylinder-Sphere Dyad 

Here (I, m, n) are the direction cosines of the hyperbola axis L, A (a, b, c) is 
a vector to a point on that axis, k is the distance from the hyperbola center 
to the point A (a, b, c), a is the distance between the axis and a generator, 
and a/ (3 is the tangent of the angle () between the axis and a generator. 
These quantities are shown in Figure 3. 

Assuming (l, m, n) to be specified, we choose to make A perpendicular 
to L. Thus 

al + bm + en = 0 (12) 

which simplifies (11). Now subtracting the first equation from the remaining 
six, and using (12) to find a in terms of band c, we are left with equations 
of the form 

j = 2,3, ... ,7 (13) 

Here ijl' i12' ih' and Sj are linear in Xl, x2, and X3; t; is quadratic in Xl, 
2 

X2, and X3. If we specify ~2' suppress b, and introduce the homogenizing 
variable Xo, then (13) may be written as 

c L dlpjxp + k L d 2pj x p + L d3pqjXp:J)q = 0 
p=O,I,2,3 p=O,I,2,3 p,q=O,1,2,3 

j = 2,3, ... ,7 (14) 

As a first try at elimination, we multiply the six equations in (14) by 
all terms of the form XrXsXtXu where r, s, t, U = 0,1,2,3. There are 35 such 
terms; the number of combinations of n things taken m at a time is (n+;;;-l), 
and here we have (4+:-1) = 35. This gives a total of 210 equations, which 
contain power products of the form 

CXpXrXsXtXu 

kXpxrXsXtXu 

p,q,r,s,t,u = 0,1,2,3 (15) 
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There are 196 such power products. Thus we may write M3Z3 = 0, where 
M3 is a 210 x 196 matrix which is linear in b, and Z3 is a vector containing 
the power products in (15). 

Non-trivial solutions exist if M3 is rank deficient for specific values of 
b; in this case M3 is in fact rank deficient for all values of the suppressed 
variable b, and we cannot determine b from M3 . To see this, write any four 
equations from (14) as 

i = 1,2,3,4 (16) 

where the gi's and !ii's are linear in {xo, Xl, X2, X3}, and the 9i'S are quadratic 
in these variables. Substitution of (16) shows the following to be true: 

h1234 = [93g492 - g39492 + g29493 - 92g493 + g39294 - 93g294] gl 
- [g4g193 - g49193 + g391g'4 - 93g194 + g4939i - 94g391] g2 
+ [91g294 - g19294 + g49291 - 94g291 + g19492 - g1g492] g3 
- [92.if39i - [129391 + g19392 - 91g392 + [129193 - 92!iI93] g4 = ° 

(17) 

If we substitute the actual values for only the bracketed quantities above, 
then (17) represents a linear relation among terms of the form XrXsXtXugi; 

i = 1,2,3,4; r, s, t, U = 0,1,2,3. This, however, is precisely the form of 
the 210 equations used to create the matrix M3. So, for any value of the 
suppressed variable b, (17) represents one linear relation between the rows 
of M 3 . 

Since we choose the four equations in (16) from the six in (14), we 
actually have (~) = 15 possible linear relations from M 3. Thus M3 has rank 
at most 210-15 = 195, and since M3 has 196 columns it is rank deficient for 
all values of the suppressed variable b. Numerical tests confirm this result. 

To obtain an equation set which has full rank for arbitrary value of 
the suppressed variable, multiply the six equations in (14) by all terms of 
the form XrXsXtXuXv where r, s, t, U, v = 0,1,2,3. This yields 336 equations 
which may be written as M4z4 = 0, where M4 is linear in the suppressed 
variable band Z4 is a vector containing all power products of the form 

CXpXrX sXtXuXv 

kXpxrxsXtXuXv 

XpXqXrXsXtXuXv p,q,r,s,t,u,V = 0,1,2,3 

There are 288 such power products, so M4 is a 336 x 288 matrix. 

(18) 

Numerical tests show that M4 has full rank for arbitrary value of b. 
At first glance, it appears that the previously developed theory again pre­
dicts rank deficiency. Since the rows of M4 represent equations of the form 
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XrXsXtXuxvg~; i = 1,2,3,4; r, s, t, U, v = 0,1,2,3, we would expect to be 
able to multiply each of the linear relations in (17) by XO, Xl, X2, and X3. 

This would yield 60 linear relations. In doing this, however, we encounter 
linear relations among those 60 linear relations. Choosing any five of the six 
equations in (14) and using our previous notation, we have the five linear 
relations 

(19) 

Substitution of (16) and (17), though, shows the following to be true: 

95 h 1234 - 94 h 1235 + 93 h l245 - 92 h l345 + 91h2345 = 0 

95 h l234 - 94 h l235 + !13 h I245 - 92hl345 + 9lh2345 = 0 (20) 

Note that (20) represents linear relations among terms of the form Xph~Jkl; 
p = 0,1,2,3; i, j, k, I E {I, 2, 3, 4, 5}. Thus, these are linear relations among 
the 60 linear relations described above. There are two such relations for 
each way we can choose five of the six equations in (14); a total of 12 linear 
relations. 

So we predict 60 - 12 = 48 independent linear relations among the rows 
of M4. If no other linear relations exist, then M4 has rank 336 - 48 = 288 for 
arbitrary value of the suppressed variable b; numerical tests show that the 
rank is indeed 288. This is full rank, since M4 has 288 columns. We now seek 
those values of b for which the rank of M4 is reduced; here M4 can be divided 
into two matrices G and H such that M4 = (G - bH). In [6], Thompson 
and Weil give an algorithm to find all such values. This algorithm, whether 
applied symbolically or numerically, leads to a square generalized eigen­
value problem whose solutions correspond to the rank-reducing values of 
(G - bH). For this problem, the resulting square generalized eigenvalue 
problem is 42 x 42. The use of eigenvalues for solving polynomial systems 
was proposed previously in [7]. 

To find the remaining unknowns corresponding to each values of b, we 
can solve M 4z4 = 0 for Z4 after substituting in the proper value of b. Note 
that this can be approached as a full rank least squares problem, but it is 
computationally less expensive to find a basis for the row space of M4 and 
simply solve a linear system after substituting the proper value of b. One 
may find such a basis by examining the linear relations among the rows of 
M 4 , but this is non-trivial since care must be taken to avoid choosing rows 
which cause the column rank to drop. The basis need only be chosen once, 
and it is valid for all problems of this type. 

Table 1 specifies seven arbitrary positions for the moving body; the 42 
solutions corresponding to these positions were found numerically using the 
foregoing procedure. The results are shown in Table 4. 
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TABLE 4. Revolute-Slider-Sphere Numerical Example. Only one out of each patr 
2 

of complex conJugate soluhons tS mcluded (~ = 0 54, l = 0.40, m = 0 23, n = 0 89) 

b c k Xl X2 X3 

1 58, 000) 043, 000) -492, 000) 017, 000) -265, 000) -435, 000) 
240, 000) 044, 000) -447, 000) -093, 000) -1 55, 000) -381, 000) 

-248, 000) 095, 000) 795, 000) 026, 000) -629, 000) 946, 000) 
-389, 000) -1 19, 000) -155 00, 000) 5546, 000) -2951, 000) -9475, 000) 
-752, 000) -086, 000) -451 45, 000) 6439, 000) -6277, 000) -231 24, 000) 

-3882, 000) -264 30, 000) 32097, 000) -776, 000) 4302, 000) 8734, 000) 
071, -013) 009, -005) 099, -082) -054, 065) 011, -126) 060, -063) 

-0 15, -008) 130,-031) 198, 065) -172, 075) -061, 007) 341, -0 10) 
043, -075) 039, 072) 253, 100) -0 52, -030) 036, -086) 202, 194) 
038, -090) -021, 040) -647, -1 23) -359, -520) -027, -001) -576, -011) 

-1 11, -034) 1 31, -127) 289, -799) -877,-1227) 294, -360) 127, -506) 
1 78, -1 13) 003, -0 25) -233, 400) -1 90, -1 27) -074, 259) -132, 309) 
039, -201) 002, 029) 491, -025) 020, 098) 355, -381) 270, 035) 
324, -068) o 16, 1 98) 091, 120) -2 96, -1 56) 2 34, -1 61) -010, 388) 

-1 44, -2 72) -2 96, 036) 2984, 3193) 3 35, -1 23) -540, 1 23) 16 70, 1942) 
349, -401) -2 53, -022) -234, 086) 190, 347) 4 83, -335) -426, 025) 
300, -458) 039, -079) -608, -1 18) -1 18, 018) -1 10, -1 30) -608, -081) 
2 73, -641) -3 72, -2 75) 68 56, -59 56) 14 70, 16 31) 12 85, -305) 11 70,-42 32) 

-456, -496) -094, 203) 8066, 3589) -31 33, 21 56) 26 19, 1801) 3460, 138) 
-692, -501) 11 29, 259) -85 15,-12892) -77 10,-56 99) -30 25,-39 59) 749,-3631) 
15 97, -295) 572, 327) 49428, -554) -92 29, -201) 20657,-2776) 18798, 324) 
-7 98,-14 00) 777,1585) -11 27, -61 73) 8 26,-10 87) -264, -406) 21 55, -592) 

-42 54,-24 22) 21 33, 0 38) -5735, -55 65) -18 47, 1669) -20 59,-15 01) -11 55, 2801) 
-967,-51 77) 29 37, 302) 17 98, 2978) 1602, 24 21) -21 34, 1045) -2 43,-15 17) 

3.2. CYLINDER-SPHERE BINARY LINK 

A cylinder-sphere binary link (Figure 4) is equivalent to the special case 
of the revolute-slider-sphere link where al f3 = 0. So for six positions, the 
constraint equations are obtained directly from (13) 

J = 2,3, ... ,6 (21) 

Suppressing b and introducing homogenizing variable xo, (21) may be writ­
ten as 

J = 2,3, ... ,6 (22) 
p=O,1,2,3 p,q=O,l,2,3 

If we multiply (22) by terms of the form XrXsXt, where r, s, t = 0, 1,2,3, 
then we obtain 100 equations containing only 91 power products. Again, 
though, there are linear relations among the equations. To see this, write 
any three equations from (22) as 

z=I,2,3 (23) 

where the g~'s are as previously defined. By substitution of (23), we see that 
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So for every way to choose three equations from (22), there is one linear 
relation. This gives a total of 10 linear relations, and leads to a rank­
deficiency problem. 

If we multiply (22) by terms of the form XrXsXtXu, where r, s, t, U = 
0,1,2,3, then we have 175 equations containing 140 power products. We 
expect to get 40 linear relations by multiplying each of the 10 equations 
like (24) by xo, Xl, X2, and X3. But again there are linear relations among 
these 40; choosing any four of the equations in (22), we have the four linear 
relations h123 , h124, h134, and h234 . Substitution of (23) and (24) shows that 

(25) 

So there is one linear relation among the expected 40 for each way we can 
choose four equations out of the five in (22). Thus, our theory predicts that 
there are 40-5=35 independent linear relations; numerical tests confirm that 
these are the only linear relations. We may write the 175 equations obtained 
above as M5Z5 = 0, where M5 is a 175 x 140 matrix, which has full rank for 
arbitrary b since there are 35 independent linear relations among the rows 
of M5 . The power products in Z5 are of the form 

CXpXrXsXtXu 

XpXqXrXsXtXu p,q,r,s,t,u = 0,1,2,3 (26) 

We find those values of the suppressed variable which reduce the rank 
of M 5 , using the same algorithm as for the revolute-slider-sphere case. This 
leads to a 26 x 26 generalized eigenvalue problem, giving 26 possible values 
for b. Back-substitution to find the remaining unknowns is accomplished as 
in the revolute-slider-sphere case. 

The first five rows of Table 1 specify six arbitrary positions for the 
moving body; the 26 solutions corresponding to these positions were found 
numerically. The results are shown in Table 5. 

4. Conclusion 

Despite the size and complexity of the eliminations, the procedures de­
scribed in this paper introduced no extraneous roots. After solving for all 
unknowns in each numerical example, all roots, including complex roots, 
led to solutions which satisfied the original sets of equations. The proce­
dures described herein therefore constitute a reliable means by which these 
four, dimensional, position-synthesis problems may be solved. 

Multihomogeneous resultant theory has proven useful for certain synthe­
sis problems. The rank reduction solutions presented here represent exten­
sions of some of the elimination methods prescribed by multihomogeneous 
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TABLE 5. Cylinder-Sphere Numerical Example. Only one out of each pa~r of 
complex conjugate solutwns ~s mcluded (I = 0.40, m = 0.23, n = 0.89) 

b c Xl X2 X3 

07651, 00000) -2 6130, 0 0000) -365639, 00000) -2 1921, 00000) -10 4294, 00000) 
03279, 00000) -0 2514, 00000) 1 4479, 00000) -25713, 00000) 3 5292, 00000) 
02204, 00000) -0 7770, 0 0000) -1 3013, 00000) 1 1668, 00000) -2 7876, 00000) 
00264, 00000) -0 1695, 00000) 14500, 00000) -3 2740, 00000) 3 9661, 00000) 
32535, 00000) -1 2072, 00000) 13 5242, 00000) 325185, 00000) -8 8145, 00000) 
70262, 00000) -2 3712, 0 0000) 14 1068, 00000) 505853, 00000) -15 4864, 00000) 
09137, -0 2675) o 1273, -0 0718) -1 2665, 03008) 1 3725, -04976) o 7182, -03100) 
o 5399, -06177) 00113, 04889) -08329, -03343) o 4942, -0 4359) 00527, 1 2602) 
1 4226, -0 2997) 00707, -0 1203) -1 4990, 1 1254) 2 2197, -04213) o 7217, o 5614) 
16371, -08689) -0 1624, 0 3944) -02517, 1 0215) 1 9061, -0 8632) 1 0836, 28007) 
2 3066, -2 7292) 1 5844, 0 4153) 06761, 80265) -60103, -44220) -5 3810,-10 3704) 

-1 7529, -18971) 1 0596, 0 2025) 00110, -12959) -0 9860, -4 7608) 8 1200, -1 8698) 
1 0319, -3 5824) -0 5000, -0 5837) -10201, -0 1145) 06247, -1 2773) -38957, -20223) 
4 5086, -0 6786) -06827, 1 7435) -3 5830, -3 1533) 39193, -2 4686) -2 4681, o 8318) 

-6 7685, -1 7916) 13 1328, 78876) -419087,1835588) 23801, 514071) 571207, 3 1381) 
-33 6188,-14 9874) 1 3105,21 7136) 330932, 37 7862) 31 1384,-263885) -21 1942, 09908) 

resultant theory, and they involve a novel use of rank reducing algorithms 
for rectangular matrices. Such algorithms, coupled with a firm understand­
ing of the origin of linear relations, could prove useful in the solution of 
many other nonlinear sets of equations_ 

5. Acknowledgment 

The financial support of the National Science Foundation is gratefully ac­
knowledged. 

References 

1. C. Innocenti. Polynomial solution of the spatial Burmester problem. In G. R. Pen­
nock, editor, Mechamsm Synthes~s and Analys~s, volume DE-70, pages 161-166, New 
York, 1994. AS ME. 

2. B. Sturmfels and A. Zelevinsky. Multigraded resultants of Sylvester type. J. Algebra, 
163:115-127, 1994. 

3. G. Salmon. Lessons Introductory to the Modern H~gher Algebra, pages 79-83. Chelsea 
Publishing Company, fifth edition, 1964. 

4. P. Chen and B. Roth. Design equations for the finitely and infinitesimally separated 
position synthesis of binary links and combined link chains. Journal of Engmeermg 
for Industry, Trans. ASME, SeNes B, 91(1):209-219, February 1969. 

5. O. Bottema and B. Roth. Theorettcal Kmemattcs, pages 56-62. North Holland, 1979. 
(reprinted by Dover Publications, NY, 1990). 

6. G. Thompson and R. Wei!. Reducing the rank of (A - >'B). Proc. Amer. Math. Soc., 
26:548-554, December 1970. 

7. M. Ghazvini. Reducing the inverse kinematics of manipulators to the solution of 
a generalized eigenproblem. In J. Angeles, G. Hommel, and P. Kovacs, editors, 
Computahonal Kmemattcs, pages 15-26. Kluwer Academic Publishers, 1993. 



THE APPLICATION OF FINITE DISPLACEMENT SCREWS 

TO DRAWING CONSTRAINTS 

LA. PARKIN 
Basser Department of Computer Science 
University of Sydney, N.S. W. 2006, Australia 

Abstract. Recent investigations show that finite displacement screws form 
linearly combined sets when they describe incompletely specified displace­
ments of a body. These results are considered in the context of geometric 
constraints as they are used in computer-aided drawing or design. A con­
straint - requiring that one or more of the geometric elements point, plane 
or line, embedded in a body, must remain in coincidence with other such 
elements which are fixed - is defined by a set of screws which specify all 
finite displacements which are then available to the body. When so repre­
sented, constraints may be manipulated in a manner which is both simple 
and uniform, and which, for the chosen geometric elements, is linear. 

1. Introduction 

Of importance in enlarging the expressive power of software for computer­
aided design is the provision of geometric constraints whereby a user may 
specify, for example, that a nominated point or line in one body must 
coincide with a particular point, or must lie in a particular plane, of another 
body. Such geometric (or kinematic) constraints serve to define, and are 
effectively specified by, the set of finite displacements which are available 
to one of the bodies in its movements relative to the other. With a view 
to developing a uniform method for the computational manipulation of 
constraints, this paper examines the manner in which such sets interact 
under certain types of constraint combination. 

This work is in the general area of such studies as (Angeles, 1986; Ravani 
et al., 1993) but particularly exploits recent results (Parkin, 1992; Huang 
et al., 1994; Hunt et al., 1995) which show that certain finite displacement 
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screws (defined in Section 2, et seq.) form a linear combined set when they 
describe an incompletely specified displacement of a body. All screws of such 
a set can be expressed as dual linear combinations of three basis screws. 

We specify a constraint by requiring that two of the geometric elements 
point, plane and line - one embedded in each of two rigid bodies - should 
remain in coincidence. We enumerate the nine linear combination sets of 
screws obtained (three of which are duplicates under interchange of the bod­
ies) when such elements, taken two at a time, are constrained to coincide. 
For each coincidence, the rule for constructing these sets from the displace­
ment freedoms intrinsic to the geometric elements is uniformly found to be 
the screw triangle rule (Bottema et al., 1990) given in Equation 2. 

In distinction, the imposition of multiple constraints always amounts 
to finding the intersection of two linearly combined sets, a matter which is 
readily solved in a linear manner. 

2. Definition of a Screw 

We write the general screw as a 3-vector of dual numbers, 8= S+[ Sp, in 
which the real3-vectors Sand Sp are respectively the direction and moment 
parts of the screw, and [ is the quasi-scalar with the property [2= 0 . The 
magnitude, pitch and origin radius of the screw are 

S. Sp R= S x Sp 
lSI, p= -----g2 , S2' 

respectively and, in terms of these, the screw may alternatively be writ­
ten 8= lSI (1 + [p) 8, where 8 is the unit line, of unit magnitude and zero 
pitch, of the screw. Whenever, throughout this paper, we refer to the nor­
malised instance of a screw 8, we shall mean this unit line, written with 
the corresponding lower case letter) like 8; and we shall write s for the unit 
direction 3-vector of that screw. For any two screws 8 1= Sl+[Spl and 

82= S2+[ SP2' the scalar product 8 1 • 82 and cross product 8 1 x 82 are 
defined over their dual elements in the same manner as they are defined 
over the real elements of real 3-vectors. The scalar product yields a dual 
number 

8 1 .82= Sl • S2+[ 8 1082 where 81082= Sl • SP2+SP1 • S2 , 

in which the binary operation 8 1082 measures the mutual moment of the 
screws. In the situation Sl. S2= 0 where two screws are mutually perpen­
dicular, their mutual moment vanishes if, and only if, the screws intersect. 
Thus the condition 8 1 • 82= 0 , in which the screws are orthogonal, implies 
that each intersects the other at right angles. We note without proof that 
the cross product screw 8 1 x 82 is sited in the common perpendicular line 
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of 81 and 82. If, in particular, 81 and 82 are orthogonal lines, then 81 x 82 
is also a line and is orthogonal to both 81 and 82. 

3. The Screw Axis of a Finite Displacement 

When a rigid body of arbitrary shape suffers a finite displacement between 
an initial and a final location, there is a directed line 8 - the screw 
axis - such that the displacement could have been achieved by means of 
a translation parallel to that line and by a rotation about it. The line 8 is 
unique except in the special case that the displacement consists of a pure 
translation, when any line parallel with the translation will serve. 

We follow Hunt (Hunt, 1987) in defining the cardinal motion for the 
given displacement as that which achieves the final location from the initial 
location by means of translation through a positive distance 2a parallel to 
the direction of 8 (thereby fixing the direction of 8) and by rotation through 
an angle 2(}, -7r < 2(}'5:.7r, in a right-handed sense about that direction. 

4. Specification of a Finite Displacement Screw 

Adopting the standard interpretation of a dual angle, thus 

B= (}+E a, sin B= sin (}+E a cos (), cos B= cos (}-E a sin () 

we use the elements of the cardinal motion, namely the axis 8, the half­
translation a, and the half-rotation (), -7r /2 < (}'5:. 7r /2, to define the (di­
rected) finite displacement screw which represents the displacement, viz. 

8= sine§= sinO(1 + EPs)§, Ps= ~() , 
tan 

of amplitude sin () and pitch Ps whose line is 8. 

(1) 

When a sequence 81, 82, 83 , ... , of such finite displacements is applied 
to a rigid body, their operations can not, in general, be commuted without 
causing change to the resultant; but they may be freely associated in pairs. 
As shown in (Parkin, 1994), the resultant of applying such a pair, first 
81= sinB1 81 and then 82= sinB2 82, is given by the screw 

(2) 

This is a screw formulation of the screw triangle rule (Bottema et al., 1990). 

5. Reference Frames 

In saying that a body has adopted a particular location we shall imply 
that we know the coordinates, in some ground frame, of three normalised 
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mutually orthogonal axial lines X, y, and z which provide the X-, y-, and 
z-axes of a reference frame embedded within the body. So defined, the lines 
necessarily intersect at right angles in an origin point, and satisfy 

x. x= y. y= z. z= 1 and x. y= y. z= z. x= 0 . (3) 

A general screw, written S in ground frame coordinates, takes the form 

(4) 

in the coordinates of the frame defined by x, y, and z. Equations 3 imply 
that the 3 x 3 dual matrix on the right is an orthogonal matrix. 

6. The Unconstrained Body 

The finite displacement screws available to an unconstrained body lie on 
every line in space, the screws S which occupy any such line presenting 
every possible combination of permitted magnitude ( O:s I S 1:S 1) and pitch 
( -oo:SPs:Soo). Adopting any three normalised mutually orthogonal lines 
x, y, and z as forming a fixed frame, we can represent anyone of this 
six-fold infinity of screws by the dual linear combination 

in which, subject to the inequality, the dual values L, if, N are arbitrary. 

7. The Constrained Body 

In following sections we find the finite displacement screws available to 
a body which is constrained by the fact that an embedded point, line, or 
plane, must remain in coincidence with another such element which is fixed. 

In each case considered, certain sets of available screws are obvious, be­
ing intrinsic to symmetries of the contributing geometric elements. Often, 
however, these sets do not exhaust the available screws. If a constructed 
set is to comprise all finite displacements which maintain a particular co­
incidence, it must include those which result from sequential application of 
any pair of its member displacements. Thus, though proofs of closure are 
omitted, the development often proceeds through application of Equation 2. 

The three geometric elements, point, line, and plane, admit of nine pair­
wise combinations. Sections 8 through 10 cover the three cases in which the 
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elements are of the same type. Of the six combinations remaining, three 
are duplicates of others under interchange of the roles of being fixed and 
being mobile. These duplicated situations are considered in Sections 11 
through 13. The reader may confirm that the interchange of roles is achieved 
by reversing the sequence of application of the screws 81 and 82 defined 
in those sections; and that, given the arbitrary nature of the parameters 
applying, the screw set is in each case the same as that for its duplicate. 

8. A Point Constrained to lie in a Point 

We distinguish the fixed point and the mobile point. It is obvious that the 
mobile point (and any body in which it is embedded) may rotate through 
an arbitrary angle 2(} about any line which passes through the fixed point; 
but it may not translate, so, along any such line, the translation distance 
2a vanishes. Adopting axes X, y, and z which intersect in an origin at the 
fixed point, we write the general normalised line through that point as 

in which the coordinates l, m, and n are purely real. Following the definition 
given in Equation 1, we then construct the finite displacement screw 

8:::::: sin fj 8= sin () 8, () arbitrary, a= 0 . 

So the screw for the general finite displacement which leaves the mobile 
point invariant at the fixed point has the form of a linear combination 

§~ [x y Z I [~ 1 ~ sinO [x y Z I [: 1 
(5) 

in which the potentially dual coefficients are, in fact, purely real. Subject 
only to the inequality just written, these real values may be arbitrarily 
chosen. 

9. A Line Constrained to lie in a Line 

We distinguish the mobile line and the fixed line, which latter we adopt as 
the axis x with the axes y and z generally disposed. The freedom of the 
mobile line to slide and rotate arbitrarily in x is described completely by 
the screw of arbitrary magnitude and pitch which lies on that line, namely 

8:::::: sin fj x, () arbitrary, a arbitrary. (6) 
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10. A Plane Constrained to lie in a Plane 

Arbitrarily distinguishing the fixed plane and the mobile plane, we adopt 
x and y to be axes lying in the fixed plane with z in its normal direction. 
Obvious freedoms of the mobile plane are, firstly, 

51=sin01s1=ca1(lx+my) , l2+m2=1, (}l=O, a1 arbitrary, 

which describes translation through the arbitrary distance 2a1 in the fixed 
plane in a direction at arbitrary angle tan-1 m/ l from x; and, secondly, 

52= sin O2 z= sin (}2 Z, (}2 arbitrary, a2= 0 , 

which describes a pure rotation through the arbitrary angle 2(h about the 
normal axis Z. Although we may not do so in general, we can in this case 
write the totality of available screws as the simple union of these sets, viz. 

5= sinOs= sinB2z + cal (lx + my) , l2+m2= 1 , 
()= (}2 arbitrary, a= a2= 0, a1 arbitrary, } (7) 

which screws are parallel to the plane normal axis Z. To confirm this step 
we use Equation 2 for the resultant of applying first 51 and then 52. Thus 

5 COS(}2ca1 (lx+my) + sin02z + sin O2 cal (ly-mx) 

sin(}2z + cal {cos ((}2+tan-1 m/ l)x + sin (02+tan-l m/ l)y}, 

which, to the extent that land m may be arbitrarily chosen, has the same 
form as Equation 7. Equation 2 shows that applying those displacements 
in the opposite sequence has no effect other than to express this result in 
terms of angular differences rather than angular sums. Thus, in brief, 

s= [x y z 1 r % 1 = [x y z 1 [ :: ] , (8) 

in which the direction numbers L and !VI are imaginary, and N is real. 

11. A Point Constrained to lie in a Line 

We place the origin of the xyz-frame at the given mobile point, with x lying 
on the fixed line and with y and z generally disposed. For convenience in 
evaluation we attribute all rotations about the line x to the rotational 
freedoms provided by the given point, so that the line itself provides only 
a sliding freedom. Obvious freedoms are, firstly, by Equation 5, 

5 1= sin01s1= Lx + My + Nz, L2+M2+N2"5:1, 
01 arbitrary, al= 0, sin01= sin01= ±JL2+M2+N2 , 

} (9) 
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which describes a pure rotation through the arbitrary angle 2(h about an 
arbitrarily chosen line through the given point and, secondly, 

82= sin {h x= f a2 x, (h= 0, a2 arbitrary, 

which describes a pure translation through the arbitrary distance 2a2 along 
the given line X. Using Equation 2 we find the general available displace­
ment, being the resultant screw arising from applying first 81 and then 82, 
to be the dual linear combination 

[ 
l + 

8= sin(h [x y z] m-
n + 

f a2cot (h 
fa2n 
fa2m 

1 ' 12+m2+n2~ 1 . 

12. A Point Constrained to lie in a Plane 

(10) 

We place the origin of the xyz-frame at the mobile point with x and y lying 
in the fixed plane and z in its normal direction. For convenience we attribute 
all rotations about z to the rotational freedoms of the point, so the plane 
provides only sliding freedoms. Obvious freedoms are: firstly, those inherent 
in the point itself, as defined for the screw 81 in Equation 9; and, secondly, 

82= sin02s2= fa2 (l2x+m2Y) , l~+m~= 1, (h= 0, a2 arbitrary, 

which describes translation through the arbitrary distance 2a2 along any 
line which lies in the xy-plane and passes through the origin at arbitrary 
angle tan-1 m2/ l2 from X. Using Equation 2, we find the general available 
displacement, arising from applying first 8 1 and then 82, to be 

[ 
l + fa2(cotfhl2+nm2) 1 

8= sin01 [x y z] m + f a2(cot 01 m2-n l2) , 
n +fa2(ml2-lm2) 

(11) 

13. A Plane Constrained to pass through a Line 

We adopt fixed axes x, y, and z such that x lies along the fixed line and z is 
a normal line of the given location of the mobile plane. Available freedoms 
are: firstly, by Equation 7, 

8 1= Sin01 51 = sin01 z + f a1 (l x + my), l2+m2= 1, 01, a1 arbitrary, 

which describes an arbitrary translation within the xy-plane through the 
distance 2a1 at angle tan-1 m/ l from the axis x, together with an arbi­
trary rotation through angle 201 about the normal line z; and, secondly, 

82= sin 82 X= sin O2 x, O2 arbitrary, a2= 0 , 
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which describes a pure rotation through the arbitrary angle 2(h about the 
given line X. Using Equation 2 we find the general available displacement 
arising from applying first 81 and then 82, to be the dual linear combination 

cos (h sin O2 

-sin 01 sin O2 

sin 01 cos O2 

14. Compounding Constraints 

+ E all cos O2 1 
+ Eal mcos 02 , 

+ Eal msin02 

When two constraints, each represented by a set of finite displacement 
screws, are both made to apply to the mobility of a body, the only screws 
which remain available are those which lie in the intersection of the sets. 

Limitations of space do not permit demonstration of a general solution 
method. For simplicity in the following illustration, we consider situations in 
which the directions of corresponding axial basis screws of the contributing 
screw sets may validly be made parallel. 

15. A Body Constrained to be fixed at Two Points 

Twice making reference to Equation 5, we write the identity of the common 
screw set in the ground frame as 

in which, subject to these inequalities, the real coefficients L l , Ml , Nl and 
L2 , M 2 , N2 may be arbitrarily chosen. This last fact directly implies that 
we are free to choose the axial directions of the reference frames. 

We choose corresponding axes to be parallel but otherwise arbitrary. 
On pre-multiplying by the inverse of the former orthogonal matrix, so the 
equation is expressed in the coordinates of the Xd'lzl-frame, we obtain 

Since the coefficients are real, any solution screw 8 must be of zero pitch 
and must pass through the origin of the XLYlZl-frame. The real parts of 
this equation state the obvious: that corresponding direction numbers must 
be equal in the parallel frames. On further expressing the parallelism of 
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corresponding axes, the imaginary-part equation can be written 

in which the multiplying matrix, if non-null, is skew-symmetric so that its 
product with any vector can be re-expressed, as shown on the right, as a 
vector cross product containing the vector 

which measures the vector distance from the origin of the XLYIZ1-frame 
to the origin of the x2Y'2z2-frame. The vanishing of that cross product 
effectively states that any solution screw 8 must lie parallel with the vector 
D. So we discover, as expected, that the solution screws 

, (13) 

lie on the line that joins the given points and, while permitting no transla­
tion (since the pitch vanishes), provide arbitrary rotation about that line. 

16. A Body Constrained to be fixed at Three Points 

We intersect sets of screws for one of the given points and a line S2 deter­
mined as above for the other points. With origin at the point, we choose 
Xl to be parallel to 82, with :h and Zl arbitrarily disposed. We write the 
identity of the common screw set in the ground frame as 

On multiplying by the inverse of the orthogonal matrix we obtain 

which has the real solutions required on the left only if the imaginary quan­
tities vanish; that is, as expected, only if the line S2 passes through the 
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origin. In any other situation the only available solution is the null screw, 
which carries the implication that the body is completely constrained. 

17. Conclusion 

We have exemplified a methodolgy in which geometric constraints on the 
mobility of solid bodies may be manipulated in a uniform manner - in 
terms of sets of finite displacement screws which can be expressed as dual 
linear combinations of an orthogonal basis of normalised axial lines. 

Starting with the point, the line, and the plane as geometric elements, 
Sections 8 through 10 have shown that whenever a mobile element (and 
any body within which it is embedded) is constrained to lie in another 
fixed element of the same type, the available screws may be constructed 
as obvious dual linear combinations of certain symmetry lines. Sections 11 
through 13, where elements of different types are involved, have then shown 
that the available screws may be constructed by combining the freedoms 
of each type through the agency of the screw triangle rule of Equation 2. 
It is in the nature of this rule that if the sets to be combined are each 
expressed as a dual linear combination of certain orthogonal lines, then so 
is the resultant set. 

Finally, in Sections 14 through 16, where the evaluation of intersection 
sets was discussed, it has been seen that the solution coefficients must again 
apply in linear combinations of the adopted axial lines. It can be seen that 
the uniformity of this form of representation of constraints is preserved 
throughout. 
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REAL ROOT COUNTING FOR SOME ROBOTICS PROBLEMS 

FABRICE ROUILLIER 

IRMAR Universite de Rennes I 
A venue des Buttes de Coesme, 35042 Rennes cedex, France 

Abstract. We propose two algorithms to compute the number of real roots 
of zero-dimensional systems, using effective algebraic methods. To compare 
their behaviour on practical examples, we apply these methods to systems 
that describe some robotics problems (e.g. direct kinematic problem of 
parallel manipulators). 

1. Introduction 

Let Z be a domain, K its Fraction field, S = {h, 12,'" ,is} a system 
of polynomial equations in Z[XI' ... ,Xnl with a finite set of distinct roots 
X = {aI, ... , ad} of respective multiplicities {m I, ... , md} and , I the ideal 
generated by S . 

In such cases, A = K[Xl~·.,Xnl is a finite dimensional vector space of 

dimension D = ,,£f=1 mi· 

Referring to (Rouillier , 1995), we assume in this paper the existence of 
efficient algorithms that compute the following (from a Groebner basis) : 

- A Z-basis B = WI, ... ,WD of A 
- The multiplication table of A (with respect to B), defined by a D x D 

matrix MT = (MT[i,jlhS;i,jS;D, where MT[i,j] is the column-vector 
whose coordinates are the coefficients of WiWj with respect to B (e.g. 
WiWj = ,,£f=I(MT[i,j])k ·Wk). 

We study two different strategies in order to count the number of real 
roots: 

- Hermite's method, which computes a quadratic form whose signature 
gives the number of real roots of the system. 
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- The Generalized Shape Lemma, which computes an univariate poly­
nomial that has the same number of real roots as the system . The 
number of distinct real roots can then be computed using a Sturm­
Habicht sequence. 

Since the reduction of a quadratic form needs O(n3 ) basic arithmetic 
operations and Sturm-Habicht sequences needs O(n2) operations, the sec­
ond method is asymptotically better. In practice however, the first method 
behaves better in many cases. 

2. Hermite's method 

For every h E A, we define: 

- The linear homomorphism of multiplication by h: 

mh: A ---t A 
q f------t h . q 

- The matrix Mh of mh with respect to B 
- The h- trace symmetric bilinear form (or simply trace if h = 1) : 

Trh: A x A ---t K 
(f,g) f------t Trace(fgh) 

where Trace(fgh) is the trace of Mfgh. 
- Hermite's quadratic form: 

Qh : A 

f 
Let e (resp. R) be the algebraic closure (resp. real closure) of Z, the fol­
lowing theorem relates the rank and signature of Qh to the number of zeros 
of S in en or Rn (see (Petersen & al., 1993)) : 

Theorem 1 Let S be a zero-dzmenswnal system of Z[Xl'" . ,Xnl wzth a 
fimte set of dzstmct zeros X, e (resp. R) the algebrazc closure (resp. real 
closure) of Z. Then: 

- rank(Qh) = ~{8 E ennX, h(8) t= O} 
- szgnature(Qh) = H8 E RnnX,h(8) > O} - ~{8 E RnnX,h(8) < O} 

Remark 1 The second formula allows us to produce an algorzthm "d la Ben 
Or - K ozen -Rez!" to deal wzth polynomzal mequalztzes (= 0 , > 0 , < 0) 
over X nR (see (Ben-Or & al., 1986)). 

Applying the previous theorem with h = 1, we obtain an algorithm to 
compute the number of distinct real or complex roots of a zero-dimensional 
system: 

Corollary 1 Wzth the notatwns of theorem 1, 
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- rank(QI) = ~{6 E CnnX} 
- szgnature( Qd = ~{6 E Rn n X} 

2.1. COMPUTING HERMITE'S QUADRATIC FORM 

Let the multiplication table MT of A with respect to a linear basis B = 

{WI, .. ' ,WD} be given and for PEA, let Vect(P) be the column-vector 
whose coordinates are the coefficients of P with respect to B. 

With these notations, the matrix Qh,B = (Qh,B[Z,]lh:Sl,):SD of Qh with 
respect to the basis B is defined by : 

D 

Qh,B[Z,]l = Qh(W1,W)) = Trace(wlw)h) = L Vect(wlw)Wkh)k 
k=l 

A naive algorithm would require us to compute all the products W1W)Wk 
(resp. W1W)WkW/) to get Ql,B (resp. Qh,B)' Even if we can do these compu­
tations using the strategy proposed in (Rouillier , 1995), the method would 
be inefficient because of a dramatic growth of the number of monomials 
involved . In order to improve this, we use the linearity of the mapping 
trace, as much as possible: 

Lemma 1 If we denote by V tr( h) the column-vector 

[Trace(hwd, ... , Trace(hwD)lT 

then: 
- Vtr(h) = (QI,B)T. Vect(h) 
- for aliI::; Z,] ::; D , Qh,B[Z,]J = MT[z,]J . Vir(h) 

Proof: Let h = ~f=l akwk. Then, for all I ::; z ::; D, 

D 

Trace(hw1) = L akTrace(wkwl) 
k=l 

o 

When studying systems with coefficients in Z, one obtains for Hermite's 
quadratic form a matrix with coefficients in K, but using a simple trans­
formation, one can assume that the matrix of Qh,B has coefficients in Z. 
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The author's recent algorithm (see (Rouillier, 1994)) generalizes the 
Bareiss identities in order to reduce Qh,B by doing all the computations in 
Z with O(D3 ) basic operations, and allows a good control of the size of the 
intermediate results, when Z is the domain of integers (e.g O(D(t+log(D))) 
if t is the maximum size of the coefficients of Qh,B). 

We can now describe a first algorithm for computing the number of 
distinct real roots of a given zero-dimensional system : 
Algorithm I 
Input : A Groebner basis of S for any admissible monomial ordering and 
the associated multiplication table MT. 

- step 1 : Compute Vtr(l) = [I:~1 (MT[l, i])i, ... ,I:~1 (MT[D, i])iV 
- step 2 : Compute 

Ql,B[j, i] = Q1,B[i,j] = MT[i,j]· Vtr(l) ,IS i S j S D 

- step 3 : Compute the signature of Q1,B. 

3. Generalized Shape lemma 

The idea of the Generalized Shape lemma (see (Alonso & al., 1994)) is to 
express the solutions of a polynomial system as rational functions in the 
roots of a univariate polynomial. 

Let y = {,61' ... , ,6 D} be the set of the roots (not necessary distinct) of 
S. 

Let t be a separating element of A i.e. such that for every x -=f- y in y, 
t( x) -=f- t(y) and let v be any element of A. 

Consider the polynomials 

f(t, T) = II (T - t(y)) 
yEY 

g(v, t, T) = L v(x) II (T - t(y)) 
xEY yEY,yi-x 

If ,6 is a zero of S of multiplicity m, then f(t, t(,6)) = 0, and we have 

(m-1)( tt(~)) (fJm-1g(V,t,T)) v - 9 v,, tJ _ fJTm 1 

(,6) - g(m-1)(t, t(,6)) - fJm-lg(t,T) 
fJTm 1 T=t({3) 

where g(t, T) = f'(t, T) = g(l, t, T). 

Proposition 1 Let S = {h, ... , fs} be a zero-dimensional system of poly­
nomials of Z[Xl' ... ,Xn ], and X = {cq, ... ad} the distinct solutions of S 
with respective multiplicities {m1,' .. ,md}. 
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There exzst a separatmg element t m A and polynomzals 

f(t,T) , g(t,T) , gl(t,T), ... ,gn(t,T) 

so that: 

- The roots of f(t,T) are exactly {t(ad, ... ,t(ad)} wzth respectzve mul­
tzplzcztzes {m I, ... , md} 

- If 13 zs a zero of S of multzplzczty m, 

x (13) = g;m-I)(v,t,t(j3)) 
t g(m-l)(t, t(j3)) 

Proof: The existence of a separating element is given by the following 
lemma: 

Lemma 2 If X contams less than d pomts, then at least one among the 
Ut = Xl + zX2 + ... + zn-l Xn for 0 :::; z :::; (n - 1) d(d;l) zs a separatmg 
element. 

Proof: Consider a couple (x, y) = ((Xl' ... ' xn), (YI, ... , Yn)) of distinct 
points of X, and let I (x, y) be the number of index z such that U t (x) = U t (y). 
Since the polynomial (Xl - yd + ... + (xn - Yn)tn- l has no more than k - 1 
distinct roots (it is not indentically null because X i= Y), l (x, y) is less than 
k - 1. Since the total number of couples of distinct points of X is less than 
d(d;1) , this complete the proof. 0 

Given a separating element t, we complete the proof of the proposition by 
taking gt(t, T) = g(Xt' t, T) , z = 1 ... n 0 

According to the previous proposition, the number of distinct real roots 
of a given system can be easily computed from the Generalized Shape 
Lemma: 

Corollary 2 Let t be a separatmg element of A. The number of dzstmct 
real roots of S zs exactly the number of real roots of f(t, T). It can also be 
found by computmg the Sturm-Habzcht sequence of f(t, T) 

We will not discuss here the problem of finding a separating element, 
but, given f(t, T) , g(t, T) , gl(t, T), ... , gn(t, T) for any t (randomly cho­
sen) , we assume that there exists a simple method to check If t is a sepa­
rating element or not (see (Rouillier , 1995)). 

An algorithm that computes the number of distinct real roots of a given 
zero dimensional system can now be described: 
Algorithm II 
Input: A Groebner basis of S for any admissible monomial ordering and 
the associated multiplication table MT. 
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- step 1 : Take any t among 

n-1 D(D - 1) 
{X1 +ZX2 + ... +z X n ,z=O ... (n-1) 2 } 

- step 2 : Compute f(t, T) , g(t, T) , gl (t, T), ... ,gn(t, T) 
- step 3 : Check if t is a separating element, and if not go to step 1. 
- step 4 : Compute the Sturm-Habicht sequence of f(t, T). 

3 1 COMPUTING GSL USING TRACES AND SYMMETRIC FUNCTIONS 

The method we propose for computing f(t, T) = ITyEy(T - t(y)) uses the 
classical notion of elementary symmetric functions and their connection 
with Newton sums. 

Notation 1 We denote by : 

- Sl(t, Y) = LICY ~I=l IT yEr t(y) the zth elementary symmetrzc functwn 
assocwted wzth {t(,Bd,· .. , t(,B D)} . 

- Nl(t, Y) = LyEY t(y)l the zth elementary Newton sum assocwted wzth 
{t(,B1),.· ,t(,BD)}. 

According to this notation, the classical relations that link elementary 
symmetric functions to elementary Newton sums can be written as follows: 

l 

(D - Z)Sl(t,Y) = l:(-l))N)(t,Y)Sl-)(t,Y) 
)=0 

with the convention So(t, Y) = 1. 
Let Mt the matrix of multiplication by a polynomial t in A. Since the 

eigenvalues of Mt are the scalars: {t(y) , y E Y} (see (Petersen & at., 
1993)), the set {N)(t,y)} can be computed using the relation: 

Since Sl (t, Y) is the coefficient of T D- l in the polynomial IT yEY (T -t(y)), 
f(t, T) can be easily computed by using the traces TraceW), z = 1, ... D. 

Expanding the polynomial g( v, t, T) (of degree D - 1), we note that the 
coefficient of TD-l-1 in g(v, t, T) is 

(_1)2 l: V(y)Sl(t,Y\ {y}) 
yEY 

We also extend the notion of elementary symmetric function and elementary 
Newton sums: 
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Definition 1 Gwen two polynomwls t and v E K[X1, ... ,Xnl and Y E en, 
- St(v,t,Y) = L:yEyv(y)St(t,Y\ {y}) 
- Nt(v, t, Y) = L:yEY v(y)t(y)t 

Lemma 3 Generalzzed elementary Newton sums and classzcal elementary 
symmetrzc functzons can be lznked uszng the followzng formula : For 0 :::; 
k < z, 

LYEyV(y)t(y)kSt_k(t,Y\ {y}) = Nk(v,t,Y)S,_k(t,Y)-
LYEY v(y)t(y)k+l St-k-l (t, Y \ {y}) 

Proof: For all k, 0 :::; k < z, 

Nk(v, t, Y)St-k(t, Y) (L: yEy v(y)t(y)k) (L:ICY, ~I=,-k IlzEI t(z)) 
LYEY LICY, ~I=,-k v(y)t(y)k IlzEI t(z) 

= LYEY(LICY, ~I=,-k v(y)t(y)k IlzEl, zeFY t(z) 
+ L:ICY , ~I=t-k-l v(y)t(y)k+l IlzE1 , Z--FY t(z)) 

= L:yEyv(y)t(y)kS,_k(t,Y\ {y})+ 
LYEY v(y )t(y )k+l S,-k-l (t, Y \ {y}) 

D 

We now extend the relation between Newton sums and symmetric func­
tions : 

Proposition 2 

, 
S,(v,t,Y) = 2)-1)1NJ(v,t,Y)S'-J(t,Y) 

J=O 

Proof According to lemma 3, we have: 

S,(v,t,Y) = LYEyv(y)S,(t,Y\ {y}) B 
= No( v, t, Y)S,(t, Y) - L:yEY v(y)t(y)S,_l (t, Y \ {y}) 

Using the same argument, we obtain by induction: 

S,(v,t,Y) = L;-:~(-l)1NJ(v,t,Y)S'-J(t,y) 
+(-l)'LYEyV(y)t(y)'So(t,Y\ {y}) 

Since So(t, Y \ {y}) = 1 the proof is complete. D 

Since Trace(vt t ) = N,(v, t, Y) (for y E y, the scalars vt'(y) are the 
eigenvalues of Mvt') g( v, t, T) can be deduced from f(t, T) and the traces 
Trace(vt'), z = 1 ... (D - 1). 
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3.2. COMPUTING GENERALIZED NEWTON SUMS 

According to the previous part, there is an easy way to compute the gen­
eralized Shape Lemma from the traces : Trace( vti ), i = 1, ... , D - 1 and 
Trace(ti), i = 1, ... , D. 

Assume that all the products Vect(wiWj) are known. A straightforward 
algorithm computes all the needed products vti and, using the previous 
results, the expressions Trace(vti ). 

Procedure Compute-Traces-I 
Input: 

MT 
t /* a separating element * / 

Output: 
Newtont, a vector of dimension D + 1 so that Newtondi] = Ni(t,Y) 
Trt, an· D matrix so that Trdi,j] = Nj(Xi,t,y) 

Begin 
Vtr := [Trace(wt), ... , Trace(wD)]T 
tmp := [1,0, ... ,0] 
For j from 0 to D - 1 do 

Newtondj] := tmp· Vtr 
For i from 1 to n do 

End 

Trdi,j] := (Mx, . tmp) . Vtr 
Ifj<D-1 

tmp := Mt . tmp 
NewtondD] := tmp· Vtr 

Proof of the algorithm Since Vect(P) . Vtr = Trace(P), the proof of 
the algorithm is obvious. 0 

The following procedure is an optimization of the previous one, signifi­
cantly decreasing the number of basic operations : 
Procedure Compute-Traces 

/* Same Input and Output as Compute-Traces-I * / 
Begin 

End 

tmp:= [Trace(wt) , ... , Trace(wD)]T 
N ewtondO] := D 
For j from 0 to D - 1 do 

For i from 1 to n do 
Trdi,j] := Vect(Xi)· tmp 

Newtondj + 1] := Vect(t) . tmp 
tmp:= (MdT. tmp 

Proof of the algorithm If we notice that 

Vect(P) . [Trace( QWl), . .. ,Trace( QWD)] = Trace(PQ) 
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then, after the lh step in the principal loop: 

. . T 
tmp = [Trace(uJwd, ... , Trace(uJwD)] 

d { Newtont[i]=Ni(t,y), i=l, ... ,n 
an so, Trt[i,j] = Nj(Xi' t, y) 

o 

4. Benchmarks 

In this section, we use examples from robotics (e.g. direct kinematic prob­
lem of a parallel robot, see (Ditrit & at., 1995), (Faugere and Lazard, 1994), 
(Merlet, 1993), ... ) in order to compare the two methods described before. 
Legend: 

- GSL : computation of the Generalized Shape Lemma. 
- St-Habicht : Sturm-Habicht's algorithm (applied on the univariate 

polynomial given by GSL). 
- Hermite: Hermite's algorithm. 
- Roots: 

• R : number of distinct real roots 

• C : number of distinct complex roots 

- T. : computation time in seconds on a Sun-Sparc 10Mhz/128Mo, using 
the PoSSo-Library. 

- L. : binary length of the largest coefficient that appears in the result. 

We assume that GSL and Hermite algorithms take as input a Groebner 
basis (computed with respect to the Degre Reverse Lexicographic monomial 
ordering) and the associated multiplication table. 

II Aig. II II Aig. I II Roots II 
II GSL II St-Habicht II Hermite II II 

Name II T. I L. II T. L. II T. L. II R I c II 
kin1 (Ditrit) 7 8 63 444 22 132 8 40 
kin2 (Merlet) 247 87 591 1226 457 1647 16 36 

planN3I (Faugere) 25 32 198 936 179 654 0 40 
spatiall (Faugere) 51 30 44 815 15 590 0 16 

spatia12 (Innocenti) 1236 77 4803 3514 5015 2944 24 40 
spat2A2I (Faugere) 212 38 626 1839 316 894 0 32 

spat66 (Faugere) 1935 40 2006 2852 7955 2348 2 40 
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5. Conclusion 

Even if we do not take care of the preprocessing that is needed in order to 
compute an univariate representation of the systems, Hermite's method is 
more efficient in most cases. Since Sturm - Habicht sequences need O(n2) 

basic operations and the quadratic form reduction needs O(n3 ) operations, 
this result is due to a better control of the size of the coefficients in the 
algorithm that reduces the quadratic forms. 
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A SPATIAL CONSTRAINT PROBLEM 
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Abstract. Three-dimensional geometric constraint solving is a rapidly de­
veloping field, with applications in areas such as kinematics, molecular mod­
eling, surveying, and geometric theorem proving. While two-dimensional 
constraint solving has been studied extensively, there remain many open 
questions in the arena of three-dimensional problems. In this paper, we con­
tinue the development of our previous work on configuring a set of points 
and planes in three-space so that the configuration satisfies a given system 
of constraints. The constraint system considered consists of six geometric 
elements and pairwise constraints between triples of the elements. We first 
review the basic techniques developed in our earlier work germane to the 
current problem and explain how the problem we consider in this paper oc­
curs. We then demonstrate how to solve the case of a geometric constraint 
system with four points and two planes. 

1. Introduction 

The spatial geometric constraint problem consists of a set of geometric 
entities, and a prescription of geometric constraints between the elements. 
The goal is to find all placements of the geometric entities which satisfy 
the given constraints. Two-dimensional constraint solving has been studied 
extensively, yet many open questions remain for the spatial problem. 
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A problem is well-constrained if it has a finite number of solutions, 
while a problem with an infinite number of solutions is underconstrained. A 
problem is overconstrained if one constraint can be deleted yet the problem 
still has a finite number of solutions. An overconstrained problem may have 
a solution when the additional constraints are consistent with previous 
constraints, but often overconstrained problems have no solution. 

Applications of constraint solving to kinematics include determining 
whether a mechanism is over- or underconstrained and its degrees of free­
dom. Further, by arbitrarily fixing underconstrained sketches, instance con­
figurations of mechanisms can be computed. In the case of complex mecha­
nisms, this may lead to reasonable kinematic simulations. Conversely, some 
techniques used in kinematics can also be used in constraint solving. 

In this paper, we continue to develop our previous work on configuring a 
set of points and planes in three-space so that a given system of constraints 
is satisfied. The problem considered has six geometric elements and pair­
wise constrains four triples of the elements. After a brief review of basic 
techniques and problem context, we demonstrate how to solve the case of 
a certain geometric constraint system with four points and two planes. 

2. General Solution Technique 

Given a set of geometric elements and certain constraints between them, 
there are two basic strategies for solving the constraint problem. An in­
stance solver uses the explicit values of the given constraints to deter­
mine the possible geometric configurations which satisfy the constraints. 
A generic solver determines whether the given geometric elements can be 
placed independent of the particular values assigned to the constraints. 
That is, the constraints have a symbolic rather than numerical value. The 
geometric elements are placed only after a decision has been made about 
whether or not the problem is generically well-constrained. 

There are a variety of ways to implement each of these two strategies. 
Numerical constraint solvers first translate the constraints into a system 
of algebraic equations. This system is then solved using an iterative tech­
nique such as the Newton-Raphson method. Examples of numerical solvers 
include Sketchpad (Sut63) and ThingLab (Bor81). Symbolic constraint 
solvers also begin by setting up a system of algebraic equations. However, 
general symbolic computations are applied first to simplify the system, be­
fore solving it numerically. Methods such as Grabner bases (Bos85) or Wu­
Ritt (Wu86) techniques can be applied to find symbolic expressions for the 
solutions. For example, Kondo uses the symbolic computation for adding 
and deleting constraints from a given system (Kon92). Logical inference 
and term rewriting applies general logical reasoning techniques to the con-
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straint solving problem. This approach has been taken by Aldefeld (Ald88) 
and Bruderlin (Bru90). For a deeper literature review see (Fud93; DH95). 

2.1. GRAPH-BASED CONSTRUCTION SEQUENCES 

Our approach to constraint solving is graph-based. Graph-based algorithms 
for solving geometric constraint problems have a graph analysis phase and 
a construction phase. First, a graph representation of the problem is con­
structed, where the nodes of the graph correspond to geometric entities, 
and an edge corresponds to a constraint between entities. A graph analy­
sis determines whether the problem is well-constrained and a construction 
sequence. The graph analysis is more discriminating than Gruebler's or 
Reuleaux's criteria (Bar93; Phi84). It does not, however, account for de­
generacies such as three planes intersecting in a line rather than a point due 
to specific constraint values. If the graph is (generically) well-constrained, 
this phase also determines a sequence of steps for solving the problem. 

The second phase of the graph method takes the construction sequence 
determined from the first phase and performs the necessary construction 
steps to actually place the geometric elements. Since the first phase does not 
depend on the values of the constraints but only on the number and type 
of constraints between the geometric elements, we have a generic method 
of constraint solving. The actual values of the constraints only considered 
in the second phase when the construction steps are carried out. 

One way to handle the analysis phase of the graph-based method looks 
for collections of geometric elements whose members can be placed with 
respect to one another based on constraints between them. These collections 
are then placed relative to one another, thus forming new, larger collections 
of elements, until all constraints have been processed and the locations 
of all the elements are known. We propose to use this recursive method 
to analyze the constraint graph for the three dimensional problems. This 
approach extends the two-dimensional constraint solving method developed 
in (BFH+94; Fud93). In the following sections we give a very brief overview 
of the method; further details and examples can be found in (DH95). 

2.2. GEOMETRIC ENTITIES AND CONSTRAINTS 

In the following, we restrict to considering only points and planes in n3. 
A point is represented simply by its coordinate triple (x, y, z). A plane 
is represented by its unit normal (nIl ny, nz ) and the distance from the 
origin to the plane d. This simplifies matters because each of the geometric 
entities has three degrees of freedom, thus allowing a uniform handling of 
the constraints and geometries throughout the solution. The constraints 
allowed are distance between two points, signed distance between a point 
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and a plane, and angle between two planes. When an angle is given between 
two planes, it is assumed to be the angle between the sides of each plane 
positive with respect to the plane normals. 

2.3. GRAPH ANALYSIS 

The first step of the construction is to form clusters of geometric elements 
which are placed in fixed postions with respect to one another. Because 
each geometric element has three degrees of freedom, placing a new element 
requires that it be constrained by three known elements. Thus to begin a 
cluster, a set of three pairwise constrained nodes is necessary. These thr'ee 
geometric elements are placed into a standard position and the resulting 
configuration is fixed up to a rigid motion in space. Subsequently, a node 
is added to the cluster if it is incident to three nodes already in the cluster. 

When no further nodes can be added to the cluster, the edges represent­
ing constraints between nodes in the cluster are deleted from the original 
graph, as well as all isolated nodes. Cluster formation is then applied recur­
sively to this subgraph. This cluster forming and subsequent graph pruning 
is carried out as long as possible. Because a cluster start requires three pair­
wise constrained elements, there may eventually be unused constraints in 
the remaining subgraph, yet no new cluster can be started. In this case, any 
remaining constraint and its two incident nodes forms a degenerate cluster. 

For cluster formation we need to find a generic placement for the first 
three elements which are pairwise constrained within a cluster, and we need 
to place a geometric element from three known elements. Because we use 
signed distances and angles, well-defined generic configurations exist. For 
the details see (DH95). 

2.4. CLUSTER MERGING 

Once initial clusters have been formed, clusters which have geometric el­
ements in common can be placed relative to one another. Each cluster is 
a rigid body and has in general six degrees of freedom, three rotational 
and three translational. Exceptions include degenerate clusters such as a 
plane with an incident point. Here, one degree of freedom is lost by sym­
metry. To fix a cluster in space, we must determine how to place the shared 
elements of the cluster with respect to the other clusters sharing them. 
Three separate geometric entities are needed to fix the cluster. Once these 
elements are known, the rigid-body motion to position the cluster can be 
determined using the techniques of (RG93). Degenerate clusters share only 
two geometric elements and can be positioned from them because of cluster 
symmetry. 
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Figure 1. Constraint graph for Case 1 of four points and two planes in four clusters 

Now, if two clusters A and B share two geometric elements, then the 
clusters are overconstrained, because the relative position of the shared 
elements is determined independently in both cluster. Therefore, the three 
shared elements in the cluster must belong to three separate other clusters. 
(For degenerate clusters, the two elements in the cluster are each shared 
with a different cluster.) 

3. Merging Four Full Clusters 

We consider merging four clusters, each with three geometric elements 
shared with the other clusters. Six geometric elements must be placed rela­
tive to each other. When the geometric elements are all points, the problem 
can be solved as a Stewart platform problem(NWM90). In (DH95) the case 
of five points and one plane is handled. We now show how to solve the con­
straint system when two of the elements are planes. There are two cases. 

3.1. CASE 1 

The first case we consider is when the two planes are not in the same cluster. 
The four clusters for the problem are (Pl,P2,P3), (Pl,P4 ,PS), (P2,P4 ,P6), 
and (P3,PS,P6)' Note that this arrangement satisfies the criterion that each 
element of a given cluster is in exactly one of the other three clusters. The 
constraints within each cluster are the distances between the two points in 
each cluster, and the (signed) distance from each point to the plane in the 
cluster. A graphical representation of these clusters is shown in Figure 1, 
with the clusters distinguished by the type of line of the constraint edges. 
Each edge in the graph represents a distance constraint. A diagram of the 
geometry of this situation is shown in Figure 2. The open circles in P3 

represent the points in P3 which satisfy the distance constraints between 
P3 and the points P2, Ps, and P6, and analogously for the open circles in 
P4 . The elements of each cluster are connected by the same type of line. 

Suppose that the distance between any two geometric elements gi and 
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Figure 2. Four points and two planes with distance constraints only 

Figure 3. Constructing the plane P4 

9j, where 9 is a point or a plane, is given by dij. If we assume the distances 
between a point and the plane are signed, then we can modify the problem 
so that the point PI lies in the plane P3.1f we can find a configuration where 
PI lies in P3 and the respective distances between each of the three points 
P2, Ps, and P6 and P3 are reduced by the given distance from PI to P3 , the 
actual configuration which satisfies the given constraints can be found by 
offsetting P3 in the found configuration by d13 . 

We place PI at the origin, make P3 the xy-plane, and place P2 at 
(h, 0, d23), where li + d~3 = di2. The distance constraints between PI and 
P4 and between P2 and P4 force P4 to be tangent both to the sphere S14 

centered at PI with radius d14 and to the sphere S24 centered at P2 with 
radius d24 . If the two distances have the same sign, P4 must be tangent to 
the cone containing and tangent to both spheres as shown in Figure 3. If 
the signs are opposite, the two spheres are contained in and tangent to a 
different cone, and the spheres are in opposite half-cones of the cone. 

Note that the direction of the normal to P4 , N4 = (nx, ny, nz ) must be 
on a circle within the sphere S14. The projection to the cross-section of this 
circle is shown in dotted line in Figure 3. To obtain a unit normal, we begin 
with a circle of radius cos, in the xz-plane, with center (- sin" 0, 0), where 
, is the apical angle of the cone. This circle is then rotated by () about the 
y-axis, where () is the angle between the line PIP2 and the x-axis. The result 
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of these operations is 

N 4 : (cos, sin {I sin u - sin, cos {I, cos, cos u, cos, cos (I sin u + sin, sin (I) 

This means that the plane P4 can be written in terms of the variable u as 
P4 : N4 - (x,y,z) = d14 -

Now, P5 lies in a plane parallel to P3 and also on a sphere of radius dl5 
centered at PI- Thus it must lie on the circle C5 given by 

C5 : (T5 cos v, T5 sin v, d35 ) 

Similarly P6 lies in a plane parallel to P3 and also on a sphere of radius d26 
centered at P2 _ Since the distance from PI to the projection of P2 into P3 is 
h (from the earlier positioning of P2), P6 must lie on the circle C6 given by 

C6 : (h + T6 cos W, T6 sin W, d36 ) 

The parameters h, cos (), sin (), cos" sin" T5, and T6 are all dependent 
only on the distances given between elements of the clusters_ Specifically, 
we have the following relationships: 

h j di2 - d§3 l2 j di2 - (d24 - d14 )2 
cos () h/dl2 cos, ld d12 (1) sin () d23 / dl2 sm, (d24 - dI4 )/dI2 

T5 j di5 - d~5 T6 jd§6 - (d36 - d23 )2 

We now can use the remaining distance constraints to set up three 
equations in the unknowns u, v, and W which when solved will give the 
configurations_ The remaining constraints are the distance between P5 and 
P4, the distance between P6 and P4, and the distance between P5 and P6-
These constraints are translated into the following trigonometric equations: 

N4 -P5 + d45 

N4 -P6 + d46 
(T5 cos V - T6 cos W - h)2 + (T5 sin v - T6 sin w)2 + 

(2) 
(3) 

(d35 - d36 )2 = d~6 (4) 

Making the standard substitutions cos u = ~~:~ sin u = 12+q;~, cos V = 

l-qg - _ ~ _ l-ql d - - 2 q6 bt - th 
l+q~ sm v - l+q~' cos W - I+q~' an sm w - l+q~' we a am ree equa-
tions with the following structure: 

( A I q; + A2 q5 + A3) ql + (A4 q; + A6) q4 + (A 7 q; + A8 q5 + A9) = 0 (5) 
(Bl q~ + B2 q6 + B3) ql + (B4 q~ + B6) q4 + (B7 q~ + B8 q6 + B9) = 0 (6) 

(Dl qg + D3) q€ + D5 q5 q6 + (D7qg + Dg) = 0 (7) 
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Here the coefficients At, BJ , and D k are functions only of the constants h, 
cosO, sinO, cos" sin" r5, d35 , d36 , d45 , d46 , and d56 . This is exactly the 
same structure as the system of equations which arose in the case of five 
points and one plane, and its solution is detailed in (DH95). Note that the 
system has 16 solutions, in complex projective space. 

3.2. CASE 2 

The second case occurs when the two planes are both in one of the clus­
ters, and another cluster has only points. Specifically, the clusters now are 
(Pl,P2, P3), (Pl,P4,P5), (P2,P4, P6), and (P3,P5, P6). The constraints are 
distances between any point-point or point-plane pairs within each cluster, 
and an angle constraint (136 between the two planes in the fourth cluster. 

As before, we assume that PI lies in P3, and we begin by positioning 
PI as the origin, P3 as the xy-plane, and P2 as the point (h, 0, d23), where 
li + d~3 = di2' Based on the distance constraints between the point P4 and 
the points PI and P2, we can determine the circle C4 on which P4 must lie, 
which is the intersection of the sphere S14 centered at PI with radius d14 
and the sphere S24 centered at P2 with radius d24 . Assume that the center 
of this circle is l4 units from PI along the line PIP2, and that the radius of 
the intersection circle is r4. Then the intersection circle can be found by 
rotating the circle of radius r4 centered at (14,0,0) about the y-axis by 0 
degrees, where 0 is the angle between the line PIP2 and the x-axis. This 
results in the following equation for C4 : 

C4 : (14 cos () + r4 sin () sin u, r4 cos u, -/4 sin () + r4 cos () sin u) 

The values of cos () and sin () are computed as in Equations 1, and the values 
of /4 and r4 are 

/ d~4 -di4 -di2 _ . Id2 _ /2 
4 = 2d12 r4 - V 14 4 

The circle of possible points for P5 is identical to the previous case: 

C5 : (r5 cos v, r5 sin v, d35 ) 

The plane P6 is completely determined by its normal and its distance 
from the origin. Note, however, that d16 is not one of the known constraints. 
Thus we refer to this distance as the variable h6' Now the normal of P6 

can be computed as a function of the angle between P6 and P3 , and some 
parameter w as 

N6 : (cos (136 cos W, cos (116 sin w, sin 0:16) 

Since we do know the distance from P2 to P6, and P2 is fixed, we can express 
h6 in terms of this constraint as 



The three equations which express the remaining constraints are 

(l4 cos (} + T 4 sin (} sin u - T5 cos v)2 + (T 4 cos U - T5 sin v)2 + 
(-14 sin () + T4 cos () sin u - d3S )2 d~s 

C4 ·N6 +d46 h6 
Cs . N6 + dS6 h6 
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When standard rational substitutions are made for the trigonometric func­
tions, the resulting three equations have form identical to Equations 5, 6, 
and 7. 

3.3. NUMERICAL EXAMPLE 

To verify the above process, we consider a numerical example with one 
predetermined solution The initial configuration is 

PI = (0,0,0) P2 = (3,0,4) P3 = xy-plane 
P4 = N:(3/5,4/5,0);d:5 P5 = (2,2,2) P6 = (6,1,1) 

This means the input to the problem is four clusters with the following 
distance constraints: 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 

dI3 = ° dI4 = 5 d24 = -16/5 d56 = 3Y2 
d23 = 4 dI5 = 2)3 d46 = -3/5 d35 = 2 
dI2 = 5 d45 = -11/5 d26 = vIi9 d36 = 1 

Note the signed distances between P3 and P4 , and the points with dis­
tance constraints with respect to the two planes. From these distances the 
parameters of the three equations are computed: 

h = 3, /2 = 4/5V34, cose = 3/5, cos'Y = 4V34/25 , 
sine = 4/5, sin, = 9/25, 'r5 = 2)2, 'r6 = VTO 

Substituting these values into Eqs. (5), (6), and (7) and following the so­
lution procedure detailed in (DH95), we found six solutions for qg, two of 
which were positive. The corresponding values of qs, cos v, sin v, cos u, sin u, 
cos w, and sin ware shown in Table 3.3, rounded to six digits. Evaluating 
Eqs. (2), (3), and (4) at these points yielded the following results for the 
normal N4 of P4 and for the points Ps and P6 on the circles Cs, and C6, 
respectively, rounded to six digits: 

So/utzon 1 
N4 = ( -0.937703,.237830, -0.253277) 
P5 = (2.67722,0.9124,2.0) 
P6 = (3.63658, -3.09754, 1.0) 

So/utzon 3 
N4 = (-0.6,-0.8,0.0) 
P5 = (2.0, 2.0, 2.0) 
P6 = (6.0, 1.0, 1.0) 

So/utzon 2 So/utzon 4 
N4 = ( -0.937703, -0.237830, -0.253277) N4 = (-0.6,0.8,0.0) 
P5 = (2.67722, -0.9124, 2.0) P5 = (2.0, -2.0,2.0) 
P6 = (3.63658,3.09754,1.0) P6 = (6.0, -1.0, 1.0) 
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TABLE 1. Real solutions to the numerical example 

q5 cos v smv cos u smu cosw smw 

0.165721 0.946541 0.322582 .254922 -.966962 .201306 -.979528 
-0.165721 0.946541 -0.322582 -.254922 -.966962 .201306 .979528 
0.414214 0.707107 0.707107 -.857493 -.514496 .948683 .316228 
-0.414214 0.707107 -0.707107 .857493 -.514496 .948683 -.316228 

Solution 3 is the predetermined solution, which corroborates the cor­
rectness of the solution procedure. 
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MOTOR TENSOR CALCULUS 
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Summary This paper reviews the motor calculus as it was presented by Richard von Mises [1] 
and extends it to a general motor tensor calculus on the basis of unit motors. R. v. Mises defined a 
scalar and a motorial product of two motors without using Clifford's duality unit £ (£2 = 0) and 
introduced motor dyads. In complete analogy to the common tensor analysis, we define motor 
tensors of any order and show how the motorial product of two motors can be converted into a 
product of a motor multiplied by second order motor tensor, the cross motor tensor. With this 
motor tensor, whose matrix is a special function of the motor elements, and the unit motor dyad, 
the transfer of motor equations into matrix equations, or the decomposition of a motor equation 
into its six scalar equations, becomes a simple and straightforward procedure. A consistent notation 
for motor and motor dyads, which are used in the forthcoming English translation of v. Mises 
motor calculus [2], facilitates the algebra. 

1. Introduction 

In 1924 Richard von Mises, then Professor and Director of the Institute for Applied 
Mathematics at the University in Berlin and editor of the "Zeitschrift fUr Angewandte 
Mathematik und Mechanik" (which he founded in 1921), published in quick succession 
two long articles with the title: "Motorrechnung, ein neues Hilfsmittel in Mechanik" 
(Motor Calculus, a New Device in Mechanics). R. v. Mises adopted the term "motor" 
(coined originally by Clifford [3] for screws with which a magnitude is associated) in 
the sense given to it by E. Study [4], who defined the motor as an ordered pair of straight 
lines. It was v. Mises' declared intention to create a motor calculus without Clifford's 
duality unit, which was used by Study and many others, following Clifford's line of 
thinking. Mises' motor calculus was immediately recognized by the most prominent 
scientists as an important contribution to mechanics. Shortly after its publication it was 
treated and used in the Handbuch der Physik [5], which then had great influence on 
mechanics. However the work of v. Mises remained almost unknown to the community 
of engineers. Although motor calculus was used in Theoretical Mechanics now and then 
[6], [7], it never entered any of the many German textbooks on Applied Mechanics. One 
can only speculate about the reason for this poor acceptance by the engineers. Was it the 
clumsy notation? v. Mises uses bold capital Gothic and Greek letters for motors and 
motor dyads, which needs an artist to write them neatly. Was it the tricky overcross 
multiplication rule for the vectorial components of a motor, which makes the decomposition 
of a motor equation into a set of scalar equations cumbersome and mistake-prone? R. v. 
Mises' "Motorrechnung" was reprinted, yet not translated into English in the "Selected 
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Papers of Richard von Mises" [8], which appeared in 1963 in two large volumes. This 
might be the reason why even now English speaking scientists are mostly unaware of 
this part of v. Mises' work. From time to time redefinitions of v. Mises' scalar motor 
product [9],[10] have emerged in the literature. The main advantage of motor calculus 
(in the sense of v. Mises as well in the sense of Clifford) is that it allows one to write 
geometric, kinematic and dynamic equations in the most transparent and compact form. 
The information density of its formulas is the highest possible, and motor calculus thus 
contributes greatly to the" economy of thought" (E. Mach). At the end of the fifties, 
engineers started to search for methods appropriate for solving the complex problems of 
robot kinematics. The dissertation by M. Keler [11], the paper by A.T. Yang and F. 
Freudenstein [12] and the booklet by F.M. Dimentberg [13] were trail-blazing, and 
subsequently "dual methods" became somewhat fashionable. As long as geometry and 
kinematics were concerned, these methods turned out to be extremely successful and 
they stabilized the Clifford-direction of the motor calculus. In dynamics the dual methods 
remained less successful. Neither the inertia binor introduced by S.G. Kislitzin [14], nor 
the inertia operator recently defined by M. Shoham and V. Brodsky [15], allow one to 
write the equations of motion of a rigid body in a pure dual form. In both cases dual 
vectors do not enter the equation as a whole, but only vector parts of them. The best 
result in dual dynamics is due to A.T. Yang [16], who gave the equation of the motion of 
a rigid body as formally identical to the Euler equation. But only v. Mises motor calculus 
permits writing this equation in the most compact style, i.e., formally identical to that of 
point mechanics. Is Clifford's duality unit, which is so fruitful in geometry and kinematics, 
an impediment in dynamics? 

2. Motors, Scalar, Motorial and Dyadic Products of Motors 

Regardless of whether a motor f <=> {f, fA}' as an object, is represented as an ordered pair 
of straight lines (E. Study), or as an oriented screw with a magnitude (W. K. Clifford), it 
assigns to any pointA in space two vectors f and fA' one constant and the other one 
depending on the position of A. There exists a one to one correspondence between the 
motor f and the vectors f and fA: f <=> {f,fA}. Therefore it can be said that the pair of 
vectors f an5' fA is the representation of the motor f at point A. If two point representations 
of a motor f are given: 

~ ~ 

f <=> {f,fA} and f <=> {f,fB}. 

then fB =fA +rAB x f, 
(1) 

(2) 

with the vector rAB leading from point B to point A. R. v. Mises defines the scalar, the 
motorial and the dyadic products of two motors it and b as follows. The scalar motor 
product yields a constant: 

(3) 

The motorial product is a motor: 

it x b = c, c <=> ( c, c A ) = (a x b, a x b A + a A x b). (4) 
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The dyadic product: (5) 

represents a new entity which assigns to any motor f the motor ell or db by: 

A 0 f = ab 0 f = c a or f 0 A = f 0 ab = db, (6) 

where the multiplication of a motor a by a scalar means multiplication of the vector 
parts a and a A by this scalar: 

ca ~ {ca,caJ. (7) 

It is easy to prove with Eg. (2) that the scalar product as well as the motorial product of 
two motors is independent of the point of representation of the motors: 

a 0 b = a 0 b A + a A 0 b = c , and a 0 b = a 0 b B + aBo b = c (8) 

Both products have their own mechanical significance: If f denotes the force motor and 
s the speed motor of the rigid body, then f 0 s gives the power, and s x p measures the 
time rate of the motor p if fixed to the body moving with the speed motor s. 

From 

it follows that 

f ~ {F,M A} and s ~ {oo, v A} 

fos=FoVA +MA ooo=P. 

(10) 

(11) 

If the motor p if fixed to a body moving with the speed motor s, then the vectorial parts 
p and PA change within the time span dt to 

From 

pi = P + dtoo x p and pi I = P A + dtoo x P A • 
A 

I I I d d PA = PAl + rAIA x P an rAIA = tv A it follows that 

d~ d~ ~ {I I } dp ~ ~ { } p = ts X P ~ P - p, P A - P A or - = s X p ~ 00 x p, 00 x P A + V A X P . 
dt 

(12) 

3. General Motor Tensors 

A unit motor Ii is a motor for which one of the following two point representations is 
valid: 

Ii~{n,oA} with noo=1 and nonA =0, or Ii~{O,n} with noo=1. (13) 

Together with the vector rAO ' a cartesian coordinate system, consisting of an origin A 
and three mutually orthogonal unit vectors 0 1, n 2 and n 1 can be interpreted as six unit 
motors related to point 0 

A motor a can be represented as a linear combination of these six unit motors Iia: 
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(15) 

where the first three motor coordinates ai' a2 , a3 are identical to the vector coordinates of 
the first vector part a, and the second three motor coordinates a4 ,a5 ,a6 are identical to 
the vector coordinates of the second vector part a A' both measured in the cartesian 
coordinate system (A I 0 1, O 2,03), With the matrices 

one can write for the motor a: (17) 

(18) 

can be defined as an entity which assigns to a motor b a motor tensor c(n-I) of order 
n -1 by the inner product: 

A-(n)ob- =A - - - - b-alaZ a a d 0a" . 0a 0a ° , .. II-I n at 2 ,,-I n 

which gives with (3) A-(n) b- C - - - c-(n-I) ° = A.I>. A Oa 01>." .0(3 = . 
f'lPZ"'Pn-l Pl""2 n-} 

(19) 

The motor tensor of second order A (2) == A can be written in the forms: 

A = Aaf3DaD p = i! T Ai!, with the 6 x 6 matrix A = II Aap II. (20) 

Post- or premultiplication of the motor b with the motor tensor A lead to different 
motors. 
From 

we obtain 

or 

A ° b = AapDaDp ° brDr = AapDprbrDa = caDa = C 

boA=b"D" O~D~Dy =b"o,,~A~Dy =d"D" ={I. 

(21) 

(22) 

(23) 

With the matrix Q, which collects the scalar products Da ° Dp of the unit motors (16) of 
the cartesian coordinate system: 

0 0 0 1 0 0 

0 0 0 0 1 0 

~ ~T ~ --T !,!.=!,!. =lIuapll=!!o!! = 
0 0 0 0 0 1 

1 0 0 0 0 0 
, (24) 

0 1 0 0 0 0 

0 0 1 0 0 0 

the formulas (22) and (23) can also be written in matrix form: 
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For later use we define the antisymmetric 6 x 6 matrix ~ here whose elements lia xli f3 

are the motorial products of the unit motors (14) of the cartesian coordinate system. 
According to definition (4) we obtain: 

0 °3 -°2 0 °6 -0 5 

-°3 0 0, -°6 0 °4 
°2 -0, 0 °5 -°4 0 

0 °6 -°5 0 0 0 
(25) 

-°6 0 °4 0 0 0 

°5 -°4 0 0 0 0 

4. The Cross Motor Teosor 

According to (4) the motorial product of two motors is a new motor. Therefore we ask 
whether this product can be converted into a scalar product of one of its motors multiplied 
by a motor tensor of ~econ~ order. The question is whether it is possible to identify 
special motor tensors A or B for which 

(26) 

Evidently the coordinates Aaf3 of A ~must be functions of the coordinates Qa of t~e 
motor a, and the coordinates Baf3 of B functions of the coordinates ba of the motor h. 
Therefore, we also write: 

(27) 

and call A and B the cross motor tensors of the motor a, b, respectively. With & and 
§. we write for (26): 

c = axb = ~T!ix!iT ~ = ~T&~ =Aob = !iT d!io!iT ~ = !iT d§.~ 
or c = a x b = ~ T !i x !i T ~ = ~ T &~ = a 0 B = ~ T !i 0 !i T !l!i = ~ T §.!l!i 
and find (~T& -!iT d§.)~ = 0, ~ T (&~ - §.!l!i) = 0, 

from which ~ T & = !id§. and &~ = §.!l!i 
follow. 

With !i o!i T = §. and the 6 x 6 identity matrix §.§. = 1 we obtain: 
~ ~ T 

d :; ~x = §.!i 0 (~T ~)§. and !l :; ~x = §.(~~) o!i §.' (28) 

or written in components: 
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0 0 0 0 -a3 a2 0 0 0 0 -b3 b2 

0 0 0 a3 0 -a l 0 0 0 b3 0 -bl 

0 0 0 -a2 al 0 

0 -a3 a2 0 -a6 as 

0 0 0 -b2 bl 0 

0 -b3 b2 0 -b6 bs 
(29) 

a3 0 -a l a6 0 -a4 b3 0 -bl b6 0 -b4 

-a2 al 0 -as a4 0 -b2 bl 0 -bs b4 0 

As these two matrices are skew, they are formally identical. With :& T = -:&, 8 T = 8 
and £1. T = -£1. it follows from (28)that: 

T ~ T ~ T 
£1. =-(Q(~~)O!! Q):::::}£1.=Q(~~)O!! Q, 

which is formally identical to !l. = Q(:&~) ° !! T Q. 

With the cross motor tensor it is easy to find the elements of a motor tensor which arises 
from a motorial multiplication of a motor by a motor tensor. For example: 

~ ~ ~ ~ ~x ~T ~ ~T x~ ~T s: x~ ~T ~ 

C = A x b = A ° b =!! £1.!! O!! ~ !! =!! £1.~~ !! =!! ~!! 

yields C = A x b :::::} C = A8bx 
- --- (30) 

Similarly, the motorial premultiplication of a motor by a tensor motor leads to: 

~ ~ ~ ~x ~ ~T x~ ~T ~ ~T x s: ~ ~T ~ 

D=bxA=b oA=!! ~ !!O!! ~!!=!! ~ ~~!!=!! !2!! 

or D=bxA:::::}D=b x 8A. - --- (31) 

S. The Motor Space as a Lie Algebra 

A Lie Algebra [17] is a linear space L over a field F on which a product [,], the Lie 
bracket (commutator) is defined with the following four properties: 

X,YEL :::::} [X,Y]EL, 
a,/3 E F, X, Y,Z E L:::::} [X,aY + /3Z] = a[X, Y]+ /3[X,Z] , 

[X,Y] = -[Y,X], 
[X,[Y,Z]] + [Y,[Z,X]]+[Z,[X, Y] = O. (32) 

It will be shown that, with the motorial product as the commutator, the space of motors 
is a real Lie Algebra. The first three requirements are evidently fulfilled for the motorial 
product of motors, and the last, the Jacobi identity for motors, can easily be proved via 
the Jacobi identity for three vectors. For a,b,c it is found that 

ax(bxc)+ bx(cxa)+cx(axb) = 
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«a 0 c)b - (a o b)c)+ «b o a)c - (boc)a)+ «co b)a - (co a)b) = O. (33) 

The double motorial product Ii x (I) x c) and the equation (4) leads to a motor whose 
representation in point A is 

{a x(bx c), aX (bx cA)+ax(bA xc)+aA x (bx c)}, 

the vector parts of the motor it x (b x c) + b x (c x it) + c x (it x b) related to point A will 
then be: 

and 
a x (b x c)+ b x (c x a)+ c x (a x b), 

ax(bxcA)+ax(bA xc)+aA x(bxc)+ 
bx(cxaA)+bx(cA xa)+bA x(cxa)+ 
cx(axbA)+cx(aA xb)+cA x(axb). 

Equation (33) shows that both vectors are zero. This gives the Jacobi identity for 
motors: 

it x(bx c)+ bx(cxit)+cx(itxb) = O. (34) 

It follows that the 6 dimensional space of motors with the motorial product as the 
commutator, is a real Lie Algebra. 

6. Motor Equation of the Motion of a Rigid Body 

The distribution of the velocities within a rigid body is given by the angular velocity 
vector 0) together with the velocity v A of one of its points A. The pair of vectors 0) 

and v A represents the speed motor s of the rigid body related to point A. The velocity 
of any mass point of the body, whose position gives the vector r leading from the point 
A to this mass point can be calculated by: 

(35) 

The momentum p of the body and its angular momentum LA about point A, are defined 
by 

p= f vdm, LA = f rxvdm (36) 

respectively. The pair of vectors p and LA represent a motor p, the momentum motor 
of the body, because the transformation rule (2) for L is 

LB = f (r+rAB)xvdm = LA +rAB x p. 

From (35) one obtains for the pair of vectors of this momentum motor p: 

p = f vdm = v Am + 0) x rem 

and LA = frxvdm=rCxvAm+JA 00), 

(37) 

(38) 

(39) 

where m denotes the mass of the body, rc the position vector of its center of mass C 
leading from point A to C, and J A the inertia tensor of the body about A: 
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rC = f rdmlm and JA = f «ror)I-rr)dm. (40) 

The components PI'P2,P3' LAI'LA2,LA3 of the vectors p, LA in the cartesian coordinate 
system (A I 01'02,03) are given by: 

PI = m(vAI -C02rC3 +co3rC2 )' P2 = m(vA2 -C03rCl +colrC3 )' P3 = m(vA3 -colrC2 +co2rCl ), 
LAI =m(vA2rC3 -vA3rC2)+JAllcol + JA I2 co2 +JA13co3, 

LA2 =m(vA3rCI -vAlrC3)+JAl2col + JA 22 co2 +JA23co3, 
LA3 =m(vAl rC2 -vA2rCl)+JA13col +JA23co2 +JA33C03· (41) 

Identifying the components PI' P2' P3 with the first three, and LAI , LA2 , LA3 with the last 
three components of the motor p we can, according to (15), (16), write the motor p as a 
linear combination of the unit motors Da defined in (14): 

p = PIDI + P2D2 + P3D3 + P4D4 + PsDs + Pii6 = PaDa = E T!! =!! T E. (42) 

With the matrix I : 

m 0 0 0 - mrC3 mrC2 
0 m 0 mrC3 0 -mrCl 
0 0 m -mrC2 mrCI 0 

0 JAil JAI2 JA13 
, 

mrC3 -mrC2 
(43) 

-mrC3 0 mrCl JAI2 JA22 JA23 
mrC2 -mrCI 0 JAI2 JA23 JA33 

and the matrix ~, which contains the element sa of the speed motor s 

(44) 

we write instead of (42): (45) 

and with §. = !! 0 !! T as well as the inertia motor tensor T : 

T =!!T I!! = TafJDaDp, (46) 
finally obtain for p: 

p=Tos. (47) 

Therefore, the momentum motor of the rigid body is found by scalar postmultiplication 
of the speed motor by the second order inertia motor tensor. With coa =-() and J AafJ = 0 
formula (47) yields for the first vector part of the momentum motor, the momentum 
vector of the mass point mechanics: p = mv A = mOj v Aj. The differential equations which 
rule the motion of a rigid body are: 
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dp _ . _ dLA _ . _ 
-=p-F and --+vA xp=LA +VA XP-MA' 
dt dt 

(48) 

If the coordinate system (A I 01'02,03)is fixed to the rigid body, the absolute time rates 
of p and LA are: 

and 

Therewith we obtain: p'+wxp=F 

L'A+wxLA+VAXP=MA' 

(49) 

(50) 

In these formulas the operator ( r stands for the Jaumann time derivative which measures 
the time rate in relation to the coordinate system (A I °1, °2, °3), As this system is fixed 
to the body the coordinates 'Cl' 'C2' 'C3 of rc ' and the moments of inertia 
JAll ,]AI2,]A13,]A22,]A23,]A33 in (43) are constant. Like p and LA-! p' and L'A are 
vector parts of a corresponding motor. With (4), the force motor f, the momentum 
motor p and the speed motor s we can replace (49),(50) by the following motor 
differential equation: 

or : 

p'+sxp=f, 

p=f. 
(51) 

(52) 

There is no other formula containing the equations of the rigid body motion which has a 
s,omparable information density. With the dual vectors p = p + EL A' S = W + evA and 
f = F+ EMA A. T. Yang's formula (8) in [16] is 

(53) 

which is formally identical ~o (51). Instead of a formula similar to (52), for the absolute 
time rate of the dual vector p one obtains 

(54) 

The linear motorial relation (47) between the speed motor s and the momentum motor 
p together with formula (52) and the equation T' = 0 yields: 

l' 0 s' + s x l' 0 s = f . (55) 

This equation can also be written as To s' + SX 0 l' 0 s = f , from which the matrix form is 
immediately obtained in the form: 

(56) 

To convert a motor equation into a matrix equation, there is a simple rule to follow: first 
the motorial product should be written as a scalar product with the aid of the motor cross 
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tensor (29), and then the motor and the motor tensors are replaced by their corresponding 

matrices and the scalar product operator is to be exchanged with the Q matrix (24). 
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THE INVERTED SLIDER-CRANK USED FOR THE DESIGN 
OF AN APPROXIMATED STRAIGHT-LINE MECHANISM 

Evert A DIJksman (author) & Anton T J M Smals (software-support) 

PrecISIon EngIneenng & AutomatIOn 

Faculty of MechanIcal EngIneerIng 

EIndhoven UnIversIty of Technology 

EIndhoven, The Netherlands 

1. Abstract The desIgn of a centrIc Inverted slIder-crank prodUCIng a symmetncal curve 
touchIng a common tangent at three paIrs (PP-PP-PP) of Instantaneously near coupler-poInt pOSItIons, 
reqUIres, apart from a scale-factor only one desIgn-parameter (CPo = <1: KtBoKJ) The mechanIsm may be 
seen as a degenerate ArmechanIsm, the A-mechanIsm beIng a 4-bar lInkage (AoA-K-BBo) for whIch 

AB = BrfJ = KB Then, If B goes to InfInIty, the A-mechanIsm turns Into an Inverted shder-crank 

ApproxImatIOns of the stralght-hne by the coupler curve of these mechanIsms are usually better than 
those obtaIned by the A-mechanIsms WIth the same parameter CPo A graph shOWIng the double relative 
devIatIOn (l>h/L) of the stralght-hne plotted agaInst the dImenSIOnless length (Llbmm) of the straIght-hne 
demonstrates thIS result In practice, the graph may be used to detenmne the SIngular deSIgn-parameter 
(CPo) from the deSIred length of the stralght-hne In the speCIal case for whIch CPo = 0, a well-known 
result IS recovered, where the tracIng-poInt happens to be Ball's POInt (BI,) WIth excess 2 (fIgure 4) 
(The curve then touches the common tangent at 6 InfinIteSImally near coupler POInt posItIOns) 

2. Introduction 

SymmetrIcal curves produced by Inverted slider-cranks may be approxImated by a stralght-hne (See 

figure 1) ThIs can be done by catchIng a stretch of the curve WithIn a rectangular box of length Land 

Width i\h (See figure 5) The middle of L then JOInS the symmetry-axIs IntersectIng the rectangle and 

the curve at two InfinIteSimally near posItions (K, = K4) of the lower tangent ThiS tangent COInCides 

With a common tangent for two other paIrs of Infinteslmally near pOSItIOns of the tracIng pOint Thus, 

\03 
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Figure 1 
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Invened slider-crank used as a straight-line mechanism 

(Degenerate crank-and-rocker mechanism of type A) 

the 6 tracing- or coupler point positions KI = K, , K, = K. and K, = K,; all join the lower (common) 

tangent of the curve for which KIK3 = K4K6 • The upper tangent of the rectangle touches the curve at 
two symmetrical but separate positions of K and intersects the curve at two other locations, leading to 
the length of the straight-line. (Note that both the lower - and the upper tangent intersect the curve at 6 
intersections, being the maximum number possible for a 6th order curve.) We conclude that the design 
of the inverted slider-crank may be based on 3 pairs of infinitesimally near accuracy points K, on the 
lower tangent, representing an application of mUltiply separated position (MSP)-theory, here being a 
mixture of separate - and instantaneously near positions. The symmetry of the curve is obtained by 
considering only centric inverted slider-cranks, that is to say by obliterating the two possible 

eccentricities in the mechanism. That leaves only 3 lengths, namely a = AoA ' d = AoBo and 

I = AK. Of these, one is needed to have a common lower tangent. Thus, apart from a scaling-factor, 
only one design degree of freedom is left. For this, one takes the angle «1>0 = <l: KIBoK, . 
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Geometrical design of an inverted slider-crank 
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Figure 5 Determination of the length L of the straight-line 

3. Geometrical design 

A-type 4-bar linkages for which KB = BrfJ = AB , producing symmetrical 4-bar coupler curves, turn 
into centric inverted slider-crank mechanisms when the joint B goes to infinity. (ref.[S]). Thus, if 
(AoA-K-BBo) represents the 4-bar and B :::} B", then the circle about B joining the points A, Bo and K 
, merges into the slider KBo containing the crank-joint A. (See figure 2). Indeed, by taking B to 
infinity, the inverted slider-crank, while being centric, will have a coupler point joining the slider. 
Thus, the centric inverted slider crank, i.e. the one without eccentricities, represents a limit-mechanism 
for the A-type four-bar linkage having AoA as a revolving crank. Naturally, the symmetrical-axis of the 
curve, produced by such a limit-mechanism, has to join the centers (A., and Bo) of the frame. Because 
of the symmetry of the curve and of the mechanism, not three but only two pairs of coincident 
positions are needed for its design. They correspond to the pairs (K, = K,) and (K, = K,). The two 
times two positions define 6 rotation poles P" , P12 = P24 = P" = P" and P34• Of them, four are all 
coinciding at one and the same location. The remaining poles, namely P" and PJ4 , become 
(instantaneous) velocity poles. The pole P" for instance, may then be found at the intersection of the 
normals to the slider at Bo and to the curve at K, = K,. Similarly, one so finds the velocity pole PJ4 at 
the frame-center Bo. 

The condition for the common (lower) tangent to touch the curve at the same height, hmm , needs one 
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design degree of freedom. Thus, if point S is defined as the intersection of the path-normal P12K, with 

the diameter-circle about BaKl ' the condition is represented by the equation SKI = (hmm) = BaK3' 
Hence, the mechanism is fully determined by the (scaling) length of h.,m and by the independent 

parameter <1>0 = <[ K,BoK3' The rotation pole P13 , being the coincident pole of four of them, joins the 

intersection of the midnormal of KIK3 with the angle bisector of the <[ B,"B.B3"' Hence, 

<[ P13BOK, = 1800 - (<[ K,B.B," + Y2 <1>0) = 900 - Y2 <1>0' while the equality SPI3 = P13BO leads to 

<[ BoK,P13 = <[ P13K,S = Y2 <1>0 , finally yielding to <[ K,P13Bo = 90°. 

Thus, the rotation pole P13 joins the diameter-circle about KIBo containing the points K, , K3 , Bo , P13 
and S. Further, the points P12 , Ao and A, all join the path-normal of the crank-joint A, , while P13 

meets the midnormal of A IA3 • The rotation-pole P13 then joins the angle-bisectors through the vertices 

K, , Bo and Ao of the quadrilateral K,P12A.Bo . Thus, P13 represents the center of a circle being 

inscribed in the quadrilateral K,P12A.Bo , whereas the line P12P13 coincides with the 4th angle-bisector 

of that quadrilateral. Hence, <[ K,P'2P13 = (a) = <[ P13P12Ao , (See figure 3). The midnormal KIK3 

intersects the path-normal P'2Ao of A, at a point N for which P13N = PI2N = NAo giving 

<[ AJ'13P'2 = 90°. This determines the exact location of the crank-center Ao at the axis of symmetry 
from the already known locations of the poles P12 and P13 . 

4. Computational Design 

Application of the Law of Sines at L1 P12P13K, leads to a relation between the angle a and the design­

parameter <1>0: 

or 
4 

cotan a = -.-- - cotan V2 4>0 = 2 tan 4>0 - tan V2 4>0 
sm2<1>o 

The Law of Sines applied at L1 AoA,Bo leads to the formula 

d sin(4)o +2a) 

a sin 4>0 

in which the angle a may be established through equation (1). Further, 

AaBo + BaK3 = PI2KI - KIK3 . tan(900-2a) 

or 

(1) 

(2) 



leading to the expression 

dlhmm = VI.tan $0' {tan(VI $0) + tan a} 

Division of equation (3) by equation (2) then leads to 

alhmm = VI + 14. tan $0' (tan(Y2 CPo) - tan a} 

Clearly, 

whence, 

and 

llh..m = 1 + (afh..m) + (dIh,.,") 

Substituting the obtained expressions (3) and (4) into the expression for llhmm yields 
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(3) 

(4) 

(5) 

(6) 

So, the dimensions of the inverted slider-crank mechanism, producing the straight-line, may all be 

established as a function of the scale-value hmm = BoK3 and of the singUlar design-parameter CPo , to be 

taken from the graph in which the relative width ~h/hmm of the rectangle has been plotted against the 
relative length L/hmm of the straight-line being approximated. The straight-line to be approximated runs 
horizontal at the height of (hmm+V~h) intersecting the curve at 6 separate coupler point positions. 

(Since first the locations of these 6 points were unknown, they have not been used as accuracy points 

for the design, though older programs based on a probing Chebyshev-spacing have done so, ref.[l] and 
[3].) The method developed here represents a so-called (PP-PP-PP) approach to a shifted straight-line 
(i.e. shifted by a distance of V2 ~h) to be produced by the inverted slider-crank. Thus, the maximum 
deviation of the curve from the straight-line just equals V2 ~h, in so far it runs within the rectangular 
box of length L. 

The crank-angle needed to reach position 1 from the mid-position 3 of the mechanism, satisfies the 
equation 

<l: A,A"AJ = 1800 - 2a 

in which the angle a is to be calculated through equation (1) 

(7) 

In the limit-case CPo = 0 , the two design-positions merge into a singular position, being the inverse of 
the elliptic position, sometimes named the cardioidal position, (ref. [4]). Then, a boundary -

mechanism appears with the dimensions d/hmm = % ; a/hmm = 1/6 and l/hmm = 3/2 (8) 
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Whence, dla = 2 and l/a = 9, (See figure 4). Thus, when ~o = 0, all 6 accuracy points coincide (i.e. 
K\ = K, = KJ = K. = Ks = K.), yielding a 6-point contact between lower tangent and coupler curve. 
The coupler point then represents Ball's point with excess 2. 

Larger values for ~o however, always lead to longer stretches L of the straIght-line that has to 
be approached Of course, larger deVIatIOns of t/ulh have then to be taken into account. The designer 
may choose a suitable value for ~o by observing the graph of figure 6 showing 10J llhJL as a function 
of Llhmm • The length L of the straight-line has been calculated through the coupler curve equation and 
depends on whether the curve does have, or does not have, a vertical tangent before leaving the area 
lying under the upper tangent, (See figure 5). If it does, the length L will be the hOrizontal distance 
between the two vertical tangents. Otherwise, the length L represents the dIstance between the 
outermost intersectIOns of the curve WIth the upper tangent. 

5. Conclusions 

A simplified design, as demonstrated in figure 3, provides the mechanical engineer with an easy design 
for a straight-line mechanism using the kinematic chain of an inverted slider-crank. The singular 
design parameter ~o , needed for such a design, may be taken from a graph (figure 6) in which twice 

the relative deviation (!l.h) from the straight-line has been plotted against the dImensionless length 
L 

(~) of that line. Accurate dimensions of the mechanism may be obtained through the equatIOns 
hmm 

I to 6 derived from the figure. Note that the accuracy-lme will run at a distance (hmm + Y2 llh) from 
the frame-center Bo. 
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ON THE CHOICE OF INDEPENDENT LOOPS IN MECHANISM 
KINEMATICS 
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Abstract. This paper addresses the issue as to whether the choice of a set of in­
dependent loops in a mechanism may reduce the chain, i.e., to ascertain if it is 
possible to find closure equations in hierarchical form. The selection of the 
shortest loops and the search for sinks are considered as possible strategies. 
Theoretical considerations and application examples demonstrate that these 
choices are useful in analyzing many technical mechanisms, but cannot in gen­
eral ensure a chain reduction. 

1. Introduction 

The advantages of relative kinematics over absolute kinematics in modelling 
multibody systems are well known [1]. In order to be applied to closed-loop 
mechanisms, the relative-kinematics approach requires that a complete set of 
independent loops be recognized. in order to obtain a corresponding set of clo­
sure equations. Despite the fact that any complete set of independent loops can 
be used to obtain closure equations, a proper choice of the loops provides the 
"best" equations, i.e .. the minimum number of equations with the minimum 
coupling among them. It has been shown that. for many technical mechanisms, 
such equations for each loop contain as unknowns only the pairs of the loop it­
self. and that the equations can be solved in closed form. So, in these cases, it is 
possible to reduce a mechanism to a hierarchy of single-loop chains and to ob­
tain a system of equations that can be written and solved in triangular form. This 
topic has been investigated for about 80 years, from the early work by Assur on 
planar mechanisms up to recent contributions in several fields of kinematics 
(references are given in [2] and [3]). More recently, Kramer [4] used symbolic 
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geometry, including explicit reasoning; Chieng and Hoeltzel [5] adopted sym­
bolic pattern searching to solve planar mechanisms. 

Fanghella and Galletti [6] and Kecskemethy [7] presented two systematic ap­
proaches to the search for a complete set of independent loops. Their methods 
establish automatically, for any user-defined spatial multiloop mechanism, if a 
triangular system of equations can be found and how to obtain closed-form so­
lutions. In both approaches, the search for loops is based on a recursive process 
aimed at finding a hierarchy of single-loop kinematically determined chains 
(SLDCs): the loops at the top of the hierarchy are the root loops; the loops at the 
bottom are the leaf loops. An SLDC is a single-loop chain in which: 

a) independent values can be assigned to a certain number (>0) of pair vari­
ables (driving pairs); 

b) the relative positions of all links depend only on the geometry of the chain 
and on the values of its driving pairs. 

A particular type of single-loop determined chain (Le., an SLDC_O) can be 
obtained by removing all driving pairs from any SLDC. The basic differences 
between these approaches lie in the strategies used for searching candidate 
loops and for performing the recursive process. 

The first approach [6] requires that a correct number of drivers and their lo­
cations be assigned as problem data. All chains that contain at least one driver 
are analyzed in order to find if one or more of them are SLDCs; if so, every de­
termined chain forms an independent loop of the required set (a root loop). 
Then, a single fictitious deformable body replaces each SLDC, and a further 
analysis of loops is made to find other determined chains. This process contin­
ues until no more SLDCs are found. At this stage, if all mechanism pairs and 
bodies are present in the set of loops, the mechanism can be analyzed by means 
of a hierarchy of subsystems of equations (one subsystem for each SLDC). and 
the corresponding set of independent loops has been generated. 

The second approach [7] requires that a candidate set of loops be chosen in 
advance. but no driver assignments are needed. Then, it is verified if, in this set, 
there exists at least a loop which form an SLDC when all its pairs shared with 
other loops are regarded as driving pairs (more driving pairs are introduced, if 
required). If such a loop is found, this is called a sink loop: it is removed from 
the loop set and a further search for another sink is performed. If, according to 
this procedure, all given loops become sinks, the mechanism can be analyzed by 
a hierarchy of subsystems of equations and the corresponding set of loops is the 
candidate one. Kecskemethy suggested forming the candidate set of independ­
ent loops by choosing the shortest loops. 

In short, the first approach requires that driver locations be assigned in ad­
vance. performs a forward (from roots to leaves) search for chains, and gener­
ates a correct set of independent loops. The second approach does not require 



115 

that drivers be located but imposes that a set of independent loops be selected in 
advance; then this set is checked for consistency with the uncoupling strategy 
through a backward (from leaves to roots) analysis. 

It is known that a given mechanism can be reduced or not, depending on the 
choice of driver locations. Therefore, the first approach can indicate if a mecha­
nism can be reduced by means of a given choice of driver locations. On the con­
trary, the second approach can find where to locate drivers in order to have hi­
erarchically coupled equations. The latter possibility may appear a minor ad­
vantage if one wants to perform a kinematic analysis of a mechanism and its real 
motors, but is of major importance in dynamic analysis, where free coordinates 
can be chosen in such a way as to obtain uncoupled equations. 

In the final discussion, at the Workshop on Computational Kinematics in 
Dagstuhl Castle, Germany (1993), the participants addressed the problem of es­
tablishing if the choice of the shortest loops can always provide correct results 
when one uses the second approach. Further work on this matter was suggested. 
The aim of this paper is to contribute to such a discussion by examples and 
theoretical considerations. The implications of the choice of the shortest loops 
are considered. The tools we use are concepts derived from definitions of As­
sur's groups, and applications of displacement groups to kinematics. 

2. Independent Loops and Assembling Mechanisms 

In this and the following sections, two issues are considered: 
a) whether the choice of a set of shortest loops in a mechanism is always the 

correct choice to detect if the mechanism contains sinks; 
b) whether the search for sinks can always allow one to find the leaves of the 

hierarchy to which a mechanism can be reduced. 
Several examples given in the paper concern planar mechanisms, but most of 

the related discussions can also be applied to spatial mechanisms and to 
mechanisms where different chains of links have displacements in different 
subgroups of the spatial displacement group. In the 6-bar mechanism in Fig. 1, 
three loops (I, II, and III) are recognized; any couple of such loops provides a 
complete independent set. If loops I and II are regarded as a complete set, we 
see that: 

i) the loops share two pairs (C and D); 
ii) if values are assigned to the shared pairs, the chain A, B, C, D correspond­

ing to loop I is overconstrained; 
iii) if values are assigned to the shared pairs, the chain G, F, E, D, C corre­

sponding to loop II is kinematically determined. 
Therefore, a sink corresponding to loop II is found. 
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Figure 1 Loops of a mechanism. 

The remaining loop I is a I-d.o.f. chain and the mechanism can be reduced to 
the sequence of loops I and II. As a consequence, closure equations for loop I 
are independent of the variables of the pairs G, F, E, and such equations can be 
solved for three unknowns of the pair variables of loop I when a value is given to 
the variable of the fourth pair. Equations for loop II depend on the variables of 
the shared pairs (which are provided by the previous solution) and furnish the 
values of the other pairs G, F, E. 

Now, concerning loops II and III, we observe that: 
i) the loops share three pairs (G, F, and E); 
ii) if values are assigned to the shared pairs, the chain A, B, G, F, E corre­

sponding to loop III is overconstrained; 
iii) if values are assigned to the shared pairs, the chain G, F, E, D, C corre­

sponding to loop II is overconstrained. 
Therefore, no sinks can be recognized for such a set of loops. 
Because of topological symmetry, the choice of the set of loops I and III does 

not allow sink recognition. 
From this example, we deduce that a generic choice of independent loops 

does not ensure that sinks will be recognized, even when they exist, and that the 
corresponding mechanism cannot be reduced to single-loop chains. Reference 
[7] suggests that the set of loops be formed by using loops of minimum length. 
The example confirms that, in this case, this is not only a convenient choice but 
also the only one. The key to the problem lies in the fact that, in the mechanism 
in Fig.!, the existence of a sink can be recognized only if the sequence G, F, E is 
contained in only one loop; if so, this loop is a sink. 

In order to provide general observations, we consider the general planar 
SLDC_O, which is a 3-pair closed chain with at least one revolute. To obtain an 
SLDC, we can expand a link of the SLDC_O by inserting one or more pairs that 
allow a relative displacement between the link parts (Fig. 2). References and a 
deeper discussion on this subject can be found in [2]. 
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Figure 2 Three-pair chain and link expansions. 

It is possible to build multiloop kinematically determined chains with any 
number of links by using the following recursive rule: 

• a kinematically determined chain is obtained by replacing any link of a 3-
pair chain with a kinematically determined chain. 

The chains obtained in this way have loops with three or more pairs (in any 
case, at least one loop with only three pairs exists); therefore, a mechanism is ob­
tained by expanding at least one link of each remaining 3-pair chain. 

Figure 3 shows an example of this procedure. In the figure, link 7 of chain II 
is replaced by chain I, using links 3 and 1 to get chain connections. A 3-pair 
chain of links A B, D still exists; then one of its links, for instance, link 3, is ex­
panded, and the same mechanism as in Fig. 1 is obtained. Because all mecha­
nisms obtained in this way are assembled by using only 3-pair chains, they can 
always be reduced and the corresponding hierarchy of equations derived. A 
"natural" set of independent loops coincides with the two original3-pair chains: 
A B, D and G, F, E, (i.e., after link substitutions and expansions), with the loops 
A B, e. D and G, F, E, D, C. 

Note that a kinematic analysis scheme with a hierarchical set of equations 
follows the solution sequence from chain I to chain II, as a link of chain II is re­
placed by chain I. Then, the loop A, B, C, D is a root and the loop G, F, E, D, Cis 
a leaf of the reduction process. If only one loop in the set of independent loops 
contains the pairs E, F and G of chain II, this can be recognized as a sink, as 
stated above; otherwise, this recognition is impossible. 

Therefore, we can state the following 3-pair chain rule: in a given planar 
mechanism, a sink can be recognized iff at least one serial 3-pair chain is con­
tained in only one of the chosen independent loops. In the mechanism shown in 
Fig. 3-c, the choice of the loops A B, C, D and G, F, E, D, C, or of the loops A B, 
e. D and A B, G, F, E, allows the pairs G, F and E forming a 3-pair chain to be 
considered in only one loop, thus confirming the possibility of using both sets of 
loops. As previously stated, the set of loops A B, G, F, E and G, F, E, D, C does 
not allow sink recognition. 
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Figure 3 Generation of a mechanism from 3-pair chains. 

3. Complex Mechanism Assemblies 

We are now able to build a more complex, reducible, kinematic chain and to 
determine a set of independent loops based on the 3-pair chain rule. Starting 
from the chain of pairs A, B, C in Fig. 4-a, we replace each link with a 3-pair 
chain (D, E, F; G, H, L; M, N, P), and obtain the kinematically determined chain 
in Fig. 4-b. Then, we replace a link of a further 3-pair chain (Q, R, S) with the 
chain in Fig. 4-b, making connections to links 2 and 5. In this way, we obtain the 
chain in Fig. 4-c. A mobile chain can now be created by expanding links 3, 4 and 
6 of the remaining 3-pair loops. The 3-d.oJ. mechanism is shown in Fig. 4-d. 

By construction, this is a reducible mechanism, and the corresponding set of 
5 independent loops is given by the hierarchy of 3-pair chains, after link substitu­
tions and expansions: 

roots (3 loops): D, E, F, F'; G, H, L, L'; M, N, P, P' 
intermediate (1 loop): A, F, F', B, P', P, C. L', L 
leaf (1 loop): C, L', L, A, Q, R, S (or F, F', B, P', P, S, R, Q). 
Note that any leaf can be a sink, as the pairs Q, R, and S belong only to the 

leaf loop. A kinematic analysis of the relative displacements can be made by fol­
lowing the loop sequence. 

However, the following set of 5 shortest independent loops is found from 
among the 23 loops of the chain: 
D, E, F, F'; G, H, L, L'; M, N, P, P'; C, L', L, A, Q, R, S; F, F', B, P', P, S, R, Q. Un­
fortunately, the pairs Q, R, S are included twice in this set of loops; therefore, no 
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sinks can be recognized, even though the mechanism can be reduced to a single­
loop hierarchy. 
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Figure 4 Generation of a multiloop chain from 3-pair chains. 

This demonstrates that the 3-pair rule does not coincide with the choice of 
the shortest loops, and that, in general, this choice does not allow one to recog­
nize sinks and to reduce a mechanism. 

4. Passive Mobility Problems 

Let us reconsider the mechanism in Fig. 1. As stated in Section 2, the choice of 
loops II and III does not allow the recognition of sinks; moreover, these loops 
are not the shortest. In order to find a new kind of exception to the shortest-loop 
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strategy, it is interesting to explore whether it is possible to "force" such loops to 
be the shortest, without changing the mechanism structure. To this end, let us 
consider each pair A, B, C, D replaced by a sequence of two coaxial pairs A + A' , 
B+B', and so on (Fig. 5-a). This sequence of pairs corresponds to the technical 
construction shown in Fig. 5-b. In this case, loops II and III are shorter than 
loop I; the sum of their pair connectivities are 7 and 8 respectively. Therefore, 
the shortest-loop strategy does not provide loops for reducing this mechanism. 

Figure 5 Passive mobility in a revolute pair 

This problem depends on the presence of passive mobilities inside the con­
straints A, B, C, D; such mobilities could be easily detected and suppressed by 
an automatic mobility analysis [8]. 

5. Spatial Mechanism with Intersecting Groups 

A more complex situation occurs in spatial mechanisms, where, in several cases 
of technical interest, it is possible to find chains that do not fulfil the standard 
mobility rules, and that are still movable. Fig. 6-a shows a single-loop, I-d.oJ. 
chain with links connected by revolute and prismatic pairs. The axis of revolute 
A is parallel to C; the axis of revolute D is parallel to F. The chain A, B, C real­
izes a translating gimbal constraint with connectivity = 3 (i.e., RP3,3) between 
links 1 and 4, and the rotation axis parallel to A; the chain D, E, F realizes an­
other translating gimbal constraint with connectivity = 3 (i.e., RP3,3) between 
links 1 and 4, and the rotation axis parallel to D. The positive mobility of the 
chain is due to the non-empty intersection of the two gimbal groups (i.e., RP3), 
and the resulting displacement between links 1 and 4 is a 1-d.oJ. spatial transla­
tion (i.e., P3,l) [8]. We can use this mobile chain to replace link 0 of the unique 
SLDC_O existing in group P3 (Fig. 6-b). As in Section 3 for planar chains, a mul­
tiloop mechanism with I-d.o.f. is obtained (Fig. 6-c) that can be reduced to the 
sequence of the following chains: root: A, B, C, D, E, F; leaf: A, B, C, G, H, L (or 
D, E, F, L, H, G). 
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Given the value of one pair variable of the root chain, we can solve the sys­
tems of closure equations of both loops sequentially. 

For the complete chain (Figs. 6-c and 6-d), three loops of the same length ex­
ist: I): A, B, C, G, H, L; II): D, E, F, L, H, G; III): A, B, C, D, E, F. All three loops 
have the same length (6 pairs with I-d.o.f. ). 

Mobility analysis of loops I and II reveals that both have 2-d.o.f.; mobility 
analysis of loop III reveals that it has I-d.o.f. 

Let us now discuss the three alternatives for the choice of a couple of inde­
pendent loops. 

Loops I and II have three common pairs (G, H, L); neither of them can be 
used as a sink because it is impossible to assign independent values to the vari­
ables of these pairs, for both loops have 2-d.o.f .. 

Loops I and III share three pairs (A, B, C); neither of them can be used as a 
sink because it is impossible to assign independent values to the variables of 
these pairs, for chain I has 2-d.o.f. and chain III has I-d.o.f. A symmetric situation 
occurs for the couple of loops II and III. Therefore, even though the multiloop 
chain considered can be reduced to two single-loop chains (a root and a leaf), a 
simple analysis of single loops does not allow one to recognize the reduction by 
performing a search for sinks. 
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6. Conclusions 

By theoretical discussion and with the aid of a few examples, we have explored 
the possibility of reducing a mechanism. We have shown that, in some cases, the 
shortest-loop strategy fails to find sinks, whereas, in other cases, a reduction is 
possible, although no sinks exist. However, the given examples do not seem to 
have technical applications. Therefore, we conclude that the shortest-loop and 
sink strategies, even though they do not always succeed, are useful tools for ob­
taining reduced kinematic models of real mechanisms. 
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Abstract. French car manufacturers have started a project named SARA. 
The goal of the project is to build a real-time interactive simulator including 
realistic car dynamic behavior. For that purpose, a specific approach has 
to be used for suspension links and vehicle modeling in order to combine 
computational efficiency and correct behavior modeling. A benchmark has 
been defined to test some software on these specifications. 

This paper first describes the project and suspension specific problems. 
Then the approaches mixing symbolic and numerical computation, used 
by Simulog and Inria to meet the benchmark, are described. An imple­
mentation in James, a multi-body software based on Maple, is presented. 
James is used to build and generate the whole vehicle dynamic simula­
tor. Simulation results and computational efficiency analysis conclude this 
paper. 
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1. SARA Project 

1.1. PROJECT DESCRIPTION 

The SARA project involves three of the principal French car manufactur­
ers: PSA, Renault, and the INRETS (French National Institute for Research 
and Security in Transport) and other partners. The principal goal of SARA 
is to build an interactive real-time simulator which can be used on the one 
hand like an experimental tool for vehicle suspension design, and on the an­
other hand as a tool to study any kind of virtual vehicle/driver/environment 
system. 

For that purpose, the simulator is built from hardware and software 
components which must act in a real-time environment. The hardware con­
sist of a moving cabin with large motions in order to be able to create 
sufficient accelerations (lg in longitudinal and lateral motions). The cabin 
is driven by a real-time simulator which integrates the equations of motion. 

One challenge is that the dynamical model must be flexible and mod­
ular in order to take into account actual and future vehicles. Two main 
constraints are the ability to execute in a real-time environment and to 
simulate complex behavior. This paper describes how James deals with 
such aspects. 

1.2. BENCHMARK DESCRIPTION 

The goal of the benchmark is to build a dynamic model of a Peugeot 605 
vehicle with all the classical features: suspension links with elasto-kinematic 
effects, motor and brakes, rear and driving wheels, tires etc. and to mea­
sure the CPU time needed for one 10 ms cycle. The different steps of the 
benchmark introduce all these features. 

The first step is dedicated to the study of the rear suspension of the 
vehicle. This suspension is a "double wishbone" and is a closed-loop mech­
anism (4 bodies and 6 pin, ball and gimbal joints). Motion is described 
by a set of algebro-differential equations which cannot be solved in time. 
One solution is to describe each suspension as a general slider whose main 
degree of freedom is wheel vertical displacement with induced lateral and 
rotational motions. Induced motions are precomputed and are implemented 
using look-up tables during simulation. Other steps are dedicated to: 

- the introduction of elasto-kinematic effects: modification of suspension 
characteristics with forces and torques acting on the vehicle, 

- the building of the slider joint in the multi-body software, 
- complete vehicle model assembly: introduction of models for brakes, 

motor, tires, etc 
- the driving maneuver simulations and a performance assessment. 
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This paper focuses on the suspension modeling, and the building and 
use of the new slider joint. 

2. Kinematic Analysis of a rear suspension 

A representation of the suspension: a double wishbone is presented in fig­
ure 1. Modeling is done using: 

- 4 bodies: the spindle (triangle E-F-H), the upper (A-B-E) and lower 
(C-D-F) wishbone and the tie rod (bar H-L), 

- 6 joints: two rotational (pin) joints between ground and upper and 
lower wishbone, one universal (gimbal) between ground and tie rod 
and three ball (spherical) joints between spindle and other bodies. 

2 

A 

Figure 1. Suspension model 

Points A, B, L, D, C are located on the ground, so the mechanism has one 
degree of freedom (dof) and we choose the spindle vertical displacement 
as the main dof. The goal is to compute other displacements (translational 
or rotational) as functions of such a dof for the numerical values given in 
table 1. 

Two approaches are used. The first one uses the James software to 
generate symbolically the mechanism equations which are then solved nu­
merically. The second approach uses the Maple computer algebra system 
to construct a series expansion (with respect to the main dof) of the induced 
motions. 
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2.1. JAMES: SYMBOLIC MODELING AND NUMERICAL SOLVING 

James is a multi-body software developed by Aerospatiale and Simulog. It 
splits the analysis of a mechanical system into two steps: 

- symbolic step: modeling of the system using bodies, joints, forces, com­
putation of equations of motion, and generation of a dedicated simu­
lator. All these manipulations are done symbolically in Maple. 

- numeric step: use of the simulator with appropriate data: mass, inertia, 
etc 

For the suspension model, James computes the equations of a tree­
like underlying model (some joints are "forgotten") and it adds constraint 
equations for the neglected joints. The numerical code of the equations is 
generated by the code generation module. These equations are solved using 
a Newton algorithm for different values of the wheel vertical displacement. 
These numbers make up the input of a spline function which will model 
the behavior of the suspension. 

2.2. A SERIES EXPANSION APPROACH 

The purpose of this section is to present an approach based on series expan­
sions for a precise description of the motion of the rear suspension around 
its initial position. This method uses symbolic computations and no help 
from numerical techniques is required. All these computations are carried 
out in Maple using some procedures which have been specifically devel­
oped. This approach though natural from a mathematical point of view 
seems unusual in the kinematic analysis of mechanisms. We refer here to 
the general presentation [Erdman] which divides computational kinematics 
in 3 broad themes (matrix computations and iteration methods, continu­
ation methods, algebraic manipulations and elimination). Examples of the 
algebraic/geometric approach can be found in [Bottema et ai.]. The prob­
lem that we consider here is a special case of a parallel robot (see [MerletJ) 
where we forget one leg. 

One characteristic of the motion we want to study is that it remains in a 
neighborhood of the initial position (.1 meter for z the vertical displacement 
of the spindle). So we use a classical tool in differential geometry, which is 
the development in series. An advantage of the series is that they give 
local information without heavy computation. Moreover, if a change of 
parameters is needed, we can compute the series of the new function by 
simple algebraic manipulations via the implicit function theorem. More 
precisely, what we are going to use is the following: if a parameter X has 
a series in t of the form X = I:~1 al, tl, + O(tN+1) then we can obtain 
the development t = I:~1 bl, X' + 0 (X N +1) by linear operations on the 
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coefficients ai. This allows us to choose "good" parameters for the initial 
computation of the suspension and when everything is known with respect 
to these parameters, to invert the series and express the quantities in terms 
of the required parameters. Let E( t) be any position of point E. It is located 

A = [-1.2170573, 0.47000,-0.21300] 

B = [-1.5192473, 0.39716,-0.16548] 

C = [-1.1350573, 0.35700,-0.35400] 

D = [-1.5200573, 0.31400,-0.35400] 

E = [-1.5007573, 0.69696,-0.15141] 

F = [-1.5200973, 0.72984,-0.36806] 

H = [-1.6513273, 0.71159,-0.24225] 

L = [-1.6470573, 0.31435,-0.24930] 

TABLE 1. Numerical values of point locations 

on a circle and can be obtained as the intersection of the two spheres 
S(A, IIAEII), S(B, IIBEII) (where IIII is the Euclidean norm). 

As E(t) is located on a circle (radius R), we use parametric coordinates 

of the form x = R ~+~~, y = R 1!~2 using t = tg(~) where B is the polar 
angle. By a linear transformation, we can map this circle (with adequate 

radius R = IIII:~IEII) onto the circle described by E(t). This is the com­
putation that has been implemented in Maple. Using numerical values 
defined in table 2.2, this yields 

E(t) = [ 1.50075tl.3742001t2 -0.0971287t 0.69696±O.1367790t2 -0.0326306t 
l+t2 l+t2 

_ 0.15141+0.2052665t2 -0.5676452 t ] 
1+t2 

Let F(t) be the position of F. It is also on a circle defined by the 
intersection of the two spheres S(C, IICFII), S(D, IIDFI!). We also express 
that IIE(t)F(t)11 is constant by locating F(t) on the sphere S(E(t), IIEFI!). 
Now F(t) is located at the intersection of the three spheres S(E(t), IIEFII), 
S(C, IICFII), S(D, IIDFII)· 

This yields a priori two points and we choose the one which at t = 0 
is in the initial position (if these two points coincide at t = 0, this would 
imply that the initial position is critical which is not the case). The same 
computations are applied to describe the location of H(t). 

At this step, we have a description of the complete motion of the rear 
suspension with respect to t. We can compute the altitude z of the center 
with respect to t. This yields for z( t) : 
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As what we need is the description of the movement with respect to z, we 
can invert this development and we obtain: 

The values of t can now be back-substituted in the previous computation 
to use z as the main parameter. A-posteriori computation of errors by 
substituting results in equations show that, for instance, the error in the 
distance between E(t) and A is low. The accuracy of the computation is at 
least five digits for Izl :::; 0.1 (this can also be verified directly on the graph 
of this error for Izl :::; 0.1). The same results hold for the computation of 
the other quantities. 

This approach has also been applied when the position of L depends on 
a parameter p (rack position) giving the direction of the front wheels. In 
this case, the series depends on two parameters p, z but the computations 
can be handled in exactly the same way. 

2.3. DISCUSSION 

Figure 2 shows the lateral displacement of the spindle with respect to the 
spindle vertical motion. The two approaches used give the same results. 
The approach using a series expansion is very interesting for many reasons. 
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Figure 2. Lateral displacement 

First, numerical approaches are very CPU intensive especially for front 
suspensions where two parameters, vertical displacement and steering rack 
position have to be considered. One may also compute the formal series 
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expansion without any numerical quantities (position and orientation oflink 
points). The series coefficients, in this case, will be functions of symbolic 
parameters and will be generic for one kind of suspension. 

3. Use in Real-Time Simulation 

3.1. BUILDING OF A GENERIC LINK 

The James software allows us to use a generic link. The aim was twofold: 

- the possibility for the user to introduce "exotic" links easily, 
- the computation of the equations of motion for a generic system (a 

system in which all the links are generic) and optimization of these 
equations. 

Let us consider a link j between two bodies I and J. The link joins the 
point ij of body I to the point ji of body J. The motion of each body 
is defined by the translation of its reference point (translation D [ (D J) of 
reference point R[ (RJ) for body I (J)) and its rotation vector (O[ (OJ) 
for body I (J)). 

The definition of the link is done by expressing D J and OJ as functions 
of D[ and 0[: 

DJ = D[+Tl]+U](X],R9J)-T]l 

OJ = O[ + ~w] 
(1) 

(2) 

The degrees of freedom of the link are the vectors X J for the translation 
and Rg] for the rotation. Their derivatives are: 

d . 
dt XJ = XJ 

d 
dt R9J = MgJ(RgJ) wJ 

The term M gJ (R9J) expresses that, for free bodies or some joints like spher­
ical ones, angular velocity parameters are quasi-coordinates and are not 
derivatives of angular parameters (Euler angles for example). 

The other notations are: 
- TlJ (T]l): vector describing location of point ij (ji) in I (J), 
- U] (X]' Rg]): translation of the link. It can depend on RgJ (rack and 

pinion joint), 
- ~: direction of rotation. 

Then we define b J, translational velocity of body J, as a function of b [ , 
translational velocity of body I. This is done by differentiating equation 1. 
First we differentiate U](X], Rg]): 

d 
dtU](X],Rg]) = rhUJ(X],Rg]) + dU]X] + dWJMgJwJ (3) 
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Vectors expressed in the frame attached to body I are noted with a 
superscript o. The new vectors introduced in equation 3 have the following 
definition: 

Finally we get for D J: 

DJ = DJ - RJRJOJ + dUJXJ + (dWJMgJ + TJz~)WJ (4) 

RJ RJ is the vector between the reference points of bodies I and J (RJ RJ = 
TZJ + UJ (XJ , R9J) - TJ1)' 

Using equations 4 and 2, the generic link can be finally written: 

All the links used in James are based on this generic link. The next section 
will show how it has been used to simulate a car suspension behavior. 

3.2. INSTANTIATION FOR A CAR SUSPENSION 

James gives to users an interface to build new joints. Classical joints (ro­
tational, translational, universal. .. ) which are provided with the software 
are built using the same kind of scheme and can be used as examples. 

A new joint is defined by a Maple table where the indices are predefined 
names (U, OM ... ) and the values are specializations of these names. For 
example, to describe a general slider where the main dof is the vertical 
displacement: 

( 
fz(zz) ) 

Xz = gz~~z) . 

The same mechanism is used for the first and second derivatives. So all 
quantities are defined using symbolic expressions. 

Thanks to symbolic computation, one can check very quickly, by defining 
an elementary model (such as one body connected to ground using one 
joint) that there is no trouble with the definition of the joint. The fact 
that in a symbolic computation software like Maple, one manipulates and 
visualizes formulae instead of numbers is a very interesting device. 

3.3. BUILDING THE WHOLE MODEL 

As the new joint is defined, the whole model of the car is built using: 
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- five bodies: the central one plus four spindles, 
- four Sara joints between the main body and spindles, 
- many forces to introduce tire effects (forces and torques), brakes, motor 

torque, spring/damper suspensions ... 

The wheels' self rotations are introduced as supplementary dof. 
The equations are computed in the central body frame. That reduces 

the number of elementary operations as some projections are avoided. The 
equations can also be linearized with respect to some degrees of freedom, 
thanks to symbolic computation, resulting in a constant mass matrix auto­
matically detected during code generation. More than 2000 lines of C code 
are generated for the non-linear model. Specific code is added to define 
specific features such as motors or brakes characteristics, tire behavior ... 

3.4. RESULTS 

At this time, the non-linear simulator has been used to perform some tests 
of usual behavior such as longitudinal maneuvers (braking or acceleration), 
lateral or coupled maneuvers (left cornering or throttle off in curve). 

tbronlc off In curve 
I 

IhrnUleoflllcmt 

I i 

ba .. lle I \ bmle 

Hgure 3. Vehicle trajectory Hgure 4. Transversal acceleration 

The diagrams show the dynamic of the vehicle during the "throttle off 
in curve" maneuver. At time=8s, the accelerator pedal is released and the 
vehicle slows down, so the radius of curvature of the vehicle trajectory is 
modified. 

Computations are carried out on two workstations: an Onyx Silicon 
Graphics with a R4400 Mips processor, and a DEC Alpha 3000/600. With 
both stations, computation time for one cycle (using the Runge-Kutta 4 
integration algorithm) is less than cycle time (.01 s as cycle frequency is 
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100 Hz), so real-time can be achieved. A ratio of more than 2 is obtained 
without any manipulation or optimization of the generated code or any 
simplification of the model. Moreover, the simulator runs faster than a 
hand-written one. 

4. Conclusion 

This paper has shown that new computational techniques can be success­
fully used to perform some tasks usually performed only with very powerful 
computers or by hand: analysis of mechanisms, generation of code for real­
time simulation. A first advantage is the time saved for model generation 
and coding. Another important advantage is the new level of confidence 
one can have in the code as no human intervention is needed to produce it. 
An significant amount of validation time is also saved. 

The combination of both symbolic and numerical computations opens 
new application fields and allows one to think about Automatic Model 
Generation. Nevertheless this cannot be achieved only by one tool: symbolic 
or numeric, the two domains are required. So one of the most important 
questions is to understand and define the boundary between these two 
domains and how to go from one to the other. 
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ON MINIMUM JOINT TORQUE CONFIGURATIONS 
OF MULTIPLE-LINK MANIPULATOR 

J. LENARCIC 

J. Stefan Institute, University of Ljubljana 
Jamova 39, Ljubljana, Slovenia 

Abstract. For a given position of the end effector, the optimum configu­
ration of a planar multiple-link hyper-redundant manipulator is calculated 
between two arbitrary points. The optimality criterion is defined by a lin­
ear combination of joint torques. Analytical and time-consuming numerical 
procedures are used to show that the optimum solution can effectively be 
approximated by a set of straight sections of the mechanism. 

1. Introduction 

Designs of multiple-link hyper-redundant robots date back to the earli­
est days of robotics. They were reported by Hirose and Umetani (1876), 
Morecki et al. (1989), Chirikjian and Burdick (1993), and others. However, 
the implementation in industry is still far away because of problems in 
their realisation, as well as in their mathematical treatment and control 
(LenarCic, 1993). The objective of recent investigations in this area is to 
develop numerical algorithms that do not depend on the number of degrees 
of freedom (Chirikjian and Burdick, 1991,1994). The idea of the present 
work is proposed in LenarCic (1993). It is discovered that the contigura­
tions of a mulitple-link manipulator achieve typical forms with respect to 
different optimality criteria. For example, in LenarCic (1994) we indentiy 
two typical configurations relative to a linear criterion of joint torgues, one 
associated to a force applied to the end effector and one to the gravity of 
the links. The purpose of the present work is to extend these results to a 
more general case where the end points of the treated part of the mecha­
nism are arbitrarily placed in the workarea. These findings can be utilised 
to derive optimum configurations of multiple-link mechanisms in a space 
filled of obstacles. 
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2. Problem statement 

The n-R planar manipulator moves in the plane x and iI. It possesses iden­
tical links (they do not collie) and unlimited joints. The positions of joints 
are 

(1) 

where Qt, i = 1, ... , n, are the angles between the links and x, and dare 
the link lengths. The manipulator carries a load whose gravity force F is 
applied to the end effector at X n . When the gravity of the links is neglected, 
the joint torques correspond to T t = F(xn - xt ), i = 1, ... , n. The objective 
of the manipulator's motion is to minimise the linear criterion 

subject to the desired position of the end effector specified by Xn and Yn' 

Here, D is the total link length of the manipulator. 
The optimum configuration of the manipulator, correspondent to the 

cost function (2), is sought as a series of straight sections. A "positive" 
straight section is the sub chain that possesses equal orientation whose 
joints are positioned on the left side of the force axis and whose joint torques 
are taken as positive. The cost function! is the sum of !b k = 1, ... , K -
the cost functions of the included straight sections. By limiting the number 
of joints n to infinity and the link lengths d to zero we get 

for a positive and a negative section, respectively. Here, Dk is the length of 
the related section, Xk is the x component of the end point of the section, 
and Ck is the cosine of the orientation (inclination) of the section. It is also 
assumed that the total length of the manipulator D = 1, as well as the 
applied force F = 1. It is important that the cost function (2) depends 
only on the number of straight sections included in the given configuration. 

3. End points on a horizontal line 

Here, the problem is to find the optimum configuration of the mechanism 
that connects a point P and a vertical line L as given in Fig. 1 (left). We 
divide the mechanism into a series of small straight sections, each char­
acterised by a constant increment Ex. It is evident that the cost function 
depends on the horizontal position of the sections (as well as their length 
and inclination), but it doesn't change if the sections are shifted vertically. 
Consider two straight sections with the same x and increment Ex, one in-
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dined for a, 0 ~ a ~ 90, its cost function is f, and the other for a', its 
values are between a ~ a' < 90, its cost function is 1'. The ratio 

ex 1 

f --( -)(Xn - x + 2ex ) ( ') R ____ c_o-=s.;....a-'--______ = cos a 
- f' - ex ( 1 ) cos ( a ) 

( ') Xn - X + "2ex cos a 

(4) 

is always smaller than one and it doesn't depend on x and y. It is certain 
that a less expensive section contains a smaller a and that the best is when 
a = 0. The optimum configuration that connects P and L is composed of a 
series of small horizontal sections. They form a horizontal straight section 
between P and L, denoted by the cost function fh (Fig. 1, right) 

(5) 

It is useful to study the ratio between rand fh + r that is relative to 
the combination of straight sections termed "internal triangle" as shown in 
Fig. 1 (right). The aim in to determine the best configuration with the end 
points P and P' and choosing between rand fh + r (note that fS + r 
is always greater than fh). It follows from (3) 

S _ ~X 1_1.-f - -(-) (Xn - x + -2~X) - () cos a cos a 
(6) 

r = ~X tan(a)(xn - x) (7) 

This gives 

x -x 
n 1 sin (a) + cos (a) 

xn-x+2~x 
(8) 
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It can be expressed in the following form (if x =I xn ) 

R = Ro sin(a + ao) (9) 

Ro= 
xn - X Xn - X + ~ ~x 

1 + ( 1)2, ao = arctan( ) 
Xn - X + 2~X Xn - x 

(10) 

Ro, ao depend on values a, X n , x, ~x, and are limited by 1 ::; Ro ::; v'2 and 
45 ::; ao ::; 90. 

When x = X n , it follows that Ro = 1 and R < 1 for any 0 ::; a < 90. 
This means that fh + r is less expensive than r for every point pI located 
on x = X n . This result is eqivalent to what we reported in LenarCic (1994). 
However, when x < X n , it follows that Ro > 1 and that for some values a 
the cost function r is less expensive than fh + r. This is when 0 < a < 
189 - 2ao. 

4. End points on a vertical line 

Here, the goal is to find the configuration of the mechanism that connects 
a point P and a horizontal line L and minimises the given cost function 
of joint torques (Fig. 2, left). If we cut the region between P and L into a 
series of infinitesimal horizontal slices of a height CY' the optimum solution 
for each slice will depend on those of other slices. In general, the optimum 
configuration must be obtained by using time-consuming optimisation pro­
cedures. 

Suppose that P is connected with L by a straight section as presented 
in (Fig. 2, right). The angle a of the slant section r can change between 0 
and 

Xn -x 
amax = arctan( ~y ) (11) 

The cost functions of the vertical, slant, and the horizontal section are 

r = ~y(xn -x) (12) 

r = ~(y) (xn - X - ~~y tan(a)) 
cos a 

(13) 

fh = ~ytan(a)(xn - x - ~~ytan(a)) (14) 

The combination of these is termed "external triangle". If 

R = r = (xn - ~)cos(a) 
fS Xn - X - 2~ytan(a) 

(15) 
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Figure 2. Connecting point P and horizontal line L 

it is possible to verify that r is smaller than r if the values of 0: satisfy 

tan(o:) 2(xn -x) --...:........:----,- > --'---:---'-
1 - cos( 0:) 6.y 

(16) 

Hence, there exists an optimum 0: that minimises the cost function of a 
straight section connecting P and L. It depends on the values of 6.y, as 
well as Xn - x. It is interesting that the the optimum 0: > 0 if 6.y > o. It 
means that r is never the optimum solution for a mechanism connecting 
P and L as presented in Fig. 2 (right) if P doesn't lie on L. It follows that 
r + fh is always more expensive than r, but also that r + fh isn't always 
more expensive than r. If fly > > Xn - x =? r + fh < r. 

A numerical scheme based on a comparison between all possible com­
binations of straight sections is extremely time-consuming and can only 
serve to find a very approximate solutions. If the region between P and 
L is divided into a net of points as shown in Fig. 3 (left), we can form 
the mechanism as a combination of straight sections between the selected 
points, starting in point (1,1) and ending in (1, m), (2, m), .. or (m, m). A 
simplification is that the inclination of each straight section must be be­
tween 0 and 90. Therefore, the solution lies entirely inside the rectangle of 
m x m points, and the relation between the end point of a section (i, j) and 
the end point of the following section (k, l) is i ::; k ::; m and j ::; I ::; m. 

Experiments made with this algorithm at m = 7 help to identify some 
basic characteristics of the optimum configuration. The optimum solution 
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~~,m) L 

i) fly 

x 

Fzgure 3. Region of possible solutions between point P and horizontal line L 

depends on the ratio between b:.y and Xn - x as follows 

(i) 
b:.y 

Xn -x 
> 0.53 =} (1,1) - (7,1) - (7,7) (17) 

( ii) 0.43 ~ 
b:.y 

Xn - x 
~ 0.53 =} (1,1) - (2,6) - 2,7) (18) 

(iii) 
b:.y 

Xn -x 
> 0.43 =} (1,1) - (1,7) (19) 

We can speculate that the optimum configuration is composed of one hor­
izontal and one vertical straight section as shown in Fig. 3 (right) 

We can show that fh + r is a quadratic function of x between xP' Xn 

(21) 

whose maximum is at Xo = Xn - b:.y. The smallest value of fh + r, denoted 
by S, is achieved at Xs, where Xs = xp or Xn 

Xo < (xp + xn) =} Xs = Xn, S = fh(xn) (22) 

Xo = (xp + xn) =} Xs = xp V Xn, S = fh(xn) = r(xp) (23) 

Xo < (xp + xn) =} Xs = xP' S = r(xp) (24) 

A first approximation of the most convenient configuration connecting P 
and a horizontal line L is either the vertical section represented by (iii), 
with the cost function specified in (19), or a combination of the horizontal 
and the vertical section represented by (i), with the cost function specified 
in (17). 
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A generalisation is to search for the optimum solution with two straight 
sections which may be inclined for angles 0:, f3 at Xr (Fig. 4, left). It is 
assumed that YP = O. The intersection between the lines 

Y = tan(o:)(x - xp), y = t1y + tan(90 - f3)(x - xr) (25) 

is established by 

x = t1y + tan(o:)xp - tan(90 - f3)xr (26) 
tan(o:) - tan(90 - f3) 

0: < O:max 1\ f3 < f3max :::} Y = tan(o:)(x - xp ) (27) 

A Xp + Xr A t1y 
0: = O:max 1\ /3 = /3max =? x = 2 ,Y = 2 (28) 

For all combinations of 0:, /3, Xr we must compute the cost functions 

h = J(x - xp)2 + (y - Yp)2(xn - ~x - ~xp) 

12 = J(xr - X)2 + (Yr - y)2(xn - ~Xr - ~x) 

(29) 

(30) 

The minimum value of h + h depends on the ratio between t1y and Xn - xp 

t1y 
~ 0 =? 0: ~ 0, f3 ~ 90, ~ 0 

Xn - xp Xn - Xr 
t1y 

(31 ) 

t1y t1y 
= 0.3 =? 0: = 76.51, f3 = 4.92, = 0.316 

~-~ ~-~ 
(32) 

fj.y 
= 0.5 :::? 0' = 65.97, f3 = 8.35, = 0.588 

~-~ ~-~ 

fj.y 
(33) 
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Fzgure 5. Comparison between the optimum and the suboptimum solution 

!1y !1y = 0.525495 ::::} a = 63.785, (3 = 9.025, = 0.0.634 
~-~ ~-~ 

!1y 
> 0.525495 ::::} a = 0, (3 = 0, Xr = Xn 

Xn - xp 

(34) 

(35) 

The associated configurations are shown in Fig. 4 (right). Obviously, a = 
0, (3 = 0, Xr = Xn is the optimum if the ratio between !1y and Xn - xp 

is greater than 0.525495. This is equivalent to solution (i) in (17). The 
solution with a =1= 0, (3 =1= 0, Xr =1= Xn collapses into a = 0, (3 = 0, Xr = Xn 

after an increment of the ratio between fly and Xn - xp that is smaller than 
0.000005. The vertical connection between P and L is equivalent to (iii) in 
(19) and is never the optimum if fly =1= 0 . 

If we choose (i) or (iii), we will make an error smaller than five percents 
(in our computations smaller than 4.53 percents - Fig. 5, left). Hence, in 
a practical implementation, we suggest to utilise (i) or (iii) for the most 
convenient configuration with the initial point at P and the final point 
located on a horizontal line L. It implies the same conclusions when we 
search for the optimum configuration between two points P and pI that 
lie on a vertical line as presented in Fig. 5 (right). This situation can be 
combined of two symmetrical parts divided by L. The most convenient 
configuration is obtained at x = Xs based on 

Xn - xp < !1y ::::} Xs = Xn , S = 2fh(xn) (36) 

Xn - xp = !1y ::::} Xs = xp V Xn , S = 2fh /xn) = r(xp ) (37) 

Xn - xp > fly::::} Xs = Xp , S = r(xp ) (38) 

Clearly, S is an approximate solution whose value is in the worst case, 
when Xn - xp ~ !1y, less than 5 percents more costly than the theoretical 
optimum. 
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Figure 6. Connecting points P and p' on a slant line 

5. End points on a slant line 

Here, the goal is to find the optimum configuration connecting points P 
and pI positioned on a slant line as shown in Fig. 6 (left). To search for 
the optimum configuration, we use the approach described in the previous 
section. The difference is that Xr = Xpl is fixed. We compare the cheapest 
combination of two slant straight sections characterised by h + hand 
the slant section r or the combination of two horizontal and one vertical 
section characterised by jf + jh' (note that the cost function of the vertical 
section coincident with the force axis is zero) as illustrated in Fig. 6 (right). 

The experiments show that the best combination of h + h depends on 
the angle {j and the distance between pI and the force axis. It is evident 
that the error between r or jh + fh l and the best h + 12 diminishes when 
0= 0 (the end points are on a horizontal line.) For a given 0, the maximum 
error is when r = fh + jhl, but the worst case is when 0 = 90. Since 

r = V(Xpl - xp)2 + boy2(xn - !Xpl - !xp) (39) 

jh + jhl = (xn - xp/)2 + (Xpl - xp)(xn - !Xpl - !xp) (40) 

and by introducing (Xpl =J- xp) 

( 41) 

we find the following condition 

rx(rx + 1) fh fh l IS 
--'--1,--'- 2: r y ==? + 2: 

rx + 2" 
(42) 
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that is a generalisation of (22-24). We propose to utilise fS or fh + fh l 

selected by (42) as the approximation of the multiple link mechanism con­
necting two arbitrary points. 

6. Conclusions 

Optimum configurations of a planar multiple-link n-R manipulator are in­
vestigated with respect to a criterion defined as absolute joint torques. The 
objective is to find the optimum form of the mechanism's configuration 
passing through two arbitrary points. The approach is based on divid­
ing the mechanism into a series of straight sections. This minimises the 
complexity of the numerical procedures and enables to find very effective 
approximations for the optimum solutions. It is shown that we can select 
between two simple configurations, one is a single straight section between 
the end points and the other contains two horizontal sections that connect 
the end points with the force axis and a vertical straight section between 
the first two. 
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A DETERMINATION OF SINGULAR CONFIGURATIONS OF 

SERIAL NON-REDUNDANT MANIPULATORS, AND 
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Abstract. Given a serial non-redundant manipulator in a singular config­
uration, this paper describes a procedure that identifies the screws which 
are involved in the singular configuration. Then, the paper shows that the 
Lie products of the involved screws provide information to decide whether 
a motion out of the singular configuration is possible and, if so, which screw 
or screws must be actuated for the manipulator to move out of the singular 
configuration. An example of the application of the method is provided. 

1. Introduction. 

A manipulator is in a singular configuration when the end-effector is unable 
to move with an arbitrary velocity state. Singular configurations of serial 
manipulators have been analyzed using the Jacobian matrix. By setting 
the determinant of the Jacobian matrix to zero, Waldron and his cowork­
ers (Waldron et al., 1985; Wang and Waldron, 1987) found important res­
ults regarding the singular configurations of serial manipulators. Another 
approach to the analysis of singular configurations of serial manipulators 
consists in a differential analysis of the displacement function of the ma­
nipulator, see (Litvin, 1980; Litvin, 1986). In contrast, the escapement of 
a serial manipulator from singular configurations has received much less 
attention. As far as the authors are aware, the only comprehensive study is 
that of Hunt (Hunt, 1986). There, Hunt employed the matrix of cofactors of 
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the Jacobian matrix to identify the screws associated with a singular con­
figuration. Then, Hunt applied the theory of screw systems to determine 
which kinematic pair(s) is (are) necessary to actuate for the manipulator 
to escape from the singular configuration. However, the matrix of cofactors 
of the Jacobian matrix may fail to identify the screws involved in some 
singular configurations when the loss of freedoms is greater than one. 

In this paper, the screws responsible for a singular configuration will 
be isolated by looking at the dimension of the subspaces generated by 
different subsets of the set of screws of a non-redundant serial manipulator. 
Then, it will be shown that the Lie products of the isolated screws provide 
information to decide whether a escapement of the manipulator from a 
singular configuration is possible. If the answer is in the affirmative, the Lie 
products also indicate which kinematic pair(s) is (are) required to actuate to 
execute the escape. The method illustrated in this paper does not attempt 
to sidestep screw theory. Rather, it is an application of the motor product 
of the classical screw theory- which is identified with the Lie product of 
modern differential geometry- to the study of singular configurations of 
serial non-redundant manipulators. 

2. Fundamentals. 

In the spatial case, a non-redundant serial manipulator has six kinematic 
pairs, which are usually revolute or prismatic. Then, the velocity state of 
the end-effector; i.e. its first order instantaneous motion, is given by 

where 
V == [ vt!o ] = W1$1 + W2$2 + W3$3 + W4$4 + W5$5 + W6$6, (1) 

w = Angular velocity of the end-effector with respect to the base link. 
Vo = The velocity of a point fixed in the end-effector that, in the instant 

considered, coincides with the origin 0 of the chosen coordinate system, 
OXYZ. 

Wi = Joint rate velocity of the i-th kinematic pair. 
$i = Infinitesimal screw that represents the i-th kinematic pair with 

respect to the coordinate system OXYZ. 
Moreover, V, $1, $2, $3, $4, $5 and $6 can also be regarded as elements 

of the classical screw algebra S. The elements of this real six-dimensional 
algebra can be described as ordered pairs of three-dimensional vectors, with 
the following three operations, V( W1, VOl), (W2' V02) E S and V A E ~ 

1. Addition 
(Wb VOl) + (W2' Voz) = (W1 + W2, VOl + voz), 

2. Scalar Multiplication \(.... .... ) _ (\.... \ .... ) A W1, Val - AWl, AV01 , 
3. Motor Product or Dual Vector Product 

[(Wb Val) (Wz, V02)] = (W1 X WZ, W1 X Voz - Wz X Val), 

(2) 

(3) 

(4) 
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where the addition, scalar multiplication and cross product in the right 
hand side of equations follow the ordinary rules of three-dimensional vector 
algebra. In particular, the motor product is distributive, anticommutat­
ive, non-associative, and it satisfies the Jacobi identity. Thus, S is a non­
associative algebra that satisfies the Jacobi identity. 

Within this framework, it is possible to propose a definition of a singular 
configuration of a non-redundant serial manipulator. 

Definition 1. Let $1, $2, $3, $4, $5, and $6 be the screws which repres­
ent the six kinematic pairs of a non-redundant serial manipulator, and 
[$1, $2, $3, $4, $5, $6] the vector subspace of S generated by the screws. The 
non-redundant serial manipulator is in a singular configuration if 

dim[$l, $2, $3, $4, $5, $6] < 6 = dim S (.5) 
Further, the difference, 6 - dim[$l, $2, $3, $4, $5, $6], is called the loss of 

freedom. From a physical point of view, if a non-redundant serial manip­
ulator is in a singular configuration, there are elements $ E S such that 
$ rf. [$1' $2, $3, $4, $5, $6], and the end-effector cannot have a velocity state 
of the form V = V' + A$, where V' E [$1, $2, $3, $4, $5, $6], and A E R 

Proposition 1. The following statements are equivalent 

(1) A non-redundant serial manipulator is in a singular configuration. 
(2) The set {$1,$2,$3,$4,$5,$6} is linearly dependent. 
(3) The matrix J = [$1,$2,$3,$4,$5,$6] is singular; i.e. PI = o. 

Unfortunately, proposition 1 does not provide information about which 
subset (or subsets) of {$1, $2, $3, $4, $5, $d is (are) the one(s) linearly de­
pendent. Thus, it is evident that the study of singular configurations of 
manipulators is intertwined with the theory of subspaces of the screw al­
gebra, S. In classical kinematics, those subspaces are called screw systems. 

3. Lie Product: Definition and Analysis. 

In Section 2, the motor product or dual vector product of classical screw 
algebra S was introduced. Further, in differential geometry, there exists the 
general notion of the Lie product, which is closely related to the derivation 
of vector fields. Here, an attempt will be made to relate the notion of the Lie 
product, as studied in differential geometry, within the framework of spatial 
kinematics. The results obtained in this Section are not new. Nevertheless, 
they provide the theoretical foundation for their application in Section 4. 

Definition 2 (Lie product, adapted from Hausner and Schwartz 
(Hausner and Schwartz, 1968)). Let $j, $k E e(3), the Lie algebra of 
the Euclidean group, E(3), and let $j be defined as the tangent vector of 
an Euclidean motion mj (t) at t = o. Then 

[$j $k] = ~ {mj(t)$k[mj(t)fl}lt=o. (6) 
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Definition 3 (Motor product). Let $J' $k E S; i.e. 
$J = (wJ;voJ) and $k = (Wk;VOk), 

where W represents the angular velocity of the rigid body, and Vo represents 
the velocity of the point of the rigid body that, in the instant considered, 
coincides with an arbitrary point 0 fixed in the reference frame. Then, the 
motor product of $J and $k is given by 

[$J $k] == (wJ X Wk; wJ X VOk - Wk X vOJ)' 
where X stands for the usual three-dimensional vector product. 

(7) 

Obviously, the first task is to prove that both definitions are equivalent. 
For that purpose, the homogeneous representation of an Euclidean motion, 
and the isomorphism between e(3), the Lie algebra of the Euclidean group 
E(3), and classical screw algebra, S, will be employed. 

Assume that, given an arbitrary coordinate system OXYZ, the Euc­
lidean motion mJ (t) is represented by 

[ Re , f 1 mJ(t) = O,U 1 ' (8) 

where, Re u represents the rotation matrix associated with a rotation of 
() degrees ~round the axis given by the unit vector U, and f E ~p repres­
ents the displacement of the origin 0, of the coordinate system OXYZ. It 
should be noted that both are functions of time. Further, assume that $k 
is represented, in the same coordinate system OXYZ, by 

$ = [Mk VOk] 
k 0 0 ' (9) 

where Mk is the skewsymmetric matrix 

Mk = [w~z -~kZ ~WOk:x]. (10) 
-Wky Wkx 

It should be noted that the angular velocity vector associated to the k-th 
pair is given by Wk = (Wkx' Wky, Wkz)' Further VOk E 3?3. 

Carrying out the computations, it follows that 

~ {mJ (t)$k[mJ (t)t1}lt=o = [ NIJMk ~ MkMJ MJVOk ~ MkVoJ ], (11) 

where 

(12) 

and 
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It should be noted that the angular velocity vector associated with the 
j-th pair is given by Wj = (Wjx, Wjy, Wjz). Finally, using the isomorphism 
between the Lie algebra e(3), and classical screw algebra S (Karger and 
Novak, 1985) (Murray et ai., 1994), it follows that 

:t {mj(t)$k[mj(t)]-l}\t=o = (Wj x Wk;Wj x VOk - Wk X VOj)' (13) 

Therefore, the following proposition has been proved. 
Proposition 2. The motor product or dual vector product of classical 

screw algebra S, and the Lie product of the Lie algebra of the Euclidean 
group, e(3), are algebraically equivalent. 1 

Proposition 2 is only part of a far more reaching result which states 
that e(3) and S are isomorphic as algebras. However, in this paper, only 
the equivalence between the Lie product of e(3), and the motor product of 
S is required. 

4. A Theory of Singular Screw Systems. 

This Section develops a theory of singular subspaces of the Lie algebra of 
the Euclidean group, and provides with necessary conditions for a non­
redundant serial manipulator to escape from a singular configuration. 

Definition 4. Let 5 = {$l' $2, $3, $4, $5, $6} be the ordered set of the 
screws which represent the kinematic pairs of a non-redundant serial ma­
nipulator, with respect to a fixed but arbitrary coordinate system OXYZ. 
Then 5 is called the ordered screw set of the manipulator. Here, 
$1 represents the kinematic pair that connects the open serial chain to the 
ground link, and $6 represents the kinematic pair that connects the end­
effector to the open serial chain. 

In the following development, it will be necessary to consider several 
different classes of subsets of the ordered screw set of a manipulator. 

Definition 5. Let 5 = {$l, $2, $3, $4, $5, $6} be the ordered screw set 
of a non-redundant serial manipulator. A subset So C 5 is said to be an 
ordered subset of 5 if $j, $k E 50 with j < k implies that $; E 50 for all 
j < i < k. Unless explicitly stated, a subset Sn C 5 is a regular subset 
of S. 

Definition 6. Let 50 = {$j, $j+1, ... , $d, with 1 ::; j < k ::; 6 be an 
ordered subset of the screw set 5, of a non-redundant serial manipulator in 

1 It is important, however, to note that while the definition of the motor product 
or dual vector product does not indicate any restriction; i.e. it is possible to multiple 
two arbitrary screws; the definition of the Lie product indicates that the product is 
physically meaningful only when the motion around the j-th screw produces a change 
on the k-th screw; further analysis is still required in this issue. 
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a singular configuration. The subset So is said to be a singular ordered 
subset of S, denoted SOS) if 

dim[$j, $j+1, ... , $k] = k - j. (14) 
Further, the subset So is said to be a minimal singular ordered 

subset of S, denoted Sorns, ifin addition to (14), also satisfies the property 
that no ordered proper subset of So satisfies (14). 

Definition 7. Let Sn C S be a subset of S. The subset Sn is said to be 
a singular subset of S, denoted SnSl iF 

dim[Sn] = Cardinality Sn - 1. (15) 
Further, the subset Sn, is said to be a minimal singular subset of 

S, denoted Snrns if in addition to (15), also satisfies the property that no 
proper subset of Sn also satisfies (15)3. 

It should be noted that definitions 4-7 are independent of the coordinate 
system employed in the representation of the ordered screw set S. This 
result follows from the well known fact that screw transformations induced 
by a change of coordinate system, or a change of the unit of length, are 
non-singular. Further, non-singular transformations preserve the dimension 
of the subspaces and the ordering of the screw set. 

It is interesting to note that every singular ordered subset, Sos, and 
every minimal singular ordered subset, Sorns, contain a singular subset, 
SnSl and a minimal singular subset, Snrns, respectively. Further, a minimal 
singular ordered subset, Sorns, and its corresponding minimal singular sub­
set, Snrns, identify the screws responsible, at least partially, for the singular 
configuration of the serial non-redundant manipulator. 

Example 1. Consider the example proposed by Hunt (Hunt, 1986) 
(page 174). It involves the spatial manipulator shown in Figure 1, where 
the screws representing the kinematic pairs are given, with respect to the 
coordinate system shown in the figure, by 

$1 = (1,0,0;0,0,-1),$2 = (0,1,0;0,0,0), 

$3 = (0,1,0; 0, 0, 5), $4 = (1,0,0; 0, 0, 0), 

$ = ° ~ _1 .0 -10 ~ $ = ° _1 -1. 0 ~ ~ 
5 (, J2' J2' , J2 ' J2)' 6 (, J2' J2' , J2' J2). 

The ordered screw set of the manipulator is S = {$1, $2, $3, $4, $5, $6}, 
and it is straightforward to show that dim[S] = 4. Thus, the manipulator 
is in a singular configuration. Moreover, it is straightforward to show that 
the subset {$1,$2,$3,$4} is singular; i.e. dim[$1,$2,$3,$4] = 3. Further, 
removing anyone of the screws yields linearly independent subsets. Thus 

2The cardinality of a set is the number of elements in the set. 
3 In a recent article Lipkin and PoW (Lipkin and PoW, 1991) defined dependent sets 

and minimally dependent sets, they are equivalent respectively to singular subsets and 
minimal singular subsets 
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z 

Figure 1. Examples of Singular Subsets. 

S~ms = {$1,$2,$3,$4}, is a minimal singular ordered subset of S, and its 
corresponding minimal singular subset is S~ms = S~ms. Similarly, it is also 
easy to determine that the subset {$2, $3, $4, $5, $6} is also singular; i.e. 
dim[$2, $3, $4, $5, $6] = 4. In addition, removing either $2 or $6 yields lin­
early independent subsets. Thus S;ms = {$2, $3, $4, $5, $6} is another min­
imal singular ordered subset of S. Finally, since dim[$2, $3, $5, $6] = 3, and 
removing any screw from the set yields linearly independent subsets4 , the 
corresponding minimal singular subsets is S~ms = {$2' $3, $5, $6}. 

The following proposition is a generalization of a previous result repor­
ted by Waldron (Waldron et at., 1985) which indicates that the first and 
last kinematic pairs of a serial manipulator cannot guide the manipulator 
into, or permit the manipulator to move out of, a singular configuration. 

Proposition 3. Let Soms = {$j, $j+1, .. . , $d be an ordered subset 
of a serial manipulator. Then, the dimension of Soms is not affected by 
displacements around $1, $2, ... , $j, and $k, $k+1, ... , $6. 

Proof: Rotations around $i' where i = 1,2, ... , j induce a non-singular 
transformation over the space generated by Soms. Rotations around $i, 
where i = k, k + 1, ... ,6, induce the identity mapping over the space gen­
erated by Soms; in both cases its dimension remains unaffected. Then, it 
is obvious that the displacements around $1, $2, ... , $j, and $k, $k+1, ... , $6 

4 An ordered singular subset is minimal if the subset does not have a proper ordered 
subset which is also singular. However, a well known result in linear algebra states that 
all the subsets of a linearly independent set are linearly independent; i.e. they are not 
singular. Therefore, the result follows. This result is also valid for singular subsets 
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cannot lead the manipulator into, or let escape the manipulator out from, 
the singular configuration associated with 5oms • 

Proposition 4. Let 5 be the screw set of an open serial chain at time 
t = 0, and $j(O),$k(O), E 5 ,with j < k. Then, the screw $d~t), due to the 
motion mj(t) around $j, is approximated by 

$k(~t) ~ $k(O) + [$j(O) $k(O)](~t) = $k + [$j $k](~t). 
Proposition 5. Let 5 be the ordered screw set of a non-redundant 

serial manipulator, 50ms = {$j,$j+l, ... ,$j, ... ,$h, ... ,$d a minimal sin­
gular ordered subset, and 5nms its corresponding minimal singular subset. 
Assume that $h E 5nms , and [$j $h] rt [5oms ]. Then, 5~, the subset obtained 
from 5nms by substituting $h by $h(~t) = $h + [$j $h](~t) with ~t i- 0, is 
no longer singular. Further, 5~, the subset obtained from 50ms by making 
the same substitution; i.e. 

5~ = {$j,$j+l," .,$j, ... ,$h + [$j $h](~t), ... ,$k} 
is no longer singular. 

Proposition 6. Let 50ms = {$j, $j+l, ... , $j, ... , $h, ... , $d be a min­
imal singular ordered subset of a serial non-redundant manipulator in a 
singular configuration. Let 5nms C 50ms be its corresponding minimal sin­
gular subset. Then, a necessary condition for the manipulator to escape 
from the partial singular configuration associated with 50ms is the exist­
ence of a pair of screws $j, $h E 50ms with f < h, and $h E 5nms such 
that[$j $h] rt [5oms ]. 

Proof: Let 5 0ms = {$j,$]+l, ... ,$j, ... ,$h, ... ,$d be a minimal sin­
gular ordered subset of a serial non-redundant manipulator in a singular 
configuration. Then a necessary condition for the manipulator to escape 
from the singular configuration associated with 50ms is that there exists a 
$h E 50ms such that 

d-im[5~] = d-im[{5oms /{$h}} U {$h + [$j $h](~t)}] = k - j. 

Then, by proposition 5, the result follows. 
Using proposition 6, it is not difficult to prove the following result. 
Proposition 7. Let 50ms = {$j, $j+1, ... , $d be a minimal singular 

ordered subset of a serial non-redundant manipulator in a singular config­
uration. If [5oms ] is a subalgebra of the Lie algebra of the Euclidean group, 
e(3), then the manipulator is in a permanent singular configuration. 5 

As a corollary of proposition 7, it is possible to state the following rule. 
Kinematic Design Rule for Serial Non-Redundant Manipulat­

ors. Let 5 = {$1, $2, $3, $4, $5, $d be the ordered screw set of a serial 
non-redundant manipulator; then, in order to avoid permanent singular 
configurations of the manipulator, no minimal singular ordered subset of 5 

5 A permanent singular configuration is a configuration that it is impossible to escape 
from, by displacing the kinematic pairs of the manipulator. 
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should generate a subalgebra of e(3); i.e. no ordered subset of n (2 ~ n ~ 6) 
adjacent screws must belong to a subalgebra of e(3) of dimension n - 1.6 

It is important to note that proposition 6 provides only necessary condi­
tions for the manipulator to escape from the partial singular configuration 
associated with a minimal singular ordered subset Soms. There are two reas­
ons why it is more difficult to provide necessary and sufficient conditions for 
the manipulator to escape from a global, as opposed to, a partial singular 
configuration of a manipulator. 

1. The existence of more than one minimal singular ordered subsets, and 
their mutual interactions. 

2. The necessary conditions introduced so far involve the motion of only 
one screw associated with a partial singular configuration. It must 
be evident that any necessary and sufficient condition for the global 
singular configuration must take into account the motion of all the 
remaining screws 7 . 

However, it is still possible to provide necessary conditions for the es­
capement of a serial non-redundant manipulator from a singular configur­
ation with more than one minimal singular ordered subset. 

Proposition 8. Let S = {$1' $2, $3, $4, $5, $d be the ordered screw set 
of a serial non-redundant manipulator in a singular configuration; and let 
S~ms and S;ms be minimal singular ordered subsets8 of S. Then necessary 
conditions for the manipulator to escape from the global singular configur­
ation are 

1. Each of the minimal singular ordered subsets of S, satisfies the neces­
sary conditions indicated in proposition 6; i.e. for i = 1,2 there exists 
$~, $~ E S~ms' with $~ E S~ms such that [$~ $~] f/. [S~ms]· 

2. The dimension of the space generated by the set S' obtained by sub­
stituting $~ for $~ + [$f $~]~t for i=1,2, satisfies that dim[S'] = 6. 

Of course, it is possible to find simpler conditions for particular cases 
of singular configurations of manipulators. However, a complete analysis of 
all these possibilities is, in the authors' opinion, beyond the scope of the 
present work. 

Example 2. Consider again the manipulator shown in Figure 1. As 
indicated in Section 4. S = {$1' $2, $3, $4, $5, $6}, and dim[S] = 4. Further, 
the first minimal singular ordered subset is S~ms = {$1' $2, $3, $4}, with 

6 A list of the subalgebras of e(3) can be found in Hunt (Hunt, 1986). 
7The authors conjecture that if the ordered subset of a serial non-redundant manipu­

lator in a singular configuration satisfy the necessary conditions given by propositIOn 8, 
it would be very unlikely that the manipulator remain in the singular configuration. 

BIn a properly designed serial non-redundant manipulator, it is very unlikely that a 
global singular configuration have more than a pair of minimal singular ordered subsets. 
In any case, this proposItIOn can be modified accordingly. 
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S~ms = S;ms' Therefore, according with proposition 5, it is necessary to 
consider the following Lie products 

[$2 $3] = (0,0,0; 5, 0, 0), [~$4] = (0,0, -1; 0, 0, 0), [$s $4] = (0,0, -1; 0, 5, 0). 
It is easily shown that none of them belong to [S;ms]' Therefore, actu­

ating either the second or the third revolute, the manipulator can escape 
from the partial singular configuration associated with [S;ms]' 

Moreover, a second minimal singular ordered subset is 
S;ms = {$2' $3, $4, $5, $6} with S~ms = {$2' $3, $5, $6}' This singular con­
figuration is easily solved, the conclusion is that both [$3 $5]' and [$3 $6] 
satisfy the necessary conditions; i.e. they do not belong to [S;mJ Since 

dim[$l' $2, $3, $4 + [$3 $4]~t, $5, $6 + [$3 $6]~t] = 6, V ~t =I 0. 

The conclusion is that actuating the third revolute, alone, the manip­
ulator can move out of the partial singular configuration associated with 
both [S;ms] and [S;ms]' 
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Abstract. This paper provides a new necessary and sufficient condition for 
a 3-DOF serial manipulator to be type-2, i.e. nonsingular posture changing. 
This condition is based on the existence in the workspace of cusps. In 
addition to this new condition, the most recent results in the kinematics of 
serial manipulators are reviewed in the first section of this work. Several 
illustrative examples are given in the end of the paper. 

1. INTRODUCTION 

It is now established that robot manipulators do not necessarily have to run 
into a singularity when changing posture [1, 2, 3]. In fact, only a limited 
category of robot manipulators must meet a singularity when going from 
one posture to another. The class of such manipulators is called type-I. 
Type-l manipulators include most of usual industrial manipulators. Type-
2 manipulators are the nonsingular posture changing manipulators. Since 
type-2 manipulators may have more than one inverse kinematic solution 
in one singularity-free domain of the jointspace, a new partition of the 
jointspace into uniqueness domains has been defined, using the concept of 
characteristic surfaces [3]. A relationship between genericity [4], solvability 
[5] and nonsingular posture changing ability was suggested in [6]. However, 
no generic, stringent scheme has yet been proposed for classifying type-l 
and type-2 architectures. Roughly speaking, type-2 manipulators include 
all general manipulators, while manipulators with simplifying kinematic 
conditions are more likely to be type-I. More stringently, two separate 
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conditions for a 3-DOF manipulator to be type-l (one is sufficient and the 
other one is necessary) were provided in [3]. Using the aforementioned two 
conditions, a rather heavy numerical identification procedure was given, 
and a list of type-l 3-DOF was provided in [7]. This list was completed 
with some 6-DOF type-l manipulators in [8]. 

In this paper, a novel fundamental necessary and sufficient condition is 
stated for a 3-DOF to be type-2. It is proved that a given 3-DOF is type-2 
if and only if there exists at least one cusp in the workspace, i.e. point for 
which three equal inverse kinematic solutions exist. It is shown that this 
condition is very straightforward to use, by just examinating the geometry 
of the internal boundary surfaces of the workspace. Section 2 of this paper is 
devoted to a review on the most recent results in robot kinematics. Finally, 
illustrative application examples are given in section 4 for several type-l 
and type-2 3-DOF manipulators. 

2. RECENT RESULTS IN THE KINEMATICS OF SERIAL 
MANIPULATORS 

2.1. TYPE-l AND TYPE-2 MANIPULATORS 

Type-l manipulators are those manipulators which must pass through a 
singularity when changing posture. Typical examples of such manipulators 
are 3-R manipulators with two parallel or intersecting joint axes. Type- 2 
manipulators can change posture without running into a singularity. 

2.2. SINGULARITIES 

Robotic singularities analysis is a topic of high interest since the singular­
ities playa central role in the kinematic behavior of robot manipulators. 
Also, this is a very difficult issue, mainly because many particular cases oc­
cur. Singularities arise when the Jacobian matrix becomes rank deficient. 
In a positional (resp. rotational) singularity, a direction exists along which 
(resp. around which) the end- effector (EE) cannot assume a non zero ve­
locity. In a general singularity, a full screw motion of the EE with non 
zero velocity cannot be executed (this singularity arises only for 6-DOF 
manipulators). Since the singularities are always independent of Ql, the 
singularities of 3-DOF architectures can be depicted in the plane (qz, q3). 

The singularities can be classified into general singularities and special 
singularities. General singularities have a finite number of inverse kinematic 
solutions, and special singularities have an infinity of inverse solutions. For 
3-R positional manipulators, general singularities occurs when the EE lies 
on a line that intersects all the joint axes, and special singularities arise 
when the EE meets joint axis 1 or 2. It was shown in [2] that if az f. ±90° 
and d5tanZ(a2) = a5 - a~ (using the standart DH parameters), the EE 
can meet joint axis 2 for one value of 03 = atan2[d3tan(a2fa3), -a2/a3]. 
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In this case, one singular circle is swept out in the workspace, and one 
singular surface is generated in the jointspace. If lX2 = ±90° , it was shown 
in [3] that under the conditions d3 = 0 and a2 ::::; a3, the EE can also meet 
joint axis 2 for 03 = ±arcos( -a2/ a3), yielding two singular surfaces in the 
jointspace, and two singular circles in the workspace. 

2.3. MAXIMAL SINGULARITY-FREE DOMAINS OF THE JOINTSPACE 

The maximal singularity-free domains of the jointspace were first intro­
duced in [10] and referred to as the aspects. They were called regions in 
[1] and c-sheets in [2] and [11]. Note that, unlike the aspects, the defini­
tions of c-sheets and regions assume unlimited joints. The word "region" 
is more often referred to as a subset of the workspace. In order to avoid 
confusion, the word" c-sheet" will be used in this paper. The c-sheets are 
intrinsic to the robot architecture. The aspects, instead, may differ in shape 
and multiplicity according to the joint limits of the robot. When no joint 
limits exist, aspects and c-sheets coincide. The c-sheets are the maximal 
uniqueness domains of the kinematic map for type-1 manipulators only. 

2.4. SINGULAR SURFACES AND BOUNDARY SURFACES FOR 3-DOF 
MANIPULATORS 

The singularities are commonly derived by equating to zero the determinant 
of the Jacobian matrix: 

det(J) = 0 (1) 

Burdick provided an alternative and more compact way for represent­
ing the general singularities of 3-R geometries [2]. However, since only the 
general singularities can be obtained, any special singularity must be found 
out by analysing the occurence of particular cases. Also, generalization to 
3-DOF with one or more prismatic joints is not straighforward. Recently, a 
linear combination of trigonometric functions which are linear in q2 and q3 
was derived in [12] for general RRR architectures. This form can be easily 
extended to the case of prismatic joints. 

The singularities generally form surfaces in the joint space, called sin­
gularity surfaces, and surfaces in the workspace, called boundary surfaces. 
Mapping the boundary surfaces can be achieved by using eq.(1) along with 
the forward kinematic map, or they can be generated in a more straigh­
forward way by searching for points where the polynomial of the inverse 
kinematics has repeated roots. 

The boundary surfaces appear within the workspace or on the external 
workspace boundary. When crossing a singularity in the joint space which 
gives rise to a boundary surface in the workspace, the EE reflects back on 
the corresponding boundary surface (should it be an internal or an exter­
nal boundary) [1, 12, 13]. This property, however, does not hold anymore 
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for the special singularities occurring when the EE meets axis 2. In this 
case, instead, the EE simply crosses the corresponding singular circle in 
the workspace. 

The singularity surfaces in the workspace separate regions with different 
numbers of inverse kinematic solutions, usually called postures [2], [14]. 
This number is even for unlimited revolute joints. The number of postures 
is related to the number of real roots of the polynomial in one of the joint 
variables, which appear as pairs. It is well known that the maximum number 
of postures is 16 for a general 6-R manipulator, and 4 for a general 3-
R robot. When going from one region to a region with a lower degree 
of accessibilty, one pair of solutions coincide on the boundary. This pair 
becomes a pair of complex roots when arriving in the region with lower 
accessibility. 

2.5. CHARACTERISTIC SURFACES AND PSEUDO-SINGULAR 
MANIFOLDS 

The characteristic surfaces (CS) have been defined in [3] for any serial non­
redundant manipulator with or without joint limits. Let Q denote the robot 
jointspace. Let Ai be an aspect in Q, that is, a connected component of Q:""S 
(:.... means the difference between sets) where S is the set of singularities. 
The CS of Ai, denoted SC(Ai), are defined as the preimage in Ai of the 
boundary Ai of Ai (f is forward kinematic map, and 1-10 means the 
preimage of a set) : 

(2) 

For a given aspect, the CS are the set of configurations which place the 
EE on a boundary surface, which is the image of a boundary of the aspect 
at hand. Note that the boundaries of an aspect include singularity surfaces 
as well as joint limits boundaries (if there are any). Thus, the CS may be 
generated by both singularities and joint limits. The CS are independent 
of joint 1 only when unlimited (unlike the singularities which are, in any 
case, independent of joint 1). Representation of singularities and CS of 3-
DOF geometries can be made, thus, in plane (q2, q3) only when joint 1 is 
unlimited. 

The CS induce a partition on each aspect into open connected sets called 
basic components. They were introduced with the aim of defining the new 
maximal uniqueness domains of the kinematic map for type-2 manipulators. 
Note that, by definition, CS exist only for type-2 manipulators. A type-1 
manipulator has no CS. 

The pseudo-singular manifolds were defined in [11] only for 3-DOF ge­
ometries with unlimited joints, as the preimage in Q of the boundary sur­
faces. Unlike the CS, the pseudo-singular manifolds are not related to an 
aspect, and may arise for both type-1 and type-2 manipulators. They were 
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introduced for mapping back in the jointspace, the regions with different 
number of accessible postures in the workspace. 

2.6. BASIC COMPONENTS AND PATCHES 

The basic components were defined according to the CS. 

Let Ai be an aspect. The basic components of Ai are the connected 
components of the set Ai":'Sc(Ai). The existence of basic components was 
already intuitively established in [1]. The patches were defined similarly in 
[11] according to the pseudo-singular manifolds. It is worth noting that the 
basic components divide an aspect only when multiple inverse kinematics 
solutions exist in it. The patches, instead, may divide an aspect even when 
only one inverse solution exist in it. An illustrative example can be found 
in section 4. 

3. A NECESSARY AND SUFFICIENT CONDITION 

We first recall here the conditions stated in [3]. 

Sufficient Condition: Any 3-DOF manipulator with no more than two 
inverse kinematic solutions is type-1. 

Necessary condition: For a 3-DOF manipulator with four solutions 
to be type-1, there must exist at least four c-sheets. This condition is not 
sufficient. 

Degree of accessibility on the boundary surfaces (BS): 
The number of inverse kinematic solutions is given by the number of 

roots of the polynomial in one of the joint variables. This polynomial is a 
quartic for general 3-DOF manipulators. For a 3-DOF manipulator with 
unlimited joints, there may exist 0, 2 or 4 solutions out of the BS. On the 
BS, it has been shown in [11] and [15] that there are 1, 2, 3, or an infinity 
of distinct solutions according to the following cases: 

case 1: One solution appears on a BS when two equal roots exists on 
it. Such BS are those separating regions with two and 0 solutions (like the 
outer workspace boundary or an internal boundary generating a void). One 
solution may appear when there are four equal roots. This occurs only for 
special 3-DOF manipulators, i.e. manipulators whose inverse kinematics 
can be solved with polynomials of lower degree. 

case 2: Three solutions exist on a BS when there are two equal roots 
and two distinct roots. They are located on the internal boundary surfaces 
separating two and four solutions regions. 

case 3: Two solutions exist at the the intersection between two BS. In 
this case, there are two pairs of equal roots. Such points are referred to as 
"nodes" . 
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case 4: Two solutions may also exist at the connection between two BS 
with three solutions. At those points, there are three equal roots and one 
single root. It was shown [11] that such points define cusps on the BS. 

case 5: An infinity of solutions may exist at points where two BS inter­
sect. This arises when one special singularity surface intersects one general 
singularity surface in the jointspace. 

Theorem 1: If one or more cusps exist in the workspace of a 3-DOF 
manipulator, this manipulator is type-2 (i.e. nonsingular posture changing) 

Proof: Let X be a cusp. There exist three equal solutions and one 
distinct solution at X. At X, two BS which bound a 4-solution region meet. 
Let X' belong to the 4-so1ution region. As X' goes to X, three solutions 
among the four admissible go closer to each other, and merge when arriving 
at X. If each of these three solutions were separated by singular surfaces, 
we would have one point with four equal roots at the preimage of X, which 
is not the case by definition of X. Thus, at least two solutions are not 
separated by a singularity surface, which proves that a nonsingular change 
of posture is possible. Consequently the manipulator is type-2. 

Theorem 2: a type-2 manipulator has one or more cusps in its workspace. 
Proof: The basic components of a type-2 manipulator are domains of 

the aspects where only one solution exists. The inverse mapping of the 
4-solution region of a type-2 manipulator leads to four distinct basic com­
ponents. We know that when leaving the 4-so1ution regions from any initial 
posture, at least one BS can be crossed and one BS cannot. This means that 
the basic components are bounded by at least one singularity surface and 
one characteristic surface. Thus, there are points in the jointspace where 
one singularity surface meets one characteristic surface. Since there are two 
equal solutions on the singularity surface, and one solution on the char­
acteristic surface, there are three equal solutions at the intersection point. 
Thus there is a cusp in the workspace. 

Consequence: The nonsingular change of posture is done by encom­
passing one cusp in the workspace. Also, two CS which meet at a singularity 
are crossed successively in the jointspace. 

Now, the necessary and sufficient condition can be stated: 
Theorem 3: A 3-DOF manipulator is type-2 if and only if there is at 

least one cusp in its workspace. 
Consequently, type-2 3-DOF manipulators can be identified by simply 

tracing a cross section of the boundary surfaces. This can be done quickly 
using one of the methods presented in section 2, and substituing x, y, z 
by p = Jx 2 + y2, 0 and z, respectively. A cusp appears only inside the 
workspace, and can be easily recognised as a "turning back point", where 
two BS meet tangentially (see figure 1). A type-2 manipulator may have 
several 4-solution regions in its workspace. In those regions for which at 
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2-sol. out~r work~pacc boundary 
~ • • 

7.~ p_-SOI._~. 

I' = V·rl ... y'j 

• : cusps points 

Figure 1. Typical cusps in the workspace 

least one corner point is a cusp, a nonsingular change of posture is possible. 
In any other region, the change of posture is necessarily singular. 

Equations of the cusps can be obtained from the polynomial in tan(qI/2). 
Several attempts have been made to search for existence conditions of cusps 
using the aforementioned equations. However, no general relation involving 
only the DR parameters has been found yet. This is the subject of current 
research work from the authors. 

4. ILLUSTRATIVE EXAMPLES 

A huge number of examples has been treated which confirm the results 
stated above. Some of them are analysed in this section. The BS are traced 
in a cross section of the workspace (in the plane p = J x 2 + y2,z) and the 
singularity and CS are drawn in the plane of the last two joint variables. The 
singularity surfaces have been drawn in bold lines to distinguish them from 
the charcteristic surfaces. For more information, the number of accessible 
solutions inside the regions has been indicated. 

4.1. TYPE-2 MANIPULATORS WITn TWO C-SHEETS 

These manipulators arc common 3-DOF type-2 manipulators. Figure (2) 

*: three equal solutions 

1
~-·-.. / q 3 ''-..._---

.. --'" -....... /'" , 

* I 
f 

'. 

*: cusp points 

Figure 2. 

4_so1. region 

2_so1. region 

depicts a 3-R manipulator with DH parameters al = -900 , a2 = 900 , al = 
1, a2 = 2, a3 = 1.5, d1 = 0, d2 = 1, d3 = O. There are two distinct singularity 
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surfaces for this robot, and four cusps in the workspace, which are the 
corner points of the 4-solution region. 

Another example is a 3-R robot such that <:¥l = 45°, <:¥2 = 80°, al = 
1.5, a2 = 1, a3 = 2, dl = 0, d2 = 1, d3 = 1 (figure 3). It is worth noting that 
this manipulator has one single singularity surface (this can be more easily 
seen after identification of the opposite sides of the jointspace). There is 
one node and four cusps (the four other corners of the 4-solution region). 

+: two pair of equal solutions 
*: three equal roots 

q3 ;' Z 

+: the intersection point 
*: cusp points 

Figure 3. 

4.2. TYPE-2 MANIPULATORS WITH FOUR C-SlIEETS 

Most manipulators with four sheets are type-I. However, some are type-2 
as is the following 3R robot analysed in figure 4 (DH parameter: <:¥l = 
-90°,<:¥2 = 90°,al = 1,a2 = 2,a3 = 2.6,dl = 0,d2 = 1,d3 = 0). The two 
additional singularities are special singularities which map onto two isolated 
points in the cross section of the workspace. We note that there arc only two 
cusps, and there is one node. Also, there are two distinct 4-so1ution regions. 
In one of them, the nonsingular change of posture can occur. In the other 
one, the manipulator must run into a singularity for changing posture. In 
figure 5, the pseudo-singular manifolds have been traced, instead of the CS, 
in order to illustrate the difference already discussed in section 2. 

*: three equal solutions *: cusp points 
+: intersection point 

z 
4-sol region 

p 

Figure 4. Boundary surfaces and CS 
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z 

p 

FIgure 5. Pseudo-singular manifolds 

4.3. TYPE-l MANIPULATORS WITH FOUR C-SHEETS 

Many type-1 3-DOF manipulators have four c-sheets. Figure 6 shows a 3-R 
robot which should be compared to the type-2 robot presented just above. 
The DH parameters are al = -90°,a2 = 90°,al = 1,a2 = 0.5 (instead 
of 2 above), a3 = 3 (instead of 2.6), dl = 0, d2 = 1, d3 = 0). Unlike the 
manipulator given above, this one is type-1 and no cusp appears in the 
workspace (note, the points appearing on the external workspace boundary 
are not cusps, but nodes located on the Zl axis). 

q3 "-- z 2-sol. region 

4-sol. region 

FIgure 6. 

4.4. TYPE-l MANIPULATORS WITH TWO C-SHEETS 

Under some geometric conditions, a general manipulator may have only 
two inverse kinematic solutions. Because of the sufficient condition stated 
in §3.1, such manipulators are type-I. Fig. 7 shows such a manipulator with 
al = -70°,a2 = 60°,al = 2,a2 = 1,a3 = 0.5,d1 = 0,d2 = 1,d3 = 0.2. 

5. CONCLUSION 

In this paper, we have derived a new necessary and sufficient condition for 
a 3-DOF serial manipulator to be type-2, i.e. nonsingular posture chang­
ing. This condition is based on the existence of cusps in the workspace. 
A type-2 manipulator can be easily recognized when tracing the boundary 
surfaces in a cross section of the workspace. Several illustrative examples 
have been provided. The main important notions in the kinematics of se­
rial manipulators were recalled, stressing the difference between CS and 
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z 

Figure 7. 

2-sol. region 

O-sol. region 

pseudo-singular manifolds. Future work includes the search for general an­
alytical conditions on the DH parameters for a manipulator to be type-2. 
For general 6-DOF serial manipulators, application of the previous condi­
tion is not straightforward since all joints must be considered. However, it 
seems that the existence of cusps should, again, play an important role. 
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This paper presents a novel method for finding and classifying all the singularities of an 
arbitrary non-redundant mechanism. The proposed technique is based on the velocity-equa­
tion formulation of kinematic singularity and the singularity classification first introduced 
in (Zlatanov et aI., 1994-1,2). Criteria for singularity are derived and applied to formulate 
procedures for computing the singularity set and revealing its division into singularity 
classes. Further development of methods for automatic singularity analysis is discussed. 

1. Introduction 

The identification of singularities has been investigated extensively in the literature for 
open kinematic chains (Hunt 1986, Wang and Waldron 1987, and Burdick 1992). Classi­
fications and conditions for singularity have also ,been developed for parallel manipulators 
(Agrawal 1990, Kumar 1992, Merlet 1989). Gosselin and Angeles (1990), however, were 
the first to address the singularity analysis of general closed-loop chains. 

A common feature to most of these studies is the definition of singularity in terms of 
only the input and output velocities of the mechanism, (i.e., the passive-joint velocities 
are not considered). In (Zlatanov et al. 1994-1,2), it was shown that approaches based 
solely on input-output equations may fail to detect certain singularities in the general 
closed-loop case. In the first of these papers, singularity of non-redundant mechanisms 
was defined by means of a velocity equation including all the joint velocities of the mech­
anism. A comprehensive classification, based on six singularity types was introduced. 
This classification, reviewed below in Section 2, is valid for arbitrary kinematic chains. 

In the present paper, the problem of singularity identification is addressed. The objec­
tive is to find all existing singularities for a given mechanism and determine their classi­
fication. Conditions for the occurrence of singularity are derived and used as tools in two 
methods for singularity identification and classification. 
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2. Preliminaries 

2.1. DEFINITION OF SINGULARITY VIA THE VELOCITY EQUATION 

In this paper, the singular configurations of an arbitrary kinematic chain are studied. For 
simplicity, it is assumed that all the N kinematic pairs have 1 dof. The full-cycle mobili­
ty of the mechanism (Hunt 1978) is denoted by n. It is assumed that only n of the N 
joints (the input joints) are active, i.e., their joint parameters can be actively changed. 
The remaining N-n joints are passive. We restrict our attention to non-redundant input­
output devices, i.e., it is assumed that the number of input parameters, as well as the di­
mension of the output space are equal to the general mobility, n. By default, the n active 
joint velocities will be referred to as input, and the n differential output parameters (the 
output velocities), specifying the instantaneous motion of the output link, as output. 

Let us denote by m = [T T, n,a T, n,p 1T the vector of the velocity parameters of the 
mechanism. T, n,a and n,p are the arrays of the output, input and passive-joint veloci­
ties, respectively. For any configuration, q, there exist an Nx(N+n) matrix, L(q), such 
that m is a feasible instantaneous motion of the mechanism if and only if: 

L(q)m = O. (1) 

Herein, we assume that L(q) is a known continuous function of q. To obtain L(q), one 
would first write the linear equations of loop closure for the joint twists of a system of 
independent loops (Davies 1981). We shall assume that this process yields (N-n) equa­
tions. These equations together with the n output velocity equations form the system (1), 
the matrix L(q) being a known continuous function of q. If more than (N-n) equations 
are obtained, as can be the case for over-constrained mechanisms, a matrix with a greater 
number of rows may be replaced in (1) and used instead of L in the methods which are de­
scribed in the following sections. 

A configuration, q, is defined as non-singular when Eq.( 1) can be solved both in 
terms of n,a and T, for that q. 

2.2. CLASSIFICATION OF SINGULARITIES OF A GENERAL MECHANISM 

According to (Zlatanov et aI., 1994-1,2) there exist six singularity types and each singu­
lar configuration belongs to at least two types. The six singularity types are: (i)-(ii) re­
dundant input/output (RIlRO respectively), which occur when a non-zero input/output is 
possible with zero output/input; (iii)-(iv) impossible input/output (11110 respectively), 
which occurs when a certain input/output is not feasible for any output/input; (v) redun­
dant passive motion (RPM), which occurs when a non-zero instantaneous motion is pos­
sible with both the input and output being equal to zero, and (vi) increased instantaneous 
mobility (11M), which occur when the transitory or instantaneous mobility is higher than 
the full-cycle mobility of the kinematic chain. 

As shown in (Zlatanov et aI. 1994-1,2), the loss of output dof (10 type) is not al­
ways accompanied by the acquisition of extra input dof (RI type), and, dually, the RO 
type (extra output dof) is not equivalent to the II type (loss of input dof). The interdepen­
dence of the singularity types is given by Table 1. 
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Each cell of the table denotes a combination of certain singularity types. Only the 
cells marked by "Y" correspond to possible combinations of singularity types. Thus, the 
singularity set of any mechanism can be divided into up to 21 classes. Two singularities 
belong to the same class when they belong to exactly the same singularity types. 

TABLE I. Possible combinations of singularity types for 
non-redundant mechanisms. 

IO II lIM IO IO II 
and and and 
II lIM lIM 

RI Y 

RO Y 

RPM Y Y 

RIandRO Y y Y Y 

RIandRPM y y 

ROandRPM y y 

RI and RO and RPM y Y Y Y 

10 
and 
II 
and 
lIM 

Y 

Y 

y 

y 

Y 

The purpose of an exhaustive singularity analysis process is to obtain not only the 
singularity set as a whole, but also its partition into classes. Knowing the class of a sin­
gularity is of significant practical importance, since this determines how the instanta­
neous-kinematics properties of the mechanism degenerate at this singularity. 

2.3. FEASIBLE CONFIGURATIONS 

A mechanism configuration, q, is an N-tuple of values of all joint parameters. For closed­
loop mechanisms not all such N-tuples correspond to feasible configurations. The confi­
guration space is given by the solution set of a system of nonlinear equations, l(q) = 0, 
referred to as the loop equations of the kinematic chain. Only (N-n) of the loop equations 
are independent, but the dimension of l(q) may be greater for some mechanisms. 

When attempting to find the singularities of a given mechanism it must be assured 
that the values obtained for q are compatible with the loop equations. If only parts of the 
configuration space need to be considered, additional inequality constraints on the joint 
parameters are imposed. The set determined by the joint constraints will be denoted by Q. 
Thus, the set of feasible configurations is {q E Q Il(q) = O}. 
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3. Conditions for Singularity 

The singularity of a given configuration, q, can be determined by examining the matrix 
L(q) of the velocity equation. Let Lf, La and Lp be the submatrices of L obtained by 
removing the columns corresponding to the input, output, and both the input and output, 
respectively. The following general singularity condition then holds: 

Proposition. For any mechanism, a configuration, q, is non-singular if and only if 
both the matrices Lj and La are non-singular at q. 

This statement is implied by the definition of singularity and the fact that the veloci­
ty equation (1) is a sufficient condition for the feasibility of an instantaneous motion, m. 

The criteria for the separate singularity types are given by the following proposition: 

Proposition. 
(i) q E {RI} ¢:> rank La < rank Lp + n 
(ii) q E {RO} ¢:> rank L j < rank Lp + n, 

(iii) q E {RPM} ¢:> rank Lp < N - n, 
(iv) q E {II} ¢:> rank Lj < rank L, 
(v) q E {IO} ¢:> rank La < rank L, 
(vi) q E {11M} ¢:> rank L < N, 
(vii) q E {RO} or q E {RPM} ¢:> q E {II} or q E {11M} ¢:> La is singular, 
(viii) q E {RI} or q E {RPM} ¢:> q E {IO} or q E {11M} ¢:> L j is singular. 

The above eight conditions can be derived from the velocity-equation definitions of 
the singularity types given in (Zlatanov et al. 1994-1). 

4. Singularity Identification and Classification 

When a feasible configuration, q, is given, the rank of the matrices Lf, La, Lp and 
L can be computed to check for singularity, and the type of singularity be determined by 
simply reviewing the conditions (i) to (viii) listed in Section 3. 

However, when q is unknown, to obtain the singularities of the mechanism, the 
conditions must be interpreted as systems of equations for q, and the singularity set and 
its subsets be obtained as solutions of these equations. This process is described below. 

4.1. DETERMINATION OF THE SINGULARITY SET 

For the goals of singularity identification of closed-loop mechanisms, the matrices 
Lj and La playa role analogous to the one of the Jacobian in the case of a serial chain. 
The singularities of a non-redundant mechanism with known kinematic chain, link para­
meters and joint constraints, can be determined by solving the following two systems of 
non-linear equations: 

and 

detLfq) = 0, 

l(q) = 0, 
(2) 



subject to the joint constraints Q. 

det La(q) = 0, 

l(q) = 0, 
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(3) 

Therefore, the problem of singularity identification can be solved by (a) deriving the 
loop equations, (b) writing the velocity equation, and then (c) solving (2) and (3) and 
taking the union of the two solutions. 

For a non-redundant mechanism each of the two subsets of the singularity set, 
obtained in Systems (2) and (3), is the solution of a system of (N - n + I) equations. 
Therefore, the singularity set will be typically of dimension (n - 1) or equivalently of co­
dimension in the n-dimensional configuration space of the mechanism. Thus, mecha­
nisms with mobility of 1 usually have a finite number of isolated singularities, while for 
higher values of n the singularity set will be continuous with oon-l points. 

Though the solution of Systems (2) and (3) identifies all the singularities of a mecha­
nism, however, it does not classify them. In general, by using only the matrices L[ 
and La, it is not possible to classify all the singularities of a mechanism. This can be 
done, however, for some mechanisms, and for a large part of the singularities of other 
mechanisms. The statements (vii) and (viii) imply that if for a given configuration L[ is 
singular but La is non-singular, the configuration is a singularity of class (RI & 10). 
Conversely, when a configuration satisfies condition (viii) but not (vii) it must be of the 
(RO & II) class. It is only when both L[ and La are singular that conditions other than 
(vii) and (viii) need to be considered. Singularities that satisfy both (vii) and (viii) may 
have substantially different kinematic features, e.g., they may lead to either a loss or a 
gain in output/input dof. In fact, a configuration where both L[ and La are singular could 
belong or not belong to any of the six types. 

4.2. DETERMINATION OF THE SINGULARITY TYPES 

If it were known that there are no singularities of the 11M or RPM types, the identifica­
tion and classification process could be completed by examining only conditions (vii) and 
(viii). The main strategy of the method described below is to first identify and classify the 
11M and RPM singUlarities and then analyze the remaining configurations using the de­
terminants of L[ and La. 

As in Section 4.1, it is understood that the singularity equations are solved subject 
to the joint constraints and the loop equations. To simplify the presentation these 
operations are not explicitly included in the description of the algorithm. Below, {k} 
stands for "all configurations obtained in Step k of the algorithm." 

(1) Find all feasible q satisfying condition (vi). 
(2) Find all feasible q satisfying condition (iii). 
(3) Classify {l } u {2}: 

(3.1) For {I}, check (iv) and (v). Obtain 4 sets: 
11M; IIM&II; IIM&IO; IIM&II&IO. 

(3.2) For {2}, check (i) and (ii). Obtain 4 sets: 
RPM; RPM&RI; IIM&RO; RPM&RI&RO. 

(3.3) Find all the intersections of each set in {3.1} and each set in {3.2}. 
Obtain 10 classes. (These are the 10 classes that belong to the 
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lIM and RPM types, see Table 1) 
(3.4) Subtract {2} from each set in {3.I}. Obtain 4 classes. 

(The 4 classes of lIM, but not RPM singularities, see Table 1). 
(3.5) Subtract {I} from each set in {3.2}. Obtain 4 classes. 

(The 4 classes of RPM, but not lIM singularities, see Table 1). 
(4) Find all q satisfying condition (vii). From these subtract {1} u {2}. 
(5) Find all q satisfying condition (viii). From these subtract {I} u {2}. 
(6) Intersect {4} and {5}. Obtain 3 classes. 

(Singularities that are neither lIM nor RPM). 

Thus, the singularities that belong to each of the 21 classes in Table 1 are identified. 
The operations in Steps (1) and (2) require the identification of the points x for which 

some rectangular matrix M(x) is singular. This can be done by finding all x for which all 
sub-matrices of maximum dimension have zero determinants, i.e., by solving a system of 
simultaneous non-linear equations. In Steps (3.1) and (3.2) it is required to find sets of the 
type R = {x I rank A(x) < rank B(x)}. This can be done by presenting R as the union of 
the sets Ri = {x I rankA(x) < i::; rankB(x)}. The sets Ri can be obtained by solving 
systems of equations. 

It can be noted that since the condition for RPM (or 11M) singularity requires the 
rank-deficiency of a rectangular matrix, a larger number of equations must be satisfied and 
the dimension of the solution set will be typically lower than the dimension of the 
singularity set as a whole. In practice, 11M singularities occur only for mechanisms with 
specially proportioned link parameters. RPM singUlarities, when they exist, form sets of 
low dimensions. The algorithm is organized in such a way that the conditions for RI, 
RO, II and 10, which may involve the examination of multiple cases, are solved only 
together with the conditions for 11M (RPM), i.e., for a comparatively small subset of 
singularities. 

4.3 EXAMPLE 

Consider the mechanism shown in Figure 1 (N = 8, n = 2). The inputs are the joint 
velocities at A and E, the output is the motion of point G. The link dimensions are AB = 
AD = BC = DE = 1, CD = FG = 2, CG = 1.5, EF = 3. The 8xlO L matrix is: 

o mEG 0 

SA 0 SB 

o SE 0 

000 

Sc SD 0 (4) 

o SD Sc 

where Sp, P = A, B, ... , G, are 3-dimensional planar screws, Sp = (1, Yp, -xpf, mpG = 
(yP - YG' xG - xpl and 12 is the 2x2 unit matrix. To find all singularities and establish 
their types, the procedure described in Subsection 4.2 is followed: 

(1) Check for 11M singularities. For the given mechanism, it is established that condi­
tion (vi) has no solution compatible with the given link lengths. 

(2) Check for RPM singularities. The condition (iii) is satisfied only when the determi­
nants of both [SBSCSD] and [SCSGSD] vanish. This gives 8 distinct singular confi­
gurations (one of them is shown in Figure 2). 
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F 

E 
Figure 1. A 2-dof planar linkage. 

Figure 2. A singular configuration of class (RPM & 10 and 11). 

(3) (3.2) For each of 8 the configurations in {2}, conditions (i) and (ii) are checked and 
it is found that neither is satisfied. 

(3.5) It is concluded that the the (RPM & 10 and II) class consists of the 8 elements 
of {2}. 

(4) The condition (vii) is applied. (vii) is equivalent to the singularity of at least one of 
the matrices [SBSCSDJ or [SCSGSFJ. The solution of each of these equations 
(combined with the loop equations) is a I-dimensional submanifold of the 2-di­
mensional configuration space. The first manifold has 4 connected components, and 
the second one has 3 components. All elements of the union of these manifolds, 
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c 

E 
Figure 3. A singular configuration of class (RO & II). 

c 

D 
Figure 4. A singular configuration of class (RI & 10). 

except the 8 elements of {2} found in Step 2, are of the (RO & II) class. One such 
singularity is shown in Figure 3. The corresponding connected component is 
obtained by moving the linkage while keeping the joint angle at G constant. 

(5) The condition (viii) is applied. (viii) is equivalent to the singularity of at least one of 
the matrices [SASBScJ, [SGSCSDJ or [SESGSF]. The solution for each of these 
equations (combined with the loop equations) is a I-dimensional submanifold of the 
2-dimensional configuration space. The first and third manifolds have each 2 connected 
components, while the second one has 4. All elements of the union of these mani­
folds, except the 8 elements of {2}, belong to the (Rl & 10) class. Figure 4 provides 
an example. The connected component corresponding to the shown configuration is 
obtained by moving the linkage while keeping the points Band C fixed. 
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(6) The intersection of the sets obtained in Steps 4 and 5 consists of 16 configurations 
Apart from the 8 configurations classified in Step 3.5 as (RPM & II and IO)-singu­
larities, the others are (RI and RO & 10 and II)-class singularities. The remaining 
configurations obtained in Step 4 /5 belong to the class (RO & II)I(RI & 10). 

Thus, four different classes of singularities are obtained for the given mechanism: 8 
(RPM & II and 10) singularities, Step (3.5); 8 (RI and RO & 10 and II) singularities, 
Step (6); 00 1 (RO & II) configurations, Steps (4) and (6); and, 00 1 (RI & 10) configura­
tions, Steps (5) and (6). 

5. Automatic Singularity Analysis 

For all but the simplest mechanisms the singularity set contains infinitely many 
configurations and therefore to locate the singularities implies the task of obtaining a 
good description of a multi-dimensional subspace of the mechanism's configuration space. 
This could be done by either obtaining simplified symbolic equations for the singularity 
set or by providing an algorithm able to trace numerically and represent graphically the 
projections and cross-sections of this set. 

The procedures in Section 4 describe an algorithm for the automatic identification of 
the singularity set, however significant kinematic and computational problems remain to 
be solved before a "black box" can emerge for singularity analysis. Some of these issues 
are briefly outlined below. 

The first step in an algorithm for singularity analysis must be the automatic genera­
tion of the loop equations. It is desirable to make use of symbolic methods designed to 
take advantage of possible closed form solutions (Kecskemethy 1993). On the other hand, 
since an algebraic solution cannot be guaranteed, a representation that is suitable for 
numerical iterative solution should be preferred. In particular, the position parameters 
should be chosen in such a way that the resulting equations are polynomial. 

The next step is the (automatic) formulation of the singularity conditions. As it was 
shown in Sections 3 and 4 these conditions involve the rank-deficiency of some 
(polynomial) matrix function of q. According to Davenport et al. (1993) for such matrices 
(functions of multiple variables) the Cramer rule is a more efficient way for symbolic 
computation of the determinants than any process of Gaussian elimination (transforming 
the matrix into a triangular form). However, if the kinematic nature of L(q) is taken into 
account, the matrix could be simplified and the computation of singularity conditions for 
the submatrices be made easier. The strategies for passive-joint screw elimination by 
reciprocal screws developed for parallel and hybrid chains could be helpful (Zanganeh and 
Angeles 1994, Zlatanov et aI., 1994-3). 

Finally, once the systems of algebraic equations have been generated, the goal would 
be to extract maximum information about their solution sets. These sets (algebraic vari­
eties) are subsets of the singularity set. This investigation may involve symbolic 
simplification of the equations or their numerical solution. (On the other hand, some 
interesting properties of the solution set may be deduced without solving the equations by 
applying algebraic-geometry tools (Merlet, 1993)). Ideally, one would like to obtain a 
stratification of the singularity set, which would decompose the set into non-intersecting 
manifolds consisting of singularities of the same class. 
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6. Conclusions 

This paper presents a solution technique to the singularity-identification problem. The 
singular configurations of an arbitrary non-redundant mechanism with a given geometry, 
all its can be determined and classified by solving the singularity criteria proposed in the 
paper. The conditions for singularity are derived using a velocity-equation formulation of 
singularity. Two methods of singularity analysis are presented. The first one reduces the 
identification of all singular configurations to the solution of two systems of nonlinear 
equations. The second method, a more complex procedure in nature, is proposed for 
simultaneous singularity identification and classification. 
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Abstract - In this paper an algebraic formulation is used to deduce a closed-form 
design algorithm for 2R manipulators. The general expression of a torus has been 
inverted for synthesis purposes and the algebraic nature has been preserved to deduce 
both solving formulas and design constraints. These constraints have been used to 
draw a chart of feasible region for a prescribed workspace through some given points. 
Once structural parameters are found, dimensional sizes of the 2R chain have been 
solved by inverting the expressions of definition for the structural parameters. A third 
order algebraic equation has been obtained and the solutions discussed, so that it turns 
out that a torus can be generated by two or four different 2R manipulators only. 
Numerical examples illustrate a design procedure and some peculiar charts of feasible 
regions. 

1. Introduction 

Designing 2R manipulators for a prescribed workspace can be considered of great 
relevance since workspace characteristics are of primary importance for manipulating 
purposes, and 2R chains are widely used in industrial robots. 
The geometry of a torus workspace of a 2R chain has been described and 
geometrically analyzed by Fichter E. F. and Hunt K. H., [1], with the aim of deducing 
theorems useful for both analysis and synthesis procedures. They have also 
demonstrated by means of geometric arguments the existence of four cognate 2R 
dyads which trace the same toroidal surface. The design problem has been discussed 
in detail by Roth B., [2], who developed a design algorithm based on the analytical 
expression of a torus written in terms of an arbitrary coordinate system so that the 
position and the orientation of the robot base have been included into the design 
parameters. Although the expression of a torus has been used, the design algorithm is 
numerical in nature. In this paper we propose an analytical design for 2R 
manipulators by preserving the algebraic nature of the torus expression. This allow us 
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to deduce analytically design constraints for workspace prescribed points. Moreover, 
the synthesis problem has been solved by an analytical inversion of the design 
equations, giving the possibility to have at once all the feasible solutions. 

2. Formulation of a Design Problem 

From the geometry of the 2R manipulator chain, Fig. 1, the parametric equations for 
the locus of a reference point H can be expressed with respect to a fixed reference 
frame XYZ as its Cartesian coordinates 

x = a2 cos81 cos8 2 - a2 cosalsin81sin82 - d2sioo1sin81 + al cos81 

y = a2sin81 cos8 2 + a2 cos a l cos81sin8 2 + d2sinal cos81 + alsin81 (1) 

Z = - a2sinalsin82 + d2cosal 
where the kinematical parameters for a design procedure are: 
aI, the link length giving the common normal distance between joint axes ZI and Z2; 
a2, the distance of a reference point H from Z2; 
aI, the twist angle between ZI and Zb measured positive clockwise about Xl; 
d2, the link offset giving the distance between the joint centers along Z2' 
The angle 81 and 82 are the revolution angles of the joints about the joint axes 
measured between X axis and a 1 direction, a 1 and a2 directions, respectively. d I = 0 
is assumed. 

Fig. I. A 2R manipulator and its kinematical parameters. 
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The angles 81 and 82 can be eliminated from Eqs. (1) by solving the last equation for 
sin82 and substituting this into the sum of the squares of the first two equations. Then, 
a rationalization of the resulting equation with the hypotheses a 1 :;to, a2:;t0, 0.1 :;to, 
gives the equation of a general torus in the form 

(r2 + z2 _ A)2 + (Cz + D)2 + B = 0 

when the structural parameters A, B, C, D are defined as 

A = a2 + a2 + d2 
122 

B = - 4a2a2 
I 2 

C = 2al 
senal 

cos a l D = - 2a ld2 --~ 
sinal 

(2) 

(3) 

A design problem for a prescribed workspace can be formulated by properly inverting 
Eqs. (2) and (3). 
A workspace can be given by prescribing a certain number of points through their 
Cartesian coordinates. For a toroidal workspace surface there can be at most four 
points to equal the number of the unknowns, [2], when the manipulator base is given 
with respect to a fixed frame. 
Thus, we may write four equations ofthe form ofEq. (2), i.e. 

(rj2 + z~ - A)2 + (Czj + D)2 + B = 0 i = 1, ... ,4 (4) 

as a function of the unknown structural parameters A, B, C and D. Of course, the 
given four points must have different coordinates, that is 

(rj,zJ:;t: (rj,zj) i, j =1, ... ,4, i ;ej (5) 

to write independent design equations (4). By inverting Eqs. (4) it is possible to obtain 

(6) 

and 

- 2A(pj - PI) + C2(z~ - z~) + 2CD(zj - ZI) = - (p; - p~) i = 2, ... , 4 (7) 

where PI' = r.2 + z~ is a prescribed robot reach at point i. 
I I 

The design problem requires the solution of the system which is composed by Eqs. (7) 
in the form 

Ux = w (8) 
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in which the unknowns A, C2, and CD can be expressed in a vector x=(A, C2, CD)t, 
(t is the transpose operator); U is the matrix of the coefficients and w is a vector of the 
known terms given as 

[

- 2(P2 - PI) 

U = - 2(P3 - PI) 

- 2(P4 - PI) 

- (p~ - pi) 

w = - (pi - P:) 
- (p~ - pi) 

Provided that the condition 
det U "* 0 

(z~ - zi) 
(zi - zi) 

(z~ - zi) 

2(Z2- ZI) 

2(Z3 - Zl) 

holds a solution of the equations system (8) can be obtained. 

(9) 

(10) 

(11) 

In particular, a design problem can be solved algebraically, and after some algebra the 
structural parameters can be expressed in the form 

(12) 

2 
C2 = _P-,-I k_5_-_P_Ik_2_+_Z_1 k_6_-_k_7 

Ku 
(13) 

(14) 

where 

kl = z3z4~43 - z2z4~42 + z2z3~32 ' k2 = P~~43 - pi~42 + P~~32 ' 

222222 k 2 2 2 
k3 = P2~43 - P3 Llz42 + P4~32 ' 4 = P2z3z4~43 - P3z2z4~42 + P4z2z3~32 

k5 = P2~43 - P3 Llz42 + P4~32 , k6 = P3P4~43 - P2P4~42 + P2P3~32 

k7 = z2P3P4~43 - z3P2P4~42 + z4P2P3~32' k8 = P2~~3 - P3Llz~2 + p4~i2 
k 2 2 2 

9 = z2P3P4~43 - z3P2P4~42 + z4P2P3~32 (15) 
In addition, the analytical expression of Eq. (9) is useful to give the det U in an 
algebraic foon as 
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(16) 

where 

2 2 2 
Cl = Z3 Z4&43 + Z2 Z4&24 + Z2 Z3&32 ' C2 = -r2 &43 - r3 &24 - r4&32 (17) 

222222 2 2 2 
c3 = r2 &43 + r3 &24 + r4 &32 ' C4 = -r2 Z3 Z4&43 - r3 Z2 Z4&24 - r4 z2 z3&32 

Both in Eqs. (15) and (17) the coefficients are expressed as a function of the given 
coordinates which have been grouped in the form 

APij = Pi -Pj, AZij = Zj -Zj, Az~ = z~ -z; . i,j =2, ... ,4 (18) 

Eqs. (6) and (12) to (18) give the algebraic solution for a design problem for 2R 
manipulators with prescribed workspace through four given points. 

3. Workspace Design Constraints 

A fundamental question for a successful design of 2R manipulator with prescribed 
workspace can be considered: may the given points be prescribed arbitrarily? 
As we already point out, the conditions (5) need to be met to give independent and 
solvable design equations (4), and a given workspace can be described at the most 
through four points. 
A further condition is expressed through Eq. (11) to check if the given points can be 
prescribed arbitrarily. In fact since the determinant of U can be expressed in the form 
of KU in Eq. (16) it may vanish if and only if the ci i=I, ... ,4 coefficients vanish 
simultaneously. This may occur when z2=z3=z4 so that it is not possible to prescribe 
three or more points on a horizontal straight line. This constraint condition could be 
obtained also from a geometrical analysis of the general torus shape, as well as from 
the fourth order torus equation. However, because of the "banana shape" general form 
of a torus cross-section, three or four points on a vertical straight line are permitted. 
Moreover, when three points P2, P3, P 4 are properly assigned, further workspace 
design analytical constraints for the fourth given point PI can be obtained by using the 
design formulas (12), (13), and (16). In fact for given Pb P3, P4 the feasible design 
region may be found for P I by using the following considerations: 
• the structural parameter A must be positive because of its definition in Eqs. (3) so 

that a feasible design region RA can be characterized as 

RA(pd=(rl,z\):A>O (19) 
The boundary is determined from the condition A = 0 by using Eqs. (12) and 
(15); 

• the structural parameter C must be real, so that a feasible design region Rc can be 
characterized as 

(20) 
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The boundary is determined from the condition C = 0 by using Eqs. (13) and (15); 
• the determinant KU cannot be zero so that a feasible design region RK can be 

characterized as 

(21) 

The boundary is determined from KU = 0 by using Eqs. (16) and (17). 
Summarizing, once the three points P2, P3, P 4 are given, not on an horizontal 
straight-line, a fourth prescribed point PI must be selected inside a feasible region 
RW(Pl) simultaneously satisfying the above mentioned constraints. The feasible 
region can be expressed as an intersection between these in the form 

Rw(P1) = RA (") Rc (") RK (22) 

Fig. 2 illustrates an example of a general topology of the feasible region RW(Pl) given 
by Eq. (21) for a workspace design of 2R manipulators with assigned base location, 
when the distances are expressed in unit length and the angles in degrees. 

+ lO r-------~------~------~----~ 

Fig. 2 Characteristic topology offeasible design region RW for PI' 
This example is for P2=(5 ,2), P3=(5 , 4), and P 4=(10, 5). 

4. A Design Algorithm and Cognate Manilwiators 

A design algorithm for 2R manipulators with prescribed workspace through four 
suitable points can be developed in a closed algebraic form by using Eqs. (6), (12), 
(13), and (14) to find the structural parameters A, B, C, and D and successively by 
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properly inverting the expressions of definition in Eqs. (3) to give the dimensional 
sizes ofthe chain aI, a2, d2, a, 1· 
In particular, a set of meanir1~1 values for the structural parameterscan be obtained 
only for a positive value of C . This means that only one torus may be traced crossing 
over the four given points PI, Pb P3, P 4· Now the problem is to compute cognate 
manipulators having this torus as workspace. By inverting the definition Eqs. (3) of 
the structural parameters, the chain sizes can be given as 

B 

(23) 

a. = atan2( 2Cal , -~) 
d2C 

when the a I length has been previously found and atan2 is the atan operator for 
oriented angles. By using the expressions (23) in the A formula of Eqs. (3) we obtain 
the following design equation 

( 2)3 4A + C2 ( 2)2 Ac2 - D2 - B ( 2) BC2 _ 
al - 4 a l + 4 al + 16 - 0 (24) 

where the only unknown is a 12, since A, B, C, D are given from a previous design 
step by Eqs. (6), (12), (13), (14). This cubic equation can be reduced to standard form 
by using the substitution al 2 = ~ + (4 A +C2 )/12 to give 

~ 3 + P ~ + q = 0 (25) 
where 

= _ 3[ 4 A + C2 J2 
P 12 + 

q 0 ~ 2 [ 4A I: C2 r + AC2 ~ ~2 - B 4A I: C2 + BI~2 
The solutions can be expressed as 

i21f _i 2l' 

~I = Uo + Vo ' ~2 = uoe 3 + voe 3 
-iH iH 

, ~3 =uoe 3 +voe 3 

where 

Uo = ~- ~+~ 
with the discriminant A 

p3 q2 
A=-+-

27 4 

Vo = 

(26) 

(27) 

(28) 

(29) 



180 

and i is the imaginary unit. Depending on the value of ~, we may have one, two or 
three solutions for 1;. Nevertheless, since the coefficient - B C2 116 is positive and a 
positive value for a 12 is required because of its geometrical definition, only two real 
and distinct solutions at the most can be found. Consequently, because of the design 
Eqs. (23) one or two 2R chains can be obtained and two or four cognate manipulators 
may be synthesized, when the joint revolution direction is considered meaningful. 

5. Numerical Examples 

Some numerical examples are reported to illustrate the characteristic geometry of 
feasible region RW, and its usefulness for manipulator design with prescribed 
workspace. The coordinates and the manipulator lengths are expressed in unit length 
and the angle in degrees. 
Fig. 2 shows the general topology of the feasible region RW, which is composed of 
four different regions, each of one is joined to the neighbour one at one point. Three of 
these points are always defined by the prescribed three points P2, P3, P 4 and the 
fourth cannot a prescribed one, although all designed tori will cross over it. This fact 
is illustrated in Figs 3 and 4. Each region has a typical shape although its size may 
vary considerably depending on the relative position of the given points P2, P3, P 4, as 
a comparison of Figs. 2, 3 and 4 shows. Particularly, the regions are strongly affected 
by the curves C2=0 and KU=O, which mayor may not determine nozzle regions far 
away from the z axis, giving the possibility of a hole. Indeed, it has been experienced 
that, although it is impossible to have a feasible region RW disconnected from the z 
axis because of the C2 = ° curve, nozzle shape regions may give hole existence since a 
feasible torus must be adapted to the geometry imposed by the permitted tangent 
direction at the abovementioned four critical points. Thus the toroidal surface is forced 
to have some tangent direction within a limited range indicated by RW at the point 
where it crosses one of the four critical points, and therefore it may occur that 
although PI can be in RW a torus cannot be designed: this occurs for PI positions 
very far from the other given P2, P3, P 4, as happens if in Fig. 2 PI has, for example, 
coordinates r=I, z=-IO. Fig. 3 together with Table 1 stress the fact that for a given 
workspace through four points there may be only one torus, but several manipulators 
may trace it. Particularly, Table 1 lists the four different cognate manipulators for the 
designed workspace shown in Fig. 3. 
We note once more that although there are differences in sign and twist angles, these 
cognate manipulators have only two 2R chains at the most, as it was pointed out in 
[1], but from a practical viewpoint there are four different manipulators because ofthe 
orientation of 22 axis, i.e. the revolute joints may rotate in either direction. 
Specifically, solutions n.I and 2 of Table 1 are one 2R chain and n.3 and 4 the latter. 
Finally, FigA shows how different solutions for the P I location may give different tori 
both in size and shape depending on the re~ion of selection. Infact depending on 
whether PI is placed in the region KU>O or C >0 the torus may have respectively an 
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egg-shaped or a banana shaped cross-section. Greatest size variation can be obtained 
when the PI position varies in the KU >0 region. 

+ 
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Fig. 3 A numerical example offeasible region RW for PI =(8,3), P2=(5, 2), P3=(4, 4) and P 4= (2.5,3.5). 
The reported toroidal workspace is given by the designed manipulators of Table 1. 

Solution n. 

I 

2 

3 

4 

Table 1. Dcsigt] results of cognate manipulators for A= 44.0714, B= -837.4994, 
C2= 650.4285, CD=-75.7123 with the workspace shown in Fig.3 

al a2 ~ 
5.04 2.87 3.23 

5.04 2.87 -3.23 

2.78 5.20 3.04 

2.78 5.20 -3.04 

6. Conclusion 

al 

23.27 

156.73 

1259 

167.41 

A design problem for 2R manipulators with prescribed workspace has been formulated 
by means of an algebraic approach for a toroidal workspace. Thus a design algorithm 
has been proposed to find the structural parameters and the chain sizes of 2R 
manipulators sequentially. Analytical expressions have been deduced and they have 
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been used to fommlate interesting workspace design constraints. In fact it has been 
found that, for the case of given robot base location, a workspace cannot be prescribed 
with four points arbitrarily located. Feasible design regions have been investigated and 
some numerical examples have been useded to draw and remark on these design 
constraints. Moreover, the algebraic approach has been also useful for discussing the 
multiplicity of solutions and to give an analytical justification of cognate 2R 
manipulators, previously determined through a descriptive geometric reasoning, [1], 
or numerically, [2]. 

+ 
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r 

Fig. 4 Works paces as a function of P I position with respect to a feasible design region 
for prescribed P2, P3 and P 4' 
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A HIERARCHICAL REPRESENTATION OF THE SPACE 

OCCUPANCY OF A ROBOT MECHANISM 

Abstract. 

R. FEATHERSTONE 

Dept. of Engineering Science 
Oxford University 
Parks Road, Oxford, OXl 3PJ, England 

Given a kinematic model of a mechanism and geometric models of its 
individual parts, it is possible to define a space-occupancy function that 
calculates the set of points occupied by the mechanism as a function of its 
configuration. This paper describes a method of representing the graph of 
this function with a hierarchy of hyper-cylinders. The hierarchy is generated 
automatically from data structures called swept bubbles, and is suitable for 
use in collision detection, path planning and related problems. 

1. Introduction 

A mechanism consists of a collection of rigid bodies, called links, which are 
connected together by joints. If we characterize each link with a geometric 
model describing its shape and a kinematic model giving its location as a 
function of the joint variables, then it is possible to define a space-occupancy 
function for the mechanism: a function that calculates the set of points 
occupied by the mechanism at any given configuration. This function, or 
its graph (the space-occupancy graph), is useful in path planning, collision 
detection, and related problems. 

This paper presents a method of approximating the space-occupancy 
graph (SOG) with a hierarchy of hyper-cylinders (high-dimensional ver­
sions of ordinary cylinders), such that each hyper-cylinder is a node in the 
hierarchy, each terminal node encloses a piece of the SOG, and each non­
terminal node encloses the union of the pieces enclosed by its children. The 
idea is analogous to the use of sphere hierarchies to represent 3-D shape 

183 

J.-P. Merlet and B. Ravani (eds.), Computational Kinematics, 183-192. 
© 1995 Kluwer Academic Publishers. 



184 

(a) (b) 

Figure 1. A sphere hierarchy constructed by recursive binary subdivision of a rectangle. 
Both the geometrical arrangement (a) and the hierarchical arrangement (b) are shown. 

[2, 3, 4]; but there are two key differences, both of which are motivated by 
considering that the SOG is a complicated, high-dimensional object: 

1. the hierarchy is generated in the absence of an explicit description of 
the SOG; and 

2. any part of the hierarchy can be generated on demand (so it is not 
necessary to precompute the whole hierarchy). 

The hierarchy is generated by an efficient algorithm based on the use of 
data structures called swept bubbles. This algorithm works intrinsically 
with hyper-cylinders, which is why they are used in preference to other 
possible shapes. Swept bubbles were originally described in [1, 5]. 

The remaining sections describe sphere hierarchies, the SOG, how to 
generate a hyper-cylinder hierarchy from swept bubbles, and finally some 
applications and experimental results. 

2. Sphere Hierarchies 

It is well known that the shape of a rigid body can be approximated toarbit­
rary accuracy as the union of a collection of spheres, and that a hierarchical 
data structure can be built around these spheres, producing a represent­
ation that is useful for performing efficient intersection tests and related 
operations [2, 3, 4]. 

There are many different ways to construct a sphere hierarchy. Figure 1 
illustrates one of the simplest: the method of binary subdivision of the 
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object. In this method, the hierarchy takes the form of a binary tree with 
a sphere stored at each node. Each sphere encloses part of the object; each 
sphere at a non-terminal node encloses the union of the parts enclosed by 
its children; and the sphere at the root node encloses the whole object. 

A point is considered to be inside a sphere hierarchy if it is inside one of 
the leaf-node spheres, as determined by the following recursive algorithm. 

function poinLin_sh( point, sh ) 
begin 

if not poinLin_sphere( point, sh.sphere ) then 
ret urn false; 

else if leaf(sh) then 
return true; 

else 

end 

for each child of sh do 
if poinLin_sh( point, child) then 

ret urn true; 
return false; 

A similar algorithm can be devised for testing the intersection of two sphere 
hierarchies. 

Any point outside the sphere hierarchy is also outside the shape it rep­
resents; but the points inside the hierarchy aren't necessarily inside the 
shape. A sphere hierarchy is said to have an accuracy of d if every point 
inside the hierarchy is either inside the shape it represents or the minimum 
distance between the point and the shape is less than or equal to d. This 
definition also applies to sub-hierarchies and individual spheres. 

3. The Space-Occupancy Graph 

The space-occupancy function of a mechanism is defined by (J : Q f--t P(E), 
where Q is the mechanism's configuration space, E is Euclidean space (2-D 
or 3-D), P(E) is the power set of E (the set of all subsets of E), and (J(q) is 
the set of points occupied by the mechanism in configuration q. The SOG 
is the graph of this function, defined by: 

r((J) = {(q, p) I q E Q, p E (J(q)}, r((J) ~ Q X E. 

Figure 2 shows the SOG of a rectangle in E(2) that is free to rotate 
about the origin by an angle q E [0, ~], which is the configuration variable. 
The SOG is therefore an object in the 3-D space [O,~] x E(2). Figure 2 also 
shows the enclosing hyper-cylinder, which looks like an ordinary cylinder 
in this example, and it illustrates the two main uses of a SOG (which can 
be implemented by set intersection and projection): 
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Figure 2. The SOG of a rectangle free to rotate about the origin in the x-y plane. Also 
shown are the intersections of the SOG with the line P = Po and the plane q = qo, and 
the hyper-cylinder enclosing the SOG. 

1. Given a configuration qo, or a set of configurations, find the set of 
points that are occupied by the mechanism in at least one of the given 
configurations. 

2. Given a point Po E E, or a set of such points, find the set of configur­
ations satisfying Po n a( q) =F 0. 

The hyper-cylinders used in this paper are generated by the swept­
bubble algorithm described below, and are defined as the product of a 
box in Q and a sphere in E (a box being the product of a set of closed 
intervals, one for each dimension of Q). Such a shape is invariant with 
respect to rotations in E, and it decouples the dimensions of Q (allowing 
each dimension to be treated separately). 

The SOG shown in Figure 2 has only three dimensions. In practice, 
a typical SOG will have between four and ten. This high dimensionality 
presents certain difficulties: 

1. The number of hyper-cylinders required to achieve a given accuracy 
grows exponentially with the dimension of the SOG, so it may not 
always be practical to precompute the whole of the hierarchy. 

2. It may not be feasible to construct an explicit geometric model of the 
SOG as a first step to constructing the hierarchy. 
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Figure 3. A swept bubble, showing the object sphere (So), the path followed by So 
(P), the sphere enclosing the path (Sp) and the sphere enclosing So at every point along 
P (SE). 

The swept-bubble algorithm overcomes these difficulties by allowing any 
part of the hierarchy to be constructed on demand, and by constructing 
it directly from the kinematic model and link shape descriptions (sphere 
hierarchies) rather than from an explicit model of the SOG. 

4. Swept Bubbles 

A swept bubble is a data structure that forms a node in a self-generating 
hierarchy (a bubble hierarchy) that describes a hyper-cylinder represent­
ation of a SOG. This section describes the swept bubble itself and the 
method of generating a bubble hierarchy. 

Figure 3 shows the basic idea. Suppose we have an object with one 
degree of motion freedom, so that its configuration space is one-dimensional 
and consists solely of the motion variable q; and suppose also that its shape 
is described by a sphere hierarchy, and that the sphere So is a member of 
that hierarchy. If we allow q to vary over an interval Q = [qo, qd then the 
centre of So will follow a path segment P. We can construct a sphere Sp 
that encloses the path, and hence an enclosing sphere, SE, that encloses 
So at every point along P. Together, the motion interval Q and the sphere 
SE define a hyper-cylinder in Q X E that encloses the SOG of the piece 
of object represented by So in the region of configuration space satisfying 
q E Q. 

A swept bubble contains all the necessary data to perform this calcula­
tion: a description of the object's motion in a form suitable for calculating 
Sp, explicit values for Q, Sp and SE, and a pointer to a separate data 
structure describing So. It also contains pointers to its children, for use in 
constructing the hierarchy. 
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Figure 4. Generating the children of a swept bubble by cutting the motion interval 
(top), or by cutting the object (bottom). 

A bubble hierarchy is generated using an operation called 'expansion', 
which creates the children of a swept bubble. (See Figure 4.) There are two 
ways to perform an expansion: 

1. Cut the motion interval into two pieces. Each child inherits one piece, 
defining a shorter path, and new values of Sp and SE are calculated 
accordingly. 

2. Cut the object; i.e., replace So with its children, which represent smal­
ler pieces of the object. Each child inherits one of the children of So, 
and new values of Sp and SE are calculated accordingly. 

A swept bubble is expanded by one or other of these two operations, never 
both. The choice is made by considering which operation will produce the 
bigger improvement in accuracy. Any swept bubble can be expanded, unless 
its motion interval has reached a predetermined minimum size and its object 
sphere is a leaf node, in which case the swept bubble is a leaf node in the 
bubble hierarchy. 

In terms of the hyper-cylinder hierarchy, the effect of expansion is to 
generate the hierarchy by binary subdivision of the SOG. The two different 
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Figure 5. A swept-bubble hierarchy for a serial n-link mechanism. 

expansion operations correspond to cutting the SOG along dimensions in Q 
or in E. Expansion can be used to pre-compute the hierarchy, or to generate 
any part of it on demand. 

Now consider an object with n degrees of motion freedom, such that its 
location is the product of n 1-DoF displacements. We can construct a SOG 
for this object using a chain of n swept bubbles, one for each displacement, 
which are labelled SB I ... SBn and connected together so that SBi+l is the 
object structure of SBi. The root node of the sphere hierarchy is the object 
structure of SBn. If we associate motion variable qi with SBi, and define Qi 
as the (n+ 1- i)-dimensional configuration space constructed from variables 
qi ... qn, then SBi defines a hyper-cylinder in Qi X E that is the product of 
the enclosing sphere of SBi with the box defined by the motion intervals of 
SBi ... SBn. 

It follows that only SB I and its descendents define a hyper-cylinder 
representation of the SOG of the original system. The other swept bubbles 
and their descendents define lower-dimensional hyper-cylinders that are 
used as intermediate results. 

The expansion procedure is applied to SB 1, and proceeds in exactly 
the same manner as for a 1-DoF system, with one exception: if a swept 
bubble is to be expanded by cutting its object, and its object is a swept 
bubble with no children, then the expansion procedure must first apply 
itself (recursively) to expanding the object bubble before continuing with 
the original expansion. This causes SB 2 .•• SBn to be expanded as required 
to support the expansion of SB I . 

The SOG of a multibody system can be calculated from a data structure 
like that shown in Figure 5. SH 1 ... SH n are sphere hierarchies describing 
the shapes of the links; SB I ... SBn are swept bubbles describing the mo­
tions of the joints; and 0 1 •.. On-l are link nodes that connect the various 
pieces together into a single data structure. The sphere at node 0, encloses 
the spheres at nodes SHi and SBi+l. The expansion procedure is applied 
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to SB l , and swept-bubble chains will emerge as the link nodes are cut. 

5. Applications 

Most swept-bubble applications involve performing an intersection test. 
The basic algorithm for doing this is: 

function bLsLintersect( bh, sh ) 
begin 

if not sphere_intersect( bh.encLsph, sh.sphere ) then 
return false; 

else if leaf(bh) and leaf(sh) then 
return true; 

else if cULbh_first(bh,sh) then 
expand(bh); 
for each child of bh do 

if bLsLintersect( child, sh ) then return true; 
else 

for each child of sh do 
if bh_sh_intersect( bh, child) then return true; 

return false; 
end 

This function intersects a bubble hierarchy with a sphere hierarchy, and 
returns a truth value indicating whether or not an intersection occurs. Ex­
cept for the statement 'expand(bh);' this function is almost identical to the 
corresponding function for intersecting two sphere hierarchies. 

With appropriate modifications, this function can be made to report 
where in configuration space the intersection occurs, and to continue search­
ing until it has found every intersection. This modified algorithm can be 
used to build a map of obstacle regions in configuration space [1], or to find 
solution regions for inverse kinematics problems (in which case 'sh' repres­
ents a target location rather than an obstacle). In all cases, the algorithm 
respects joint motion limits. 

Another useful modification is to let the joint variables be functions 
of other variables, and to calculate their motion ranges accordingly. This 
allows collision checking along a given path to be performed. Figure 6 illus­
trates this application: a planar 3R robot moves along a straight-line path 
in joint space from (IT /2, 0, -IT /2) to (IT /6, -IT /3, -IT /3), and the problem 
is to determine whether or not the robot hits an obstacle along the way. In 
this example, each link is a 1 X 0.2 rectangle and the obstacle is a 0.5 X 0.5 
square. These shapes are modelled by sphere hierarchies that are accurate 
to better than 0.01 units: 39 spheres are required for each link, and 31 for 
the obstacle. The independent variable varies uniformly from 0 to 1 along 
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y coll sph exp 

-1.0 no 10 7 
-0.5 no 25 25 
-0.2 no 36 34 

0.0 no 45 41 
0.1 no 60 52 
0.2 no 91 73 
0.22 no 118 85 
0.23 yes 38 15 
0.3 yes 55 19 
0.5 yes 49 21 

Figure 6. Collision checking along a given trajectory. 

the path, and the expansion algorithm is allowed to divide it into intervals 
no smaller than 1/128. 

The top left corner of the obstacle is placed at coordinates (0.6, y) for 
various values of y shown in the table. For each y value, the table shows the 
outcome of the collision test, the number of sphere intersections performed, 
and the number of swept-bubble expansions performed. (If the bubble hier­
archy is precomputed then no expansions are required.) The correct answer 
to this problem is that a collision will occur for y 2: 0.231; so the results 
in the table are accurate to better than 0.01 units. Notice that the com­
putational effort is greatest in the case of a near miss (y = 0.22), and that 
it declines rapidly as the obstacle is moved away from the path of the ro­
bot. This is a general property of the sphere and hyper-cylinder hierarchies. 
In the cases where a collision is detected, the computational effort varies 
erratically and depends on the search strategy used. 

My current implementation of this algorithm performs 3-D calculations 
throughout; so a sphere-intersection test takes 11 arithmetic operations, 
and an expansion takes 80 plus 2 square roots and 4 sin/cos calculations. 
(There is scope for optimization here.) According to these figures, a 1-
Megaflop computer could solve the worst-case example in Figure 6 in about 
10 milliseconds, or 1.3 milliseconds with a precomputed bubble hierarchy. 

In general, the computational effort required by this and other swept­
bubble algorithms rises exponentially with the dimension of the search 
space, and, for a given dimension, polynomially with desired accuracy. 
Swept bubbles are best suited to problems where low accuracy is acceptable, 
such as gross motions that do not pass close to obstacles. I have performed 
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experiments with 4-DoF robots, and found that the number of sphere tests 
rises above 10,000 in a cluttered environment. Verwer has implemented a 
path planner for a 5-DoF robot using swept bubbles, and reports execution 
times of 20 seconds (on a SUN-4/280) to find an initial path [5]. 

6. Conclusion 

This paper has presented a technique for representing the space-occupancy 
graph (SOG) of a mechanism using data structures called swept bubbles, 
and algorithms that build a hierarchical hyper-cylinder representation of 
the SOG. The swept-bubble technique is useful in applications where it is 
necessary to search both Euclidean space and configuration space looking 
for intersections between solids. Such applications include path planning, 
collision checking and inverse kinematics. 

The main advantages of swept bubbles are that they work with general 
geometry and kinematics; they search Euclidean and configuration spaces 
simultaneously, homing in quickly on regions of interest; they respect joint 
motion limits; they are easy to implement; and they use sphere-intersection 
tests, which are very cheap. 

The main disadvantages are that they suffer from the curse of dimen­
sionality; they require shapes to be represented by sphere hierarchies; and 
they deliver only approximate answers. 
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Abstract. Domains associated with one or more working bodies of a mech­
anism or manipulator are defined that characterize the range of operation 
of the bodies and interference that may occur between the equations defin­
ing domains are derived in terms of equations defining the kinematics of 
the mechanism and the geometry of the working bodies. Analytical criteria 
defining the boundaries of such domains are derived and numerical meth­
ods for computing families of generators on boundaries are outlined. The 
criteria and numerical methods presented are applied to planar mechanism 
and manipulator examples. 

1. Introduction 

Criteria for boundaries of workspaces of mechanisms and manipulators, us­
ing conditions associated with singularity of constraint Jacobian or velocity 
transformation matrices, have been developed by a number of authors in the 
recent past. Litvin [6] used the implicit function theorem to define singular 
configurations of mechanisms as criteria for boundaries of workspaces. Ana­
lytical conditions associated with special features of the geometry of specific 
manipulators have been used by a number of authors to obtain explicit cri­
teria for boundaries of workspaces (see [2], [7], [8], and [10]). Singularity 
of the velocity transformation between input and output coordinates has 
likewise been used to characterize singular surfaces of manipulators (see 
[5] and [9]). Numerical methods for mapping boundaries of workspaces of 
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mechanisms and manipulators have recently been presented (see [3], [4], and 
[11]). These methods are summarized here, with accompanying numerical 
methods. 

2. Analytical Conditions For Working Domains And Boundaries 

In order to define working domains in bodies that move with an underlying 
mechanism, whose configuration is defined by a generalized coordinate q, 
the shape of the domain of the working bodies is parameterized by a vector 

p,. Defining the nz-vector z = [qT,p,Tr, the nu-vector u to a working 

point on a working body is given analytically in the form u = g (z), where 
the vector function g(z) is twice continuously differentiable. The kinematic 
constraint equations for the mechanism and equations involving parameter­
ization of the shapes of working bodies, which may account for inequalities 
with slack variables [4J to define domains, are written in the form cP (z) = 0, 
where the m-vector of functions cP (z) is twice continuously differentiable. 
The system of nu + m equations that define points in a domain specified 
by the associated criteria is 

(1) 

Thus, the domain of interest is the set 

D = {u E ~nu: W (u,z) = 0, for some z} (2) 

To characterize this domain, criteria for points on its boundary are 
needed. Let u* ED. Then, there is a z* such that W (u*, z*) = ° and 
u* = g(z*). If wz(u*,z*) is full row rank then, by the implicit function 
theorem, there exists a twice-continuously differentiable function h (u) and 
neighborhoods U and Z of u* and z*, respectively, and z = h (u) such that 
W (u, h (u)) = 0, for all u E U and z E Z. This implies that u* is in the 
interior of D. A necessary condition for u* to be on the boundary of D, 
denoted aD, is thus that u* E D and Wz (u*,z*) is row-rank deficient. A 
necessary and sufficient condition for row-rank deficiency of W z (u*, z*) is 
that there exists a vector e such that eT e = 1 and 

wi (u*,z*)e = ° (3) 

A necessary condition for points on the boundary of the domain DIS, 
therefore, 

aD C {u ED: wi (u,z)e = o,eTe = 1,'11 (u,z) = 0, for some z and e} 

(4) 
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3. Numerical Methods For Mapping Boundaries 

A brief summary of calculations involved in mapping one-dimensional gen­
erators for aD [3] is given here. 

Finding an Interior Point of D: Simulations can often be carried out 
to find a configuration of the mechanism and points on working bodies 
satisfying criteria of Eq. 1, yielding a point uO interior to D. Alternatively, 
an iterative method can be used to find such a point, as follows. Let s = 
[uT, zTr and s(O) be an estimate of a point in D. The generalized Newton 

method [3] defined by the recursive relation 

(5) 

where j = 1, 2, ... is the iteration counter and the first of Eqs. 5 is solved 
using the Moore-Penrose generalized inverse [1]. If the method converges, 
the resulting u(j+1) is in D and is denoted uO. 

Finding an Initial Point on aD: Finding an initial point on aD, as the 
basis for initiating continuation computation to locate all candidate points 
on aD is a non-trivial task. A unit vector c is selected to define a ray 
emanating from the point uO interior to D that is to be traversed using a 
small step-size h, until a point outside D is encountered. From a candidate 
point u i - 1, a new point is defined by u i = u';-l + hc, i = 1, 2, .... Defining 

a = [qT, /LT] T, at a predicted point u i , the recursive relation of Eq. 5, with 
s replaced by a, is solved using the Moore-Penrose generalized inverse. If 
the iterative process converges to a solution of Eq. 1, then a point interior 
to D has been determined and another step is taken along ray c. This 
process is continued until a point is reached at which the iterative process 
fails to converge, signaling that the point is outside D. An interval halving 
technique is employed to subdivide the interval containing the boundary 
point, until a boundary point is found. 

Mapping One-Dimensional Solution Curves on aD: Defining the com­

plete set of variables involved in the formulation as x = [uT, zT, eT] T, 
the conditions of Eq. 4 for points on aD are 

[
'It (u, z) 1 

G* (x) = 'It~ (u, z) e 
eTe -1 

=0 (6) 
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If u is in the plane, then Eq. 6 defines a one-dimensional curve that is a 
candidate for a segment of aD. If u is in three-dimensional space, then a 
cutting plane in the output set is defined as LT u = b, where the vector 
L serves as the normal to the plane intersecting the solution set of Eq. 1 
and the parameter b defines the location of the plane along the vector L. 
Selecting a grid of values of b yields a family of one-dimensional curves on 
aD that are generators of the surface. Numerical methods developed for 
mapping one-dimensional boundary segments of accessible output sets [3J 
are directly applicable for numerous working domain applications. 

4. Accessible Output Sets 

The simplest domain of operation associated with a working body is the 
accessible output set, denoted A. It consists of the set of all points in space 
that can be reached by a working point P that is fixed in the working body, 
for some value of the mechanism general coordinate vector q. Working point 
P is fixed in a working body with an x'-y'-z' body-fixed reference frame, 
located by the body-fixed vector s'p. It is transformed to the global x-y-z 
frame by the orthogonal orientation transformation matrix A( q) that is 
a function of the generalized coordinates; i.e., sP = A (q) s'p. The vector 
r that locates the origin of the body-fixed reference frame is a function 
of the vector q of generalized coordinates of the mechanism that controls 
motion of the working body. The output vector u in this case is u = rP = 
r (q) +A (q) s,P == g (q). The system of equations of Eq. 1 for the accessible 
output set is thus 

.T. ( ) = [u -r (q) + A ( q) s' P] = 0 
';L" u,q - CI>(q) (7) 

The accessible output set is A = {u: 'IT (u, q) = 0, for some q}. 

The planar Stewart platform shown in Fig. 1 consists of a moving upper 
platform and three actuators that control the three degrees of freedom of 
the platform. The working point is chosen at the center of the top platform, 
so s,P = O. The actuator lengths f1,f2' and f3 are input coordinates that 
control the position r = [x, yf of point P and the orientation ¢ of the top 
platform. Actuator length unilateral constraints are 0 < fi in :s: fi :s: fiax , 

i-I 2 3 where f min - f min - 12 f min - 1 fmax - fmax - 2 and - , " 1 - 2 - Y L., 3 - , 1 - 2 - , 

£~lax = )3. Introducing new input coordinates VI, V2, and V3 so that fi = 
a,;, + bisinvi, i = 1, 2, 3, where al = a2 = (J2 + 2) /2, a3 = (1 +)3) /2, 
b1 = b2 = (2 - J2) /2, and b3 = ()3 - 1) /2, the actuator unilateral 
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constraints are automatically satisfied. The generalized coordinate vector 
is thus q = [x, y, VI, V2, V3, ¢f and the constraint equations for this 
manipulator are 

[ 
ir - (x - cos ¢ + 1)2 - (y - sin ¢ )2] 

g,(q):= i~-(1-x+cos¢)2-(y-sin¢)2 =0 
i§ - (x + cos ¢ - 2)2 - (y + sin ¢)2 

where i, is a function of V,. Since S'P = 0, U = [x, y]T := g (q). 

(8) 

To obtain an initial point to begin numerical calculations, the platform 
is raised to a mid-point in which the upper platform is horizontal; i.e ., 
¢ = O. The initial values for the generalized coordinates for this point inte­
rior to A are thus qO = [1, 1.5607, 0.5236, 0.5236, 0.5236, o.of. Selecting 
a search direction parallel to the x-axis; i.e., C = [-1, of, the search pro­
cess of Section 3 for an initial point on 8A is carried out, yielding the point 
u* on 8A shown in Fig. 2. The final configuration on 8A obtained in this 
process is q* = [0.6018, 1.5607, -0.5209, 1.5694, 1.5658, 0.1235f. With 
this approximate point on 8A, a least squares approximate solution of Eq. 
3, with e/e = 1, e) = [b,)], and j set such that g,zg,~ + e)e/ has small­

est condition number [3], is obtained as e = [0.0, 1.0, 0.9284 f. With this 
starting point, candidate curves on 8A are mapped using the continuation 
method outlined in Section 3. The curves obtained are shown in Fig. 2, 
where numbered points are bifurcation points. Points 6 and 8, while ap­
pearing to be close together, are actually the projections onto the u-space 
of two distinctly different bifurcation points. The generalized coordinate 
vector for point 6 is q = [x, y, ¢f = [0.928571, 1.36090, -0.38075]T and 
that for point 8 is [0.931663, 1.366332, O.37183f· 
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Figure S. Projection Dome Figure 4. Singular Boundary Curves 

5. Operational Envelopes 

A point P in the domain of the working body is located in space by the 
vector u = [x, y, zf = r(q)+A(q)s'P. In the present case, however, it is 
intended that point P is free to vary over the domain of the working body. A 
typical point P in the domain of the working body can be defined, relative to 
the body-fixed x'-y'-z' reference frame, as a function of a parameter vector 
p" s,P = f (p,). The vector p, may be comprised of independent parameters, 
or it may be required to satisfy an equation of the form B (p,) = O. This 
equation is combined with purely kinematic constraint equations in q, to 
form the composite set of constraint equations cJ.) (q, p,) == cJ.) (z) = O. The 
operational envelope, denoted OE, of the working body is defined as the set 
of all points in space that can be occupied by some point P on the working 
body, for some admissible value of the generalized coordinate vector q. 
Conditions for points in space that are occupied by points in the domain of 
the working body, as it moves under the influence of kinematic constraints 
defining the underlying mechanism, are 

.T. ( ) = [u -r (q) - A (q) f (p, )] = 0 
'L' u, Z - cJ.) ( ) q, p, 

(9) 

where the convention that z = [qT, p,Tr has been used. Thus, the opera­

tional envelope of the working body is 0 E = {u : W (u, z) = 0 f or some z}. 
Consider the operational envelope of the projection dome of Fig. 3 that 

is attached to the planar Stewart platform of Fig. 1 to form a drivin~ sim­
ulator. The generalized coordinate vector is q = [x, y, Vl, V2, V3, <P J and 
the constraint equations for the manipulator are given in Eq. 8. The equa­
tion for the boundary of the dome is !LI + (2 + 1.3(!L2 - 0.5)3)2( (!L2 - 0.5)2 -



199 

1) = O. The domain of the dome is thus characterized by the inequality 
J-lr + (2 + 1.3(J-l2 - 0.5)3)2((J-l2 - 0.5)2 - 1) ~ O. To represent the domain 
of the dome in equation form, a slack variable J-l3 is introduced and the 
equation for the domain is 

A typical point in the domain of the dome is thus given, in the platform 
body-fixed x'-y' frame, as s,P = [J-ll, fL2f == f (J.L). The equation defining 
the operational envelope of the domain of the dome of the planar Stewart 
platform is 

'II (u,q,p,) == 

Ul - x - J-ll cos ¢ + J-l2 sin ¢ 
U2 - Y - J-ll sin ¢ - J-l2 cos ¢ 

J-lI + (2 + 1.3(J-l2 - 0.5)3)2~(J-l2 - 0.5)2 - 1) + J-l§ 
£r-(x-cos¢+l) -(y-sin¢)2 
£~ - (1 - x + cos ¢)2 _ (y _ sin ¢)2 
£§ - (x + cos¢ - 2)2 - (y + sin¢)2 

=0 

(11) 
To obtain a point interior to OE, the mechanism legs were set to their 

maximum length, which determines the values of x, y and ¢. The values 
J-ll = 0.0 and J-l2 = 0.5, and J-l3 = 2.0 were chosen, and the search direction 
was selected as c = [0, l]T. Searching in this direction, from the configura-
. [OT OT OT] T _ [ M M 7r 7r 7r ] T bon u ,q ,p, - 1.0, y3, 1.0, y3, 2' 2' 2,0,0,0.5, 2 ,us-

ing the method of Section 3, yielded the following point on OE: x* = 

[u*T, q*T, p,*Tr = [1.0,3.232,1.0,1.732,1.571,1.571,1.571,0.,0.,1.5, O.lT. 
Starting from x* , the boundary is traced using the method outlined in Sec­
tion 3. The resulting set of boundary segments is shown in Fig. 4. The 
outer curves define the boundary of the operational envelope, OE. In Fig. 
4, several points of interest are marked. There are points at which the 
projections of boundary curves cross, but the curves computed do not in­
tersect in the higher dimensional space. An example of such points is point 
A. Points such as these pose a problem when attempting to calculate the 
boundary of the operational envelope without also calculating the interior 
singular curves. Many segments on the boundary of the operational enve­
lope arise from tracing the shape of the dome with the platform in a fixed 
configuration. Examples of this behavior are segments EF and GH. There 
are, however boundary segments that result from moving the platform and 
the dome, sweeping out a curve from one configuration of the platform to 
another. Examples of such segments are BC and DE. On segment BC the 
mechanism is moving by changing the third leg from its maximum to its 
minimum length, hence V3 changes from 71' /2 to -7f /2. On segment DE the 
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mechanism is moving by changing the second leg from its minimum to its 
maximum length, hence V2 changes from -7r /2 to 7r /2. 

6. Domains Of Interference 

Consider an underlying mechanism that consists of a number of kinemat­
ically constrained moving bodies, with a vector of generalized coordinates 
that are subjected to kinematic constraint equations. Interference consider­
ation is focused on a pair of working bodies of the underlying mechanism, 
denoted bodies 1 and 2. The origins of body-fixed x'-y'-z' reference frames 
that are used to characterize the position of each of the bodies are defined 
by vectors r1 (q) and r2 (q), which are functions of the generalized coordi­
nates of the underlying mechanism. Orthogonal orientation transformation 
matrices Al (q) and A2 (q), which are functions of the mechanism general­
ized coordinates, define the orientation of the body-fixed reference frames 
on bodies 1 and 2, respectively, relative to the global x-y-z frame. Points 
P in the domains of bodies 1 and 2 are characterized in terms of parame­
ter vectors 111 and 112, in their respective body-fixed reference frames, as 

s' / = f1 (111) and s'r = f2 (112)' Any equations involving 111 and 112 are 
combined with the kinematic constraint equations. Denoting the combined 

set of geometry parameterization vectors as 11 = [ILL 11~] T, kinematic and 

geometric constraint equations are of the form ~ (q, 11) = O. The condition 
that some point P in space is occupied by a material point in each of bodies 
1 and 2 is formulated as r2 (q) + A2 (q) f2 (112) - r1 (q) - Al (q) f1 (111) = O. 
The domain of points in body 1 that interfere with body 2 is denoted Ii D2. 
Let u~ be a point on body 1, characterized in its body-fixed reference frame; 
i.e., u~ = f1 (l1d. If u~ is in IiD2, then there exist q and 11 that satisfy 

Thus the domain of interference is Ii D2 = {u~ : W (u~, z) = 0, f or some z}. 
Consider the planar Stewart platform and dome of Section 5, operating 

in a room that is 3.0 units high and 5.4 units wide. The global reference 
frame is used as the local frame for the room and the center of the room is 
at (0.7,1.5). The room is selected so that the dome will interfere with the 
ceiling and the right wall, but not the floor and the left wall. The coordinates 
of points outside of the room are s'r = [JL21, JL22 f. Equations are thus 
needed to represent the right wall and the ceiling. Points to the right of 
the right wall can be given as JL21 = 3.4 + JL§3' and points above the ceiling 
can be given as JL22 = 3.0 + JL§4, where JL23 and JL24 are slack variables. 
The interference equations are JL21 - x - JLll cos( 4» + /L12 sin( 4» = 0 and 
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tL22 - Y - tLll sin( </» - tLl2 cos( </» = O. The governing equations for II D2 
relative to the right of the right wall are 

U1 - tLll 
U2 - tL12 

W (u,q,p,) == 

tL21 - x - tLll cos </> + tL12 sin </> 
tL22 - Y - tLll sin f - tL12 cos </> 

fi - (x - cos</> + 1) - (y - sin </»2 = 0 
f~ - (1 - x + cos </»2 - (y - sin </»2 
f~ - (x + cos </> - 2)2 - (y + sin </»2 

tLi1 + (2 + 1.3(tL12 - 0.5)3)2((tL12 - 0.5)2 -1) + tLI3 
/L21 - 3.4 - tL~3 

(13) 
The governing equations for II D2 above the ceiling are obtained by re­
placing the last of Eqs. 13 with tL22 - 3.0 - tL~4 = O. Initial points on the 
boundaries of these sets were determined by geometry, and the method of 
Section 2 was used to map boundary segments. Results for II D2 are pre­
sented in Fig. 5. 
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Points in region A of Fig. 5 result from the intersection of the dome with 
the ceiling and points in region B result from intersection with the right 
wall. The boundary segment from point 3 to point 5 in Fig. 5, is due to the 
edge of the ceiling penetrating the dome, with all legs of the mechanism at 
full extension. The boundary segment from point 2 to point 5 is the result 
of the mechanism moving by reducing the length of the third actuator, with 
the other two legs held at their maximum lengths. The boundary segment 
from point 6 to point 7 is a result of varying f3 to its minimum length, with 
£1 at maximum and £2 at minimum length. The segment from point 7 to 
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point 4 is the result of the edge of the ceiling being traced with £1 at maxi­
mum, and both £2 and £3 at minimum length. Similarly, results for I~Dl are 
presented in Fig. 6. The boundary segment from point 1 to point 2 in Fig. 
6 is due to the edge of the dome penetrating into the ceiling, with all legs 
of the mechanism at full extension. The boundary segment from point 2 to 
point 3 is the result of the mechanism moving by reducing the length of the 
second actuator, with the other two legs held at their maximum lengths. 
The boundary segment from point 4 to point 5 is a result of varying £3 to 
its minimum length, with £1 at maximum and £2 at minimum length. The 
segment from point 5 to point 6 is the result of the edge of the dome being 
traced with £1 at maximum and both £2 and £3 at minimum length. 
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Engineering Research Training Grant No. EEC 92-22784. 
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DESIGNING A PARALLEL MANIPULATOR FOR A SPECIFIC 

WORKSPACE 

J-P MERLET 
INRIA 
BP 93, 06902 Sophw-Antzpolzs, France 

Abstract. We present an algorithm to determine all the possible locations 
of the attachment points of a Gough-type parallel manipulator which has 
to reach a desired workspace. This workspace is described by a set of seg­
ments which defines the location of a specific point of the moving platform, 
the platform orientation being kept constant. This algorithm takes into ac­
count the leg length limits, the mechanical limits on the passive joints and 
interference between links. 

1. Introduction 

In this paper we consider a 6 d.o.f. Gough-type parallel manipulator con­
stituted by a fixed base plate and a mobile plate connected by 6 extensible 
links. For a parallel manipulator, workspace limits are due to the bounded 
range of linear actuators, mechanical limits on passive joints and interfer­
ence between links. One important step in the design of a parallel manip­
ulator is to define its geometry according to the desired workspace. Var­
ious geometrical algorithms for computing the workspace boundary when 
the platform's orientation is kept constant, either in 2D or 3D, have been 
described by Gosselin [3]'[5] and Merlet [7]. The problem which will be ad­
dressed in this paper is to find all thf' possible locations of the passive joints 
such that the robot workspace includes the desired workspace. The topic 
of this paper has been addressed by very few authors. Claudinon [1] uses a 
numerical method to find the optimal values of the design parameters which 
optimize some kinematic and dynamic features of a robot. Stoughton [9] 
uses a numerical procedure for optimizing the workspace of a specific par­
allel manipulator whose length limits are known. Liu [6] characterizes some 
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extremal positions as a function of the geometry of the robot and of the 
extremal link lengths. Gosselin [4] establishes a design rule for getting a 
spherical 3 d.o.f parallel manipulator with full rotation and has studied the 
optimization of the workspace of planar three d.o.f parallel manipulators [2]. 

Let Ai, Bi denote the attachment points of the link on the base and 
on the platform. For a set of Ai, Bi we attach a reference frame O(x, Y, z) 
to the base such that the z coordinate of Ai is equal to O. In the same 
manner we attach to the platform a mobile frame C(xr, Yr, zr) such that 
the Zr coordinate of Bi is equal to o. A subscript r will denote a point or 
a vector whose coordinates are written in the mobile frame. Let Cl:i be the 
angle between the Ox axis and 0 Ai and let (3i be the angle between the 
CX r axis and CBir (figure 1). 

x 

Figure 1. The design parameters for a set of points Ai, Bi are the distances R1 , rl 

between the points and the origins 0, C of their frames. 

Under these assumptions we have: 

(1) 

where lii, Vi are constant unit vectors. The purpose of this paper is to 
determine the possible values of R1 , rl such that the workspace of the cor­
responding robot contains a given workspace. The following assumptions 
are made: 

- the specific workspace is defined for a constant orientation of the plat-
form. 

- the specific workspace is defined by a set of segments. 
- the minimum and maximum values of the leg lengths are known. 
- the angles Cl:i, (3i are known. 



205 

The purpose of the next sections is to determine the boundary of the region 
in the R I , rl plane (denoted PRl rl) which defines the allowable values for 
R I , rl. Such regions will therefore be called the allowable regzons. 

2. Allowable region for the length constraints 

2.1. ALLOWABLE REGION FOR ONE LEG 

In this section we will assume that the constraints limiting the workspace 
are only the leg lengths. The minimum and maximum values of these lengths 
will be denoted Pmm" Pmax,' The position of the robot is defined by the 
coordinates of C in the fixed frame and the rotation matrix R between the 
fixed and mobile frame. A trajectory is defined by two points MI (Xl, YI, Zl), 
M2(X2, Y2, Z2), and for any C belonging to the trajectory we may write: 

(2) 

where). is a parameter in the range [0,1]. Let us calculate the leg length 
for a point C on the segment MI M2. The leg length P is the norm of the 
vector AB. We have: 

p2 = IIAO + OC + CBII 2 

Using equations (2,1) we can rewrite this equation as: 

p2 = Ri + ri + Rlrl Rv.u + RI u.(OMl + )'MIM2f + 
rIRv.(OMl + )'MIM2f + ).2MIM2.MIM2T + 
OMI.OMI T + 2)'OMI.MI M 2 T 

This equation can also be written as: 

The structure of equation (4) leads to the following theorems: 

(3) 

(4) 

Theorem 1 For gwen values of p,). the equatzon defines an ellzpse m the 
P Rl q plane or has no solutzon m R I, rl . 

Theorem 2 Let M be a pomt m the PRlqplane. If we have £ ::; 0 (z.e. the 
pomt M zs mszde the elhpse) for a gwen). (z. e. for a fixed posztzon of the 
platform) then the correspondmg length of the leg zs less than or equal to p. 

2.1.1. Computmg the allowable regzon for the maxzmum length constramt 
Consider now the functions £max().) = £(RI,rl,).,Pmax) obtained for all 
the). in [0,1]. These functions define a set of ellipses in the PRlrl plane, 
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each of which is called a maximal ellipse. If for any A in the range [0,1] 
we have [(R1 , rl, A, Pmax) ~ ° then for any position of the platform on the 
trajectory, the leg length is less than or equal to Pmax. Consequently the 
set of points M(R1 , rl) such that [max(A) ~ 0 for any A in [0,1] defines 
the allowable region for the maximum length constraint. This means that 
any such point M must be inside all the ellipses in the set; therefore the 
allowable region with respect to the constraint P ~ Pmax is the intersection 
I of all the ellipses of the set. We denote by [max(O) and [max(1) the 
two ellipses obtained for A = 0 and A = 1. We have proved the following 
theorems: 

Theorem 3 As A varies, the center of the corresponding ellipse lies on a 
segment which in some cases may be reduced to a point. The angle between 
the main axis of the ellipse and the Rl axis is 7r / 4. 

Theorem 4 If the ellipses [max(O), [max(1) exist then either an ellipse 
exists for each value of A in the range (0,1 j or the intersection of all the 
ellipses in the set is empty. 

Theorem 5 The intersection I of all the ellipses in the set is equal to: 

Therefore the allowable region is simply the intersection of the ellipses 
computed for the extreme points of the trajectory. 

2.1.2. Computing the allowable region for the minimum length constraint 
Consider now the functions [min (A) = [(R1 , rl, A, Pmin) in the PR1T1 plane. 
These functions define a set of ellipses, each of which is called a minimal 
ellipse. If for a given point M and a given A we have [min(A) > 0, then 
the corresponding leg length is greater than Pmin. Therefore this relation 
has to hold for any point belonging to the allowable region and for all A in 
[0,1]. Consequently any point in the allowable region must lie outside the 
region U defined by [min(A) = 0 i.e. the union of the minimal ellipses (a 
simple method to compute this union is described in [8]). 

2.1.3. Computing the allowable region for all the leg length constraints 
The computation of the allowable region for the leg length constraints is 
done using the following algorithm: 

1. compute the two maximal ellipses for the extreme points of the trajec­
tory 

2. compute the intersection I of these two ellipses. If there is none then 
there is no allowable region. 

3. compute the union U of the minimal ellipses. 
4. subtract U from I to obtain the allowable region 
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Figure 2. The computation of the allowable region. On the left side are drawn the 
maximal ellipse for the extreme point of the trajectory (in thin line) and the minimal 
ellipse for the same points (in dashed line). The intersection of the maximal ellipse is 
shown on the second drawing. The union of the forbidden ellipse is shown on the third 
drawing. The final allowable region is shown in thick line on the last drawing. 

Figure 2 shows the result of this algorithm. 

3. Allowable region for the mechanical limits on the joints 

3.1. A MODEL FOR THE MECHANICAL LIMITS 

We have described in [7] a method for modeling the mechanical limits on 
the passive joints. The mechanical limits of a joint can be described by a 
pyramid whose apex is the joint center and whose planar faces are such 
that if the joint constraints are satisfied, then the link will be inside the 
interior of the pyramid. For the joints attached to the base, the center of 
this pyramid is located at point A (Figure 3). 

X T 

Figure 3. An example of constraint modeling for a passive joint located at A 1. If the 
mechanical limits of the joints are satisfied then link AIBI is inside the volume bounded 
by the pyramid. 
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For the constraints on the passive joints attached to the platform a 
similar model may be used. 

3.2. ALLOWABLE REGION FOR ONE LEG 

Let nj,j E [1, k] denote the normals to the faces of the pyramid for the 
joint i. For a given position of the platform the leg AiBi will lie inside the 
pyramid (which means that the position of the leg respects the mechanical 

limits of the joints) if AiBi.n( ::; 0 V j E [1, k]. We consider a specific 
leg and a specific face of a pyramid. Using equation (2), we can rewrite the 
previous inequality as: 

RIu.nT + rIRv.nT + ,XMIM2.nT + OMI.nT ::; 0 (5) 

Let us denote by £( R 1, rI, ,X) the left side of this inequality. The equation 
£( R 1, rl, 'x) = ° defines a pencil of lines in the P RI TI plane. All these lines 
have a constant slope. This pencil of lines defines a region in the plane whose 
boundary is constituted by the lines £(Rl' rl, 0) = Lo, £(Rl' rl, 1) = L 1· 

One of the lines Lo, LI separates the plane into two half-planes such that 
on one side of the line, each point M(Rl' rl) satisfies £(Rl' rl,'x) ::; 0 for 
each ,X in [0,1]' and on the other side, £(Rl' rl,'x) > 0 at least for one value 
of ,X in [0,1]. Therefore this line defines a half-plane which is the allowable 
region for the joint and for this face of the pyramid. 

This process is repeated for each face of the pyramid, leading to a set 
of half-planes. The intersection of these half-planes will be a closed region 
which defines the allowable region determined by the mechanical limits on 
the joint. An example of this computation is shown in figure 4. 

As a specific example suppose that all the joints lie on two horizontal 
circles and we want to determine the possible radii of these two circles. The 
process is to compute the sets of allowed half-planes for all the joints and 
all the trajectories and compute their intersection. 

4. Forbidden region determined by links interference 

4.1. PRINCIPLE OF THE COMPUTATION OF THE ALLOWABLE REGION 

In this section we will assume that the links have no thickness. We want 
to determine the zone in the PRITI plane for which there is no interference 
between any pair of links, i.e. the zone for which the intersection point M 
between the lines i,j, if any, does not belong either to AiBi or to AjBj . 
We will consider the case where i = 1 and j = 2 without loss of generality. 
If the two lines intersect then: 

(6) 
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Figure 4. The mechanical limits of this particular joint are described by a four-faced 
pyramid. We have computed the separating half-plane for each of the faces by computing 
the Lo, L 1 . The intersection of these half-planes defines a closed region (in thick line) 
which is the allowable region for this joint. 

which can be written as: 

(7) 

where the bi'S are constants given by the geometry and the trajectory of 
the platform. Various cases can now be considered: 

1. bI = b2 = b3 = b4 = 0: the lines intersect no matter what the dimension 
of the robot is for any point on the trajectory. 

2. h = 0: the lines will intersect if the R I ) rl are on a line in the 
PR1T1 plane 

3. in the general case the lines will intersect if the R I, rl are on a pencil 
of lines in the P R1 T} plane 

Each of these cases defines a region 1(. in the PR1T1 plane for which there 
is intersection of the two lines. In the first case this region is the full plane, 
in the second case the region is the line b2R I + b3rI + b4 = 0 and in the last 
case the region is the zone bounded by the lines bl +b2R I +b3rl +b4 = 0 and 
b2R I +b3rl +b4 = 0, which are the extremal lines of the pencil. Consequently 
computing this region is easy. But we are interested only in the sub-region 
where the links intersect. To compute this sub-region we project the points 
AI) A 2, B I ) B2 onto the plane O(x) y) of the reference frame and denote the 
projected points by a superscript p. If the segments AIBI ) A2B2 intersect 
then their projection will also intersect. The intersection point will belong 
to the link in three cases. The first one occurs when: 

(AIBI P x BIB2P)z > 0 

(A I A2 P X AIBI p)z < 0 

(B2A2P x B2BIP)z < 0 

(A2AI P x A2B 2P )z > 0 

(8) 

(9) 
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where the subscript z denotes the z component of the vector. The second 
case occurs when: 

(AlBl P X BlB2 P)z < 0 

(AlA2 P X AlBl p)z > 0 

(B2A2P X B2Bl p)z > 0 

(A2Al P X A2B 2P)z < 0 

(10) 

(11) 

The last case occurs when Ai, Af, Bt, Bf are collinear (in which case the 
previous inequalities become equalities). This may happen at one point 
on the trajectory or all along the trajectory, in which case the points 
AI, A2, B I , B2 lie in the same horizontal plane. 

The quantities which appear on the left side of the inequalities can be 
expressed as functions of >., R I , rl. They all have the same generic form: 

which defines a pencil of lines. Note that the inequalities may define un­
bounded regions. As the other constraints on the workspace lead to bounded 
region we will consider only a limited portion of the PRITI plane, for ex­
ample a square whose sides are equal to the maximum dimension of the 
rectangle which encloses all the maximal ellipses. After the computation of 
R we consider each set of inequalities. We then divide the square into four 
regions Qi defined by 

In each region Qi the sign of the inequalities is now fully defined by four 
inequalities: 

ei>. + e;RI + e1rI + e~ :s; 0 

By dealing with these four inequalities we are then able to determine the 
region of the square for which interference of links will occur. By repeating 
this process for each pairs of links and then taking the union of the results, 
we get the region of the P Rl TI plane for which at least one pair of links will 
interfere. Figure 5 shows an example of such a computation. 

5. Verifying all the constraints 

If we want to determine the geometries of the robots whose attachment 
points lie on two circles and which satisfy all the constraints, we compute 
the allowable regions defined for the leg length constraints and then com­
pute the intersection of the result with the allowable region defined for the 
mechanical limits on the joints. Then we compute the forbidden region aris­
ing from the link interferences constraint and subtract it from the previous 
region. The result defines the location of all the possible attachment points. 
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Ftgure 5. The region in the PRI TJ plane for which link 0 will interfere with some other 
link. 
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Ftgure 6. An allowable zone for the whole set of constraints. A robot has been defined by 
taking the values of R1 , r1 inside the allowable region. The figure presents the workspace 
boundary and the trajectories for this particular robot. 

Figure 6 shows an example of such a zone. This figure shows that the two 
trajectories lie inside the workspace of a robot whose parameters lie inside 
the allowable region. 

6. Conclusion 

The algorithm presented in this paper enables one to compute all the pos­
sible locations of the attachment points for any Gough-type parallel robot 
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which can reach a specified workspace. It may be noted that although the 
algorithm has been described for a specific type of parallel robot, similar re­
sults hold for other mechanical architectures. After having determined the 
robots which can reach the desired workspace, we can use some other cri­
terion to determine an "optimal" robot using a numerical algorithm with 
a search domain which is now considerably restricted. Possible criterion 
might be, for example, to minimize the maximum of the articular forces 
when the robot moves a given load in the specified workspace, or to min­
imize the maximum of the positioning errors for the platform for a given 
error of the sensors measuring the leg length. One objective of our future 
research will be to extend the description of the desired workspace to more 
complex geometrical objects like curves, polygons or polyhedra. 
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Dexterity is considered as an important factor in the design of all robotic 
manipulators, whether serial or parallel. If the focus is on kinematics, rather 
than dynamics, one can quantify this factor using the condition number of 
the Jacobian matrix. In this paper, we study the optimum kinematic design 
of general six-degree-of-freedom (6-DOF) parallel manipulators, through 
the minimization of the condition number of their Jacobian matrices. More­
over, an isotropic architecture is shown to exist and an example of the 
isotropic design is included for illustration. 

1. Introduction 

Many factors are involved in the design of a robotic manipulator, among 
which dexterity is considered of the utmost importance. From a physi­
cal point of view, different concepts for manipulator dexterity have been 
proposed in the literature. For example, dexterity can be considered as 
a measure of the kinematic extent over which a manipulator can reach 
all orientations (Gupta and Roth, 1982; Vijaykumar et al., 1985), or as a 
measure of the goodness of grasping (Kobayashi, 1985). In terms of manip­
ulator dynamics, dexterity can be a specification of the dynamic response 
(Yoshikawa, 1985a), or the ability of a manipulator to move and apply forces 
in arbitrary directions as easily as possible (Park and Brockett, 1994). On 
the other hand, these physical concepts can be classified as either global 
or local. In general, the former measures the overall performance of a ma-
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nipulator in an averaged sense (Yoshikawa, 1985a; Gosselin and Angeles, 
1991; Park and Brockett, 1994), the latter provides a measure in a par­
ticular configuration, which makes it applicable in redundancy resolution 
schemes, in the determination of the optimal workpiece location, and in 
the design of manipulators for accurate motions in a specific region of the 
workspace (Paul and Stevenson, 1983; Yoshikawa, 1985b; Klein and Blaho, 
1987; Angeles et al., 1992). 

If the focus is on the kinematics, rather than dynamics, one can quantify 
dexterity by defining a mathematical measure of it in terms of the Jacobian 
matrices that map the Cartesian velocities into the joint rates and vice 
versa. Moreover, the most commonly used measures of local dexterity are 
the determinant, the condition number and the minimum singular value 
of the Jacobian matrix (Klein and Blaho, 1987). Among these measures, 
the condition number appears as the most suitable index from an accuracy 
point of view, serial manipulators whose Jacobian matrix is capable of 
attaining a condition number of unity, being called isotropic (Salisbury and 
Craig, 1982). It should be noted that the actual value of the determinant 
cannot be used for quantitative accuracy estimates (Golub and Van Loan, 
1990), as illustrated by the example below: Let us consider two n X n 
matrices Band D in the forms 

B= [i 
-1 
1 

o 

-1] -1 

1 

D = diag( 10-1, ... , 10-1 ) 

One can readily verify that D is isotropic while its determinant can ap­
proach zero as n increases. This is in contrast to B, whose determinant is 
unity, while its condition number increases with n according to n2n-l. 

The concept of kinematic isotropy has been used as a criterion in the 
design of planar and spherical parallel manipulators (Gosselin and Ange­
les, 1988; Gosselin and Lavoie, 1993; Mohammadi-Daniali and Zsombor­
Murray, 1994). It has been pointed out that the kinematic analysis of 
parallel manipulators leads to two Jacobian matrices (Gosselin and An­
geles, 1990). Based on the role that these matrices play in the kinetostatic 
transformations between joint and Cartesian variables, they are commonly 
referred to as the forward or direct and the inverse Jacobians. Hence, the op­
timization process, in general, involves two condition numbers that should 
be minimized simultaneously. 

In this paper, we study the kinematic design of a general6-DOF parallel 
manipulator, often referred to as the generalized Stewart platform (Inno­
centi and Parenti-Castelli, 1993), that can attain an isotropic configuration. 
Because of the number of design variables involved, this is done through the 
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numerical minimization of the condition number. Moreover, an example of 
the isotropic design is included for illustration. 

2. A General 6-DOF Parallel Manipulator 

Figure 1 depicts a general 6-DOF parallel manipulator that comprises six 
legs, each having a prismatic actuator and connecting a moving platform 
(MP) to a base platform (BP). The legs at the ends are joined to the BP and 
MP by two sets of universal and spherical joints, respectively, the centers 
of these joints being the non-coplanar attachment points of the legs to the 
platforms. The attachment points of the ith leg on the BP and MP are 
denoted by {Rd~ and {Pd~, respectively. Moreover, two coordinate frames 
Band M are fixed to the BP and MP at points 0 and P. 

Figure 1. A general parallel manipulator Figure 2. A detailed drawing of a leg 

2.1. VELOCITY ANALYSIS 

Figure 2 depicts a detailed drawing of the ith leg. In this figure, the jth 
joint variable of the ith leg is represented by Oij, while eij denotes the unit 
vector parallel to the axis of the jth joint of the ith leg. Note that both i 
and j vary from 1 to 6. To perform the velocity analysis of the manipulator, 
we follow the procedure introduced in (Zanganeh and Angeles, 1994). Thus, 
we consider the ith leg as a serial subchain and let iri and 7ri represent the 
vectors directed from point P to Ri and ~, respectively. We can then write, 
for each leg, 

i = 1, ... ,6 (1) 
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where, Oi == [Oil, ... , Oi6 f, tp is the 6-dimensional twist vector of point P 
of the MP and 

J . = [ eil 
t - • 

mil 
ei2 0 ei4 ei5 

mi2 ei3 mi4 mi5 

In the above definitions, 0 denotes the 3-dimensional zero vector. Moreover, 
we note that the jth column of Ji is, in fact, the Plucker array of the 
screw axis of the jth joint in ray-coordinate form. Since the axes of the 
five unactuated joints in the ith leg intersect the line that passes through 
points Ri and Pi, for i = 1, ... ,6, those axes form a linear complex. Hence, 
the reciprocal screw to the screw of the unactuated joint of the ith leg is 
readily obtained in axis-coordinate form as 

i = 1, ... ,6 (2) 

Upon multiplying both sides of eq.(1) by sF, all unactuated-joint rates are 
eliminated, and we obtain 

i = 1, ... ,6 (3) 

where bi is the actuated joint rate. The six equations within eq.(3), when 
combined into a single equation, take on the form 

Ftp = b (4) 
. - T . _. . T 

In the above equatIOn, F = [SI' ... , S6] , b = [b l , ... , b6 ] and the 
inverse Jacobian is simply the 6 x 6 identity matrix. 

2.2. ISOTROPY CONDITIONS 

In order to find an isotropic configuration of the manipulator, two matrices 
F p and F 0 are defined as 

(5) 

where, in the above definitions, we let mi == mi3 and ei == ei3, for i = 
1, ... ,6, to simplify the notation. Now, the manipulator can attain an 
isotropic configuration if the condition below holds for matrix F, namely, 

(6) 
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where 1 and 0 are the 3 X 3 identity and zero matrices, respectively. More­
over, L t is a scale factor that is introduced to dimensionally homogenize 
the vector space of the MP twists, and a is a real-valued constant. Thus, 
in terms of submatrices F p and F 0, the above condition can be expressed 
in the forms 

(7a) 

6 

F; Fa == Leier = a21 (7b) 
i=l 

(7c) 

Moreover, by taking the trace of both sides of eqs.(7a & b), the relations 
below are readily derived: 

(8) 

where II . II represents the Euclidean norm of (.). On the other hand, the 
constraint on the magnitude of vector ei is expressed in the form 

i = 1, ... ,6 (9) 

Equations (7a-c), (8) and (9) involve 25 constraint equations and 37 design 
variables, namely, L t and the components of {ei}1 and {7r j }1. Thus, in 
the absence of any other constraint, a twelve-parameter family of isotropic 
configurations can be exploited. Moreover, if we express the components of 
vector ei in spherical coordinates, namely, 

ei == [eix, eiy, eiz]T = [sin <Pi COSOi, sin <Pi sin Oi, cos <PdT; i = 1, ... ,6 (10) 

then, eq.(9) is identically verified and the number of design variables reduces 
to 31, while the number of constraints reduces to 19, thereby ending up 
with twelve free parameters. However, due to the large number of variables 
involved, their optimum values have to be determined numerically. This is 
done by formulating the problem as a constrained nonlinear optimization 
scheme, using conditions (7a-c). 

3. Numerical Example 

To start the numerical routine, a set of initial values for the design vari­
ables is needed. We obtained this set by considering the line-symmetric 
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loop Bricard mechanism (Eddie Baker, 1980) as a platform-type parallel 
manipulator. The parameters of the manipulator thus obtained are then 
used to define the set of initial guesses, namely, 

1rl = [0, -.866, .320lT; 

1r4 = [0, .866, of; 

1r2 = [-.750, -.433, of; 

1r5 = [.750, .433, .320f; 

1r3 = [-.750, .433, .320f 

1r6 = [.750, -.433, OlT 

el = [0, -.707, -.707lT; 

e4 = [0, .707, .707f; 

e2 = [-.612, -.354, .707f; 

e5 = [.612, .354, -.707f; 

e3 = [-.612, .354, -.707f 

e6 = [.612, -.354, .707lT 

Using the above set, we obtained an optimum set of design variables, cor­
responding to Lt = 1, namely, 

1rl = [.0122, -1.7494, .7547f; 

1r3 = [-1.6859,1.4652, 1.0133f; 

1r5 = [1.1436, .8126, .5827f; 

el = [-.4826, -.8609, .1611lT ; 

e3 = [-.4818, .8608, .1638f; 

e5 = [l,O,Of; 

1r2 = [-1.0271, -.5849, .0446f 

1r4 = [-.0008,1.2185, -.0119f 

1r6 = [1.1579, -.6472, .001f 

e2 = [-.3677, -.3690, .8536f 

e4 = [-.0008, .5795, .8150f 

e6 = [.6322, -.2143, .7446f 

Now, to define the geometry of the isotropic manipulator, we follow the 
procedure described below: First, let Ti and ai, for i = 1, ... ,6, represent 
the position vectors of vertices Ri and ~ in frames Band M, respectively. 
Thus, we can readily derive the relations 

i = 1, ... ,6 

i = 1, ... ,6 
(lla) 

(llb) 

where Q is the rotation matrix representing the orientation of frame M to 
frame B, while p is the position vector of P in frame Band li represents 
the length of the ith leg. We now define the home configuration (He) of 
the manipulator by assigning specific values to Q and p, namely, 

Q= 1; p = [0, 0, pz ]T 

Then, from eqs.(lla-b), ai = 1ri, for i = 1, ... ,6, and 

Tl = [.4948, -.8886, 1.5936f; 

T3 = [-1.2040, .6044, 1.8494lT ; 

T5 = [.1436, .8131, 1.5822lT ; 

T2 = [-.6593, -.2159, .191Of 

T4 = [0, .6391, .1731lT 

T6 = [.5256, -.4329, .2565lT 

where, to obtain the above set, we let {li}~ = 1 and pz = 1. Figure 3 de­
picts the geometry of the synthesized isotropic manipulator. It should be 
noted that, to achieve a more practical architecture, one has to introduce 
extra constraints. This may, however, take the design away from isotropy 
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Figure 3. The isotropic parallel manipulator 

(Pitten and Podhorodeski, 1993). Hence, depending on each application, 
the designer must specify a set of design requirements in order to attain 
a suitable architecture. A detailed discussion about the effects of intro­
ducing extra constraints on the optimum kinematic design of this type of 
manipulators can be found in (Zanganeh and Angeles, 1995). 

4. Conclusions 

In this paper, we introduced a local optimization scheme for the isotropic 
design of general 6-DOF parallel manipulators. This was done by imposing 
isotropy conditions on the velocity Jacobian of the manipulator. Moreover, 
using the theory of screws, we introduced a velocity analysis that readily led 
to the derivation of the foregoing Jacobian matrix. The numerical results 
showed that an isotropic design of the manipulator is possible. However, to 
achieve a practical design, one needs to introduce extra design constraints 
based on other requirements that arise from a specific application of the 
manipulator. 
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STEWART PLATFORM BASED 6-AXIS FORCE AND 

TORQUE TRANSDUCERS 

S.E. FENYI 

Forschungszentrum Karlsruhe 
Postfach 3640 
D - 76021 Karlsruhe 

1. Introduction 

Most 6-axis force and torque transducers (FTT) have a common feature: 
they are statically indeterminate. This fact induces some highly undesirable 
effects on the performance: the coupling of forces and moments, and the 
axial and lateral sensitivity differences. These drawbacks seriously impair 
the performance of the force control loop. A possible remedy is to choose 
determinate structures with the definitive payoff of better controllable per­
formance indices. There is not much freedom to select such a design. It 
would have to be like a Stewart platform (SP). The only problem is the 
realizability. The central problem for the mechanical SP design is the choice 
of the bearings of the supporting structure. Due to these bearings we have 
only linear stress in the supporting limbs. Simple ball and socket joints are 
inapplicable. The backlash and stick slip caused by dry friction lead to in­
tolerable nonlinearities as found in Gaillet and Reboulet [3]. They equipped 
the SP with a delicate bearingless isostatic supporting structure. This de­
sign is hard to miniaturize. Our proposal has SP geometry and is equipped 
with elastic joints, see Fig. 1. This monolithic design provides of two necks 
on the supporting Stewart limbs. The compliant behavior of the necks pro­
vides the partial torsional (rotary) and bending (cardanic) compensation of 
the limbs. The result of this compensation should be an approximate linear 
stress in the supporting framework. Our aim was to develop a linear elastic 
model with concentrated parameters so that we could examine the influence 
of the elastic joints. To cope with this task we have to solve a statically (or 
kinematically) indeterminate problem. The solution delivers the computed 
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stiffness matrix, and thus can be compared element by element with that 
of a SP based FTT with ideal frictionless joints. 

Further we are making some other proposals for FTTs with multiple 
SP configuration, see [2J. These transducers are equipped with frictionless 
joints as is usual for the classic SP configurations regardless of their costs, 
see [11]. The supposed ideal joints make it possible to compute the stiffness 
matrix of the highly redundant structure, but it is also possible to use elastic 
joints which make the device technically more feasible. Now we summarize 
our proposals: 
a) a statically determinate compliant version of FTT based on SP, with 

wrist and pedestal applications, 

b) a statically indeterminate stiff version of FTT based on SP with elastic 
joints, with applications as in a). 

c) a statically indeterminate compliant version of FTT based on SP in 
multiple configurations, with pedestal applications only. 

For the proposal a) we apply geometrically nonlinear analysis. This enables 
us to check the limits of the linear analysis. We extensively applied results 
from line geometry and screw calculus. 

2. Equilibrium of Forces 

2.1 We need a concise vocabulary of line geometry. Lines are regarded as 
linear projective subvarieties of dimension 1 of the projective space p3. 
Lines can be represented by the following homogeneous Plcker vectors in 
R6 

(1) 

In this definition (e) is the unit vector of £ and (f) its moment in a reference 
system of the Euclidean space E3 such that (e) ..1 (f). The lines of p3 
correspond via def. (1) to points of p5. Because (e) ..1 (f), all these points 
belong to the Plcker quadric 

« (e), (f) »= exfx + eyfy + ezfz = 0 

The elliptic polar of (£) is the following row vector: 

(£r:= (fx,fy,fz;ex,ey,ez) 

(2) 

(3) 

The mutual invariant of two skew lines £i, £j is the following inner product 

(4) 

with the shortest distance dij and the enclosed angle <Pij between the ori­
ented lines (£)i' (£)j. It is clear that Dij = Dji and, formally, Dii = Djj = 
o. The mutual invariants are reference free as (4) shows. 
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2.2 The parametric representation of line systems and the force equi­
librium. Let us take v = 3,4,5 projectively independent lines in general 
positions and consider the following linear combinations: 

v 

(£) = L At(£)t, (v = 3,4,5) 
z=l 

(5a) v = 3 lines define a regulus, 
(5b) v = 4 lines define a linear congruence, 
(5c) v = 5 lines define a linear complex. 

(5) 

The coefficients Az are constrained: They have to satisfy the quadratic form 

v v 

LLntJAZAJ = O. (6) 
z=l J=l 

If (6) holds we say that (£) through (5) depends linear-projectively on 
v = 3,4,5 independent lines. In the sequence (5) the lowest admissible value 
is v = 3, for the following reason: no other line can be linearly dependent 
on two projectively independent generally disposed (skew) lines, i.e. for 
any non null A1, A2 : (£) i= A1(£h + A2(£h· This follows simply from the 
constraint (6). 

THEOREM (2.2a) In p3 there are six projectively independent lines. For 
proof see [5, p. 325]. 

THEOREM (2.2b) (without proof): rank[(£)l, ... , (£)6] = 6 {:} £1,"" £6 
are projectively independent. We assemble the 6 x 6 matrix on the l.h.s. of 
this equivalence relation from the Plcker vectors (1). 

THEOREM (2.2c) (without proof): every line of p3 is linearly dependent 
on 6 projectively independent lines 

6 

(£) = L Az(£)z. (7) 
z=l 

The coefficients Az (1 ::; z ::; 6) in (7) can be regarded as module coordinates 
of a given L. They satisfy the projective quadratic (6) for v = 6 because the 
are constrained similary to (6). The decomposition (7) will playa major role 
in the partial calibration procedure of FTTs. Now we can briefly mention 
the challenging quest for full rank line systems. With (5a-c) we can give 
the following answer: 

Six lines have full rank iff 
(7a) not all six lines are members of the same regulus, 
(7a) not all six lines are members of the same linear congruence, 
(7a) not all six lines are members of the same linear complex. 
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These facts form the algebraic basis of the rank classes of line systems. 
We can therefore establish line systems with ranks 3,4 and 5. To do this we 
can make the parametric representations (5) homogeneous by the following 
involution (Sylvester): 

J1. 
L Ri(£)i = (0), (fL = 4,5,6). (8) 
i=l 

If we interpret the coefficients ~ as the magnitudes of forces acting on 
the oriented lines (£)i' we get the following classes of the involutory force 
equilibrium, see [16, p. 165]: 
(8a) fL = 4 forces are in equilibrium: all lines of action lie on the same 

hyperboloid, see [13, Vol. 1 p. 157] for details, 

(8b) fL = 5 forces are in equilibrium: all lines of action are members of the 
same linear congruence, 

(8c) fL = 6 forces are in equilibrium: all lines of action are members of the 
same linear complex. 

In each case we can take the very last force as the equilibrant of the preced­
ing ones, assuming that these preceding ones are projectively independent, 
corresponding to the conditions (5a-c); see [13, Vol. 1 p. 158]. 

Remark: the parametric representation of line systems (5) is equivalent 
with the representation by 6 - v linear homogeneous equations. In partic­
ular, if v = 5, a linear complex can be represented by a single equation 
and therefore the sequence (5a-c) can be replaced from the bottom up, by 
intersections of linear complexes. 

To solve the homogeneous eq. (8) let us multiply them with the elliptic 
polars, see the definition (3) 

J1. 
L Ri(£)j(£)i = 0, (1::; j ::; fL) for fL = 4,5,6 . (9) 
i=l 

We get the following matrix form: 

[D]J1.(R)J1. = (0) for fL = 4,5,6 (10) 

with the Gramian [D]J1. := (Dij h'Si,j'SJ1. and force magnitude vector (R)J1. = 

(Rih'Si'SJ1. = (R1 , ... ,RJ1.)T. 
If the rank of the Gramian on the r.h.s. of (10) is fL - 1, we will get 

one nontrivial solution for the vector of the force magnitudes (R)Jl." This 
condition was fulfilled by the force systems (8a-c), i.e. they have exactly one 
nontrivial solution vector. It can be further shown that the constraint (6) 
for the inhomogeneous representation, and the condition for the nontrivial 
solution of the homogeneous eq. (10) are equivalent. 
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The solution of (10) is 

with the leading minors of the Gramian Du , ... , D J.LJ.L in (10) and a pro­
portionality factor p. It is a remarkable fact that the solution (11) does not 
depend on the reference system like the equations (8). This invariance prop­
erty corresponds intuitively to the fact that the force equilibrium cannot 
depend on the choice of the reference system. 

2.3 Unconstrained line sums. If we drop the constraint (6) we introduce 
the free or heteraptic sum of lines 

v 

(D) := L Ri(L)i, v 2:: 2 . (12) 
i=l 

This definition is an admissible representation of a wrench 

(13) 

with its force and moment parts (F) := (Fx, Fy, Fzf, (M) := (Mx, My, Mzf. 
The definition (12) is sometimes called the reduction of force system act­
ing on a rigid body. The action of v forces is equivalent to the action of a 
wrench (D) according to (12). The system of v forces may comprise pure 
couples too. These represent the Poinsot Pairs. 

The wrench (D) has two invariants: 

(14) 

from which we can derive some others: the amplitude or intensity, and the 
pitch; see [5, p. 48]. The second part of (14) is the Plcker quadratic which 
is clearly nonnull because of the dropped constraint (6). The invariants 
(14) give us a clear hint that in R6 the isometric transformations preserve 
length and inner product (R6 is the associated vector space: R6 L:.p5). To 
examine the invertibility of (12) let us treat it like (9): -

v 

L RlC)j(£)i = (£)j(D) , (1 ~ j ~ v) for v 2:: 2 . (15) 
i=l 

The entities on the r.h.s. are the line moments MJ := (£)j(D) , (1 ~ j ~ v), 
originally defined by Chasles, see [12, p. 61]. 

We get the following systems of inhomogeneous linear equations: 

(16) 
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with the Gramian [n]v := (nij h::;i,j::;v and corresponding vectors (R)v := 

(Rd1<i<v and (MI)v := (Mlh<i<v. 
The-rank of the line syste~ f(£h, ... ,(£)v] now depends on the rank 

of the Gramian on the l.h.s. of (16) and therefore on its solvability. In the 
range 2 :::; v :::; 6 we can make rank[(£h, ... ,(£)v] = v, therefore we can 
solve (16) for a given wrench. This solution is the decomposition of a given 
wrench in the line system £1, ... , £v which we use now in a sense different 
from that in the preceeding section. The subcase v = 2 has paramount 
importance: 

(~21 ~12) ( ~: ) = ( ~l ) . (17) 

This is the decomposition of a given wrench (D) into two pure forces. This 
problem is immediately solvable; it was originally done by Chasles in other 
ways. The two skew lines £1 and £2 are the reciprocal polars of the linear 
complex defined by the wrench (D) to be decomposed. For further details of 
Chasles' theorem see [12, p. 58]. The German term for this decomposition 
is KraJtkreuz; see for example [15]. The subcase v = 6 is central for FTTs 
because the rank of a line system is maximally 6. Let us consider eq. (12) 
for v = 6: 

(18) 

with the vector (R) := (R1' R2 , R3 , R4 , R5, R6f. The dU,al form of (18) is: 

(Vr[(£h, (£h, (£h, (£)4, (£h, (£)6] = (Mi, MJ, Mj, M1, MJ, M~) (19) 

with the elliptic polar (Dr := (Mx, My, Mz; Fx, Fy, Fz). 
By assumption, rank [(£h, (£h, (£h, (£)4, (£)5, (£)6] = 6, so that (18) 

leads to 
THEOREM: (2.3a) (without proof): Every wrench can be decomposed into 
6 pure forces. 
This theorem is the theoretical fundament of the statically determinated 
FTTs. The formula (19) with the same rank condition leads to 
THEOREM: (2.3b) (without proof): Every wrench is determined by 6 line 
moments. 
Remark: there is a basic difference between a) v = 2,3,4,5 and b) v = 6. 
The decomposition of a given wrench (D) in subcase a) is possible with 
the Gramian (16) only. The sub case b) can be done directly without sym­
metrizing the eq. (12) as is shown by (18). 

2.4 Compound equilibrium of forces. We will now give our geometric 
notions more physical content. Imagine a rigid body supported by K, limbs 
introduced by [5, p. 334]. These limbs cannot transmit couples from the 
foundation, but only exert a reactive force. We will call such limbs, Stewart 
limbs of fixed length (SLFL). 
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We consider v forces acting on the supported rigid body. These forces 
induce I'\, reaction forces in the axes of the SLFLs. We can formally express 
the equilibrium conditions for the supported rigid body by 

V '" 

LR~(£)t = LR;(£)] , v ~ 1, I'\, ~ 1. (20) 
t=1 ]=1 

The acting forces sum up to an acting wrench. We also consider a general 
acting wrench, i.e. v ~ 2, see Chasles' theorem (17). 

Now (20) and (12) give 

'" 
(Dt = LR;(£)], I'\, ~ 1. 

]=1 

We suppose that in the range 1 ::; I'\, ::; 6 rank [(£h, ... , (£)"'] = I'\, • 

THEOREM (2.4a): The equilibrium (21) is 
(2.4.(i)) I'\, < 6 statically unstable, 

(2.4.(ii)) I'\, = 6 statically determinate, 

(2.4.(iii)) I'\, > 6 statically indeterminate. 

(21 ) 

We omit the proof. The literature on structural machanics shows some anal­
ogous theorems, see [19] for example. There is a kinematic counterpart of 
the above static theorem: 
THEOREM (2.4b): With the same assumption as in theorem (2.4a) the sup­
porting system is 
(2.4.(i)') I'\, < 6 kinematically movable, 

(2.4.(ii)') I'\, = 6 kinematically determinate, 
(2.4.(iii)') I'\, > 6 kinematically indeterminate. 

The subcase (2.4.(i)') can be proved as follows: It can be shown that a rigid 
body supported by I'\, SLFLs in the range 1 ::; I'\, ::; 6 (and rank [(£h, ... , 
(£)"'] = 1'\,) has 6 - I'\, degrees of freedom (DOF); see [13, vol. 1 p. 50]. 

If I'\, = 5 the supported rigid body is allowed to move with 1 DOF. 
This constrained movement of SP with 5 SLFLs (and one active limb) 
is well known; see [9]. If I'\, = 1 the supported body is allowed to move 
with 5 DOF. It is well known that one SLFL is kinematicallly equivalent 
to one contacting point between 2 convex bodies. Such a constraint gives 
the contacting body exactly 5 DOF. The kinematic theorem (2.4b) fully 
explains why the subcase I'\, = 2 does not contradict Chasles' theorem (17): 
it cannot be expected that the center lines of the two SLFLs £1 and £2 
fit the claim they should be reciprocal polars of the linear complex defined 
by the action wrench (D)a. The only wrench that can be equilibrated is 
that for which the mentioned geometrical constraint holds. The supporting 
system for I'\, = 2 is therefore statically unstable as theorem (2.4a) states. 
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For /'i, = 6 we have obviously: 
COROLLARY (2.4c): If a supporting system is statically determinate it is 
kinematically determinate too. 
This corollary is the theoretical basis for the statics and kinematics of 6-axis 
FTTs. 

Let us introduce the following abbreviated formulas for the statics of 
the FTT. With the definitions 

[P] .- [(£h, (£h, (£h, (£)4, (£h, (£)6] and 

(Rc) .- (Rf, R~, R~, R!, RL R~)T 

(18) becomes concisely 
(22) 

this is the measurement equation of the FTT with rank [P] = 6 and (RC) is 
the vector of the supporting reaction forces (l ~ limb) which will be sensed. 
We must not forget the physical implications of the eq. (22), namely the 
force equilibrium of the mobile plate regarded as a rigid body. The action or 
load wrench (1)) will be equilibriated by precisely 6 reaction forces (RC). Be­
cause of the statical determinacy of this configuration the load determines 
the induced reaction forces in the supporting structure purely geometrically, 
without any elasticity theory. This fact is well known in classical statics, 
see the supports at [15, p. 36]. 

With the definitions preceding (22), eq. (7) becomes 

(23) 

which is the partial calibration equation of the FTT. The calibrating load 
is now a pure unit force along .c. 

Remark: eq. (22) admits the calibration with pure unit Poinsot couples. 
The reference invariance of eq. (23) was proved in the full report on this 
research: [2]. 

3. Conclusion and Outlook 

In section 2 we collected a number of theorems widely scattered through 
classical mechanics and statics, which provide the theoretical basis of FTTs, 
regardless of their individual design details. 

There is no place here to discuss our statically indeterminate proposals 
b) and c). We can find these details, especially the nonlinear analysis, in [2]. 
This report contains some details on the statics of degenerate or singular 
configurations of a redundant or nonredundant SLFL assembly, regardless 
of their use as FTT or parallel robot. The proposal in Fig. 1 was built as 
a laboratory probe about 30 mm in diameter for calibration purposes. The 



229 

9 mm version was also built, with very demanding methods of microma­
chining. The calibration of the 30 mm probe was not as successful as hoped. 
Especially the moment sensitivity was not satisfactory and a high scatter­
ing (about 20 %) in the sensitivity of the strain gages was also observed, 
which is basically not unusual. 

We intend to build new probes with improved sensitivity. 

c 

Fig. 1: Monolithic miniaturizable 6 - axis FTT design for microrobotics with 
elastic joints according to proposal b). The actual diameter of this device 
is about 9 mm. This design has an apparent similarity with the proposal 
discussed in [14] but the flexibility effect of the necks has quite another 
purpose. The necks actually compensate for the bending and torsion of the 
limbs. 
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A CLOSED-FORM SOLUTION FOR THE DIRECT 

KINEMATICS OF A SPECIAL CLASS OF SPHERICAL 
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MANIPULATORS 
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Abstract. It has been shown elsewhere that the solution of the direct 
kinematic problem of spherical three-degree-of-freedom parallel manipula­
tors leads to a maximum of 8 solutions. Moreover, a polynomial of degree 8 
can be obtained, whose roots will lead to all the solutions of the problem. 
In this paper, a particular geometry of spherical parallel manipulator is 
studied. This geometry arises from kinematic optimization which has been 
performed in previous work. The direct kinematic problem associated with 
this special architecture is studied here and it is shown that a simple closed­
form solution can be obtained for this manipulator, which contrasts with 
the very complex polynomial solution obtained for the general case. This 
work is mainly motivated by the real-time trajectory planning and con­
trol of a prototype of parallel manipulator which is based on the simplified 
geometry studied here. 

1. Introduction 

Parallel manipulators were introduced in robotics almost two decades ago 
because of their inherent stiffness and their dynamic properties. Among 
other architectures which have attracted the attention of robotic engineers, 
spherical three-degree-of-freedom parallel manipulators have been investi­
gated [1], [2], [3], [4], [5]. A spherical three-degree-of-freedom parallel ma­
nipulator could be used, for instance, as a stiff orientation wrist in robotics 
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or as a mechanism for the orientation of machine tool beds. Prototypes of 
such manipulators are presented in [3], where a robotic shoulder module is 
described and in [6] where a high-performance camera-orienting device is 
introduced. 

A general solution to the direct kinematic problem of spherical paral­
lel manipulators has been presented in [7], [8], [9] and [10]. This solution 
leads to a polynomial of degree 8 whose roots lead to the feasible poses of 
the platform associated with given actuator coordinates. In general, this 
polynomial is very complex and cannot be used in real-time applications. 

In this paper, the direct kinematic problem associated with a partic­
ular geometry of spherical three-degree-of-freedom parallel manipulator is 
studied. This geometry has been obtained through kinematic dexterity op­
timization [5] and has been used to build the prototype of the agile eye 
described in [6]. It is shown here that, for this particular geometry, the 
complexity of the direct kinematic problem reduces drastically and that a 
closed-form solution can be obtained. This result is of great interest in the 
context of real-time control of the prototype, which motivated the work 
presented in this paper. 

2. Kinematics of spherical three-degree-of-freedom parallel ma­
nipulators 

A spherical three-degree-of-freedom parallel manipulator is shown in Fig. 1. 
It consists of a platform connected to a fixed base via three kinematic 
chains. Each of the chains is composed of two intermediate links and three 
revolute joints. The structure of the manipulator is such that the axes of 
all nine revolute joints intersect at one common point which is referred to 
as the center of the mechanism. The three motors of the manipulator are 
fixed to the base and hence, only the revolute joints connecting each of 
the three chains to the base are actuated. Unit vectors pointing outwards 
from the center of the mechanism are defined along the axis of each of the 
revolute joints. The unit vectors along the axes of the actuators (fixed axes) 
are noted Ui, i = 1,2,3 while the unit vectors along the axes attached to 
the platform are noted Vi, i = 1,2,3. Finally, the unit vectors defined along 
the axes of the intermediate joints are noted Wi, i = 1,2,3. The link angles 
are assumed to be identical on each of the kinematic chains connecting the 
base to the platform and are noted al and a2. Additionally, the platform 
and the base are assumed to be symmetric and the angle between the fixed 
axes (base) is noted /1 while the angle between the axes on the platform is 
noted /2. This is represented schematically on Fig. 1. Finally, the actuator 
angles are noted Oi, i = 1,2,3 and are measured along the fixed axes -
defined by vectors Ui, i = 1,2,3 - with respect to a given reference. 
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Figure 1. General architecture of a spherical three-degree-of-freedom parallel manipu­
lator with revolute actuators. 

The reference configuration of the platform is defined as the one for 
which vectors VI' i = 1,2,3 have a specific reference orientation noted 
V1o, i = 1,2,3. Moreover, the orientation of the platform is defined us­
ing a rotation matrix Q which relates the current orientation of vector VI 

to the reference orientation V1o, i.e., 

i=1,2,3 (1) 

Since the platform is in pure rotation about the center of the mechanism, 
its pose is completely specified by matrix Q. 

U sing the above conventions, one can write the solution of the inverse 
and direct kinematic problems (see for instance [8], [9] and [10]). As men­
tioned above, the solution to the direct kinematic problem leads to very 
complex expressions and cannot be expressed in closed-form. 

In order to reduce the number of equations involved in these deriva­
tions, Euler angles are used to describe the orientation of the platform. An 
Euler angle convention involving successive rotations about the Z, Y and 
X axes is chosen here. The rotation matrix describing the orientation of 
the platform can be written as 

[ 

C1C2 C1 8 2 8 3 + 81 C3 

Q = -81 C2 -81 8 283 + C1 C3 

82 -C2 8 3 

-C182C3 + 8183] 

81 8 2 C3 + C1 8 3 

C2 C3 

(2) 

where Cl and 8 1 stand for cos ¢l and sin ¢l and where ¢1, ¢2 and ¢3 are the 
angles associated respectively with each of the successive rotations. 

3. Special geometry of the spherical three-degree-of-freedom par­
allel manipulator 

In [5], it was shown that entire families of isotropic spherical three-degree-of­
freedom parallel mechanisms exist, i.e., families of mechanisms which lead 
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Figure 2. Unit vectors on the base and on the platform in the isotropic configuration 
for the special architecture and the camera-orienting device based on this architecture. 

to the maximum kinematic accuracy for certain points in their workspace. 
Isotropic loci were shown in the space of the design parameters. These 
results have been generalized in [11]. In [6], one of the isotropic designs 
identified in the aforementioned work was used to built a high-performance 
camera orienting device. The motivation behind the work reported here 
arises from this special geometry of the spherical three-degree-of-freedom 
parallel manipulator. 

Following the notation defined in the preceding section, one obtains the 
special geometry of the manipulator presented in [6] by setting 

(3) 

In other words, the fixed unit vectors Ui, i = 1,3,2 define an orthonor­
mal reference frame on the base while unit vectors Vi, i = 1,2,3 define 
an orthonormal reference frame on the platform. Moreover, the isotropic 
configuration is the one in which one has 

(4) 

This is illustrated in Fig. 2. The resulting mechanism [6] is also shown in 
Fig. 2 in its isotropic configuration, which is used here as the reference 
configuration. Therefore, vectors Vi, i = 1,2,3 are shown in Fig. 2 as the 
reference vectors ViO, i = 1,2,3. 

Since the unit vectors on the base, vectors Ui, i = 1,3,2 define an 
orthonormal reference frame, they will be used as the fixed reference frame. 
One then has 

(5) 
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Moreover, using the reference configuration represented in Fig. 2, one 
can write 

(6) 

The actuated joint coordinates are then defined in the trigonometric 
direction around each of the Ui vectors. Since the proximal link angle, Q1, 

is equal to 7r /2, this leads to 

(7) 

For a given orientation of the platform, vectors Vi, i = 1,2,3 are easily 
computed using eq.(1) since matrix Q is known. Moreover, since the distal 
link angle, Q2, is equal to 7r /2, one can write 

Wi· Vi = 0, i = 1,2,3 (8) 

The substitution of eq.(7) in eq.(8) then leads to simple equations in the 
sine and cosine of the actuated joint coordinates which are readily solved 
as 

tan 01 = (V1z/V1y), tan02 = (V2y/V2x), tan 03 = (V3x/V3z) (9) 

where Vix, Viy and Viz are respectively the x, y and z components of vector 
Vi· 

The solution of the inverse kinematic problem for the special geometry of 
manipulator is simpler than for the general case since no quadratic equation 
is involved. As in the general case, 8 solutions are obtained because of the 
two branches of the inverse tangent function. 

4. Direct kinematic problem for the special geometry 

The solution of the direct kinematic problem for the special geometry will 
now be addressed. Using the expression given above for matrix Q - eq.(2) 
- and substituting in eq.(1) together with eqs.(5) and (6), expressions for 
vectors Vi, i = 1,2,3 as functions of the Euler angles 4>2, 4>2 and 4>3 are 
obtained. Then, these expressions are substituted in eq.(8) together with 
eq.(7). This leads to three equations in the three unknown 4>1, 4>2 and 4>3 
which can be written as 

- sin 01 ( sin 4>1 sin 4>2 sin 4>3 - cos 4>1 cos 4>3) 

+ cos 01 cos 4>2 sin 4>3 

sin O2 cos 4>1 cos 4>2 + cos O2 sin 4>1 cos 4>2 

cos (}3 ( cos 4>1 sin 4>2 cos 4>3 - sin 4>1 sin 4>3) 

+ sin 03 cos 4>2 cos 4>3 

o 
o 

o 

(10) 

(11) 

(12) 
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The solution of these three equations for angles (Pt, <P2 and <P3 will give 
the solution of the direct kinematic problem. As can be easily noticed, the 
equations obtained here for the special geometry are much simpler than the 
equations obtained - see for instance [9] - for the general case. In fact, 
because of the fixed reference frame used here and because of a judicious 
choice of the Euler angle sequence, eq.(ll) can be rewritten as 

which leads to two distinct sets of solutions which have a different geometric 
interpretation. These sets are obtained with 

sin( <PI + (J2) = 0, and cos <P2 = 0 (14) 

respectively. They will be discussed separately in the next subsections. 

4.1. FIRST SET OF SOLUTIONS 

The first set of solutions is obtained through the first condition of eq.(14), 
which leads directly to two solutions for angle <PI, i.e., 

(15) 

However, from the definition of the Euler angles used here - eq.(2) - and 
from eqs.(10) and (12), it is clear that these two solutions will lead to sets 
of Euler angles which will correspond to identical orientations. Therefore, 
only one of these solutions need to be considered. The first one will be used 
here. 

Once angle <PI has been determined, eqs.(10) and (12) can be rewritten 
as follows 

Al cos <P3 + Bl sin <P3 0 (16) 

A2 cos <P3 + B2 sin <P3 0 (17) 

with 

Al cos <PI sin (Jl (18) 

Bl cos <P2 cos (Jl - sin <PI sin <P2 sin (Jl (19) 

A2 cos <PI sin <P2 cos (J3 + cos <P2 sin (h (20) 

B2 - sin <PI cos (PJ (21) 

Since cos <P3 and sin <P3 cannot vanish simultaneously, eqs.(16) and (17) lead 
to 

(22) 
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The substitution of eqs.(18) to (21) into eq.(22) then leads to, after rear-
ranging 

with 

cos 1;1 sin 1;1 sin 01 cos 03 + cos 01 sin 03 

cos 1;1 cos 01 cos 03 - sin 1;1 sin 01 sin 03 

(23) 

(24) 

(25) 

Since the first factor in eq.(23) corresponds to the second set of solution 
identified above - and which will be described in the next subsection -, 
it can be ignored in the present solution and one can then use the second 
factor to obtain 

(26) 

which leads to two solutions for 1;2 since C1 and C2 are known. Once the 
values of 1;2 have been obtained, eqs.(16) or (17) can be used to compute 
the value of angle 1;3, i.e., 

(27) 

which leads to two solutions for angle 1;3 for each value of angle 1;2' 
Hence, 4 solutions to the direct kinematic problem will be obtained in 

this first set of solutions. They correspond to 4 distinct orientations of the 
moving platform since the sets of Euler angles duplicating these solutions 
have been eliminated from the outset. It is also noted that these solutions 
are obtained through very simple closed-form expressions which involve 
only two inverse tangent functions and a few multiplications. A numerical 
example illustrating this set of solutions will be presented in a later section. 

4.2. SECOND SET OF SOLUTIONS 

The second condition ofeq.(14) will now be considered. This condition leads 
to 

(28) 

Considering the first solution - 1;2 = 7r /2 - , one can simplify eqs.(lO) 
and (12) and obtain 

(29) 

Moreover, matrix Q can be rewritten, in this case, as 

(30) 
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which, together with eq.(29), leads to two possible solutions, i.e., 

[
0 1 0] [0 -1 

Q = 0 0 1 ,and Q = 0 0 
1 0 0 1 0 

(31) 

Similarly, considering the second solution of eq.(28), one can simplify 
eqs.(10) and (12) and obtain 

Moreover, matrix Q can be rewritten, in this case, as 

Q=[~ 
-1 

sin( (PI - <P3) 
cos( <PI - <P3) 

o 

which, together with eq.(32), leads to two possible solutions, i.e., 

[ 
0 10] [ 0 Q = 0 0 -1 ,and Q = 0 

-1 0 0 -1 

-1 0] o 1 
o 0 

(32) 

(33) 

(34) 

which completes the second set of four solutions. The unit vectors of the 
moving platform associated with these 4 solutions are readily obtained from 
eq.(l). 

It is pointed out that this second set of solutions, i.e., the four solutions 
identified above, is independent from the specified actuated joint coordi­
nates. Indeed, these orientations of the platform can be attained with any 
actuated joint coordinates since they correspond to singularities of a higher 
order. When the platform is in one ofthese configurations, the actuators can 
be moved arbitrarily and will not affect the pose of the platform. This can 
also be seen from the inverse kinematics, i.e., eq.(9) leads to indeterminacy. 
In practice, such configurations should not be inside the workspace of the 
manipulator. Hence, since this set of solution can be readily eliminated, 
the direct kinematic problem for the special architecture of manipulator 
treated here can be limited to the first set of solutions presented in the 
preceding subsection. The latter set of solutions leads to simple closed­
form expressions and requires only a few computations. Therefore, it can 
be implemented in real-time, which is another advantage of this particular 
geometry. With the prototype of parallel manipulator presented in [6], this 
procedure, together with the dynamic model of the manipulator - which 
is also simplified because of the particular geometry - can be performed 
at 500 Hz using a controller which is based on a single DSP chip. 
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5. Numerical example 

A numerical example is now presented in order to illustrate the procedure 
described above. First, an orientation of the moving platform of the mech­
anism is specified. Then, joint angles are obtained through the solution of 
the inverse kinematic problem. These angles are then used for the solution 
of the direct kinematic problem and the initial orientation of the platform 
is reproduced. 

The orientation of the platform used for the solution of the inverse 
kinematic problem is such that unit vectors V l , i = 1,2,3 are given by 

[
-0.6493] [-0.7571] [-0.0720] 

VI = -0.7411 ,V2 = 0.6512 ,V3 = -0.1637 
0.1708 -0.0530 -0.9839 

(35) 

This orientation is used for the solution of the inverse kinematic problem 
and one of the solutions obtained - the solution which can be attained by 
the mechanism shown in Fig. 2 - is given by 

(h = -0.2266, (}2 = -0.7103, (}3 = 0.0730 (36) 

where the angles are given in radians. 
LFrom eq.(15), one then readily obtains 

<PI = -(}2 = 0.7103 (37) 

and from eq.(26), one finds 

(P2 = 0.0530, and <P2 = 3.1946 (38) 

Finally, eq.(27) leads to 

<P3 = 0.1719, 3.3135, -0.1719, 2.9697 (39) 

when the two solutions of <P2 are used. It can be readily verified, from 
eq.(35), that the first solution obtained corresponds to the original orien­
tation of the platform chosen at the beginning of the example. 

6. Conclusion 

In this paper, a particular geometry of spherical parallel manipulator has 
been considered. This geometry arises from kinematic optimization which 
has been performed in previous work and involves symmetric link angles of 
90 degrees in each of the subchains of the mechanism. For a general ma­
nipulator, it is well known that the direct kinematic problem leads to very 
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complicated expressions for the coefficients of a polynomial of degree 8. By 
contrast, it has been shown here that a simple closed-form solution can be 
obtained for the special geometry of the manipulator. This is due to the 
decoupling of the solutions in two groups, one of which is associated with 
higher order singularities and is easily factored out. The closed-form solu­
tion obtained requires very few computations and is therefore of practical 
interest. It can be implemented in real-time in the controller of a prototype 
of parallel manipulator which is based on the simplified geometry studied 
here. Therefore, in addition to being kinematically optimal, this geometry 
also provides significant advantages in terms of kinematic computational 
simplicity. 
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ALGORITHMS FOR KINEMA TIC CALIBRATION OF FULLY -PARALLEL 
MANIPULATORS 
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Department of Mechanical Engmeerlng - UniversIty of Bologna 
Vzale Rlsorglmento, 2 - 40136 Bologna - Italy 

Abstract. The paper presents two new algonthms for kmematIc calibratIOn of fully­
parallel mampulators With general geometry Both algonthms are msensltlve to the 
magmtude of the kmematlc parameter errors and unambiguously IdentIfy the solutIon of 
the calibratIon problem The first algonthm IS aimed at determmmg the actual 
coordmates of the centers of the sphencal pans connectmg base and platform to the SIX 
legs It reqUlres seven different locatiOns of the platform to be measured, along With the 
correspondmg sets of leg lengths A generalIzatiOn of the first one, the second algonthm 
IS based on measurement of eight platform locatiOns, as well as of the leg length 
vanatlOns With respect to unknown reference lengths Outputs of this algonthm are the 
values of the reference lengths of the legs, together With the coordmates of the 
attachment pomts on base and platform Fmally, numencal examples are reported 

1. Introduction 

Robot calIbratiOn IS the set of procedures aimed at enhancmg the accuracy of a robot 
mampulator Without affectIng ItS hardware As neatly surveyed by Roth et al (1987) 
and Everett at al (1987), robot calIbratIon can be carrIed out at different levels of 
sophIstIcatIOn KInematIc calIbratIOn, In partIcular, deals WIth the Improvement of the 
kInematic model of a mallipulator that IS attaInable by substitutIng the nomInal values 
of the mampulator kmematIc parameters WIth theIr actual values Thanks to kInematic 
calIbratiOn, the effects of machInIng and mountIng errors on mallipulator accuracy are 
neutralIzed or, at least, mInimized 

The kInematIC parameters of a mallipulator - defined as the kInematIcally relevant 
lInear and angular dImenSiOns of ItS lInks - are seldom measured dIrectly More 
frequently, they are IndIrectly deduced after observatIon of the actual dependence of the 
end-effector ngId-body POSitIon (locatIOn) on the correspondIng set of actuator 
dIsplacements 

For a fully-parallel mallipulator (see FIg I) the typIcal kInematIc calIbration 
procedure prescnbes that the platform be moved through several locatIons At each 
locatIOn, the pOSItiOn of the platform reference frame, W P' With respect to the base 
reference frame, W b, IS measured, and the length of each leg AJB , (j= I, ,6), IS detected 
by the bUilt-In lInear transducer (Merlet, 1993) Based on the collected data, as well as 
on the kInematIC model of the mallipulator, the coordInates of the spherIcal paIr centers 
AJ and BJ (referred to Wb and Wp respectIvely) can be estImated 

Moreover, SInce a lInear transducer mIght not prOVIde the length of a leg, but only 
the leg length VarIatiOns, a more ambItIous kInematIC calIbratiOn procedure could be 
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FIgure 1 A fully-parallel manipulator with general geometry 

aimed at evaluating - in addition to the positions of points AJ, BJ, G= 1, .. ,6) - the 
reference length of each leg (defined as the leg length that corresponds to the zero 
reading of the leg linear transducer). 

Existing calibration algorithms for parallel manipulators, such as those proposed by 
Zhuang and Roth (1993) and Nahvi et al. (1994), resort to optimization techniques or to 
other numerical iterative procedures in order to solve a non-linear set of equations that 
contain the kinematic parameters as unknowns. Unfortunately, as has been pointed out 
by Merlet (1993), these algorithms might converge to several numerical solutions, 
whereas the answer to a calibration problem is physically only one. 

Other calibration algorithms, like that presented by Kugiumtzis and Lillekjendlie 
(1994) for a serial-parallel manipulator, approximate to the first order the equations that 
provide the deviations of the actual kinematic parameter from their nominal values. 
Generally, this approach can be adopted only when an accurate estimation of the 
kinematic parameters is known beforehand. 

Interestingly, all known approaches to calibration of serial and parallel manipulators 
accept computational approximation of one kind or another as unavoidable. A possible 
reason can be traced to the former need to find calibration algorithms for serial 
manipulators, whose structure imposes that any calibration equation contains all 
unknown kinematic parameters. Things are quite different for parallel manipulators, 
which allow sets of calibration equations to be laid down that contain only some of the 
unknown kinematic parameters. This distinction, although already pointed out by 
Zhuang and Roth (1993), has not been fully exploited yet. 

In this paper, two original algorithms for determining the kinematic parameters of 
general-geometry 6-6 fully-parallel manipulators are presented. Both algorithms rely on 
the minimum number of measurement sets and are able to unambiguously identify the 
only one solution to a calibration problem. Moreover, since neither algorithm needs any 
preemptive estimate of the solution, they are not bound to cope with small construction 
errors only. The mathematical core of both algorithms rests on the procedure suggested 
by Innocenti (1994) for solving a special system of six second-order equations in six 
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Figure 2 Kmematic entities associated with a calibratIOn equatIon 

unknowns. 
The first of the proposed algorithms provides the coordinates of the leg attachment 

points on base and platform. Input data to the algorithm are seven data sets, each 
composed of one platform location and the corresponding leg lengths. 

The second algorithm is based on eight platform position measurements in order to 
determine - in addition to the coordinates of the attachment points - the reference length 
of each leg. Among the data required by the second algorithm are the length variations 
of each leg with respect to the corresponding (unknown a priori) reference length. The 
second algorithm proves useful in case the linear transducers of the manipulator 
actuators need calibration themselves. 

For each of the proposed kinematic calibration algorithms, a numerical example is 
reported. 

2. The First Calibration Algorithm 

In this section a kinematic calibration algorithm is presented that is able to determine, 
for each of the six legs of a fully-parallel manipulator, the coordinates of the centers of 
the extremity spherical pairs with respect to reference frames fixed to base and 
platform. The algorithm requires measuring seven sets of data. Each set comprises the 
platform rigid-body position (location) with respect to the base, and the length of six 
legs. Prior to explaining the algorithm in detail, some considerations are in order so as 
to justify the choice of the number (seven) of data sets the algorithm is based on. 

Let us consider the sub-problem of determining the coordinates of the extremity 
attachment points of only one leg - the k-th one (l::;k::;6) - by relying on a generic 
number N of data sets, each set comprising the platform location and the corresponding 
length of leg k. Figure 2 represents base and platform of the parallel manipulator at the 
j-th measured location: W band W p are arbitrarily-chosen cartesian reference frames 
fixed to base and platform respectIVely, whereas sJ represents the position vector of 
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origin Op of frame Wp with respect to frame Wb. Associated to vector sJ is the 3x3 
orthogonal matrix RJ describing the orientation offrame Wp with respect to Wb. Leg k is 
also represented in Fig. 2: although the position vectors ak and bk of extremity points Ak 
and Bk are to be considered as unknown, the leg length LJk of limb k at the j-th platform 
location is a problem datum. 

Holding the above-introduced notation, the only constraint the j-th measurement set 
imposes on vectors ak and bk is represented by the following equation (Zhuang and 
Roth, 1993) 

(1) 

which, after rearrangement, becomes 

This is an algebraic second-order equation in six scalar unknowns, namely, the 
components of vectors ak and bk. In order to compute these components, the number N 
of data sets cannot be less than six. 

Actually, even the choice N=6 is not satisfactory because the corresponding set of 
non-linear equations provides more than one solution in terms of vectors ak and bk. This 
circumstance, associated with the possible lack of a good estimate for the actual values 
of ak and bk, could hinder the solution of the calibration problem. Similar drawbacks 
would also emerge in case more than one solution of the equation set falls within the 
neighborhood of the (unknown) calibration solution. 

To overcome the above-mentioned indeterminacy, more information must be 
collected from the manipulator, thus letting the number of measurement sets equal 
seven. 

2.1. CALIBRATION EQUATIONS 

With reference to the k-th leg only (l:S:k:S:6), the seven conditions involving the 
components of vectors ak and bk are represented by equation (2), where index j ranges 
from 1 to 7 

0=1, .. ,7) (3) 

These conditions are (non-linearly) dependent because they stem from compatible sets 
of data collected from the same manipulator. 

In order to find the solution of equation set (3), the seventh equation is first 
subtracted from the previous six 

0=1, .. ,6) (4) 

Now the components of vector ak in reference frame Wb and the components of 
vector bk in reference frame Wp are explicitly introduced 

T T 
ak = (alk> aZk, a3k) ; bk = (blk> bZk> b3d (5) 

Substitution of expressions (5) for ak and bk into equations (4) leads to 



L euvjk liuk bVk = 0 
u=O,3 
v=O,3 

In equations (6), symbols <iok and bOk are defined by 

(j=1, .. ,6) 
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(6) 

(7) 

Moreover, coefficients euvjk (u,v=O, .. ,3; j=1, .. ,6) are constant terms, because they 
depend on the input data only. Their explicit expressions are omitted for the sake of 
conciseness. 

2.2. SOLUTION PROCEDURE 

Since all equations of set (6) lack terms depending on products like <luk~k and bukbvb 
(u,v=1,2,3), they can be solved by the procedure presented by Innocenti (1994). By this 
procedure, the solution of a set of six second-order equations with the same structure as 
equations (6) is reduced to finding the roots of a 20th order algebraic equation 
containing anyone of the unknowns (for example, a3k in the present case). Once the 
algebraic equation has been found, and all real roots (a3k)h (h=1, .. ,2uk; l~uk~lO) 
computed, linear back-substitution provides all real solutions of equation set (4) in 
terms of vector pairs (ab bdh' These vector pairs represent tentative solutions for the 
calibration problem. 

Identification of the correct solution is performed by testing all 2Uk vector pairs (ab 
bk)h, (h=1, .. ,2uk) and selecting the one that satisfies any equation of set (3) or, 
equivalently, only the seventh equation of set (3). 

3. The Second Calibration Algorithm 

The second of the proposed calibration algorithms is an extension of the first one, since 
it can be applied to those cases where the linear transducers equipping the legs of the 
parallel manipulator need calibration too. Precisely, it is assumed that the reading L'lLjk 
provided by the transducer of leg k, and concurring to define the j-th calibration data 
set, does not exactly correspond to the leg length, Ljb but differ from it by an offset 
value, LOb according to the following relation 

(8) 

Quantity Lok, here referred to as the reference length of leg k, is one of the kinematic 
parameters the calibration algorithm has to determine. The remaining unknown 
parameters are - like the previous algorithm - the coordinates of attachment points on 
base and platform with respect to reference frames Wb and Wp. 

Since there are as many as seven unknown kinematic parameters for each leg, 
considerations similar to those reported at the beginning of the previous section lead to 
fixing at eight the minimum number of data sets that are required to remove 
indeterminacy. 
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3.1. CALIBRATION EQUATIONS 

Based on eight data sets, eight equations in seven unknowns can be written for the 
generic leg k (1~k~6). Each equation can be derived from condition (2) after replacing 
quantity LJk with the expression provided by position (8) 

(j= 1, .. ,8) (9) 

Although the number of the equations exceeds the number of the unknowns by one, 
equation set (9) is not overconstrained because it derives from measurements on the 
same manipulator. Indeed, equation set (9) generally admits only one solution for 
parameters ak, bb and Lok· 

3.2. SOLUTION PROCEDURE 

In order to find the solution of equation set (9), the last equation is subtracted from the 
previous ones, thus obtaining 

(j=1, .. ,7) (10) 

Supposing that, at least for one value i of index j (1 $i~7), the following inequality is 
satisfied 

(11) 

unknown LOk can be linearly obtained from the i-th equation of set (10) and substituted 
in the remaining six equations. Consequently, the following set of six equations in six 
unknowns (the components of vectors ak and bb see relations (5» can be obtained 

(j=1, ... ,7;j-:ti) (12) 

By adopting positions (5) and (7), equations (12) can be rewritten in the following 
form 

L fuvnk ~k bVk = 0 
u=0,3 
v=0,3 

(n=1, .. ,6) (13) 

where coefficients fuvnk (u,v=O,I,2,3; n=I, .. ,6) are known quantities because they 
depend only on the measured data. 

Equations (13) have the same structure as equations (6). Once again, the solving 
procedure reported by Innocenti (1994) can be adopted in order to compute all real 
solutions in terms of vector pairs (ak, bk)h, (h=1, .. ,2~k; l$~k$IO). For every vector pair, 
the i-th equation of set (10) linearly provides the corresponding value, (LOk)h, for the 
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reference length of leg k. 
The selection of the proper solution out of the just determined 2~k tentative 

solutions (ak, bk, Lk)h (h=I, .. ,2~k) can be performed by singling out the specific 
tentative solution that satisfies each equation of set (9) or, equivalently, only the eighth 
equation of set (9). 

4. Remarks 

Thy-procedures explained in the previous two sections can be extended to include the 
possibility that the length of some legs do not vary during calibration, either because 
such legs are intentionally kept locked or because they are constant-length connecting 
rods (as for some legs of parallel manipulators with less than six degrees of freedom). 

For these special cases, the first of the proposed calibration algorithms does not 
formally change. With reference to any constant-length leg, the algorithm can now be 
interpreted as the resolution of the problem addressed by Innocenti (1994), with the 
additional selection of the only solution that corresponds to the known leg length. 

Also the second calibration algorithm reduces, for any constant-length leg, to the 
procedure reported by Innocenti (1994). Based on seven of the eight data sets, a 
maximum of twenty pairs of attachment points on base and platform can be found that 
are placed at the same mutual distance for each of the seven locations of the platform. 
The sought-for two points are those that, for the eighth platform location, are set apart 
by the same amount (the sought-for leg reference length) as for the previous seven 
locations. 

5. Numerical Examples 

This section shows application of the proposed algorithms to calibration of the same 
six-degree-of-freedom fully-parallel manipulator. All input data, reported in Table 1, 
are hypothetical. Nevertheless, the limited accuracy of experimental measurements is 
simulated by providing all values for lengths (expressed in arbitrary length unit) and 
direction cosines with six meaningful digits at most. 

Each column of Table 1 refers to a different data set. Within the same data set, the 
location of the platform is defined by the components of vector Sj (j=I, .. ,8) in reference 
frame Wb (see also Fig. 2), and by the elements ruvj (u,v=1,2,3; j=1, .. ,8) of orthogonal 
matrix Rj. Moreover, for each location of the platform the set of leg lengths, Ljb 
(k= 1 , .. ,6), together with the consistent set of sensor readings, llLjk' are also provided. 

5.1. APPLICATION OF THE FIRST CALIBRATION ALGORITHM 

The first of the proposed calibration algorithms is based on seven data sets, each 
comprising a platform location and the corresponding leg lengths. Accordingly, the 
eighth data set of Table I is ignored, together with all llLjk values of the considered 
seven data sets. 

The procedure explained in subsection 2.2 is applied six times, once for each leg. By 
referring, for example, to the first leg (k=l), a 20th order algebraic equation containing 
parameter a31 as unknown is obtained. The real roots of this equation are reported in the 
second column of Table 2. Based on them, twelve tentative solutions in terms of vector 
pairs (ab bl)h (h=I, .. ,12) can be computed. The third column of Table 2 lists, for every 
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TABLE 1 Input data sets for the calibration algorithms 

J = 1 2 3 4 5 6 7 8 

-093944 007317 089079 063796 026825 -070053 038101 011651 
sJ 056375 069121 029502 -069927 -070566 022848 007461 -003347 

1 12486 250209 128736 159766 291310 212017 282749 1 89539 

rllJ -0014362 -0516680 0131792 -0620199 -0277261 -0708385 0356581 -0772641 
rl2J -0216350 0825490 -0951924 -0487992 0584649 -0239258 -0631356 0633417 
rI3J 0976210 -0227175 0276535 -0614180 0762438 0664038 0688651 0042528 
r21J -0276196 -0646198 0744296 0293657 0695280 -0677336 -0835698 0342979 
r22J -0937468 -0201921 -0089226 0581588 -0425591 0495028 0113991 0360117 
r23J -0211827 0735973 -0661863 -0758631 0579188 -0544209 0537229 0867572 
r31J 0960994 0561666 0654717 0727405 0663108 -0198511 -0417683 0534220 
r32J -0272667 0527062 0293052 -0650860 0690694 -0835286 -0767069 0684908 
r33J -0046291 0637759 0696753 -0217399 -0288494 -0512728 -0486976 -0495490 

LJ1 371462 472007 257456 398720 403617 428984 289696 405329 
LJ2 646724 646205 542955 563069 694127 594020 279995 682776 
LJ3 614994 632322 443030 437290 660437 5 13941 466062 509096 
LJ4 460004 591219 332287 217104 749362 1 16258 285582 552735 
LJ5 402568 505487 419615 534127 344035 558947 585121 433236 
LJ6 538154 5 11180 347977 271115 257773 458100 593354 227480 

tiLJ1 327081 427626 213075 354339 359236 384603 245315 360948 
tiLJ2 652927 652408 549158 569272 700330 600223 286198 688979 
tiLJ3 707055 724383 535091 529351 752498 606002 558123 601157 
tiLJ4 402225 533440 274508 159325 691583 058479 227803 494956 
tiLJ5 366426 469345 383473 497985 307893 522805 548979 397094 
tiLJ6 542078 515104 351901 275039 261697 462024 597278 231404 

value of (a31)h, the corresponding deviation in terms of the absolute value of the left-
hand side of the seventh equation (3). It can be easily verified that the correct solution is 
the fourth one (h=4), because it generates the smallest deviation value. 

The correct solution for all legs is reported in Table 3 in terms of position vectors ak 

and bk (k=I, .. ,6). 

5.2. APPLICA nON OF THE SECOND CALIBRA nON ALGORITHM 

This time all eight data sets of Table 1 are taken into account. Consistently with the 
features of the second calibration algorithm, all LJk values, (j=1, .. ,8; k=I, .. ,6), are 
ignored. 

According to the procedure outlined in subsection 3.2, a twentieth-order algebraic 
equation is found for each leg and subsequently solved. By considering only the real 
roots, back-substitution provides a number of tentative solutions for the generic leg k in 
term of quantities ak> bk> and LOk ' Table 4 reports the eight tentative solutions for the 
first leg (k=l) - synthetically identified by kinematic parameter (a31)h, (h=I, .. ,8) -
together with the corresponding values of the left-hand side of the eighth equation of set 
(9); clearly, the correct solution is the third one (h=3). 

The whole solution to the calibration problem is reported in Table 5 in terms of 
position vectors ak and bk, and reference lengths LOk (k=I, .. ,6). The components of 
vectors ak and bk are very close to those obtained by the first algorithm (see Table 3). 
The slight differences are a consequence of the intentionally low accuracy affecting the 
input data of Table 1. 
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TABLE 2 Tentative a31 values and deviations 
for the first calibration algorithm 

h (a31)h deviation 

269181 I 72e+OO 
2 1486363 18ge+02 
3 -022341 14ge+00 
4 -000922 636e-05 
5 203123 708e+02 
6 413684 5 12e+01 
7 612723 275e+00 
8 362540 433e+00 
9 132048 665e+01 

10 -757180 I 73e+02 
11 -014296 49ge+00 
12 o 12579 150e+00 

TABLE 3 The output of the first calibration algorithm coordinates of attachment points 

on base and platform, for all legs 

k ak bk 

I 198742 o 11186 -000922 150011 -084126 043115 
2 316121 -254102 022715 252291 -127395 -005006 
3 163043 305991 -044017 1 78477 I 76638 011348 
4 -131197 286717 -020033 -0 18937 252552 -032491 
5 -278639 -I 19524 042210 -244736 -075484 002262 
6 -003905 -301485 016102 -106603 -\ 65458 028982 

Finally, the correctness of reference length values LOb (k=I, .. ,6), reported in Table 5 
can be checked through equation (8) by considering, for any data set of Table I, the LJk 

values and the corresponding L1LJk values. 

6. Conclusions 

Two original algorithms for solving the kinematic calibration of fully-parallel 
manipulators with general geometry have been presented. Neither algorithm requires 
preemptive estimation of the unknown kinematic parameters. 

The first of the proposed calibration algorithms is based on seven data sets, each 
composed of one platform location and the corresponding leg lengths. The algorithm 
unambiguously provides the coordinates of all spherical pair centers with respect to 
arbitrary reference frames fixed to base and platform. 

The features of the second algorithm are similar to those of the first one, apart from 
the additional ability to determine the offset values of the manipulator linear 
transducers. The algorithm relies upon eight data sets, each composed of one platform 
location and the corresponding transducer readings. 

Numerical examples showing application of the proposed algorithms to calibration 
of a fully-parallel manipulator have been reported. 
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TABLE 4 TentatIve a31 values and deVIatIOns 

for the second calIbratIOn algonthm 

h (a31)h deVIatIon 

323920 103e-tOi 
2 186303 944e-01 
3 -000922 760e-05 
4 129953 I 5ge+02 
5 3 04544 446e+01 
6 195530 240e+00 
7 -031454 321e+00 
8 326065 331e+00 

TABLE 5 The output of the second calIbratIOn algonthm coordInates of attachment POInts on 

base and platform plus reference length, for all legs 

k ak bk LOk 

198742 011186 -000922 150011 -084126 043115 044380 
2 3 16097 -254079 022727 252301 -127410 -005007 -006222 
3 163045 305992 -044020 I 78478 I 76639 011348 -092056 
4 -131195 286714 -020031 -018938 252552 -032492 057776 
5 -278639 -I 19528 042208 -244730 -075483 002257 036144 
6 -003906 -301486 016102 -106603 -165458 028982 -003922 
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PARALLEL REDUNDANT MANIPULATORS BASED ON 

OPEN AND CLOSED NORMAL ASSUR CHAINS 
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email: loesch@mech.tu-graz.ac.at 

Abstract. This paper deals with the position analysis of two manipulators 
based on open normal Assur chains (A(3.5),A(3.6)) and one manipulator 
based on a closed normal Assur chain (A( 4.4)). The manipulators consist 
of movable rigid bodies interconnected with rotary joints, which are either 
lined up in a row (open normal chain) or form a ring (closed normal chain). 
Legs, whose lengths can be varied using either linear actuators (driven P -
joints) or rotary actuators (driven R - joints), establish the connection with 
the ground. For all three mechanisms a lexicographic Grabner Basis was 
computed from polynomials that describe the position of the manipulator. 
The univariate polynomial of the basis for case A(3.5) has degree 54, for 
case A(3.6) it has degree 162 and for A( 4.4) degree 56, which leads to 54, 
162 and 56 possible complex positions respectively. 

1. Introd uction 

Some tasks in robotics demand accurate positioning and large load ca­
pacities. Since they sum up the backshlashes to a smaller extent, parallel 
manipulators solve such problems more precisely than serial manipulators. 
However, their disadvantage is their drastically reduced workspace. Be­
cause of the redundancy of the parallel manipulators discussed here there 
are many different ways to carry out a motion of the manipulator hand and 
one can choose among them in such a way that the power input is mini­
mized. In this article we analyze the forward kinematics of the manipulators 
described above. This means calculating all possible positions of the end ef-
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fector for a given set of input leg lengths. Our tool for solving the nonlinear 
constraint equations is a Grabner Basis algorithm modified in such a way 
that we do not use integer arithmetics, but floating point arithmetics with 
arbitrary precision floating point coefficients. To compute a lexicographic 
Grabner Basis directly, from which it is easy to deduce all solutions, long 
computational times and incredible amounts of storage are often required. 
To overcome these problems, we first compute a Grabner Basis in a finite 
coefficient field with degree reverse ordering and, in a second run, a ba­
sis using arbitrary floating point coefficients following the trace produced 
by the first run, thus excluding all unnecessary S - polynomial reductions 
for the second run [11]. The transformation into a lexicographic basis is 
done with Faugere's algorithm [5]. All the following results are computed 
from polynomials taking arbitrary values for the parameters. Therefore the 
solutions in this paper can only be seen as nearly generic. 

20 Floating point Grabner basis 

Because of the fact that the Buchberger Algorithm has become increasingly 
important in recent years we assume the reader to be familiar with Grobner 
Bases. For an introduction see for instance [4] or [2]. 

2.1. CHECKING FOR ZEROS 

The main part of the polynomial arithmetic during the Grabner Basis Al­
gorithm consists in the subtraction of two polynomials. Starting with the 
highest monomial with respect to the chosen ordering we take one mono­
mial from each polynomial and compare them. If they differ we append the 
higher one to the new S - polynomial and take the next monomial of the cor­
responding polynomial and compare again. In case of two monomials with 
the same size their coefficients have to be subtracted. To detect whether a 
monomial vanishes we have to make a statement like the following which 
asks for exact zeros: 

if (coeffl - coeff2 = integercoeff) = 0 then monomial is zero 

It has to be formulated in the following way when using floats: 

Of IIfloatcoeff1 -floatcoeff211 < 1· . h . 1· 
1 Ilfloatcoeffl +floatcoeff211 _ Imlt t en monomIa IS zero 

This relative formulation enables us to compare the fraction with a constant 
limit. But this test is not very stable because of the large influence of 
roundoff errors which often drastically decrease the accuracy of the floats. 
The crucial point here is that a limit greater than the machine accuracy has 
to be determined before the calculation. If we take the machine accuracy 
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as the least limit, we get a result depending on hardware floating point 
arithmetic. Even when we detect zero monomials with this statement, we 
can never be sure if the monomial is exactly zero. That is why we have 
to look for a certain kind of arithmetic which supports this test. Taking 
coefficients as a tuple consisting of an integer and an arbitrary precision 
float it is possible to make the zero test in the following manner: 

o _ IIfloatcoeff1 -floatcoeff211 .. 
If modularcoeff1 - modularcoeff2 - 0 1\ Ilfl t ff fl t ff II < hmlt oa coe 1 + oa coe 2 -

then monomial is zero 

A coefficient asserted to be zero by the modular value must have a small 
floating point value, but if the modular value is zero and the floating point 
value is greater than the limit two cases might have occurred: 

1. The result of the modular subtraction is a multiple of the modulus. 
This can be avoided by either using two moduli which have to be zero 
concurrently or by making a second modular run with another prime as 
the modulus. Our experience shows that the occurrence of a multiple 
of the modulus is very rare, and to keep the algorithm fast we have 
chosen the latter option. 

2. The roundoff errors have been too big and the second run of the algo­
rithm must be computed once again taking floats with higher precision. 

Thus the zero check has to be done in the following manner: 

if modularcoeff1 - modularcoeff2 = 0 

else 

if Ilfloatcoeffl - floatcoeff211 < limit 
IIfloatcoeff1 +floatcoeff211 -

then monomial is zero 
else 

raise precision and restart second run 

Of IIfloatcoeff1 -floatcoeff211 < r 't 
I IIfloatcoeff1 +floatcoeff211 _ Iml 

then a multiple of the modulus occurred. Take 
another prime as modulus and restart first run 

This representation of coefficients by a pair consisting of a floating point 
approximation and a modular value is due to D. Lazard [9J. 

2.2. ARBITRARY PRECISION FLOATS 

Our software is modeled after a preliminary version of a multi precision 
floating point and interval arithmetics package by Krandick and Johnson [8J 
to be used within the saclib environment. The saclib floats are represented 
by a pair consisting of an integer of arbitrary length, the mantissa, and a 
second integer of fixed length called the exponent. To represent the mantissa 
as a binary number of 2 - length, a positive power of 2 (() is used for the 
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basis (j3): j3 = 2( A non - zero floating point number is thus characterized 
by the sign s, a certain number of j3 - digits ai and the exponent e: F = 
(s, aoj3° + alj31 + ... + anj3n, e). The number of j3 - digits n is called the 
precision of F and the mantissa a is normalized, which means 

L (3 '" j3 - length of a (precision) 
L2 ... 2 - length of a 

In order to get a floating point Grabner Basis algorithm with high per­
formance we wrote our own routines, which work with fixed size arrays. 
The main idea was to use floating point numbers which all have the same 
precision from the beginning, thus simulating the use of hardware floating 
point arithmetics with a much higher machine accuracy. Well knowing that 
arithmetic is not exact with numbers in floating point representations like 
the one mentioned above, we have to interpret our results carefully. With 
an increasing amount of calculation the roundoff errors accumulate and we 
cannot be sure whether these roundoffs were magnified in such a way that 
the true answer is swamped. To overcome this problem we did our calcu­
lation twice - the second time with increased precision - and compared 
the coefficients of the resulting polynomials. Corresponding digits of the 
mantissa were declared to be valid. But this was an expensive and rather 
empirical way to determine the accuracy of the floats. A better way would 
be to observe the accumulation of the roundoff errors during the algorithm. 

2.3. LOSS OF ACCURACY 

To express the influence of roundoff errors we use the basic concept of rela­
tive errors mentioned in [6], a rough but reasonably useful way to determine 
the significant digits of the numbers. Let f be an exact real number which 
has to be expressed by the the floating point approximation j. Then the 
fraction (} - 1) / f is called the relative error of approximation. The magni­
fication of the relative error by the operations of multiplication and division 
is not assumed to be significant. On the other hand, a subtraction of near­
ly equal values causes a substantiel loss of accuracy and greatly increases 
the relative error. To observe the loss of accuracy during the calculation 
in this way we first implemented some instructions in the routines fpsum 
and fpdif which detect bad additions and subtractions and compute the 
number of digits which have been lost. Taking this number as the scale for 
the relative error we are able to quote the accuracy of each float at any 
stage. Furthermore, an additional integer is appended to the internal rep­
resentation of an arbitrary precision float which characterizes the accuracy: 
F = (s,aoj3° + alj31 + ... + anj3n,e,acc). The zero check described in 2.1 
can now be done in a more elegant way. Since we know the accuracy we 
are able to compare the difference between two floating point numbers with 
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the value zero. In this case zero is the current machine accuracy, which is 
determined by the present number of /3 digits. In spite of this attendant 
calculation of accuracy we do not leave our modular support because of the 
remaining uncertainty which is caused by the fact that we do not alter the 
accuracy when calling the functions fpdiv and fpprod. 

3. Assur groups 

The basic mechanisms of all the manipulators investigated in the following 
are Assur groups which are "the smallest kinematic chain, which, when 
added to or subtracted from a mechanism, results in mechanisms that have 
the same mobility as the original" [10]. In order to get all possible positions 
of the end - effector for a given set of leg lengths, we have to carry out a 
position analysis of the respective Assur group. 

4. Parallel redundant manipulators based on open normal chains 

An open normal Assur chain consists of triangles which are lined up in 
a row interconnected by rotary joints. At the remaining corners, legs are 
connected with the triangles via rotary joints: the first and the last triangles 
have 2 legs each and the in - between triangles have one. According to a 
classification of Assur groups proposed by [1] the open normal Assur chains 
always have class 3 and the order equals the number of legs. 

4.1. THE ASSUR GROUP (3.5) 

Without loss of generality we choose a coordinate system whose ongm 
is identical with point Al and whose x - axis passes through point A2 • 

To define the geometry of the three triangles we take the lengths of two 
sides and the angle included by them (al,bl'</>l; i = 1-;.- 3) (see Fig. 4.1). 
The position of the group for a given n - tuple (iI, 12 , 13 , 14 , 15) is described 
taking the four angles (x, /3, 1,8. We should remark here that it was our 
purpose to choose one angle as the third triangle parameter to justify our 
floating point arithmetics. Anyone computing a Grabner Basis using integer 
arithmetics has difficulties in making the same input polynomials algebraic 
because all angles are arguments of trigonometric functions. One possible 
solution would be to evaluate the sines and cosines to floats with a certain 
number of digits and then to convert these floats to rationals. In doing 
so, however, the input polynomials do not define the problem exactly but 
only approximately, and it remains to investigate whether this fact causes 
a discrepancy between the integer results and the floating point results. 
Furthermore, we have to ask how precise the input parameters have to be 
given if we want to have a correct result. For the numeric examples given 
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Figure 1. Assur group (3.5) 

in this paper we did the computations several times, continually increasing 
the precision of the floats and thus checking our results. All roots were 
backsubstituted into the input polynomials to confirm them, so that we 
could be sure that our solutions were correct. With the following vector 
definitions (VI = A-;PI, V2 = P IP 2, V3 = A~2' V4 = P-;P6, Vs = P"J>3, V6 = 
AIA6,V7 = P-;P7,V8 = P~4,V9 = AIA4,VlO = P4Ps ,vn = AlAs): 

VI = [ ~~ ~~:: ] ,V2 = [ =:~ ~~:~: : ~j ] ,V3 = [ A~x ] , 

V 4 = [bb1 c~s(( a + (3(3 - ~1))] ,V S = [- a2 c~s(( a + (3(3 + , - ~1))] ,V 6 = [AASX] 
1 sm a + - 0/1 - a2 sm a + + , - 0/1 3y 

_ [b2 cos(a+(3+,-<Pl-<P2)] _ [-as cos(a+(3+,+8-<PI-<P2)] 
V7- b2 sin(a+(3+,-<PI-<P2) ,V8- -as sin(a+(3+,+8-<Pl-<P2) 

_ [A4X] _ [bs cos(a+(3+,+8-<Pl-<P2-<P3)] _ [A5X] 
V9- A4y ,VlO- bs sin(a+(3+,+8-<Pl-<P2-<P3) ,Vn- A5y 

it is possible to write the four constraint equations: 

(VI + V2 - V3)2 -/~ = 0 (1), (VI + V2 + V4 + Vs - V6)2 - l~ = 0 (2) 

(VI + V2 + V4 + Vs + V7 + V8 - V9)2 -/~ = 0 (3) 

(VI + V2 + V 4 + Vs + V7 + V8 + VlO - vn)2 - I~ = 0 (4) 

The left - hand sides of equations 1 to 4 together with the trigonometric 
identities sin2a + cos2a -1, sin2(3 + cos2(3 -1, sin2, + cos2,-1 and sin28 + 
cos28 -1 form eight polynomials in the variables sina, cosa, sin(3, cos(3, sin" 
cos" sin 8, cos 8, which generate the ideal for which we determine a lexico­
graphic Grabner Basis using al = 5, bi = 9/2, <PI = 8/5, a2 = 48/10, b2 = 
9/2, <P2 = 37/25, a3 = 6, b3 = 53/10, <P3 = 3/2, h = 15/2,12 = 4,13 = 7/2,14 = 
3, Is = 5/2, A2x = 6, A3x = 27/2, A3y = 3/2, A4x = 17, A4y = 2, Asx = 
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x 

Figure 2. Assur group (3.6) 

49/2, A5y = 5 as numerical values for the input parameters. We use La­
guerre '8 Method to find all roots of the univariate polynomial. According 
to the degree of the univariate polynomial in the basis, which is 54, there 
are 54 complex positions of the Assur group (3.5). Because of the size of the 
different bases (modular, degree reverse, lexicographic) we do not include 
them in this paper, but they can be accessed at our ftp server 1. 

4.2. THE ASSUR GROUP (3.6) 

This group is similar to the Assur group (3.5) and is built by adding one 
triangle and one further leg. It has class 3 and order 6. The parameter space 
is given by (ai, bi, ¢>i); i = 1-;.- 4, Ii; i = 1-;.- 6) and A2x , A3i , A4i, A5i, A6i; i = 
x, y. In addition to the vectors defined in 4.1 we need to redefine Vll and 
to define the following vectors (Vll=P9PS, v12=AIAs, VI3=P5P6, v14=A-;-A6): 

_ [ -a4 cos( a + (3 + , + 8 + E - ¢>1 - ¢>2 - ¢>3) ] _ [ A5x ] 
Vll- -a4 sin(a+(3+,+8+€-¢>I-¢>2-¢>3) ,VI2- A 5y 

_ [ b4 cos( a + (3 + , + 8 + E - ¢>1 - ¢>2 - ¢>3 - ¢>4) ] _ [ A 6x ] 

V13- b4 sin(a+(3+,+8+E-¢>I-¢>2-¢>3-¢>4) ,VI4- A 6y 

In this case we have five constraint equations whose left - hand sides to­
gether with five trigonometric identities as polynomials in sin a, cos a, sin (3, 
cos {3, sin" cos" sin 8, cos 8, sin E, cos E generate the ideal the variety of which 
gives all posible positions of the Assur group (3.6). 

(VI + V2 - V3)2 - I~ = 0 (5), (VI + V2 + V4 + V5 - V6)2 - 15 = 0 (6) 

(VI + V2 + V4 + V5 + V7 + V8 - Vg)2 - I~ = 0 (7) 

(VI + V2 + V4 + V5 + V7 + V8 + VlO + Vl1 - VI2)2 -I~ = 0 (8) 

(VI + V2 + V4 + V5 + V7 + V8 + VI0 + Vl1 + V13 - V14)2 - Ii = 0 (9) 

1 ftp.tu-graz.ac.at, /pub/papers/mechanic 
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sin2o:+ cos2 a = sin2 f3+cos 2f3 = sin 2,+cos2, = sin28+cos28 = sin2c+cos2c = 1 

The final lexicographic Grabner Basis was computed for the parameters: 
al =5, bI =5,11 =8/5, a2=5, b2=4, 12=37/25, a3=6, b3=6, 13=3/2, a4=2, b4= 
5,14=7/5, h =8,12=4, b=3, 14=2, Is=5, 16=7, A2x=6, A3x=13, A3y=1, A4x= 
17, A4y =2, Asx =25, Asy =5, A6x =31, A6y =2. The degree of the univariate 
polynomial is rather high (162), indicating 162 complex solutions 2. 

4.3. CONCLUSION 

The position analysis of the general planar parallel manipulator based on 
the open normal Assur chain A(3.3) gives 6 solutions [12]. The Assur group 
A(3.4) and corresponding manipulators have 18 possible positions [13]. Here 
we found 54 solutions for the Assur group A(3.5) and 162 solutions for the 
manipulator based on the Assur group A(3.6). This induces 2 x 3n as the 
formula to get all possible positions of manipulators based on open normal 
Assur chains when n is the number of mobile bodies. The same result was 
detected much earlier by Wunderlich while investigating higher coupler 
curves [15]. 

5. Parallel redundant manipulators based on closed normal chains 

Taking the first and last triangles of an open normal Assur chain in order to 
connect them with a rotary joint and removing the legs at this joint, we get 
a closed normal Assur chain. This assembly can be classified by counting 
the number of corners of the inner loop, which is always identical with the 
number of legs that connect the bodies with the base. Thus we get the class 
and order of the group. The simplest configuration which can be used as a 
parallel manipulator is the Assur group (4.4) (see Fig. 5.1). 

5.l. THE ASSUR GROUP (4.4) 

In order to get polynomial equations whose Grabner Basis is simpler to 
compute, we defined the geometry of the four triangles by taking their 
lengths (ai,bi,ci;i = 1-;.- 4). The following vector definitions are needed 
to express three constraint equations using the leg lengths (Ii; i = 2 -;.- 4) 
and one equation which represents the four - bar linkage of the inner loop 
analytically (VI = AlP}, V2 = PIPS, V3 = PsP2, V4 = AIA2' Vs = PIPS, V6 = 
P8P3,V7 = AIA3,V8 = P~6,V9 = P6P4,VlO = A~4)' 

_ [ 11 cos <PI ] _ [ -c1 sin<P2 - a1 COS<P2 ] _ [ A3x ] VI - 1 ',1.. , V2 - ,I.. ',1..' V7 - A 
1 sm '1-'1 c 1 cos '1-'2 - a 1 sm '1-'2 3y 

2ftp.tu-graz.ac.at, /pub/papers/mechanic 
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Figure 3. Assur group (4.4) 

_ [b2COS(4)2+4>3)-C2Sin(4>2+4>3)] _ [-C1 sin(4)2)+b1 COS(4)2)] 
v3- b2 sin(4)2+4>3)+C2 COS(4)2 +4>3) ,V5- C1 cos(4)2)+b1 sin(4)2) 

_ [-a3 cos( -4>4 +4>2) - C3 sin( -4>4 +4>2)] _ [( a2 + b2) sin( 4>2+4>3)] 
V6- -as sin( -4>4+4>2)+CS cos( -4>4+4>2) ,V8- (a2+b2) COS(4)2+4>3) 

V 4 = [ A 2x ] ,Vg = [ bb4 C?S((f2 + f5)) - C4 sin((~2 + ~5)) ] ,VlO = [ AA4X ] o 4 sm '1-'2 + '1-'5 + C4 COS '1-'2 + '1-'5 4y 

The angle 4>5 can be represented by sin 4>5=[( as + bs ) sin 4>4 - (a2 + b2) sin 4>3] 
/(a;, + b4 ),cos4>5 = [(a1 + bJ) - (a2 + b2) cos 4>3 - (a3 + b3)cos4>4]/(a4 
+ b4 ). The vectorial constraint equations 

(VI + V2 + V3 - V4)2 - l~ = 0 (9), (VI + V5 + V6 - V7)2 - l~ = 0 (10) 

(VI + V2 + V8 + Vg - VlO)2 - l~ = 0 (11) 

together with the analytical representation of the four - bar linkage 

[(a3 + b3) sin 4>4 - (a2 + b2) sin 4>3]2 + 

[(a1 + b1) - (a2 + b2) cos4>3 - (a3 + bs ) cos 4>4]2 - (a4 + b4 )2 = 0 (12) 

and the trigonometric identities sin24>1 + cos24>1 - 1, sin24>2 + cos24>2 - 1, 
sin24>3 + cos24>3 - 1, sin24>4 + COS24>4 - 1 generate the ideal for which we 
computed a lexicographic Grabner Basis. The input parameters were: al= 
4, b1 = 2, Cl = 3, a2 = 3, b2 =2, C2= 2, a3= 2, b3= 5, c3=4, a4 = 1, b4= 5/2, c4=5 
h =2, 12 =5,13= 11/2, 14=3 A 2x = -6, A3x = 7, A3y = 15/2, A4x= -4, A4x =9. 
Again all results are accessible at our ftp server 3. 56 complex solutions 

3ftp.tu-graz.ac.at, /pub/papers/mechanic 
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were found according to the degree of the univariate polynomial. The same 
result was found by Wohlhart for a special case of the A( 4.4) group, the 
rhombic Assur group [14]. 

6. Future work 

We want to extend our algorithm to the computation of Grabner Bases 
of ideals of higher dimensions to be able to investigate coupler curves and 
further input - output relations of mechanisms of mobility one and higher. 
The loss of accuracy of the arbitrary precision floats should be observed in 
a preciser way. So far we only have a lower limit which gives us a minimum 
accuracy by taking the worst case. 
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FORWARD KINEMATICS OF A PARALLEL MANIPULATOR 
WITH ADDITIONAL ROTARY SENSORS MEASURING THE 
POSITION OF PLATFORM JOINTS 

L. TANCREDI, M. TEILLAUD AND J-P. MERLET 

INRIA 
B.P. 93, 06902 Sophia-Antipolis Cedex, France 

Abstract. The measurement of the link lengths of a general six degrees 
of freedom parallel manipulator is not sufficient to determine its actual 
posture. In fact, there are 40 complex solutions to this problem. We show 
that adding additional rotary sensors allows us to know the position of 
some points on the platform and reduces the number of solutions. We give 
conditions under which the manipulator has a unique posture. 

1. Introduction 

A general six degrees of freedom parallel manipulator is made of two rigid 
bodies connected to each other by six links. One of the bodies is fixed, the 
base; the other body is a movable platform. Each link is connected to the 
base by a universal joint and to the platform by a ball-and-socket joint. 
Linear actuators enable the links to change their length. For each actuator 
a sensor measures the length of the leg (see Figure 1 ( a) ). 

Platform p z 

z x ch=(p"q"r,) 

~ 
'J---' _A .. ' = ~ a" b" c,) y 

x 
(a) (b) 

Fzgure 1. (a) General 6 degrees of freedom parallel manipulator - (b) Notations 
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We consider the forward (or direct) kinematics problem (FKP): for a 
given set of link lengths, as measured by the actuators' sensors, determine 
the posture of the platform in the reference frame. In this paper posture 
means position and orientation of the platform. The FKP does not have a 
unique solution. The number of real solutions to this problem for a general 
parallel manipulator is not known yet, but an upper bound on the number 
of complex solutions is 40. This result has been obtained by continuation 
methods [13, 17}. Algebraic proofs are also available [11], and recently an 
algorithm has been presented which gives the forty solutions of the FKP 
[5]. At present examples with 16 real solutions have been found [1]. Even 
for a special manipulator architecture where the platform is a triangle, the 
bound is still 16, and this bound has been reached by real solutions [2, 6]. 

Computing all the solutions is very slow [9]. Moreover, it still remains 
an open and difficult problem to extract the unique actual solution from 
the set of computed postures. It appears necessary to have more data on 
the posture. One way to do this is to add extra sensors. There are two 
main types of sensors: rotary sensors and displacement sensors. NAIR [12], 
CHEOK et al. [3] used displacement sensors. Their studies solve the FKP, 
but only in the case of a manipulator with a planar platform. Adding dis­
placement sensors involves adding passive legs and therefore increases the 
risk of intersections between legs. STOUGHTON et al. [15], MERLET [10] 
used rotary sensors located on the base joints. 

Outline. In Section 2 we introduce the method we have used. In Sections 
3, 4 and 5, respectively, we then consider the cases when the extra sensors 
enable us to know the position of three, two or one platform joints. In the 
discussion we will always suppose that the manipulator is well built, i.e. the 
problem admits at least one solution. We determine the number of solutions 
of the FKP for each case and the conditions under which a unique solution 
can be found. This allows deduction of some design rules that guarantee a 
unique solution according to the number of extra sensors. The results are 
applied to special architectures in Section 6. 

Notations. The main conventions are illustrated in Figure l(b). Let n = 
( 0, X, Y, Z) be the reference frame fixed to the base. Let P = (C, x, y, z) be 
the mobile frame fixed to the movable platform. The coordinates of C in n 
are (C x, Cy, C z). Ai denotes the centre of the base joint of the ilh leg. Its 
coordinates are (ai, bi, Ci) in frame n. Bi denotes the centre of the platform 
joint of the ilh leg. Its coordinates are (pi, qi, Ti) in P. Pi is the measured 
length of [AiBiJ. We denote by Si the sphere centered at Ai with 
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2. Method 

Our method is based on two main points: the first is the type of the sensors 
we use and their location on the manipulator, the second is the way the 
problem is stated. 

2.1. MEASURE OF THE EXTRA SENSORS 

Let us recall that a universal joint can be equipped with two rotary sensors: 
one per rotation axis of the joint. 

We define a joint frame (Ai, u, v, w) attached to each joint i, for i in 
{l, ... ,6}, near the base where (AiU) is coincident with the first rotation 
axis of the joint. Let (AiW") be the supporting axis of the link [AiBiJ. This 
axis is obtained from (AiW) by applying a rotation of angle a around (At u) 
(rotation matrix Ra) followed by a rotation around (Aiv') = Ra(AiV) with 
the angle {3 (rotation matrix R(3). The joint frame coordinates of Ai Bi are 

given by AiBi = IIAiBil1 RaRf3 [0 0 1 f. As IIAiBil1 = Pi is given 
by the prismatic sensor, two extra rotary sensors measuring a and {3 are 
enough to determine the position of B i . The measurement of only one angle, 
a, enables us to determine a plane containing Hi and At. 

2.2. ALGEBRAIC FORMULATION OF THE PROBLEM 

A way to express the forward kinematics problem algebraically is to write 
down expressions for the lengths of the legs, which are known by measure­
ment. Since the coordinates of the platform joints are only known in the 
platform frame P, we have to express their coordinates in the base frame R. 
This can be done by applying a displacement to the platform frame from 
an initial posture, which is the posture of the base frame, to its current 
posture. This displacement from R to P is a composition of a translation 
from 0 to C with a rotation. We have for i in {l, ... ,6}: 

which yields in R 

2 
P. ( T T T)2 

R [P. q. T.] + [Cx Cy Cz ] - [a. b, c.] (1) 

where R is a rotation matrix, i.e. it satisfies the usual orthonormality 
equations. The unknowns of the problem are the components of the ma­
trix R and those of the vector OC. When a rotary sensor is added to a 
leg i, we get a linear equation, because the measure of the sensor defines 
a plane £'i containing Ai and Bi (see Section 2.1). Let us suppose the nor­
mal vector Ni = (N, x' Niy, N,z) to this plane to be known. Then we have 
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AiBi . Ni = O. This system of equations, which involves quadratic equa­
tions in twelve unknowns, is very difficult to solve. In the following, we 
consider cases where at least one joint position is known using extra sen­
sors. Then the coordinates of C are known, thus the quadratic equations 
(1) become linear and three unknowns vanish. 

3. Three known joints 

With two rotary sensors per leg on each of three legs, the positions of three 
points Bi are determined (see Section 2.1). The knowledge of three non­
collinear points is sufficient to deduce the posture of the manipulator (see 
[14, 16]). Thus, this case admits a unique solution to the FKP. The case 
when the joints equipped with extra sensors are collinear is degenerate. 

4. Two known joints 

When the positions of two different points of the platform are known by 
means of four rotary sensors placed on two segments, and when the lengths 
of only two other segments are given, there are at most two possible postures 
for the robot and usually one, as shown in [1O}. We systematically study 
the cases when there are exactly one or two postures (or an infinity for 
degenerate cases) when the joints of two legs are known, and the lengths 
of the four other legs are measured. 

By renumbering the joints, we can assume that these two known joints 
are Bl and B2. They determine a rotation axis for the platform. Each 
point of the platform is thus moving on a circle (possibly reduced to a 
point) centered at line (BlB2). We will denote by Ci the circle associated 
with Bi, for i = 3, ... ,6. From the constraints given by the lengths of the 
segments, Bi also lies on sphere Si centered on Ai. In the general case when 
Ci is not contained in Si, Bi can have at most two positions. 

We can choose C and 0 to be equal to Bl, and both first axes (OX) of 
n and (Ox) ofP to be equal to the line (BlB2). The rotation matrix from 
n to P is thus: 

R [
1 0 
o m ll 

o m z 

o 1 -m 
myZ 

h 2 2 were my + m z = 1 (2) 

If there exists i E {3, ... , 6}, say i = 3 without loss of generality, such 
that A3 does not lie on line (BlB2), we can choose the axis (OY) of n such 
that A3 defines the plane (XOY). Similarly, if B3 does not lie on (B1B2), 
we choose (Oy) such that B3 defines the plane (xOy). 

Let us consider the following condition: 

There exists i, say i = 3, such that neither Ai nor Bi lies on (B1 B 2 ). (3) 
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In what follows, whenever condition (3) holds, we will choose (OY) and 
(Oy) as above; hence C3 = T3 = 0, and Equations (1) become: 

p; = a; + b; + p; + q~ - 2a3P3 - 2b3q3m,/ (4) 

p~ =2(-c,r, - b,q,)m,,-2(c,q, - b,r,)mz +IIOAill 2 +IICBiI1 2 -2a,p" i E {4,5,6}(5) 

my is the only unknown appearing in Equation (4). 
If Condition (3) does not hold, we choose axes (OY) and (Oy) arbitrar­

ily. For each i in {3, ... ,6}, Az or Bz lies on (Bl B2), so the coefficients of 
the unknowns my and m z in Equations (1) vanish. Any rotation will be a 
solution of the system, which implies that the robot is in a posture where 
a singularity appears, corresponding to a Grassman variety of rank 5 {8}. 

Property 4.1 If, for each i in {3, ... , 6}, Alar B, lies on (BlB2), then 
the robot zs in a posture correspondmg to a smgularzty. 

From now on in Section 4, we will always assume that Condition (3) holds. 
As b3q3 =f 0 (by Condition (3)), we can compute a unique value for 

my from Equation (4). Then one equation (5) will allow us to deduce m z , 

provided that there exists i in {4, 5, 6} such that the coefficient -czqz + bzT1 

of m z is not equal to zero. 
Let us look at the geometric meaning of the following equation, for some 

iE{4,5,6}: 
(6) 

For two points P and Q not lying on (BlB2), let us denote by Po the 
oriented angle between the two planes (Bl B 2P) and (Bl B2Q). Equation (6) 
clearly holds when AI or B, lies on (Bl B2), because in this case bt = c, = 0 
or ql = T, = O. Let us now assume that neither At nor B, lies on (BlB2)' 
Then (6) can be rewritten as £..b = !.i., where £..b = tanA;A; et !.i. = tanB;B; 

I qt z q, 
(see Figure 2). Note that these angles are well defined whenever none of 
the points A"Bt ,A3,B3 lies on (BlB2)' Thus Condition (6) holds if and 
only if the following condition is fulfilled: 

(7) 

Suppose that (7) holds for each i in {4, 5, 6}; then none of the equa­
tions (5) allows us to compute m z . In this case, another equation will be 
necessary. We will use Equation (2): m; + m; = 1. This equation gener­
ally has two solutions. It admits one double solution m z = 0 if and only if 
my = ±1, corresponding to a rotation of angle kB3 = 0 (mod 71'), which 
means that Bl, B2, A3, B3 are coplanar. 

Theorem 4.1 Let the positions of two joints, say Bl and B2, be known. 
Then the FKP admits a unique solution, if and only if 
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z 
z 

----.. A3B3= angle of rotation R 

F~gure 2. Geometric interpretation of Condition (6) 

there exists i, say i = 3, such that neither A. nor B1 lies on (B1B2) 
. {} ( neither A. nor B t lies on (B1B2) ) 

d :3 2 E 4,5,6 such that d A---A .../.. B---B 
an an 3 't r 3 • 

or B l , B2, A3, B3 are coplanar 

Theorem 4.2 Let the positions of two joints, say Bl and B2, be known. 
Then the FKP admits two distinct solutions, if and only if 

there exists i, say i = 3, such that neither A. nor B. lies on (B1B2) 
. { } (either A~ or B. lies on (B1B2) ) 

- and V 2 E 4,5,6 , I A---A B---B 
or e se 3 • = 3 t 

- and B l , B2, A3, B3 are not coplanar. 

These conditions are rather restrictive, which shows that, in most cases, 
there will be only one solution. 

4.1. ADDING MORE ROTARY SENSORS 

We can prove the following theorems, which assume that the conditions 
given in Theorem 4.2 hold: 

Theorem 4.3 A fifth sensor, placed on a segment [A.B.], for any choice 
of i E {3, ... ,6} will allow the FKP to have only one solution if and only if 

B t is not aligned with Bl and B2, 
- and the angle between the plane (B1B2A3) and the vector normal to £/ 

is different from B;if.. 
Theorem 4.4 Two extra sensors, respectively placed on segments [AtB.] 
and [AJ BJ ], for i, j E {3, ... ,6}, i i= j, still do not give a unique solution to 
the FKP if and only if 
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Bi = Bj, Ai i- Aj, and the vectors Nil Nj and AiAj are dependent, 
where Ni {resp. Nj} denotes the normal vector to the plane Ei {resp. 
Ej} given by the sensor, 

- or Hi i- Bj and, for k = i,j, Bk is aligned with Bl and B2 or the angle 

between the plane (BlB2A3) and the vector Nk is equal to B;Bk. 
In the other cases, six sensors will always give a unique solution. 

5. One known joint 

In this section we equip the manipulator with two additional rotary sensors, 
both located on leg 1. As seen in Section 2.1, it allows complete determina­
tion of the coordinates of B l . Unless all joints on the platform are identical, 
we can renumber the segments so that B2 is different from Bl. We choose 
o and C to be superimposed with B l , the vector BIA2 to define the axis 
(OX) (since A2 i- Bl ), and BlB2 to define (Ox). Thus Equations (1) yield: 

(8) 

p,2 -2 a,pi l , - 2 biP)ll - 2 c,Pi1z - 2 aiqimT - 2 b,qimll - 2 c,qimz 

-2( aiT,nT + biT,n 11 + C,Tinz) + IIOAil12 + IICBil12 i E {3, ... ,6} (9) 

5.1. GENERAL PLATFORM 

In [7, 4} the authors consider the case of a manipulator with one of the 
platform joints positions determined by three legs connected to this joint, 
and only three legs connected to other joints. This case is shown to have 
at most eight solutions (in a non-singular posture). So, in our case, more 
constrained, the FKP cannot have more than eight solutions. 

5.2. PLANAR PLATFORM 

For this particular robot we choose the plane of the platform to be the 
plane (xOy). This case leads to a system of equations (8), (9) which turns 
out to be a system of equations with only six unknowns (since r'i = 0, for 
each i). Let us give some sufficient conditions for this system to become 
degenerate, i.e. for the determinant to vanish. 

- there exists i such that Ai = Bl (not allowed by design) 
- there exists i such that Hi = Bl 
- B3,"" B6 are collinear with Bl (ZHANG and SONG'S design [18]) 
- A2, ... , A6, Bl are coplanar 

If the system is linearly independent, then we have five linear equations 
that enable us to solve for five unknowns. The last unknown is found by 
one of the orthonormality equations of the rotation matrix. Since this last 
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equation is of degree two, there may be up to two solutions. The conditions 
that determine whether there are one or two solutions are complex. When 
the rank of the system is not full and decreases by one, we need to add 
one more quadratic equation to solve our problem; hence the number of 
solutions doubles. Depending on the rank of the linear system, the number 
of solutions for the FKP can thus be 2 (full rank), 4 (rank = 4), 8 (rank = 3) 
or infinity (rank < 3). 

5.3. ADDING MORE ROTARY SENSORS 

Now we consider one leg equipped with two sensors (leg 1) and another one 
equipped with only one rotary sensor (leg 2). 

5.3.1. General platform 
In contrast to Section 4, we use a geometric approach to solve this case. 
First, we determine the position of B2. Then, using the results of Section 4, 
we consider the postures for the whole platform. The joint B2 is located 
at the intersection of the sphere 52 centered at A2 with radius P2, the 
sphere centered at Bl with radius IIB1B211, and the plane £2 given by the 
third sensor. When Bl, A2, B2 are collinear, the position of B2 is uniquely 
determined. Otherwise, there are two solutions for the joint B2 . We know 
that there are at most two solutions for the FKP when the positions of Bl 
and B2 are known and that the most general case has one solution (see 
Section 4). Thus there may be up to four solutions to the FKP, and it 
has two solutions in the most general case. It is complicated to determine 
exactly the conditions yielding three or four solutions. 

It will be necessary to add six sensors to obtain a linear system. That 
design leads to a unique solution, except in the degenerate cases. 

5.3.2. Planar platform 
Let us use again the method described in Section 2. Now the third sensor 
adds a sixth linear equation to a system with six unknowns. When this 
system is of full rank, the FKP has a unique solution. This system is de­
generate when the determinant of the subsystem (8), (9) based on the five 
legs is zero (see 5.2), or when the third sensor gives redundant information. 
From Section 5.2 we know that there are up to two solutions for the posture 
when the subsystem (8), (9) is non-degenerate. The third sensor gives no 
useful information when its measured plane contains the two possible lo­
cations for B2 previously found in this case. This occurs for example when 
the normal N2 is parallel to the axis (BIA2), i.e. A2 is also the center of 
the circle formed by the intersection of 52 and the sphere centered at Bl 
with radius IIBIB211. In general there will be one solution for this design. 
Adding more sensors reduces the risk of having a degenerate case. 
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6. Applications 

It would be interesting to study some special parallel manipulator architec­
tures for which the number of solutions for the FKP is almost independent 
of the posture. Let us consider the case where the position of two joints are 
known and BI and B2 denote these joints. 

• Let us first consider an architecture in which the platform has five 
collinear joints, i.e. B4, B5, B6 lie on (BIB2), as in [18]. From Theorems 4.1 
and 4.2, we deduce that, in general, we will obtain two postures for this 
robot, the two positions of B3 being symmetric with respect to the plane 
(BIB2A3), and that these two solutions reduce to one double solution when 
BI, B2, A3, B3 are coplanar, but this yields a singular posture. 

• Consider a special parallel manipulator where the platform is planar 
and none of its joints are lined up with (BIB2). There are two solutions 
for the FKP if and only if A3 is not in the plane of the platform and if 
all points A4, A5, A6 are either coplanar with A3, BI, B2 or aligned with BI 
and B2. In the special case where the platform is planar but the base is 
not, there is usually only one solution. 

• Let us now study a robot with planar platform and base. It can easily 
be seen from Theorem 4.1 that, in most cases, there will be only one solution 
for this robot (we still assume that Condition (3) holds). By Theorem 4.2, 
there are two solutions if and only if BI and B2 lie in the plane of the base. 
The case of a double solution is obtained when the base and the platform 
lie in the same plane; it corresponds to a classical singular configuration [8]. 

• Let us consider a special manipulator which has a triangular platform. 
The joints are superimposed two by two (BI == B4, B2 == B5, B3 == B6). The 
forward kinematics problem admits two solutions if and only if B I, B2, A3 
and A6 are coplanar. In fact, when this condition holds and in addition, 
B3 is coplanar with Bl, B2, A3 and A6, the FKP admits a double solution. 
But this latter case is the well-known Hunt's singular configuration [8]. 

Let us now consider the case where the position of one joint is known. 
In order to have the smallest number of solutions for the FKP, we should 
design the manipulator with a planar platform such that the sufficient con­
ditions of Section 5.2 are not fulfilled. With a planar platform and a non­
planar base we minimize the risk of having a degenerate case. We should be 
careful not to choose collinear joints or superimposed joints equipped with 
extra sensors. There will be one solution for a general platform with one 
joint known and four additional sensors; for a planar platform, one more 
joint suffices, except in the degenerate cases. 

7. Conclusion 

We showed under which conditions the forward kinematics problem admits 
various numbers of solutions when the position of at least one point of the 
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mobile platform is determined by additional sensory data. These conditions 
are geometric as well as analytic. They make it possible to compute the 
solutions and their associated postures. 
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Abstract 

This research mvestlgates the stablltty ot planar grasps with a multl-fmgered robotic hand, 
usmg energy approach and geometnc mterpretatlOn A more general non-hnear finger model 
was adopted, which reveals that the conditIOns for stabtllty, obtamed by traditIOnal 
lmeanzed model, are too relaxed 

Geometncally, the cntlcal conditions for the hneanzed planar model constitute a hyper­
plane m the space of graspmg forces, whereas the non-hnearlzed model constitutes a third 
order surface con tamed wlthm the perrrussible regIOn of the former Hence, allowable 
graspmg forces calculated by a Imearlzed model may practically lead to mstablhty 

The Imeanzed finger model analYSIS shows that at cntlcal force there IS one and only one 
mstantaneous mstablhty center fixed m the plane (which comcldes With the compltance 
center dunng loadmg), mfimteslmal rotatIOn about which causes mstability When a non­
hneanzed finger model IS conSidered, the compltance center posltlon depends on the applted 
forces and It moves m the plane dunng loadmg Furthermore, m some cases, there appear a 
set ot mstantaneous mstablltty centers as the cntlcallevel of forces IS reached 

1. Introduction 

Wlthm the wide scope of artificial hand deSign and grasp analysIs, thiS paper concentrates 
on the subject of grasp stablhty, which by Itself has already been dealt WIth before by 
many mvestigators [Hanafusa and Asada, 1977, Cutkosky, 1985, Mason and Saltsbury, 
1985 Kerr and Roth, 1986, LI and Sastry, 1987, Nguyen, 1988, Grupen, Henderson, and 
McCammon, 1989] In our analYSIS we use the grasp stabilIty defmItlon of the hrst 
approach, given qualttatlvely by Cutkosky and Howe [m Venkataraman, 1990] Will the 
grasp return to Its Imtlal configuration after bemg dIsturbed by an external force or 
moment') 

We deal m thIS mvestlgatlOn With a quasI static case whIch prOVides the necessary 
conditIOns for a stable grasp m the above mentIOned sense (An analYSIS of the Llapunov 
stablltty of a grasp that takes mto consideratIOn also dynamIC and control effects, can be 
tound meg [Jen, Shoham, and Longman, 1994]) 

The present work compares the model of a spnng-ltke finger as mtroduced m prevIOus 
mvestlgatlOns by Hanafusa and Asada [1977], Nguyen [1985b], Cutkosky [1985] and 
others, With a more comprehenSive one which takes mto conSIderation mfimteslmal change 
ot fmger onentatlOn due to a disturbance, and hence mvolves second-order terms ThiS 
ngorous analYSIS shows that the Imeanzed fInger model cannot be used to determIne 
practically the region ot stable graspIng force and the locatIOn of the grasp compltance 
center 
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To formulate the problem we made the following assumptions: 
- rigid object and fingers, 
- finger-object contact is a point one with friction, 
- the fingers act as 'spring-like' fingers, namely, force applied at the fingertips is the sum 

of a given initial force and a disturbance force which is negatively proportional to 
the fingertip displacement. 

- the object is initially in equilibrium. 
The goal of this investigation is to calculate, under these assumptions, the boundaries of 

the grasping forces within which the grasp is stable. 

2. Finger Models 

Consider a robot hand with four-jointed fingers grasping an object as shown in Figs. 1 and 
2. If fingertip motions and forces applied by the finger to the object are in the same plane 
(the shaded area in Fig. 1), one can equivalently describe the finger behavior in this plane 
with only a two-jointed finger. This simplification reduces the problem to a planar one, and 
it is used throughout the paper. 

Fig. 1. Projection of a spatial finger 
on the plane 

Fig. 2. Body grasped by a three-fingered hand 

The 'spring-like' finger model contains at each joint a spring which models the flexibility 
of the controller (proportional terms) and transmission elasticity. The four-hinge jointed 
finger model contains four torsional springs, whereas its planar simplification contains 
only two - one torsional and one linear - as shown in Fig. 3. 

F 

Fig. 3. Planar two DOF finger Fig. 4. Linearized finger tip displacement 

Previous investigations assumed that infinitesimal motion of the fingertip is negligible 
compared to the finite length of the finger, namely, following a disturbance the finger still 
maintains its orientation. Noting that stability analysis requires investigation of the second 
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derivative of energy. it implies that infinitesimal terms must be kept up to the second 
order. As a result. infinitesimal orientational changes in hinged-finger due to infinitesimal 
motion of the object cannot be neglected. 

2.1. LINEARIZED FINGER MODEL 

Starting with the linearized model. Fig. 4. we attach a coordinate system Xr. Yr to the 
fingertip along which spring deformations are measured. As depicted in Fig. 5. linear 
translation of the object along a line directed to ~i' causes the fingertip to move from 
position i to i'. which. in tum. cause spring deflections. di!. Oil given by: 

Oil == Ei COS(~i - <Xi)' Oil == Ei sin(~i - <X ). (1) 

where Ei is the i-th fingertip motion (also object motion at i-th fingertip contact point). <Xi 
is the initial tinger orientation. and compression is assumed to be positive. 

At this point we represent a general displacement of a rigid body in a plane by its two 
linear and one rotational components. In Section 3. where the concept of instantaneous 
instability center is introduced. this motion is represented as only a rotation about some 

point. Hence. object disturbance is written as: p == [Sa ob sef. 
Fingertip displacements. <X; • due to small disturbance. p • are given in x-y system by : 

Eix == r;[cos(Yi +(8)-cosY,]+oa. Eiy == r;[sin(Yi +(8)-sinYi]+Ob. (2) 
where ri is the length of a radius-vector from the center of rotation to fingertip i. and Y is 
the angle of this radius-vector with respect to the hand coordinate system. We use these 
relations and Eq. (1) to calculate the grasp energy Hessian matrix of the linearized model. 
Ui. the vanishing of its determinant implies instable grasp. 

D l 

Fig. 5. Object Displacement Fig. 6. The instability planes 

Hence. the grasp becomes unstable when: det i == 0 [ a2u ] 
aonaS m 

(3) 

where aO n and aO m are two out of three components of planar disturbance. 
Investigating the components of the Hessian matrix. one can observe that out of nine 

elements only one. Ui.33 • depends on the initial deflections (initial grasping forces). and 
this dependency is expressed in a linear manner. In addition. equilibrium equations 
contribute three other linear equations. resulting in a linear equation in 2N-3 parameters. 
which geometrically describes a hyper-plane. In the case of a three-fingered hand (N=3). this 
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set of equations is a function of only three components, which implies that instability 
occurs on a plane in the three-dimensional space of independent deflections. 

2.2 NON-LINEARIZED FINGER MODEL 

A more accurate non-linearized finger model of a hinge-jointed finger is considered next 
where each finger contains schematically, one linear and one torsional spring (rather than 
two linear springs) as shown in Fig. 3. In this case the orientation of the finger due to a 
small disturbance changes. Springs deflections due to small displacement of the fingertip 
are: 

O<p, = tan-I c, sin~, , O£,= {[£,+c, cos~J +[c, sin~,n~ -£,. (4) 
£,+c, cos~, 

where O<p, is the change in i-th finger orientation, £, is its length, and o£, is the change 
in its length. This leads to the following energy Hessian matrix of the non-linearized finger 
model: 

N . '"' . ., • 

U = "{k c 2 +k sm-a, -k .1 sm-a, -2k <l> sma,cosa,} 
j.1I £... " os a, ,2 £ 2 ,I, n ,2, P , 

1=1 I {.1 ~ I 

(Sa) 

_ U - f{ I . 2 ( k'2) sina, cosa, cos2a,} 
Uj.12 - ,.21 - £... 2 sm a, k'i - -;:! + k".1, n + k'2<l>, ~ , 

1=1 {" {" I 

(5b) 

N ., ., • 

U =" {k . 2 k cos- a, _ k .1 cos- a, 2k <l> sm a, cos a, } 
j.22 £... "sm a, + ,2 e 2 ", n + ,2, n ' 

1=1 1 (, {,I 

(5c) 

f . ( ) sina, cos(y, -a,) 
Uj.13 = Uj.31 = £... ( - r,[k,1 cosa, sm y, - a, + k,2 2 + 

,=1 £, 

sina, cos(y, -a,) cos(y, -2a,) 
+k,I.1, + k'2<l>, 2 ]j, e, £, 

(5d) 

f . ( ) sina, cos(y, -a,) 
Uj.13 = Uj.31 = £... (- r,[k'i cosa, sm y, - a, + k,2 2 + 

,=1 £, 

k sina, cos(y, -a,) cos(y, -2a,) 
+ '1.1, + k,,<l>, , ]}, 

£, - £,-

(5e) 

N • ( ) " . ( ) sm a, cos y, - a, 
Uj.13 = Uj.31 = £... ( - r,[k" cosa, sm y, - a, + k,2 2 + 

,=1 e, 
sina, cos(y, -a,) cos(y, -2a,) 

+k,I.1, + k'2<l>, , ]), 
£, e,-

(Sf) 

As is expected, all the components of the Hessian matrix depend on the grasping forces 
(the initial springs deflections) which make the solution of stable grasping forces 
boundaries more difficult. Actually, after substituting the linea, conditions for equilibrium, 
the equation of critical forces is a third order algebraic equation in 2N-3 independent 
deflections (forces). 

3. Instantaneous Instability Center (IIC) 

The definiteness of the Hessian matrix (and, correspondingly, the stability of grasping) 
depends on the principal minors of the Hessian. It can be shown that both the first and the 
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second principle minors of the linearized model are always positive (except where all 
springs' stiffness are zero, which obviously has no physical sense). Observing that all 
terms composing the first and second principal minors of the Hessian matrix are invariant 
to coordinate system origin location, one can choose this origin to coincide with the 
instantaneous center, Xc Yc' the coordinates of which are obtained, in the linearized case, by 

Xc t LSin 2u,(k" - k,2) - YcL(k,1 cos2 U, + k,2 sin2 u,) = 

(6) 

= Lx,(k" sin2 u, + k,2 cos2 u,)- L !y,(k'i - k'2)sin2u, 

It is helpful to note that the determinant of the above system is the same second order 
minor of the Hessian matrix and it is always positive. It follows that system (6) has a 
solution for all grasps, and this solution is unique. In the case of a linearized finger model, 
such a solution is also independent of the initial deflections of the springs, or equivalently, 
of initial grasping forces. Consequently, since the determinant of (6) is always positive 
(and cannot vanish), the instantaneous instability center (HC), i.e., the point about which 
the object rotate once instability occur, does not lie at infinity. It means that instability of 
grasp with linearized finger model is caused by a rotation, and not by pure translation 
(rotation about point at infinity}. 

When grasp compliance is considered, the same point coincides with the compliance 
center as was derived by Nguyen [1985] and Shimoga and Goldenberg [1992]. We will 
demonstrate next that its constant position and uniqueness is, however, not guaranteed for 
the non-linearized finger model. 

4. Force Boundaries for Non-Linearized Finger Model Grasps 

Similarly to the linearized model, we also redefine the problem by considering a general 
disturbance in the plane to be a rotation about some point. One can investigate the 
occurrence of instability by looking for a center of rotational instability. Hence: 

L(kl,B; + ~;' A; + kilfi,(-A, - A;)+ k2,<l>,(-~ - 2 A,~,)) = 0 (7) 
" £, £, £, 

where A, and B, are: 

A, = (x, - xc)cosu, + (y, - Yc)sinu" B, = -(x, - xc)sinu, + (y, - y c)cosu,. 

It is worth noting that the introduced parameters A, and Bi are functions of the grasp 
geometry and unknown HC coordinates only, and are independent of the disturbance of the 
object. It enables us to write the derivatives of springs deflection with respect to small 
rotation of the object, in terms of those parameters. 

Eq. (7) delineates the limits of grasp stability in the space of applied forces. It cannot, 
however, be directly solved since the coefficients of A, and B, contain the coordinates of lIC 
which are unknown. In order to solve this, we utilize the fact that a set of forces in 
equilibrium remains in equilibrium after being multiplied by some scalar. This fact enables 
us to divide the problem into two - one being the geometric property of the grasp while the 
other, denoted by Force Intensity Level (FIL), is its intensity, . 

The coefficients A, and B" are linear functions of lIC's coordinates. Hence, the second 
derivative of the energy is a quadratic form of Xc and Ye' It is also possible to separate the 
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coefficients into two expressions - aij, that contains only geometrical properties of the 
grasp and stiffness of the springs; and - b'j' that contains the initial grasping forces 
(springs' deflections), which we assume to be normalized and in equilibrium. Writing the 
second derivative of energy in such a form yields: 

d~~~21&l=o =(a,,-t.b,,)x~ +2(a I2 -t.b ,2 )xcyc +(a 22 -t·b22)Y~ + 
(8) 

2( a l3 - t . bl3 )xc + 2( a23 - t . b23 )y c + (a33 - t . b33 ) = 0 

where t is FIL. The coefficients of this equation given explicitly in Appendix A. 

4.1 GEOMETRIC INTERPRETATION 

Consider the second derivative of the energy given in (8), as being a spatial quadratic 
surface. It can be proven that for small FIL this surface whole lies above the xy plane 
which physically means a stable grasp. Increasing FIL, t causes stretching of the surface 
along the z axis until, at a critical force it touches the xy plane. At this point there appears 
an IIC in the plane the rotation about which cause instability. It is possible, however, that 
the intersection of the surface with the xy plane occurs along a curve which causes the 
appearance of a set of IICs the rotation about each causes instability. This differs from the 
linearized model where only one lIC might exist. 

Mathematically, one can consider (8) as a planar quadratic form the behavior of which is 
fully described by its matrix: 

and its invariants: 

[
(all-t.bll) (a12 -t.b,z ) (a 13 -t.bI3)] 

A= (a lz -t.b,z ) (a Z2 -t.b22 ) (a Z3 -t.bz3 ), 

(a 13 - t· b ,3 ) (a Z3 - t· bz3 ) (a33 - t· b33 ) 

(all - t· b,, ) (a 12 - t· b ,2 ) (a 13 - t· b13 ) 

(9) 

A(t) = (a 12 - t· biz) (a Z2 - t· b 2z ) (a 23 - t· bz3 )' (9a) 

(a 13 - t· b13 ) (a Z3 - t· b23 ) (a33 - t· b33 ) 

D(t)=li:ll~ =::::~~ i:~: =:::~:~I' (9b) I(t)=(a,,-t·b,,)+(a22 -t·b2z )· (9c) 

Note that for t=O, all these invariants are positive, which can easily be proved as follows. 
All components of 1(0) are positive (see Appendix A). The expression of D(O) coincides 

with the second principal minor of the linearized finger model Hessian matrix, M2, and as 
was noted earlier, is positive for all grasping configurations. Since the determinant A(O) is 
independent of the choice of the coordinate system origin, one may choose such a system 

that terms al3 and a23 vanish. In this case A(O) becomes: A(O) = M2 . a;3' which is 

positive. Note that positive definiteness of a;3 is obtained for non-zero springs stiffness 

and for finite object size. The above discussion implies that positive values of invariants 
(12a-c) assure a stable grasp. 

Note that invariants (l2a-c) are all continuous functions of FIL, t, since A(t) , D(t) and 
I(t) are, respectively, polynomials of the third, second and first order in t, with constant 
coefficients. Since the invariants at t=O are all positive and continuous, there exists a 
region of FIL 0 ~ t ~ t l, in which these invariants remain positive. As mentioned above, 
such positive definiteness of these invariants means a stable grasp. Thus, we have proved 
the next Theorem: 
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6 planar grasp in equilibrium with one torsional and one linear 'spring-/ike'fingers with 
friction, is stable for small grasping forces. 

Geometrically, the vanishing of A(t) while D(t) remains positive means that the surface 
(8) touches the plane in a single point. Further increasing t leads to transformation of this 
point into an ellipse. Simultaneous vanishing of A(t) and D(t) leads to more complicated 
cases, such as the appearance of a line or a hyperbola at a critical point. The various cases 
of instability are illustrated in the next section. 

5. Illustrative Example 

Two examples, that illustrate the spatial behavior of the energy second derivative of a grasp 
with non-linearized finger model, are given next. The first example is a symmetrical grasp 
of a round object. A drawing of the grasped object and corresponding finger data are given 
in Fig. 7.a . As was proven earlier, A(t) starts from a positive value at t=O, and after 
reaching zero at a critical point, remains negative. In this case the shape is maintained as 
elliptic paraboloid while crossing the xy plane, which means lIe is a point in the plane. 
From the view of our geometric analysis this is a typical case, and it is confirmed by Fig. 
7c. 

The second case is illustrated by Figs. 8a-c. The geometry of the grasp and its 
parameters are identical to the first case. The only difference is that one normal force is a 
unit, the two others equal zero. Obviously, considering a circular object, slippage may 
occur; but we can easily choose an appropriate shape (rectangle, for example), so that the 
given system of forces will not cause finger slippage. This distribution of forces leads to a 
different behavior of the invariant A(t). It vanishes at the critical point, but does not change 
its sign. Still, the invariant I(t) is sufficiently positive, and only the second invariant D(t) 
defines the form of the intersection curve after the critical point. The negative value of D(t) 
in addition to the positive A(t) and I(t) means that the curve is a hyperbola. 

Geometrically, at the critical point, the intersection of the surface with the xy plane 
gives two coincided lines. Further increasing FIL leads to transformation of those lines into 
two branches of hyperbola. The surface of energy second derivative in this case gains 
infinity curvature in one direction at the critical point, and this curvature becomes negative 
immediately after the force intensity level exceeds this point. 

6. Numerical Solution of the Grasping Force Boundaries 

In this section, the algorithm for obtaining the instability surface is presented. For a planar 
object grasped by three point fingers with friction, there are six interacting forces of which 
three are dependent through equilibrium equations. Derivation of the surface that bounds 
stable grasp, takes place in the space of three independent forces where each point in this 
space describes an equilibrium state. 

Increasing the FIL produces a ray in the first octant (for squeezing forces) extending from 
the origin until at a point t it pierces the stable grasp boundary surface. Each ray in the 
space of independent forces can be obtained as a combination of some equilibrium system 
of forces and intensity, t. There is a one-to-one correspondence between the rays starting at 
the origin of independent forces' coordinate system and all possible states of equilibrium 
with the specifically determined metrics - force intensity level. 

With this representation, one can solve the equation of instability condition for a given 
system of forces, or in another words, for a specific ray. The minimal positive root of this 
equation is the critical force intensity. Note that this is a cubic equation and can be 
rewritten as follows: 
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A(t) = eot3 +e/ +e 2t+e3 = 0, (10) 

where eo, e" e2, and e3 are given in Appendix A. 
The critical surfaces in the space of three independent deflections, for linearized and non­

linearized finger models, are given in Fig. 6. This is for a symmetrical grasp of a circular 
object with symmetrical distribution of forces and the same size of object and fingers. The 
closer-to-origin surface corresponds to the non-linearized finger model. The further one is a 
plane obtained by the linearized finger model. The comparison of those surfaces leads to the 
conclusion that the non-linearized model shows instability at about one half of the forces 
allowed by the linearized model, which is obviously unacceptable for practical applications. 

This indicates that only when the dimensions of the fingers are sufficiently larger 
compared to the object, one can use the formulae for the linearized model to calculate the 
critical forces. Otherwise, the linearized model conditions allow too high a load and 
ultimately can lead to instability. 

7. Conclusions 

The boundaries of grasping forces that maintain stable grasp with 'spring-like' fingers are 
derived in this paper. Both linearized and more accurate non-linearized finger model are 
discussed. 

It has been shown that critical forces describe a hyper-plane in the space of applied forces 
when a linearized finger model is used, and a third-order surface when a non-linearized model 
is used. The critical surface corresponding to the non-linearized finger model lies closer to 
the origin, and hence permits smaller grasping forces than the surface corresponding to the 
linearized model. In a common case, when the object and the fingers are of similar sizes, 
the allowed forces can be as low as half of that calculated by the linearized model. 

The linearized finger model leads to a unique point in the plane, the rotation about which 
has a minimal stiffness (compliance center): and for the critical level of forces the 
infinitesimal rotation about it leads to instability. In our work where instability is 
concerned it is termed the instantaneous instability center. An important feature of the 
compliance center is that its position is function of the geometry of grasp and stiffness of 
fingers and is independent on the grasping forces. 

When the non-linearized model is used, this observation no longer holds. First, the 
location of the compliance center depends on the forces system applied to the object and can 
move in the plane during loading. Secondly, in some cases, as the critical force intensity 
level is reached, a set of instantaneous instability centers may appear. 

The use of geometric interpretation of the grasp stability problem, simplifies the 
calculation of the critical forces. This algorithm requires the solution of a set of cubic 
equations instead of the investigation of a third-order surface as obtained by evaluating the 
Hessian matrix of the grasp energy function. 
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Appendix A. 
The coefficients of the second derivative of the grasp energy function in a quadratic form 

are: 

all == I(kIi sin2 a, + k,2 cos
2
2a,), a l2 == I tSin2a,(-k,1 + k,;), 

, £" £, 

a 22 == ~(kIi cos2 a, + k,2 si~~2a, ). a l3 == ~(k'IM, sina, - k,2 N , c~~~, ). 

a 23 == ~(-k'IM, cosa, - k'2N, Si;r). a 33 == ~(k'IM~ + k'2Nn, 

where: M, = -x, sin a, + y, cosa,. N, == x, cosa, + y, sin a,. 

The coefficients that are depended on the initial deflections of the springs (initial grasping 
force,) are as follows: 

b ll == ~[( kIi~'C, -2k'2~' ~: )~J 
b == ,,[kIi~' S2 + 2 k'2~' S C ] b == ,,[- kIi~' N C + k'2~' (N S - M C )] 

22 £... £ ' £2'" 13 £... £ " £2 " ,,' 
1 I I I I I 

b 23 == I[- k'l~' N,S, - k'2;' (N,C, + M,S,)], 
,£, £, 

b == "[k ~ N (l+~)+ k'2~,M, (1+2~)l. 33 £... ,I "£ £ £ 
lit , 

The above expressions are used to derive Eq.(l4): 

b ll 

eo ==- b l2 

bl3 

all 

ez =- a l2 

b\1 

b l2 

b 22 

b 23 

a l2 

a 22 

b Z1 

all 

e l = b l2 

b l3 

b ll b l2 

a12 

bn 

bZ3 

bn 

a13 b ll 

bZ1 + alZ 

b11 b l3 

aZ3 - alZ a 22 aZ1 - b l2 b 22 

b11 a\1 a 21 a 31 a\3 a 21 

biZ b l3 b ll b l2 bl3 

a22 aZ3 + b l2 b 22 b Z1 ' 

bZ1 b 33 a 13 aZ3 a 31 

all all a l2 all 

b 21 • e3 = alz aZ2 aZ1 ' 

all an a Z1 all 
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fingers parameters 
k I 10 10 10 
k2 1000 1000 1000 

10 10 10 
ex 150 30 ·90 

fingers positions 

xf ·9 9 0 
yf ·10 

forces distribution 

Fn 

U· 

b) 
c) 

Fig. 7. Symmetrical Grasp. Instability as a function of FIL 

fingers parameters 
kl 10 10 10 V 
k2 1000 1000 1000 

10 \0 10 
ex 150 30 ·90 

fingers positions 
xf ·9 9 0 
yf 5 ·10 

forces distribution 
Fn 

U· U' 

b) c) 

Fig. 8. Non-symmetrical Grasp. Instability as a function of FIL 



A SPECIAL CLASS OF C3 RATIONAL QUARTIC SPLINE 

CURVES FOR TWO-HARMONIC TRAJECTORY SYNTHESIS 

Abstract 

Q. J. GE AND J. RASTEGAR 

Department of Mechanical Engineering 
State University of New York at Stony Brook 
Stony Brook, NY 11794-2300, USA 

This paper develops an algorithm for constructing C 3 continuous rational 
quartic B-spline curves such that each rational Bezier curve segment cor­
responds to a two-harmonic trajectory pattern. Such smooth low-harmonic 
spline curves can be used for synthesizing robot joint trajectories that are 
least susceptible to vibrational excitation. 

1. Introduction 

Polynomial and spline curves have been widely used for robot trajectory 
synthesis (see, for example, Lin et al (1983), Fu et al (1987)). The resulting 
trajectories, when expressed in Fourier series, generally indicate a consid­
erable number of harmonics with high frequencies in the joint (actuator) 
coordinate system. The problem becomes even greater for robot manipula­
tors constructed with revolute joints for the nonlinearity of their dynamics 
will increase the harmonic content of the actuating torques or forces (Tu 
and Rastegar, 1993; Tu et al., 1994). For higher operating speeds, the higher 
harmonics present in the actuating torques required for accurate tracking of 
the trajectory may be well above the dynamic response limitations ("band­
width") of the currently available (even high performance and direct drive) 
actuators. 

Recently, the concept of Trajectory Patterns (Fardanesh and Rastegar, 
1992; Rastegar et al., 1994) was introduced for robot trajectory synthesis 
with dynamics limitations. The class of the trajectory patterns that has 
been shown to be most appropriate for low harmonic motion synthesis are 
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those formed by a number of sinusoidal time functions and an appropriate 
(small) number of their harmonics. Selection of the coefficients (or trajec­
tory parameters) of the sinusoidal time functions allows for specification of 
a particular trajectory. Low harmonic trajectory patterns have been used 
to synthesize robot joint trajectories with minimal actuator high harmonic 
content (amplitudes) (Tu and Rastegar, 1993; Tu et aI1994). 

More recently, Ge and Rastegar (1995a) have shown that a trajectory 
pattern with maximal harmonics (nw), where w is the fundamental fre­
quency and n is an integer, corresponds to a class of rational Bezier curves 
of degree 2n with a set of specially selected weights. Ge and Rastegar 
(1995b) presented an algorithm for generating piecewise two-harmonic ra­
tional Bezier curves with C 2 continuity. The purpose of the present paper 
is to develop an algorithm for generating piecewise two-harmonic rational 
Bezier curves with C3 continuity. Such smooth low-harmonic spline curves 
can be used for synthesizing robot joint trajectories that are least suscep­
tible to vibrational excitation. 

The paper is organized as follows. Section 2 briefly reviews the two­
harmonic rational Bezier (2HRB) curves. Section 3 derives conditions for 
piecing two 2HRB curves with C3 continuity. Section 4 presents a geometric 
algorithm for constructing a two-harmonic C3 rational B-spline curves. 

2. Two-Harmonic Rational Bezier Curves 

Two-harmonic rational Bezier (2HRB) curves are special class of rational 
quartic Bezier curves given by (Ge and Rastegar, 1995a): 

(1) 

where the hi are the Bbier points and Et( u) are rational polynomials given 
by 

(2) 

with the weights Wo = WI = 1, W2 = 4/3, W3 = 2, W4 = 4 and Bt( u) 

being quartic Bernstein polynomials. Let u = tan(wt/2), then Et( u) are 
expressible as linear combinations of the sinusoidal functions: 

Et( u) 
Et( u) 
Ei( u) 
Ej( u) 
E1( u) 

= [~; 
-3 
3/2 

-2 
4 
-4 
2 
o 

o 
2 

-4 
4 

-2 

~1 -;/21 [ sintwt) 1 
2 0 cos(wt) 

-1 -1 sin(2wt) 
o 1/2 cos(2wt) 
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F'I!}ure 1. 2-Harmonic rational Bernstein polynomials 

and are therefore referred to as 2-harmontc rational Bernstem polynomwls. 
The plots of these polynomials are shown in Figure 1. The 2HRB curves 
may be viewed as 2-harmonic trajectory patterns in rational Bezier form. 

3. C3 Continuity of 2HRB Curve Segments 

In the field of Computer Aided Geometric Design, C3 continuity conditions 
for two rational Bezier curve segments are typically expressed in homoge­
neous coordinates (Farin, 1993; Hoschek and Lasser, 1993). This projective 
approach, however, is not directly applicable to piecewise 2HRB curves due 
to the special choice for the weights of these 2HRB curves. In this section, 
we present conditions for piecing two 2HRB curves with C3 continuity. 
These conditions will be used in the next section to develop 2-Harmonic 
Rational Spline (2HRS) curves. 

Consider two 2HRB curve segments, qt ( u) and qt+ 1 ( v), joined together 
at b4t+2 , where u and v are local parameters defined over the interval [0,1]. 
The curve segment on the left, qt(u), has b4t- 2 , b4t - 1, b4t , b4t+ 1, b4t+ 2 as 
its control points, and 1,1,4/3,2,4 as its weights; the curve segment on the 
right, qt+1(V), has b4t+ 2 , b4t+3, b4tH , b4t+ 5 , b4t+6, as its control points, and 
4,4,16/3,8,16 as its weights (Figure 2). 

The first three derivatives of the right segment qt+1 (u) with respect to 
u at the junction point b4t+2 are given by 

qt+1 (0) 

qt+1 (0) 

4(b4t+ 3 - b4t+ 2), 

8(2b4tH - 3b4t+ 3 + b 4t+ 2), 

(3) 

(4) 
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Ftgure 2. C3 continuity of 2HRB curves. 

The first three derivatives of the left segment are given by 

<it (1 ) 
qt(l) 
Ci t (1) 

2(b4t+2 - b 4t+1) , 

-4(b4t+1 - b 4t), 

-6(b41+2 - 2b4t+1 + b 4t- 1). 

(6) 
(7) 
(8) 

The two curves qt and qt+l may also be considered as two segments of 
one composite curve with a global parameter 8, defined over the interval 
[8t ,8t+2]. The left segment qt is defined over the interval [St' St+1]; while 
the right segment qt+1 is defined over [8t+1' 8t+2]. Let ~t = 8t+1 - 8 t and 
~t+1 = 8t+2 - 8 t+1· Then the two curve segments are C3 continuous at 
b4t+2 if their derivatives satisfy the relation (Farin, 1993): 

~t<it+1(0) = ~t+1<it(I), 

~;qt+1(0) = ~;+lqt(I), 
3 . 3 

~t qt+1(0) = ~t+1 qt(I). 

(9) 

(10) 

(11) 

The C 1 condition (9) can be simplified to yield, after the substitution 
of (3) and (6) into (9): 

(12) 

Equation (12) indicates that the junction point b 4t+2 divides b 4t+1 and 
b 4t+3 into the ratio 2~t/ ~t+1. Ge and Rastegar (1995b) showed that the 



285 

C 2 condition (10) is the existence of a point, d 4t+2, such that (Figure 2)· 

(13) 

b _ ~t+ld4t+2 + (4~t + 2~t+1)b4t+4 
4t+3 - 4~! + 3~t+l . (14) 

To express C 3 condition in terms of Bezier control points, we first sub­
stitute (5) and (8) into (11) and then combine the result with C 1 condition 
(12) and C 2 conditions (13), (14). After some algebra, we conclude that the 
C 3 condition for a C2 curve is the existence of two points d 4t+1 and d 4!+3 
such that they are collinear with d 4!+2· 

and that they are on the following linear combinations: 

where 

( (Y2 t) (Y2 t 
d 4t+1 = 1 + -' b 4t - -' b 4t- 1, 

(Yl,t (Yl,t 

Il,t = 2(2~t + ~t+1)(2~: + ~:+1 + 2~t+l~t), 
12,t = -~t+l(~t + ~t+1)(4~t + 3~t+l)' 
(YI,t = 2~t(2~t - ~t+l)(~t + ~t+l)' 
(Y2,t = -~t+l (2~: + ~:+l + 2~t+1~!), 
(Y3,t+l = 2~?(4~t + 3~t+1), 
(Y4,t+l = ~t+l(4~? - ~?+l)· 

(15) 

(16) 

(17) 

(18) 

Figure 2 illustrates the arrangement of Bezier points and the points d4t+1, 
d 4t+2, and d 4t+3 that satisfy C3 conditions. Note that, the purpose of Fig­
ure 2 is to show only collinearity points such as d 41,+1, d 4t+2, and d 41 +3 
Although the point d 41+ 2 is drawn between d 4t+ 1 and d 4t+3, for clarity 
in graphical illustration, the actual location of the point d4t+2 is on linear 
extrapolation of d 4t+1 and d 4t+3. Figure 3 should be read in the same spirit 

4. An Algorithm for Constructing 2HRS Curves 

This section develops a geometric algorithm for constructing a quartic ra­
tional spline (or 2HRS) curve made up of 2HRB curve-segments with C 3 

continuity. 
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Ftgure 3 C 3 2HRS curve the auxIlIary pomts d 4t define Its control polygon 

41 C3 CONTINUITY REVISITED 

Consider three 2HRB curve-segments, qt-l, qt, and qt+l joined together 
with C3 continuity at b 4t- 2 and b4t+2 (Figure 3). From C3 conditions, we 
obtain two pairs of three collinear points, d4t- 3 , d4t- 2 , d4t- 1 and d4t+l' 

d4t+ 2 , d4t+ 3 . We now show that the two lines defined by these points in­
tersect at a point d4t and that points such as d4t can be used as control 
points for designing 2HRS curves. 

Applying C2 condition (14) to the junction point b4t- 2 , we obtain 

Equations (19) and (16) can be used to obtain 

where 
O!o,~ = 4(2~t - ~t+l)(~t+l + ~t)(~t + 2~t-l)' 

and O!l,t, 0!2,t are given by (18). 

(19) 

(20) 

(21) 

(22) 
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Applying the C3 condition (17) to the junction point b4~-2, we obtain 

(23) 

Equations (13) and (23) can be used to obtain 

b - (Q'4,1, + Q'5,~)d4~-1 + Q'3,~d4~+2 
4~ - , 

Q'3,~ + Q'4,~ + Q'5,1, 
(24) 

(25) 

where 
Q'5,~ = ~~+1(2~1' + ~~H)(4~;-1 - ~;)/(2~~). (26) 

Since equations (24) and (21) must define the same point b4t , we equate 
the right-hand sides of these equations to obtain, after some algebra, 

{5,td +(1+{5,t)d (1+ {3,t)d {3'~d - - 4~-2 - 4~-1 = - 4t+l - - 4t+2, 
{4,t {4,1 {4,t {4,~ 

(27) 

where 
{3,~ = Q'3,t(Q'O,t + Q'l,t + Q'2,~), 
{4,1, = (Q'o,t + Q'1,t)(Q'4,t + Q'5,t) - Q'2,tQ'3,t, (28) 
{5,t = Q'2,~ (Q'3,t + Q'4,~ + Q'5,~). 

Eq. (27) suggests that the line-segments d4t-3d4~-1 and d41+3d4tH inter­
sect at a point, which is denoted by d4~' It follows that Eq. (27) can be 
broken into two: 

d (1 + {3,t)d {3,td 
4~ = - 4t+l - - 4t+2, 

{4,~ {4,~ 
(29) 

d {5,t+l d ({5,tH)d 4(t+l) = --- 4t+2 + 1 + -- 4~+3 
{4,~+1 {4,~+1 

(30) 

Note that Eq.(30) is obtained from (27) by replacing t with 't + 1. Eqs. (29) 
and (30) can be rearranged to yield 

d 4t+1 
{4,~d4t + {3,~d4t+2 

(31) 
{3,t + {4,t 

d 4t+3 
{5,~H d4~+2 + {4,tH d4~+4 

(32) 
{4,~+1 + {5,tH 

From Eqs. (15), (31), and (32), we can solve the inner points d 4t+b d4~+2' 
and d 4t+3 in terms of the end points d4~ and d4(t+1): 

(( TJ~ - TJl,~) / TJt)d4~ + (TJl,t/ TJt)d4( tH), 

((TJ3,t + TJ4,t)/TJ~)d4t + ((TJl,t + TJ2,~)TJ1,)d4(~+1)' 
(TJ4,tht)d4t + ((TJt - TJ4,t)/TJt)d4(~+1)' 

(33) 

(34) 

(35) 
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where 'r/t = 'r/l,t + 'r/2,t + 'r/3,t + 'r/4,t and 

'r/l,t = /1,t/3,t/4,t+l, 'r/2,t = /1,t/4,t/4,t+l, 

'r/3,t = /2,t/4,t/4,t+l, 'r/4,t = /2,t/4,t/5,t+l· 
(36) 

Equations (24), (25), (21), (20), (33), (34), and (35) indicate that the end 
points d4t and d 4(tH) can be used as control points for generating the 
piecewise Bezier polygon for a 2HR spline curve. 

4.2. THE ALGORITHM FOR 2HRS CURVES 

Given a set of L intervals defined over So < ... < SL (called a knot sequence) 
and a set of L + 1 control points, Do, D 1, ... , D L (where Do = D4L) that 
form a control polygon for a closed 2HRS curve, the algorithm proceeds as 
follows: 

1. Let ~t = StH - St (i = 0,1, ... , L - 1) and ~L = ~o, ~L+l = ~l' 
Compute the parameters (1),t, /J,t, and 'r/J,t using (18), (22), (26), (28), 
and (36). 

2. Let d 4t = D t and then compute the inner points d 4t+ 1, d 4t+ 2 , d 4t+3 on 
the polygon leg d 4td 4(tH) using (33), (34), (35). 

3. Compute the Bezier points b4t , b4tH on the line-segment d 4t- 1 d 4t+ 2 

and the Bezier point b4t- 1 on the line-segment d4t-2d4t+l using (24), 
(25), and (20). 

4. Compute Bezier junction point b4t+ 2 on the line-segment b4tH b4t+3 
using (12). 

5. Each 2HRB curve segment can then be generated from (1) with 'U = 
(s - St)/~t. 

For an open 2HRS curve, we are given a knot sequence So < ... < SL 
and a set of L + 4 control points, D-2, D-l,"" DLH' In this case, things 
are a bit complicated near the ends: 

~-1 = ~L = 0, d_2 = b-2 = D-2, d_1 = b_1 = D-1, d1 = Do, 

do = b o = (O'2,ob- 1 + O'1,od1 )/(0'1,O + 0'2,0), 

d 2 ((1]3,0 + 1]4,o)d1 + 1]2,od4)/(1]2,o + 1]3,0 + 1]4,0), 

d 3 (1]4,od1 + (1]2,0 + 1]3,o)d4)/(1]2,o + 1]3,0 + 1]4,0), 

d 4(L-2)+2 (1]3,L-2 d 4(L-2) + (1]l,L-2 + 1]2,L-2)d4(L-2)+3) / (1]l,L-2 + 1]2,L-2 + 1]3 ,L-2), 

d 4(L-2)+1 (( 1]2,L-2 + 1]3,L-2)d4(L-2) + 1]l,L- 2d 4(L-2)+3) / (1]l,L-2 + 1]2,L-2 + 1]3 ,L-2), 

d 4(L-1) = b 4(L-1) = (O'4,L-1d4(L-1)-1 + 0'3,L-1d4(L-1)+1)/(0'3,L-1 + 0'4,L-1), 

d 4(L-1)-1 = DL-1, d 4L-3 = DL, d 4L-2 = b 4L-2 = DL+1 

Figure 4 shows a closed 2HRS curve with its deBoor polygon (the square) 
and its piecewise Bezier polygon (between the spline curve and the square). 
Figure 5 shows an open 2HRS curve with its deBoor polygon. Note that al­
though 2HRB curves have convex-hull property, C3 2HRS curves in general 
do not have convex-hull property 
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Figure 4. A closed 2HRS curve. 

Figure 5. An open 2HRS curve. 

5. Conclusions 

In this paper, we have presented special classes of rational Bezier curves 
that correspond to 2-harmonic trajectory patterns. By piecing together 2-
harmonic rational Bezier curves with C3 continuity, we have developed a 
geometric algorithm for constructing a new class of spline curves called 
2-harmonic rational spline (2HRS) curves. 
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Abstract. This paper addresses the problem of computing frictionless three-finger 
immobilizing grasps of two-dimensional objects whose boundaries are described by 
polynomial splines. Using the mobility theory of Rimon and Burdick, we first de­
velop a set of equations that describe the immobilization constraints. We then 
present a grasp planning algorithm which uses exact cell decomposition and ho­
motopy continuation techniques to construct an explicit description of the immo­
bilization regions (including sample points) in the contact configuration space. The 
problem of finding optimal immobilizing grasps reduces to hill climbing in each 
of these regions. We have implemented the proposed approach and present some 
preliminary results. 

1. Introduction 

This paper shows how to compute the entire set of frictionless grasps that immobi­
lize a planar object whose boundary is specified by a polynomial spline curve. Force 
closure is one means to immobilize an object, and many investigators have devel­
oped methods for force-closure grasp planning. For example, Mishra, Shwartz, and 
Sharir have developed a linear time algorithm to determine force-closure grasps of 
frictionless polygonal objects (Mishra et al., 1987). Nguyen (1988) and Markenscoff 
and Papadimitrioll (1989) have also developed algorithms for finding force-closure 
grasps of polygonal objects. More recently, Ponce, Starn, and Faverjon (1993), 
Chen and Burdick (1992) and Blake (1992) have developed schemes for deter­
mining force-closure grasps of curved objects. A closely related problem is fixture 
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planning. See, for example the work, based on force-closure concepts, of Mishra 
(1991), Brost and Golberg (1994), and Wallack and Canny (1994). 

Our work is a significant departure from previous work on fixture and grasp 
planning algorithms for two reasons. First, our calculations are not based on the 
concept of force closure, but on the recent mobility theory of Rimon and Burdick 
(1994a, 1994 b ). Conventional force-closure or form -closure theories im ply that four 
frictionless fixtures are required to immobilize a planar object. However, by taking 
2nd order (or curvature) effects into account, Rimon and Burdick have recently 
shown that any planar object with a smooth or polygonal boundary can in fact 
be immobilized with three fixtures which have convex (possibly flat in some cases) 
surfaces. As shown in Section 3, the 2nd order immobilization constraints define 
a subset of all equilibrium grasps through a set of non-linear constraints. When 
the boundary of the workpiece is described by a polynomial spline and the fin­
gers are discs, these constraints are polynomial in the contact parameters, which 
naturally suggests an algebraic approach to grasp planning. We propose an exact 
cell decomposition scheme for the three-finger case, which allows us to find all re­
gions of the three-dimensional contact configuration space that yield immobilizing 
grasps. This approach is reminiscent of Collins' cylindrical algebraic decomposi­
tion method for quantifier elimination (Collins, 1975), and relies on homotopy 
continuation (Morgan, 1987) for solving systems of polynomial equations. 

2. Rigid Body Mobility Theory 

We now review the essential components of the 2nd order mobility theory of (Rimon 
and Burdick, 1993; Rimon and Burdick, 1994a). While the theory is general for 
two or three-dimensional bodies, we restrict our attention to planar bodies here. 
Specifically, we consider a planar object B, to be grasped by k frictionless fingers, 
AI,· .. ,Ak. The analysis of B's mobility is formulated in its configuration space 
( c-.~pa,ce). The c-space is parameterized in terms of hybrid coordinate.~ q E 1R 3 

encoding both the position and orientation of B. 

2.1. 1sT AND 2ND ORDER MOBILITY 

The fixtures are represented as c-space obstacles (or c-obsta,cles). For example, 
consider Figure 1, where B is an ellipse in contact with a single finger A. The 
hybrid coordinates of B in c-space are q = (d x , dy , 0), and the c-obstacle due to 
Ai is the set of all configurations where B intersects the stationary "obstacle" Ai. 
Thus, if qo is B's contact configuration, qo lies on the c-obstacle boundary, which 
is denoted Si. When B is in contact with k fingers, qo lies on the intersection of the 
surfaces Si for i = 1, ... , k. The free motions of B are those local motions of B for 
which it either breaks away from or roll-slides on the surface of the finger bodies. 
In c-space, the free motions of B at qo are the c-space paths that emanate from 
qo and locally lie in the free .~pace, defined as the complement of the c-obstacle 
interiors. In the following, ni(qo) denotes the outward pointing unit normal to Si 
at qo (Figure l(b)), and TqoSi denotes the corresponding tangent plane. 

The set Ml (qo) of pt order free motions of B relative to Ai at qo is the set 
of tangent vectors q satisfying ni( qo) . q 2: O. This halfspace's boundary, which 
can be identified to TqoSi, is called the set of pt order roll-slide motions. The 
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object B ",. 

Figure 1. The 1 st order approximation to the free motions of B at qo. 

halfspace's interior is termed the set of 1st order escape motions. For k fingers, the 
set of 1st order free motions is: MI, ... ,k(qo) = n~=lMl(qo). 

The distance between B and Ai increases to first order along escape motions, 
which implies that B locally breaks away from Ai. To first order, B maintains 
7,ero distance from Ai along 1st order roll-slide motions, and it is not possible to 
determine from 1st order considerations whether B locally breaks away from or 
penetrates Ai. 

For example, the c-space curves a(t) and f3(t) in Figure 1 have the same tangent 
vector, and thus are equivalent to first order. Yet a(t) locally lies in the free space, 
while f3(t) does not. As we shall see, all the free motions of B at an equilibrium grasp 
are nece.~sarily roll-slide to 1st order. This fact has the important consequence that 
the mobility of B at an equilibrium grasp depends on the second order properties 
of its local motions. 

The second-order geometry of the free-motion curves and c-obstacle boundaries 
is determined by their curvature and curvature form, respectively. The wrvature 
form of Si at qo E Si is by definition Ki(qo,(l) = tl[Dni(qo)]il for q E TqoSi. 
The matrix Dni(qo) encodes the curvature of the c-obstacle surface at qo. 

The set of 2nd order free motion.s of B relative to Ai at qo, denoted Mf(qo), is 
the set of pairs (q, q) such that q E Tqo Si and K'i( qo, q) + ni (qo) . q 2 O. Among 
those, the pairs (q, q) that satisfy K'i(qo,(l) + ni(qo) . q = 0 are called 2nd order 
roll-slide motions, and the remaining ones are termed 2nd order escape motions. 
For k fingers, the set of 2nd order free motions is: Ml, ... ,k(qO) = n~=lMf(qo). 

We show in (Rimon and Burdick, 1993) that if (q,q) E Mf(qo) is a 2nd order 
escape motion, any c-space path o:(t) with 0.(0) = qo, 0:(0) = q, ii(O) = q, locally 
lie.~ in the free space for t ~ O. If (q,q) E M;(qo) is a 2nd order roll-slide motion, 
it is not pos.~ible to determine from 2nd order considerations if 0: (t) locally lies in 
the freespace. 

For planar bodies, the 1st order roll-slide motions can be characteri7,ed as 
follows. Let Ii denote the line collinear with the ith contact normal, and let Pi be 
the distance along Ii from the ith contact point, such that Pi is positive on B's side 
of the contact and negative on Ai'S side. The 1st order roll-slide motions correspond 
to the collection of instantaneous rotations of B about an axis perpendicular to the 
plane and passing through Ii at distance Pi. In hybrid coordinates, tangent vectors 
are denoted q = (1J, w), where 1J is translational velocity and w angular velocity, 
and the 1st order roll-slide motions are instantaneous rotations of B, which have 
the form q = (O,w). 
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Lemma 2.1 (Rimon and Burdick, 1993) In the planar case, the c-spare curIJature 
of S. o,t qo along the in,~to,ntaneous rotation q = (0, w) of B about an axis loro,ted 
o,t distance P. along the line 1. i.~: 

(1) 

2.2, A 2ND ORDER MOBILITY INDEX 

At an f'quilibrium grasp the net wrench (i.e. force and torque) on B must be zero, 
The wrench due to a normal contact force applied by A. on B is a positive multiple 
of the outward pointing finger c-obstacle normal fl.. ( qo)' Thus, the equilibrium 
condition in c-space is that there exist scalars AI, ... ,Ak such that 

(2) 

We assume that each fI..(qo) in (2) is essential for the grasp, i.e., that each A. 
is strictly positive and that any k - 1 wrenches are linearly independent (Rimon 
and Burdick, 1994a). In this case, the coefficients A, are uniquely determined up 
to a scale factor. 

While the individual c-obstacle curvature forms are in general not coordinate­
invariant, it is shown in (Rimon and Burdick, 1994a) that their weighted sum 
defined below has a coordinate invariant structure which characterizes the mobility 
of B to 2nd order at the equilibrium grasp, The c-.~pace reiati1]e curvature form 
associated with an equilibrium grasp is the quadratic form 

k k 

"'rel(qo, q) = 2: AjK,.(qo, q) = qT[2: A,DfI..jq, 
.=1 .=1 

where q E Mi, ... ,k(qO)' 
The 2nd order mobility index of an equilibrium grasp configuration, denotf'd 

m~o' is the number of non-negative eigenvalues of the c-space relative curvature 

matrix L::=1 A.Dft •. A key interpretation of the 2nd order index is provided in 
(Rimon and Burdick, 1994a, Proposition 5.6): if m~o = 0, any local motion of B is 
either 1 st order penetration, or it is 1 sf order roll-slide which is necessarily a 2nd 

order penetration motion. Thus m~o = ° implie,~ that B i,~ completely immobilized. 

3. Immobilizing Three-Finger Planar Grasps 

In this section we use the mobility theory reviewed in the last section to charac­
terize the set of immobilizing three-finger grasps of a planar object bounded by 
a parametric curve. We first develop a set of equations which describe the condi­
tions under which B is held in equilibrium by the fingers AI, ... , A k . We then use 
the mobility index to place constraints on this set of grasps, thereby determining 
the subset of equilibrium grasps which are immobilizing. For simplicity's sake, we 
further assume that the fingers are discs with given radii. Our derivations are for­
mulated in the contact configuration space: That is, let a; : I C lR --t lR2 denote 
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the (piecewise) polynomial curve which bounds B, and let Xi = X(Ui) (i = 1,2,3) 
denote the positions of the finger contact points along the boundary curve, we call 
the space of all triplets (U1, U2, U3) the contact configuration space. 

3.1. EQUILIBRIUM GRASPS 

Here we denote by ti (resp. ni) the unit tangent (resp. normal) to the boundary of 
B at the contact point Xi, and by Wi = (ni, Xi x ni)T the corresponding wrench 
due to a unit force applied along the contact normal at Xi. Recall t.hat a necessary 
condit.ion for an essential equilibrium grasp is that. t.here exist t.hree scalar },1, },2, },3 

such t.hat 
(3) 

and the wrenches Wi are pairwise linearly independent. 
Equation (3) describes the set. of all equilibrium grasps in the space of the 

parameters 1L1, U2, U3,},1, },2, },3. However, we wish t.o characterize the equilibrium 
condit.ions directly in t.he cont.act configurat.ion space. The following discussion 
shows how to eliminat.e the parameters },1, },2, },3. A necessary condition for t.he 
existence of coefficient.s },i, not all of t.hem being equal t.o zero, such that. (3) is 
sat.isfied is of course 

(4) 

which defines a two-dimensional surface S in t.he three-dimensional cont.act con­
figurat.ion space 1J,1, U2, U3 of the grasp. To ensure t.hat. the coefficients },1,},2,},3 

are also positive, we form the 2D cross-products of the vect.ors in (3) wit.h n2 and 
nl. This yields 

},lnl x n2 + },3n3 x n2 = 0 and },2n2 x nl + },3n3 x nl = O. (5) 

From (5) it easily follows t.hat t.he coefficient.s },i are defined (up t.o a scale 
factor) by 

(6) 

where index addit.ion is performed modulo 3. In particular, (3) admits a solution 
if and only if (4) is satisfied, and 

(7) 

Hence, t.he set. of equilibrium grasps in t.he cont.act. configurat.ion space is de­
fined by (3) and the inequality constraints (7). These const.raint.s only change sign 
when one traverses one of the cylindrical surfaces ti X ti+l = O. 

To enforce t.he essent.ial-grasp condition in the t.hree-finger case, we further 
require t.hat. any t.wo wrenches be linearly independent.. It. can be shown t.hat. t.his 
happens when t.he corresponding t.wo fingers coincide or t.hey form an antipodal 
point. grasp. Numerous techniques are available for finding antipodal grasps (Chen 
and Burdick, 1992). Hence, in practice it may be easier t.o remove t.hese set.s of 
point.s from t.he final set. of immobilizing grasps, rat.her t.han explicitly enforce the 
linear independence condition during t.he const.ruction of t.he immobilizing regions. 
Alt.ernat.ively, a sufficient. condit.ion for linear independence is: 

ti x ti+l"1 0 for i = 1,2,3. (8) 
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3.2. IMMOBILIZING GRASPS 

The immobilizing grasps are simply the subset of the equilibrium grasps which are 
2nd order immobile -i.e., the relative curvature matrix has all negative eigenvalues. 
In the three-finger case, the relative curvature form is: 

(9) 

where q E Ml(qO)' According to Lemma 2.1, this can be rewritten as: 

(10) 

where Pi is the signed distance between the contact point Xi and the point Xo 

where the lines of action of the three contact forces intersect, i.e., Pi is defined by 
Xi - Xo = Pini· 

We already know from (6) that Ai = ti+l x ti+2, and a simple calculation 
shows that 

. _ (Xi+1 - Xi)' ti+l 
p, - . 

ti x ti+l 
(11) 

Furthermore, if we denote the first and second derivative of the boundary curve 
position vector by x~ and X~' respectively, we have 

(12) 

In particular, it can be seen by substitution of (6), (11), and (12) into (10) 
t.hat. for (piecewise) polynomial boundary curves, the condition K,rel < 0 can be 
expressed (after eliminating the radicals through appropriate squaring) by a poly­
nomial equation in the curve parameters Ul, U2, U3. 

4. Computing the Immobilizing Grasps 

The set of equilibrium grasps maps onto a 2D surface S defined by (3) in the 
contact configuration space. The immobilizing grasps map to the regions of this 
surface which satisfy the constraints (7), (8), and (10). Constructing these regions 
is an instance of the more general problem of constructing the arrangement of 
two-dimensional regions defined by an equality constraint f (Ul' U2, U3) = 0 and n 
inequality constraints gi( Ul, U2, U3) ::; 0, i = 1, .. , n. 

We propose an approach reminiscent of Collins' cylindrical algebraic decompo­
sition method for quantifier elimination (Collins, 1975). We first compute the oc­
cluding contour of the surface S, i.e., the points of S such that a f / aU3 (Ul, U2, U3) = 
o (Figure 2). The projection of the occluding contour onto the plane (Ul,U2) is 
the silhouette. The silhouette has the following property. Let n( Ul, U2) denote the 
number of points of S above the point (Ul, U2)' n( Ul, U2) can only change when 
one crosses the silhouette. 

We then construct the intersection curves of S with each one of the constraints 
gi(Ul, U2, U3) = 0, project them onto the (Ul' U2) plane, and construct the planar 
arrangement cut by these curves and the silhouette in the plane (Ul,U2). Each 
region, Ri, in this planar arrangement has two important properties. First, since 
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Figure 2. A surface S intersecting another surface, and the corresponding occluding 
contour, silhouette, and intersection curve. Here n is short for n(ul,u2). 

the silhouette does not cross Ri, 11,( Ul, U2) is constant over the region Ri . Let 
11,i denote the value of this constant. This allows us to associate with Ri a set 
of 11,i regions Ri,j U = 1, .. , 11,i) of S whose boundaries can be constructed by 
back-projecting the boundary of Ri onto S. The second fundamental property 
of the arrangement is that, since the projected intersection curves do not cross 
the boundary of Ri, the sign of the original constraints is constant over each 
region Ri,j. Thus we can decide if Ri,j is an immobilizing region by evaluating 
the constraints at a single sample point Pi,j of Ri,j. The sample points Pi,j can 
themselves be constructed by first constructing a sample point Pi for each region 
Ri, then intersecting a vertical ray through Pi with the surface S. 

The main computational step of our approach is the construction of the regions 
Ri. This is a plane-sweep algorithm modified so it can handle algebraic curves. 
This requires computing the extrema of the input curves along some direction, as 
well as the curve singularities and pairwise projection intersections. In our case, 
all constraints are polynomial, and these points are found by solving square sys­
tems of multivariate polynomial equations. We use a distributed implementation 
of homotopy continuation (Morgan, 1987) for that purpose. 

5. Optimal Grasps 

The procedure outlined in the last section provides a starting point for optimization 
using any optimality criterion: since each region found by our algorithm satisfies 
all of the constraints necessary for immobilization, any optimization method can 
be used to find locally optimal immobilizing grasps in each of these regions. 

To illustrate this idea, let us assume that B is an elastic object. We compute 
the moment component of the reaction wrench that arises due to the elastic de­
formation at the contacts when B undergoes a small rotation about the point of 
intersection of the contact normals. Our optimality criterion will be to maximize 
this moment. 

We denote by p the signed distance between the center of rotation and the 
contact point, by rB = 1/ '""B the radius of curvature of the object boundary at the 
contact point, and by r A = 1/ '""A the radius of the finger (Figure 3). After a small 
rot.a.t.ion of angle fl, t.he finger penetrates the object at a depth d. We assume that 
the reaction force is in the direction of the line joining the finger to the closest 
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A 

Figure 3. Geometry for moment computation. 

contour point, with magnitude proportional to d. Approximating the boundary by 
its osculating circle, it follows that the force's direction is the radius of this circle 
going through the finger. 

We first calculate d. Consider the triangle ABC in Figure 3. The angle between 
the edges C A and C B is 7r - 0:. From trigonometry, we have: 

CA2 + CB2 - AB2 
cos(7r - 0:) = 2CA.CB 

Clearly, d = r A +rB -AB. Using the above equation, we obtain that, for small 
values of 0:, 

We now compute the distance I between the line of action of the reaction force 
and the center of rotation C. Clearly, we have I = (p + r A) sin (3, and using again 
trigonometry within the triangle ABC we obtain: 

sin (3 sin( 7r - 0:) 
BC AB 

For small values of a, it follows that: 

1= (rA + p)(rB - p) a = -/),a, 
rA +rB 

and we finally obtain the moment of the reaction force: m = ~/),2a3. 
In particular, given three contacts, we can use the quantity 2::;=1 /),7 as a cost 

function for optimization. This would result in grasps with the greatest rotational 
"stiffness." This criterion has the disadvantage of allowing some of the contacts to 
violate the immobilization constraints, and we have found it advantageous to use 
instead the cost function mini K,;. 

6. Implementation and Results 

In our implementation, we have focussed on a simplified set of immobilizing grasps: 
since the coefficients Ai are all positive for equilibrium grasps, immobilization will 
be guaranteed if each of the c-space curvatures /),i is negative. To further simplify 
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Fzgure 4. Implementation results. See text for details. 

t.he equat.ions, we also rest.rict our at.tention to point. fingers ("'A, -+ +00). With 
these two simplificat.ions, the degree of the equations is reduced, and the radicals 
disappear (see (Ponce et aL, 1995) for details). 

We have constructed a preliminary implementation of the proposed approach. 
Figure 4(a) shows a piecewise-parabolic object, and Figure 4(b) shows the equi­
librium surface S defined by (4). Figure 4( c) shows the intersections of S with 
the immobilization constraint surfaces. Figure 4( d) shows how S is trimmed by 
these constraints, and Figure 4( e) show the corresponding cell decomposition of 
the (Ul, uz) plane (the shaded cells represent the immobilizing grasps). The immo­
bilizing grasp corresponding to the sample shown as a large black disc in Figure 
4(e) is shown in Figure 4(f). Note that the arcs in Figure 4(f) correspond to a cir­
cle whose radius is the distance from the concurrency point. to the finger contact 
point. 

We have also implemented a simple hill-climbing optimization scheme that. 
uses t.he sample points in t.he immobilization regions as starting point.s for t.he 
optimization. To illustrate t.he method, we use a cost function which is a weighted 
combination of the moment criterion proposed in t.he previous section and a term 
which measures deviation from the optimal equilateral t.riangle criterion of Mir-
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tich and Canny (1993). The result is shown in Figure 4(g), which shows the paths 
traced by the optimization procedure from the starting points (which are sample 
points generated during the cell decomposition). Five of the paths converge to­
ward thp same optimal grasp, indicated by a large black disc in Figure 4(g). The 
corrpsponding finger positions are shown in Figure 4(h). 
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This paper develops a method for dynamic analysis of planar motions that 
incorporates the kinematic geometry of motion as well as methods from the 
field of Computer Aided Geometric Design (CAGD). In this way, dynamic 
forces and the forces of constraint can be directly related to the kinematic 
geometry of the motion represented in terms of rolling of the two centrodes. 
The results are useful in dealing with problems associated with mechanics 
of manipulation as well as classical dynamics of planar bodies. 

1. Introduction 

One of the classical techniques of planar kinematics of instantaneous mo­
tions is based on incorporation of kinematic geometry of the motion in 
terms of rolling of the two centro des. In this manner, motion properties 
can be derived from the geometric properties of the centrodes and their 
relative rolling motion. This technique is described in graphical form in 
classical kinematics books such as Rosenauer and Willis [6] and in more 
modern setting using instantaneous invariants in Bottema and Roth [1]. 
Although such formulations incorporating kinematic geometry of motion 
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have provided a powerful tool for kinematics analysis, they have not been 
directly incorporated into analysis of forces produced by the relative mo­
tion of the two bodies and the constraints. Analysis of forces is usually 
performed by dynamic (or static) analysis based on different formulations 
of equations of motion which, in general, are not in terms of the kinematic 
geometry of the relative motion. 

In this paper, we present a method for formulation of dynamics of pla­
nar motions that would take advantage of the description of the kinematics 
in terms of rolling of the two centrodes of the motion. In this manner, the 
constraint forces and those resulting from the motion can be related to 
the geometry of the planar motion described in terms of rolling of the two 
centrodes. We show that the classical formulation of instantaneous planar 
kinematics in terms of rolling of the two centrodes can be re-formulated in a 
modern setting based on a Lie algebraic framework when one uses a metric 
based on kinetic energy and a natural parameter for the planar motion, in 
terms of the rotation angle. The result is a dynamic formulation that distin­
guishes the path dependent components of a force system and incorporates 
kinematic geometry of the relative motion directly into the formulation. 
This type of formulation is useful in applications where the moving body 
is constrained to follow a particular path such as in the rigid body guid­
ance problem. It is also useful in problems associated with mechanics of 
manipulation where one is interested in determining forces that can pro­
duce a desired motion in the presence of forces of constraints. We use this 
compact kinematic description in conjunction with methods from the field 
of Computer Aided Geometric Design (CAGD) to develop a procedure for 
approximating a point path of the moving body. This approximated path 
is useful in both a general description of the motion of a moving body and 
in a practical implementation of the dynamic formulation. 

We begin this paper by providing some background information neces­
sary for the understanding of the dynamic formulation. We then present the 
formulation and show the point-path approximation technique. Finally, we 
use these techniques in a simple example as an illustration of the practical 
application of the formulation. 

2. Dynamic Formulation 

2.1. BACKGROUND 

In this section, we briefly present some of the background material used in 
the development of the dynamic formulation. 

In geometric kinematics, the natural parameter used to describe a mo­
tion is chosen as the rotation angle of the moving body. It can be shown [1 J 

that this parameterization greatly simplifies the analysis of the geometric 
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F~gure 1. Reference Frames for Geometric Kinematics 

properties of the motion. A motion parameterized in this manner can be 
represented as: 

[X] [cos</> -sin</> XO(</»] [X] 
Y = sin </> cos </> Yo ( </> ) Y 
1 0 0 1 1 

(1) 

where [X Y l]T represents the fixed coordinate frame and [x y l]T represents 
the moving frame. This representation is an element of the special Euclidean 
group denoted by SE(2). It can be shown [5] that since this group has both 
the properties of a group and the properties of a smooth manifold that it 
is a Lie group. The Lie group structure of SE(2) will be utilized to develop 
the dynamic formulation. 

The Lie algebra 9 associated with a Lie group G is a vector space to­
gether with a bilinear map [*, *]: 9 X 9 -+ g, called the Lie bracket, such that 
(i) [x, y] = -[y, x] and (ii) [[x, yl, z] + fly, zl, x] + [[z, x], y] = O. An element 
of the Lie algebra is the representation of velocity vectors at the identity 
element for paths on the Lie group. The Lie algebra for SE(2), denoted 
se(2), is of the form: 

-w vx] 
o vy 

o 0 

The Lie bracket is defined as the matrix commutator [A, B] = AB - BA. 
The representation given by (1) is a one-parameter subgroup of the 

group of displacements. These sub-groups are continuous paths on the 
smooth manifold defined by the Lie group structure. Velocity vectors for 
these paths at a point can be found by differentiating. If we let g be the 
element of the group, the velocity vector of a point is given by: 

[
-sin </> 

9' = co~</> 
- cos </> Xbj 
- sin</> Yo 

o 0 
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where the' denotes differentiation with respect to the angle ¢>. The velocity 
vectors at a point can be associated with an element of the Lie algebra 
by using either left or right translations. For the velocity vector g', the 
associated element of the Lie algebra can be found by using left translations 
as vj = g-lg'. This results in: 

-1 
o 
o 

Xb cos ¢> + Y& sin ¢> 1 
- Xb sin ¢> 0+ Y& cos ¢> 

This represents the instantaneous velocity of the moving body as expressed 
in the body fixed coordinate frame. This velocity is left invariant which 
means that it is invariant to changes in the fixed (inertial) frame. For a 
general motion, an element of se(2) can be shown [5] to be isomorphic to a 
vector in ~3 that is, 

vj f-+ v", = ((Xb cos ¢> + Y~ sin ¢>), (-Xb sin ¢> + Y~ cos ¢>), 1) (2) 

A complete description of Lie groups and Lie algebras can be found in 
Chevallier [3]. 

2.2. DYNAMICS 

In this section, we use the Lie group structure described in the previous 
section with a kinetic energy expression to write the dynamic equations. 
The kinetic energy for a motion parameterized with the rotation angle is 
written as T( ¢» = ~v~ M v", where M is the generalized mass matrix and 
contains both mass and rotational inertia terms. It should be noted that 
this expression is not the true kinetic energy for the system as the velocity 
is the derivative with respect to the rotation angle not time. 

Since SE(2) is a Lie group it is both a group and a smooth manifold. A 
set of basis vectors {e1' e2, ... ,en} can be defined for the tangent space of 
the manifold. With these basis vectors, there exist numbers C;k such that 

where these numbers are the structure constants of the Lie group. The 
kinetic energy expression defines a metric on the tangent space as 

g(v""v",) = 2T = v~Mv", 

and this metric endows the manifold with an inner product, gZ) =< ell e) >. 
With the inner product defined, the force relationships can be found by us­
ing the covariant derivative, or connection, and the metric. The connection 
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in the presence of this metric will be: 

(3) 

where IIJk are the connection coefficients. These are defined as: 

where the 1["t are the coordinates on the manifold. The Q, are the geometnc 
forces. It can be shown [2] that this same derivation can be used with a 
time-dependent velocity to write the generalized force relationships as: 

(4) 

where the metric and connection coefficients are the same as in (3) and the 
Q, are the generalized forces. 

To complete the development of the dynamic formulation, the geometric 
forces must be related to the generalized forces for the system. This is 
accomplished by using a change of variables and the chain rule. If we let w 
be the angular velocity and 0: be the angular acceleration then: 

(5) 

and 

(6) 

These can be substituted into (3) and, after rearranging terms, it becomes: 

Q~ 2 []I ["]1 ·J·k Q ,w + gzl v</> 0: = gzl x + ItJkX x = t (7) 

which establishes the required relationship. 
The coordinate frames can now be chosen as a body-fixed frame with 

origin at the center of mass and axes aligned with the principle axes of the 
body. With this choice, the metric becomes: 
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where m is the mass of the body and leg is the rotational inertia. Using this 
metric and substituting for the velocity terms, the geometric force becomes: 

Q1 = m(X~ cos ¢ + Y~' sin¢) 

Q2 m( -X~ sin ¢ + Y~' cos ¢) 

Q3 0 

(8) 

These expressions can be substituted into (7) to obtain: 

m(X~ cos ¢ + Y~' sin ¢ )w2 + m(Xb cos ¢ + Y~ sin ¢)a Q1 

m( -X~ sin¢ + y~' cos ¢)w2 + m( -Xb sin ¢ + y~ cos ¢)a = Q2 

leg a Q3 

(9) 

This is the desired dynamic formulation of the equations of motion using the 
geometric parameterization. It should be emphasized that the generalized 
forces, Qi, are written in terms of the body fixed frame. In the inertial 
frame these forces can be written in vector/matrix form as: 

mw2 [~i] + ma [ ;j] = [~: :3: ~ ::: :~~] = [~~] 
where <h and Q2 are the generalized forces written in terms of the inertial 
frame coordinates. One of the benefits of these expressions is that the path 
information, Xo and Yo, can be obtained from the geometric properties of 
the centrodes [1]. Information obtained from the kinematic analysis of the 
motion can now be used in a dynamic analysis. 

Remarks: 

1. The geometric parameterization is not valid for a pure translation. 
This is obvious since the derivative with respect to the rotation angle 
is not defined in this case. However, pure translation is a special case 
in geometric kinematics as well. 

2. In both (3) and (4) if the Q't or Qi are zero then the equations define 
the requirements for a geodesic. From (8) it is obvious that a sufficient 
condition for a geodesic would be that xg = Yo' = O. 

This last remark can be used to develop a method of approximating a point 
path of a motion. 

2.3. PATH APPROXIMATION 

It has already been shown that a sufficient condition for a path to be a 
geodesic is that xg = Yo' = O. This condition can be used to show that a 
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geodesic path can be described as: 

Xo k1¢+Cl 

Yo k2¢ + C2 

where ki and Ci are real constants. These geodesics can be used to generate a 
smooth motion between several different displacements. A computationally 
efficient method is to generate a cubic Bezier curve between two points. A 
cubic Bezier curve is an affine combination of four control points in some 
space. The four control points form a control polygon for the curve with 
the line between the first two points tangent to the curve at the zero point 
and the line between the last two points tangent to the curve at the other 
end. In the case of the motion, we wish to generate a trajectory P( ¢) = 
(Xo(¢), Yo(¢)) with the geometric parameter ¢ being the global parameter 
for an affine interpolation. The global parameter must be mapped into the 
interval [0,1] then the trajectory can be generated using Bezier curves. The 
geometric parameter is mapped by using: 

(10) 

For a first order Bezier curve, we have only two control points (x 0, YO) and 
(Xl,Yl) and the interpolation is given by: 

p(U) = [UXI + (1 - u)xo] 
UYI + (1 - u)yo 

When equation (10) is substituted into this we get: 

When this is simplified we get: 

_ [(Xl;;;O) (¢ - ¢i) + xoj 
p(¢) - (YI-YO)(", _ "') 

t:.</> 'f' 'f'z + Yo 

Which is what we expect for the straight lines between two points. 
Now given four control points (xi,yd, i = 0,1,2,3, we can generate a 

cubic Bezier curve with the affine parameter u: 
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Fzgure 2. Disk with Offset CG 

If we now substitute (10) into this expression we get a cubic polynomial 
using the geometric parameter <p. 

_ [( ("';;;.$') )3X3 + 3( (4);;;.$') )2(1 - 4>;;;.$' )X2 + 3 (4);;;.$') (1 - "';;;.$' )2Xl + (1 - "';;;.$' )3xO ] 

p( ¢) - ((4>;;;.;') )3Y3 + 3( (4);;;.;') )2(1 - 4>;;;.$' )Y2 + 3 (4);;;.;') (1 - "';;;.$' )2Yl + (1 - "';;;.$' )3 yO 

(11) 
This expression gives us a cubic polynomial in the geometric parameter 
for the interval (xo, YO) (X3, Y3) which can be substituted directly into the 
original displacement expression. Note that the control points for the Bezier 
interpolation are nothing more than the location of the origin of the moving 
frame in the displacement expression. It should also be noted that the 
interpolation is valid for a specific interval only which means that this is 
strictly a local parameterization. However, for a desired motion it is possible 
to create a spline through some set of desired positions then examine the 
properties of the motion for each of the intervals of the spline. Both the 
spacing of the precision positions and the location of the Bezier control 
points must be used in order to maintain continuity along the motion. An 
example will serve to illustrate these concepts. 

3. Example 

The dynamic formulation is particularly useful in applications where the 
moving body is constrained to follow a particular path. In this example we 
will examine the forces on a disk with an offset center of gravity (cg) as it 
rolls without slipping on a flat surface. The path of the cg will be a prolate 
cycloid. It is only necessary to approximate the path for a half rotation 
since the path repeats in this period. 

To begin, we fix the origin of the moving coordinate frame to the cg 
as shown in figure 2. Next we approximate the path of the cg using two 
equally spaced cubic Bezier curve segments. The first segment will be for 
the interval 0 ::; <p ::; ~ and the second segment will be for the interval 
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Ftgure 8. Path tangent for intermediate position 

~ ::; ¢ ::; 7r. The control points for the Bezier curves are found from the path 
constraints and the continuity conditions. The end points of the segments 
are on the path and the interior points will lie along the path tangents. 
The coordinates of the points are written in terms of the fixed coordinate 
frame. 

For the first segment, the endpoints are found from the path require­
ments. The first point, (xo,Yo) at ¢ = 0, is specified as Xo = 0 and Yo = r. 
The final point, (X3, Y3) at ¢ = ~, is found by using the requirement that 
the disk roll without slipping. With this condition, the center of the disk 
will be at (~1r, 0) after rolling ~ radians. The point coordinates are then 
located at (( ~1r + r), 0). The remaining two points are found from the tan­
gent requirements at the endpoints. The path tangent is found from the 
requirements of the motion, that is the tangent will be perpendicular to 
the ray through the point on the path and the velocity pole (see figure 3). 
The magnitude of the tangent will be the length of this ray. This value can 
be compared to the expression found from taking the the derivative of (11) 
and evaluating it at ¢ = 0 and ¢ = ~. For the point (Xl,Yl), the tangent 
will be [(R+r) O]T at ¢ = O. The comparison with the required derivative 
yields: 

dp = _1 [R + r] = [3Xl - 3Xo] 
¢ b..¢ 0 3YI - 3yo 

which after substituting for (xo, Yo) yields: 

[ Xl] = [¥] 
YI R+r 

Similarly, the point (X2' Y2) can be found by noting that the tangent at 
¢ = ~ is [R (-r ) JT. This yields the coordinates (( If + r), r;). The same 
technique is used to find the four control points for the second segment. 
It can be shown [4J that since the interval, b..¢, is the same for the two 
segments and the tangents match at ¢ = ~ then this spline will have C 2 

continuity. This will be sufficient for the force relationships. 
The geometric force can be found by using (8) and by taking derivatives 

of the paths given by the four control points and (11). The generalized force 
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can be found by using (9) and the derivatives of the paths. The forces on the 
moving body can now be evaluated as a function of the angular velocity and 
angular acceleration. An example might be if the disk were an unbalanced 
wheel on a vehicle undergoing a constant torque as the vehicle accelerates. 
In this case, the angular velocity and acceleration are found from the Q3 
expression in (9). These are then used to evaluate the forces Ql and Q2. It 
should be noted that the path information is an approximation of the actual 
path. This will generate errors in the dynamic formulation. However, these 
errors can be mitigated by using more curve segments in the approximation. 

4. Conclusion 

In this paper, we have combined concepts from the field of CAGD and kine­
matics to provide a formulation of dynamical equations for planar motion 
that would relate forces to the kinematic geometry motion. The method de­
veloped has applications in motion planning problems as well as in classical 
dynamics of rigid bodies. Generalization of this work to three dimensional 
problems is presently under development [7]. 
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