


COMBUSTION
PHENOMENA

Selected Mechanisms of Flame Formation,
Propagation, and Extinction

              



              



COMBUSTION
PHENOMENA

Selected Mechanisms of Flame Formation,
Propagation, and Extinction

Edited by

JOZEF JAROSINSKI
BERNARD VEYSSIERE

CRC Press is an imprint of the
Taylor & Francis Group, an informa business

Boca Raton   London   New York

              



CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

© 2009 by Taylor & Francis Group, LLC 
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10 9 8 7 6 5 4 3 2 1

International Standard Book Number-13: 978-0-8493-8408-0 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts have been made to publish reliable data and 
information, but the author and publisher cannot assume responsibility for the validity of all materials or the consequences of their use. The authors and 
publishers have attempted to trace the copyright holders of all material reproduced in this publication and apologize to copyright holders if permission 
to publish in this form has not been obtained. If any copyright material has not been acknowledged please write and let us know so we may rectify in any 
future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmitted, or utilized in any form by any electronic, 
mechanical, or other means, now known or hereafter invented, including photocopying, microfilming, and recording, or in any information storage or 
retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.com (http://www.copyright.com/) or contact 
the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that provides 
licenses and registration for a variety of users. For organizations that have been granted a photocopy license by the CCC, a separate system of payment 
has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only for identification and explanation with-
out intent to infringe.

Library of Congress Cataloging-in-Publication Data

Combustion phenomena : selected mechanisms of flame formation, propagation, and extinction / editors, Jozef Jarosinski and Bernard 
Veyssiere.

p. cm.
Includes bibliographical references and index.
ISBN 978-0-8493-8408-0 (alk. paper)
1. Combustion. I. Jarosinski, Jozef. II. Veyssiere, Bernard. 

QD516.C6156 2009
541’.361--dc22 2008035803

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

              



v

Contents

Preface ........................................................................................................................................................................................ vii
Editors ......................................................................................................................................................................................... xi
Contributors ............................................................................................................................................................................. xiii

Chapter 1 Introduction: Challenges in Combustion ...................................................................................................... 1
Jozef Jarosinski and Bernard Veyssiere

Chapter 2  Diagnostics in Combustion: Measurements to 
Unravel Combustion Chemistry ...................................................................................................................... 3
Katharina Kohse-Höinghaus

Chapter 3 Flammability Limits: Ignition of a Flammable Mixture and Limit Flame Extinction....................... 15

3.1 Flammability Limits: History and Mechanism of Flame Extinction ............................................ 15
Jozef Jarosinski

3.2 Ignition by Electric Sparks and Its Mechanism of Flame Formation ........................................... 26
Michikata Kono and Mitsuhiro Tsue

Chapter 4 Infl uence of Boundary Conditions on Flame Propagation ...................................................................... 35

4.1 Propagation of Counterfl ow Premixed Flames ................................................................................. 35
Chih-Jen Sung

4.2 Flame Propagation in Vortices: Propagation Velocity along a Vortex Core ................................ 45
Satoru Ishizuka

4.3 Edge Flames .............................................................................................................................................. 56
Suk Ho Chung

Chapter 5 Instability Phenomena during Flame Propagation ................................................................................... 67

5.1 Instabilities of Flame Propagation ....................................................................................................... 67
Geoff Searby

5.2  Perturbed Flame Dynamics and Thermo-Acoustic Instabilities ................................................... 80
Sébastien Candel, Daniel Durox, and Thierry Schuller

5.3  Tulip Flames: The Shape of Defl agrations in Closed Tubes .......................................................... 93
Derek Dunn-Rankin

Chapter 6 Different Methods of Flame Quenching ................................................................................................... 101

6.1  Flame Propagation in Narrow Channels and Mechanism of Its Quenching ........................... 102
Artur Gutkowski and Jozef Jarosinski

6.2  Flame Quenching by Turbulence: Criteria of Flame Quenching ................................................ 110
Shenqyang S. Shy

6.3  Extinction of Counterfl ow Premixed Flames ................................................................................... 118
Chih-Jen Sung

6.4  Flame Propagation in a Rotating Cylindrical Vessel: 
Mechanism of Flame Quenching .......................................................................................................128
Jerzy Chomiak and Jozef Jarosinski

              



vi Contents

Chapter 7 Turbulent Flames ............................................................................................................................................ 137

7.1  Turbulent Premixed Flames: Experimental Studies 
Over the Last Decades ........................................................................................................................... 138
Roland Borghi, Arnaud Mura, and Alexey A. Burluka

7.2 Nonpremixed Turbulent Combustion ............................................................................................... 153
Jonathan H. Frank and Robert S. Barlow

7.3 Fine Resolution Modeling of Turbulent Combustion .................................................................... 162
Laurent Selle and Thierry Poinsot

Chapter 8 Other Interesting Examples of Combustion and Flame Formation ..................................................... 169

8.1  Candle and Jet Diffusion Flames: Mechanisms of Combustion 
under Gravity and Microgravity Conditions ................................................................................... 170
Fumiaki Takahashi

8.2 Combustion in Spark-Ignited Engines ............................................................................................. 178
James D. Smith and Volker Sick

8.3 Combustion in Compression-Ignition Engines .............................................................................. 186
Zoran Filipi and Volker Sick

8.4 Defl agration to Detonation Transition .............................................................................................. 197
Andrzej Teodorczyk

8.5 Detonations  ............................................................................................................................................ 207
Bernard Veyssiere

Index ........................................................................................................................................................................................ 217

              



vii

Preface

This book is a supplementary source of knowledge on combustion, to facilitate the understanding of fundamental 
processes occurring in fl ames during their formation, propagation, and extinction. The characteristic feature of the 
book lies in the presentation of selected types of fl ame behavior under different initial and boundary conditions. 
The most important processes controlling combustion are highlighted, elucidated, and clearly illustrated.

The book consists of eight topical chapters, which are subdivided into several problem chapters.
Chapter 1 provides a brief introduction summarizing the main challenges in combustion. It recalls the key events 

in the progress of combustion science concisely.
Chapter 2 is devoted to combustion diagnostics. The majority of the novel diagnostic techniques have already 

been presented in Applied Combustion Diagnostics (2002) by the same author and in a number of survey papers 
(e.g., Proceedings of the Combustion Institute, 2005; Progress in Energy and Combustion, 2006). In this book, K. Kohse- 
Höinghaus presents work on how to make measurements in combustion chemistry, since this is an area where 
there have been many recent developments.

Chapter 3 deals with fl ammability limits, ignition of a fl ammable mixture, and extinction of limit fl ames. Both 
phenomena, ignition and extinction, are dependent on time.

In Chapter 3.1, J. Jarosinski presents the problem of fl ammability limits and extinction mechanisms of limit 
fl ames in the standard fl ammability tube. Extinction in this particular type of tube is very specifi c and is presented 
against the background of other fl ames, which aroused interest for a very long time.

In Chapter 3.2, M. Kono and M. Tsue examine the mechanism of fl ame development from a fl ame kernel 
produced by an electric spark. They discuss results of numerical simulations performed in their laboratory in con-
frontation with experimental observations and confi rm numerical simulation as a signifi cant tool for elucidating 
the mechanism of spark ignition.

Very specifi c types of fl ames are presented in Chapter 4.
In Chapter 4.1, C-J. Sung deals with the propagation of counterfl ow premixed fl ames. Only symmetrical 

premixed twin fl ames propagating in an opposed-jet confi guration are considered. This technique is used for 
determining the laminar fl ame speed, which serves as the reference quantity in studies of various phenomena 
involving premixed fl ames. The methods of determining laminar fl ame speeds and of deducing the overall 
activation energy on the basis of this technique are discussed.

In Chapter 4.2, S. Ishizuka presents his recent experimental and theoretical results on fl ame propagation along a 
vortex core. The validity of the existing models linking fl ame speed, vortex parameters, and mixture properties is 
discussed in the light of experimental results.

Some characteristics of edge-fl ames are identifi ed by S.H. Chung in Chapter 4.3. Flames with edges occur in 
many forms. A thorough understanding of this subject is essential for turbulent combustion modeling.

Instability phenomena in fl ames are addressed in Chapter 5.
The fundamentals of combustion instability are presented by G. Searby in Chapter 5.1 and phenomena examined 

by him fall into two categories: instability of fl ame fronts and thermo-acoustic instabilities. Each category can be 
subdivided further, and these are discussed.

In Chapter 5.2, S. Candel, D. Durox, and T. Schuller consider certain aspects of perturbed fl ame dynamics. The 
relation between combustion instability and noise generation is described by reference to systematic experiments. 
The data indicate that acoustic emission is determined by fl ame dynamics. On this basis, combustion noise can be 
linked with combustion instability.

In Chapter 5.3, D. Dunn-Rankin discusses the shape of defl agrations in closed tubes and the conditions under 
which it assumes the form of a tulip. The propagation of a premixed fl ame in closed vessels has been studied from 
the nineteenth century. The tulip fl ame is an interesting example of fl ame–fl ow interaction originating from the 
Landau–Darrieus instability.

Chapter 6 is devoted to different methods of fl ame quenching.
In Chapter 6.1, A. Gutkowski and J. Jarosinski present results of an experimental and numerical study of fl ame 

propagation in narrow channels and the mechanism of quenching due to heat losses. This work takes up again 
classical studies of the quenching distance. The most characteristic features of limit fl ames are determined 
experimentally.

              



viii Preface

Chapter 6.2, contributed by S.S. Shy, is devoted to the problem of fl ame quenching by turbulence, which is 
important from the point of view of combustion fundamentals as well as for practical reasons. Effects of turbulence 
straining, equivalence ratio, and heat loss on global quenching of premixed turbulent fl ames are discussed.

In Chapter 6.3, C-J. Sung examines extinction of counterfl ow premixed fl ames. He emphasizes fl ame quenching 
by stretch and highlights four aspects of counterfl ow premixed fl ame extinction limits: effect of nonequidiffusion, 
part played by differences in boundary conditions, effect of pulsating instability, and relation to the fundamental 
limit of fl ammability.

In Chapter 6.4, J. Chomiak and J. Jarosinski discuss the mechanism of fl ame propagation and quenching in a 
rotating cylindrical vessel. They explain the observed phenomenon of quenching in terms of the formation of the 
so-called Ekman layers, which are responsible for the detachment of fl ames from the walls and the reduction of 
their width. Reduction of the fl ame speed with increasing angular velocity of rotation is explained in terms of free 
convection effects driven by centrifugal acceleration.

Chapter 7 focuses on turbulent combustion.
In Chapter 7.1, R. Borghi, A. Mura, and A.A. Burluka present an up-to-date survey of turbulent premixed 

fl ames, stressing on the physical aspects. Areas where additional work are needed are defi ned and discussed 
comprehensively.

In Chapter 7.2, J.H. Frank and R.S. Barlow describe the basic characteristics of non-premixed fl ames with an 
emphasis on fundamental phenomena relevant to predictive modeling. They show how the development of predic-
tive models for complex combustion systems can be accelerated by combining closely coupled experiments and 
numerical simulations.

Chapter 7.3 deals with the fi ne resolution modeling of turbulent combustion. In a synthetic survey of numerical 
methods for turbulent combustion, L. Selle and T. Poinsot highlight the important progress that has been made in high 
performance numerical calculations and discuss prospects in the near future. They consider that massively parallel 
Large Eddy Simulation solvers can soon be expected to be cost-competitive, for development in industrial systems. 
Understanding and controlling combustion instabilities could be one of the future tasks for effective fi ne resolution 
modeling.

Chapter 8 contains other interesting examples of combustion and fl ame propagation.
In Chapter 8.1, F. Takahashi presents candle and laminar jet diffusion fl ames highlighting the physical and chemi-

cal mechanism of combustion in a candle and similar laminar cofl ow diffusion fl ames in normal gravity and in 
microgravity. This apparently simple system turns out to be very complex, and thereby its study is of great impor-
tance for the understanding of diffusion fl ame fundamentals.

In Chapter 8.2, J.D. Smith and V. Sick give an account of combustion processes in spark-ignition engines. They 
consider three modes of combustion in such engines: homogeneous-charge spark-ignition (premixed-turbulent 
combustion), stratifi ed-charge spark-ignition (partially premixed-turbulent combustion), and spark-assisted com-
pression ignition or spark-assisted homogeneous-charge compression-ignition (CI), which is a more recent concept 
introduced to achieve combustion with ultra-low emissions. The advantages and disadvantages of each method 
are discussed.

In Chapter 8.3, Z. Filipi and V. Sick review recent progress in CI engines. Apart from the classical CI engine they 
also examine two other concepts: the high-speed light-duty engine and low-temperature combustion in premixed 
CI engines. They argue that CI engines will operate by combining both these concepts in the future.

In Chapter 8.4, A. Teodorczyk presents the complex problem of transition from defl agration to detonation (DDT). 
He reviews the phenomena associated with the DDT process in smooth tubes according to the classical scheme and 
then describes DDT in obstructed channels.

In Chapter 8.5, B. Veyssiere exposes the state of knowledge in detonations. Particular features of the complex 
multidimensional structure of detonations are presented in relation with the recent results obtained either by 
 nonintrusive optical diagnostics or numerical simulations from high performance calculations. The role of trans-
verse waves in detonation propagation, the existence of correlations between the characteristic dimension of the 
cellular structure and the critical conditions for detonation initiation and detonation transmission, and the infl u-
ence of the nonmonotonous heat release process behind the front are examined. Recent developments in the study 
of spinning detonations are also discussed.

The idea for writing this book originated in 2006 during the course of discussions that the editors had at the 
University of Poitiers (Laboratoire de Combustion et de Détonique). It gradually took shape and resulted in 
Combustion Phenomina: Selected Mechanisms of Flame Formation, Propagation, and Extinction. This book has effec-
tively used photographic documentation to present physical mechanisms controlling combustion development. 
It was decided to collect all illustrations in a CD-ROM to insert at the end of the book. We began to assemble a 
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team of authors and soon had 26 prospective contributing authors. The International Symposium on Combustion in 
Heidelberg and the International Colloquium on the Dynamics of Explosion and Reactive Systems in Poitiers gave 
us a good opportunity to discuss certain issues concerning the book with some of the authors. We deeply appreciate 
assistance from many combustion experts who made this book possible. Though most of them were extremely busy, 
they agreed to participate in the project and managed to adhere to the tight publication schedule.

J. Jarosinski wishes to acknowledge his colleagues in the scientifi c community at the Lodz University, Poland, for 
their collaboration. Special thanks are due to Dr. A. Gorczakowski and Dr. Y. Shoshin. Support and encouragement 
were also received from Dr. W. Wisniowski, Institute of Aeronautics.

B. Veyssiere appreciates the contribution made by French scientists and is grateful for the encouragements 
received from the French combustion community.

We hope that reading the book will prove to be intellectually stimulating and enjoyable for members of our sci-
entifi c community.

Jozef Jarosinski
Bernard Veyssiere
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1

Combustion is an applied science that is important in 
transportation, power generation, industrial processes, 
and chemical engineering. In practice, combustion must 
simultaneously be safe, effi cient, and clean.

Combustion has a very long history. From antiquity up 
to the middle ages, fi re along with earth, water, and air 
was considered to be one of the four basic elements in the 
universe. However, with the work of Antoine Lavoisier, 
one of the initiators of the Chemical Revolution and 
 discoverer of the Law of Conservation of Mass (1785), 
its importance was reduced. In 1775–1777, Lavoisier 
was the fi rst to postulate that the key to combustion was 
oxygen. He realized that the newly isolated constituent 
of air (Joseph Priestley in England and Carl Scheele in 
Sweden, 1772–1774) was an element; he then named 
it and formulated a new defi nition of combustion, as 
the process of chemical reactions with oxygen. In  pre-
cise, quantitative experiments he laid the foundations 
for the new theory, which gained wide acceptance over 
a relatively short period.

Initially, the number of scientifi c publications on 
combustion was very small. At that time combustion 
 experiments were conducted at chemical laboratories. 
From the very beginning up to present times, chemistry 
has contributed a lot to the understanding of combus-
tion at the molecular level.

The chronology of the most remarkable contributions 
to combustion in the early stages of its development is 
as follows. In 1815, Sir Humphry Davy developed the 
miner’s safety lamp. In 1826, Michael Faraday gave 
a series of lectures and wrote The Chemical History of 
Candle. In 1855, Robert Bunsen developed his premixed 
gas burner and measured fl ame temperatures and fl ame 
speed. Francois-Ernest Mallard and Emile Le Châtelier 
studied fl ame propagation and proposed the fi rst fl ame 
structure theory in 1883. At the same time, the fi rst evi-
dence of detonation was discovered in 1879–1881 by 
Marcellin Berthelot and Paul Vieille; this was immedi-
ately confi rmed in 1881 by Mallard and Le Châtelier. 
In 1899–1905, David Chapman and Emile Jouguet 
 developed the theory of defl agration and detonation 
and calculated the speed of detonation. In 1900, Paul 
Vieille provided the physical explanation of detonation 

phenomenon, as a shock wave followed by a reaction 
zone with heat release. In 1928, Nikolay Semenov pub-
lished his  theory of chain reactions and thermal ignition 
and was awarded the Nobel Prize for his work in 1956 
(together with Ciril Norman Hinshelwood). The theory 
of chain reactions started the development of chemical 
gas kinetics and reaction mechanisms. Fundamental 
work on explosions and explosion limits due to chain 
reactions emerged. This in turn led to great advance-
ment in gas phase reaction kinetics, realizing the role of 
free radicals, the nature of elementary reactions, and the 
elucidation of chemical reaction mechanisms. In more 
recent times, this has made kinetic modeling possible. 
In 1940, Yakov Zel’dovich analyzed thermal diffusive 
instability of two-dimensional fl ames and in 1944 pub-
lished his book Theory of Gas Combustion and Detonation. 
The infl uence of turbulence on fl ame propagation was 
investigated by Gerhard Damköhler in 1940 and his 
work was extended by Kirill Shchelkin in 1943, on the 
basis of simple geometrical considerations. The devel-
opment of combustion science was greatly infl uenced by 
Theodore von Kárman, the founder of the U.S. Institute 
of Aeronautical Sciences (1933) and the Jet Propulsion 
Laboratory (1944), and the cofounder of the Combustion 
Institute (1954). Around 1950, he organized an interna-
tional team to compile and spread multidisciplinary 
knowledge on combustion science. Since then the term 
“aero-thermo-chemistry” has become synonymous with 
combustion.

However, a new era in the development of combustion 
science started with the foundation of the Combustion 
Institute in 1954, on the initiative of Bernard Lewis. The 
institute’s infl uence was further strengthened in 1957 
with the release of its journal Combustion and Flame. The 
creation of the institute brought about two important fac-
tors into research activity: organization of the combustion 
community and stimulation of international cooperation.

The mission of the Combustion Institute is to pro-
mote research in the fi eld of combustion science. This 
is done through the dissemination of research fi ndings 
at  systematically organized international symposia on 
combustion and through publications. The institute 
plays an important role in promoting the specialized 
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2 Combustion Phenomena

scientifi c disciplines that constitute the broad arena of 
combustion. From its inception the institute has also 
helped to promote international research activities.

Since 1967, the International Colloquia on the Dynam-
ics of Explosions and Reactive Systems (ICDERS) were 
organized in addition to the Combustion Symposia. 
ICDERS was initiated by a group of visionary combus-
tion scientists (Numa Manson, Antoni K. Oppenheim, 
and Rem Soloukhin). They considered the subject of these 
 colloquia to be important to the future of combustion tech-
nology and control of global environmental emission.

Combustion is largely (but not solely) an application-
driven scientifi c discipline, creating some technology 
drivers. In its early period of development, safety issues 
were of primary importance, together with related 
knowledge on fl ammability limits and explosions. In the 
1950s, combustion research was stimulated by aero-
propulsion and then by rocket propulsion (e.g., work 
on ions in fl ames was connected with the absorption 
of microwave radiation by a weak plasma). Interest in 
combustion-generated pollutants such as CO/NOx and 
soot rose in the late 1960s. In the early 1970s an increased 
number of research projects was devoted to urban and 
wild-land fi res. The energy crisis of the 1970s stimulated 
research on energy saving and combustion effi ciency. In 
the 1980s and 1990s, interest in supersonic combustion 
grew and studies were undertaken on the role of com-
bustion in climatic changes. All these technology drivers 
are still present in combustion research. New drivers, 
such as the development of micropower generation, cat-
alytic combustion, mild combustion, SHS combustion, 
or the synthesis of nanoparticles are also emerging.

Progress in combustion science is enhanced by impor-
tant developments in scientifi c tools and new methods 
of analysis. Some of these are

 1. Introduction of the rigorous conservation 
 equations for fl ows that react chemically.

 2. Developments in computer techniques making 
it possible to solve complicated fl uid motions 
in a combustion environment that are affected 
by diffusion and involve complicated chem-
istry (large numbers of elementary reactions, 
which individually are not “complex” but 
quite simple, i.e., most of them involve two 
reacting species, sometimes three, and the 
formation or breaking of just one bond), and 
with a large number of transient intermediates 
formed in the course of fuel oxidation and pol-
lutant formation.

 3. Application of laser diagnostics to probe ele-
mentary reaction processes and the structure of 
fl ames.

 4. Development of activation energy asymptotics 
for the mathematical analysis of combustion 
phenomena.

During the 28th International Symposium on Combus-
tion in 2000, Irvine Glassman spoke about the impor-
tance of research in the area of combustion science to 
modern society in his Hottel Lecture. In his message he 
appealed to the combustion community to contribute 
to the  solution of real issues and to be more creative in 
solving economic, social, and environmental problems.

This appeal can only be realized if there is a profound 
understanding of the fundamental processes that occur 
during combustion, and if it is treated as a phenom-
enon that requires multidisciplinary science. This book 
responds to this challenge by presenting up-to-date infor-
mation on some fundamental problems of combustion.
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2.1 Introduction

Flames are fascinating phenomena, and they reveal 
some of their inherent features directly to man’s senses: 
they radiate heat and light, they may hiss, crackle, and 
smell. To a combustion scientist or engineer, charac-
terization will, however, involve measurements of 
quantitative combustion characteristics, including tem-
perature, pressure, heat release, or the amount of gas-
eous and particulate emission. Since optimization of 
combustion devices involves computer-based simula-
tion of the entire process, combustion measurements are 
often used to validate relevant submodels from the fuel 
delivery to the combustion effl uent. With practical com-
bustion devices as different in scale as kilns for waste 
management, power plant combustors, rocket engines, 
gas turbines, internal combustion engines, or household 
burners, measurements of relevant fl ame parameters 
need a large arsenal of techniques.

For improving the knowledge on combustion chem-
istry and physics in a practical device, areas of detailed 
investigation include, among others, the mixing of fuel 
and oxidator, which is often a two-phase process; igni-
tion, which may rely on sparks, discharges, plasmas, 
or autoignition; fl ame–fl owfi eld interaction, when the 
combustion process takes place in a partly homogenized 
or turbulent three-dimensional fl ow; and pollutant for-
mation, where particularly the formation of NOx, poly-
cyclic aromatic hydrocarbons (PAHs), particulates, and 
other regulated air toxics such as aldehydes present open 

questions. Novel engine concepts such as homogeneous 
charge compression ignition (HCCI) or controlled autoi-
gnition (CAI), novel fuels or fuel combinations such as 
bio-derived or Fischer–Tropsch fuels and fuel additives, 
as well as shifting the boundaries to previously seldom 
explored combustion conditions at very high pressures, 
very low temperatures, or very lean stoichiometries 
demand extension of the present database employed in 
combustion modeling.

It will come as no surprise that to explore these and 
other combustion aspects, a direct analysis of the pro-
cess in question is preferable to any global characteriza-
tion, e.g., at the exhaust level. For this direct inspection 
of the combustion problem, a variety of methods exist, 
which are, in their majority, based on laser spectroscopy. 
Interesting features of laser techniques include tempo-
ral and spatial resolution, imaging capability, genera-
tion of coherent signals, multiquantity or multispecies 
detection, and others, a major aspect being their non-
invasive nature. Detailed literature is available on laser 
measurements in combustion [1–9], and the principles 
and advantages as well as typical instrumentation and 
application examples of many of these techniques have 
been summarized repeatedly.

Here, selected, more established laser diagnostic tech-
niques will only be briefl y named with their principal 
area of application in combustion measurements, but 
not further described; details on these and other meth-
ods can be found in the above-mentioned literature 
and references cited therein. Workhorse techniques in 
combustion diagnostics include Raman and Rayleigh 
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4 Combustion Phenomena

measurements of major species concentration and 
 temperature; coherent anti-Stokes Raman spectroscopy 
(CARS) for the measurement of temperature; laser-
induced fl uorescence (LIF) for the characterization of 
 mixing processes, for the measurement of temperature 
and intermediate species concentrations; cavity ring-
down spectroscopy (CRDS) for sensitive detection of 
minor species; laser Doppler velocimetry (LDV) and 
particle imaging velocimetry (PIV) for fl owfi eld char-
acterization; and scattering techniques as well as laser-
induced incandescence (LII) for the measurement of 
incipient particles and soot. Combinations of these and 
other techniques have been proven to be immensely use-
ful in the analysis of laboratory fl ames and large-scale 
combustion machinery, providing “hard facts” on com-
bustion performance in the investigated environment.

For the present contribution, it is assumed that the 
available books and reviews [1–9] will be a good starting 
point for information, and that an additional, updated 
attempt to summarize important developments is not 
yet necessary. It is thus not intended to provide a bal-
anced overview of all recent contributions to laser and 
probe measurements in combustion, which would be 
far beyond the limitations of this contribution. Instead, 
this chapter focuses on selected methods that are neces-
sary to further unravel details in combustion chemistry. 
The motivation for this specifi c accent is threefold. First, 
one of the most interesting questions regarding cleaner 
combustion—the chemistry involved in the formation 
of soot and its precursors—is still only partly answered. 
Second, the perceived need for novel fuels and fuel 
blends warrants study of their specifi c decomposition 
and oxidation chemistry. Third, novel combinations of 
laser and probe measurements, in particular using dif-
ferent mass spectrometric approaches, offer the poten-
tial to study the chemistry in unprecedented detail, 
especially with respect to the role of isomeric com-
pounds. Introduction to this area of work will highlight 
some recent developments involving our own group 
and those of close collaboration partners.

2.2  Techniques to Study 

Combustion Intermediates

In the complicated reaction networks involved in fuel 
decomposition and oxidation, intermediate species 
indicate the presence of different pathways that may be 
important under specifi c combustion conditions. While 
the fi nal products of hydrocarbon/air or oxygenate/air 
combustion, commonly water and carbon dioxide, are 
of increasing importance with respect to combustion 
effi ciency—with the perception of carbon dioxide as a 

pollutant rather than a product for climatic reasons—the 
prediction of other undesired emissions and by- products 
is not possible on a global, thermodynamic level, but 
needs information on the pivotal species, which may 
infl uence the importance of different reaction channels. 
Many of these species are radicals, and they are often 
present only in rather small concentrations, in the ppm 
or even ppb range.

Flames to study details of the combustion kinetics 
should preferably be steady (unless, e.g., ignition is 
the process in question) and should be simplifi ed 
regarding the fl owfi eld and geometry. Several burner 
confi gurations are established for these investigations, 
including one-dimensional fl at premixed fl ames, and 
counterfl ow or cofl ow diffusion fl ames [10–12]. In the 
present contribution, examples will be presented for 
premixed, fl at fl ames at low pressure, where the fl ame 
front is expanded to permit detailed investigation. The 
relevant parameters, including temperature and spe-
cies composition, are then displayed as a function of 
height h above the burner surface, with the fresh fuel/
oxidizer mixture at h = 0, the fl ame front location at a 
few millimeters distance, and the burnt gases at heights 
of 15–20 mm or above.

2.2.1 Spectroscopic Techniques

Several spectroscopic techniques for the detection of 
intermediate species have been extensively reviewed 
some years ago [13]. Of the many combustion- relevant 
intermediate species in the H–C–N–O system alone, 
atoms including H, O, C, and N; diatomic radicals 
including OH, CH, C2, CO, NH, CN, and NO; tri-
atomic intermediates including HCO, 1CH2, NH2; 
larger molecules including CH3, CH2O, C2H2; and many 
 others have been detected using, in the majority of stud-
ies, laser absorption or fl uorescence spectroscopy. Of 
the well-established techniques, LIF and CRDS in par-
ticular, have been described in detail before [1,3,13–16]. 
Instrumentation for these techniques is moderately 
involved, requiring commercially available, tunable 
laser light, especially to excite electronic transitions 
in the UV and visible domain. For LIF, the more stan-
dardly employed confi gurations use pulsed lasers with 
nanosecond time resolution, and are frequently based 
on either excimer or Nd:YAG lasers as pump sources 
and tunable dye lasers to obtain light of the desired 
excitation frequency. For quantitative measurements 
in the context of combustion kinetics, the measure-
ment is often performed in a point-wise fashion, where 
fl uorescence from a single, well-defi ned location in the 
fl ame is focused, passed through a suitable wavelength-
selective element, and detected with a photomultiplier. 
Imaging along a line or of a two-dimensional area 
is possible with suitable shaping of the exciting laser 
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light and detection with a charge-coupled device (CCD) 
camera. More advanced variants of this technique may 
use multiphoton excitation or multispecies detection; 
also, several combustion parameters such as the local 
temperature and the concentration of a species may be 
obtained simultaneously.

The LIF technique is extremely versatile. The deter-
mination of absolute intermediate species concentra-
tions, however, needs either an independent calibration 
or knowledge of the fl uorescence quantum yield, i.e., 
the ratio of radiative events (detectable fl uorescence 
light) over the sum of all decay processes from the 
excited quantum state—including predissociation, col-
lisional quenching, and energy transfer. This fraction 
may be quite small (some tenths of a percent, e.g., for 
the detection of the OH radical in a fl ame at ambient 
pressure) and will depend on the local fl ame composi-
tion, pressure, and temperature as well as on the excited 
electronic state and ro-vibronic level. Short-pulse tech-
niques with picosecond lasers enable direct determina-
tion of the quantum yield [14] and permit study of the 
relevant energy transfer processes [17–20].

LIF has been used in a multitude of studies to mea-
sure the concentrations of some important radicals, most 
frequently of OH, CH, and NO. While OH is an impor-
tant contributor to the fuel degradation and oxidation 
pathways and an indicator of hot areas in fl ames, CH has 
often been used to trace the fl ame front location, whereas 
the direct investigation of NO formation is of importance 
with regard to NOx being a regulated air toxic. Species 
including other elements, such as sulfur, phosphorus, 
alkali, etc., can be detected by LIF in combustion systems, 
and often, an indication of their presence may already be 
a useful result, even if quantifi cation is not possible.

Of the very sensitive laser-based absorption tech-
niques, CRDS has developed into a widely applied tech-
nique in combustion diagnostics within only a few years 
[15,16], with intracavity laser absorption spectroscopy 
(ICLAS) being increasingly employed by some groups 
[21,22] as well. Similar experimental infrastructure can 
be used for CRDS as for LIF, with both techniques being, 
in principle, compatible in a single apparatus. Tunable 
laser light is often used in the UV–VIS range with 
CRDS to detect important fl ame radicals [13], including 
many of the species that can also be measured by LIF. 
In addition, further species are accessible with CRDS, 
which do not fl uoresce because of predissociative states 
[13,15,16]. Cavity-enhanced absorption techniques are 
also applied in fl ames in the near infrared [22–25]. The 
multiple absorption paths provided with these tech-
niques are the reason for their superb sensitivity in the 
ppb range. Absolute concentrations can be obtained, 
provided the absorption coeffi cient for the respective 
transition is known. CRDS can be used in conjunc-
tion with other laser-based combustion diagnostics for 

special purposes, as e.g., in the combination of CRDS 
and LII [26] to detect PAHs and soot. A classic combina-
tion is that of LIF and CRDS [15,27], where CRDS can be 
used to place LIF measurements on an absolute scale. 
With respect to the application to fuel-rich fl ames, we 
have recently performed a systematic investigation with 
CRDS under such conditions [28]. The large number of 
species involved in pathways toward PAHs and soot 
and studies in fl ames of realistic hydrocarbon and oxy-
genated fuels demand that many intermediates of the 
type CxHy or CxHyOz should be detected quantitatively, 
if at all possible. For this general approach, in situ mass 
spectrometry (MS) is preferable to optical techniques, 
which can, however, be relied upon in combination with 
MS for the measurement of temperature and for the con-
centrations of some smaller intermediates.

2.2.2 Mass Spectrometric Techniques

Some applications of MS to study the chemistry of 
fl ames have been reviewed recently [12], with extensive 
reference to earlier studies. Several features of typical 
experimental strategies for the study of premixed fl ames 
under reduced pressure will be given specifi c attention 
here. All in situ combustion MS experiments are inva-
sive, since a sample is drawn from the fl ame for analysis. 
Under the conditions at reduced pressure, the sampling 
probe can resolve the species profi les in the fl ame front 
(with a thickness of several  millimeters, contrasted to 
a spatial resolution of <0.5 mm). To enable detection of 
radicals, a molecular beam (MB) sampling approach is 
typically used with 2–3 differential pumping stages. 
Species are ionized and separated according to their 
mass/charge (m/z) ratio, frequently using time-of-fl ight 
(TOF) confi gurations. Ionization can be performed by 
different means; here, electron ionization (EI), resonance-
enhanced multiphoton ionization (REMPI), and photo-
ionization (PI) using tunable vacuum  ultraviolet (VUV) 
radiation from a synchrotron are considered. In all cases, 
quantifi cation of a species requires unambiguous detec-
tion (separation of overlapping signatures, e.g., from 
isotopic contributions or from different compounds 
with identical nominal mass); minimization of frag-
mentation; and calibration, for example, with samples of 
known concentration. Separation of structural isomers 
is possible if the ionization energies are suffi ciently dif-
ferent to be resolved with the energy resolution of the 
instrument. Calibration with standard samples may 
be used for stable species with suffi cient vapor pressure. 
Calibration for radical species is feasible when ioniza-
tion cross-sections (for photons or electrons) are known 
or can be reliably estimated.

For the examples given here, three different instru-
ments have been used. While an EI-MBMS setup and 
a REMPI-MBMS apparatus are available in our own 
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laboratory, experiments using VUV-PI-MBMS have 
been carried out in collaborations, predominantly at the 
Advanced Light Source (ALS) in Berkeley, United States, 
as well as at the Hefei Light Source (HLS), Hefei, China.

For EI-MBMS measurements, we have used an instru-
ment which is similar to those employed in many pre-
vious studies [12,29], and which has been described 
before [30,31]. Sampling is performed through a quartz 
nozzle of ~150 μm diameter, and the gas sample is 
expanded from the burner housing (50 mbar) in two 
pumping stages, fi rst to <10−4 mbar, whereupon the 
center of the resulting beam is expanded through a 
skimmer of 2 mm diameter to <10−6 mbar into the ion-
ization chamber. By this process, the sample is cooled 
to ~400 K [29]. The REMPI-MBMS instrument has a 
quite similar confi guration [32]. The mass resolution of 
both setups is suffi cient (m/Δm ~ 3000) for the separa-
tion of many combustion species (including e.g., C3H8, 
CO2, and C2H4O near m/z = 44). It is signifi cantly higher 
than that of the spectrometer at the ALS (m/Δm ~ 400) 
and at the HLS (m/Δm ~ 1400), where species are not 
only separated by mass, but also by their different ion-
ization energies [33–35].

The three different ionization methods have specifi c 
advantages. In the EI-MBMS, we use nominal energies in 
the range of 10.5–17 eV to minimize fragmentation. The 
energy spread of the ionizing electron beam is broad 
enough to enable the detection of all species in a mass 
spectrum at a fi xed nominal energy. Argon can be used 
as an inert standard. Thus, an overview over the species 
pool is possible from a single spectrum, avoiding ambi-
guities by changing conditions between runs, and errors 
from long-term drifts by normalization to the Ar profi le. 
REMPI-MBMS is more selective because of the resonant 
excitation/ionization process; this technique is very well 
suited for the detection of small aromatic species [32]. 
A novel feature provided by the instruments using tun-
able synchrotron radiation for VUV-PI-MBMS is the 
superior energy resolution of ~ 40 meV, which permits 
for the fi rst time the discrimination between isomeric 
species [36]. For this purpose, however, several mass 
spectra are necessary at different fi xed ionization 
 energies. Both photoionization techniques are much 
less sensitive to fragmentation, which is advantageous 
especially for the detection of oxygenated or other spe-
cies featuring relatively weak bonds. With regard to 
these different instrumental features, a combination of 
all techniques is particularly valuable to compare results. 
Analysis of differences has led us to further development 
of measurement and analysis procedures, and provides 
a more realistic assessment of systematic errors, which 
is extremely helpful in comparison with models [37]. 
In any case, calibration is of eminent importance, espe-
cially for radicals. Calibration procedures have recently 
been compared in some detail [38]. Optical and mass 

spectrometric techniques may be used in combination 
for species that can be detected both ways to minimize 
calibration errors.

To probe the chemistry of a particular fuel in low-
pressure fl ames, profi les of quantitative species mole 
fractions xi versus height above the burner h are typi-
cally obtained. Many of the intermediates are formed 
in the fl ame front, and it is infeasible to infer the impor-
tance of a specifi c radical or molecule from the shape of 
the measured profi le, or from its mole fraction. Similarly, 
it may be misleading to use such data to extract specifi c 
reaction rate coeffi cients, since the infl uence of a single 
reaction or reaction sequence cannot be isolated. A com-
parison with reaction models is useful, and information 
on the status of chemical kinetics for this purpose as 
well as on typical associated errors is readily available 
[39–41]. Caution is also warranted when studying novel 
conditions, including previously unaddressed fuels and 
fuel blends, pressure, temperature, and stoichiometry 
ranges; when using new approaches or variants of the 
existing techniques; or when detecting species for the 
fi rst time in a given situation. It may be problematic to 
infer verifi cation or falsifi cation of a model, which has 
originally been designed for different conditions, or to 
change parameters in the model to fi t a single measure-
ment. Much can be learned, however, from studying 
many species in fl ames of different fuels—preferably 
using different techniques. Some recent examples from 
collaborative work highlighting the investigation of 
 fuel-rich combustion in hydrocarbon and oxygenate 
fl ames as well as in blends of both types of fuels, are 
described next.

2.3 Exemplary Results

For the analysis of the chemical structure of fl ames, laser 
methods will typically provide temperature measure-
ment and concentration profi les of some readily detect-
able radicals. The following two examples compare 
selected LIF and CRDS results. Figure 2.1 presents the 
temperature profi le in a fuel-rich (C/O = 0.6) propene–
oxygen–argon fl ame at 50 mbar [42]. For the LIF mea-
surements, ~1% NO was added. OH-LIF thermometry 
would also be possible, but regarding the rather low OH 
concentrations in fuel-rich fl ames, especially at low tem-
peratures, this approach does not capture the tempera-
ture rise in the fl ame front [43]. The sensitivity of the 
CRDS technique, however, is superior, and the OH mole 
fraction is suffi cient to follow the entire temperature 
profi le. Both measurements are in excellent agreement. 
For all fl ames studied here, the temperature profi le has 
been measured by LIF and/or CRDS.
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FIGURE 2.1
Temperature profi le measurement in a fl at, premixed fuel-rich pro-

pene low-pressure fl ame by LIF, using seeded NO, and CRDS, using 

naturally present OH radicals. (Adapted from Figure 3 in Kohse-

Höinghaus, K. et al., Z. Phys. Chem., 219, 583, 2005.)
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Both techniques are suitable to determine intermedi-
ate species concentration profi les, as seen in Figure 2.2 
for the C2 radical. The shapes of the independently mea-
sured profi les from a fuel-rich premixed low-pressure 
propene fl ame are in very good agreement. The sensi-
tivity of the CRDS measurement is excellent, and mole 
fractions ≥2 ppb can be determined with high precision 
under these conditions. The LIF measurements have 
been placed on an absolute scale using the CRDS results. 
It should be noted that the LIF measurement shows a 
slightly better spatial resolution, as evident from the 
region near the maximum, which is not captured as well 
by the CRDS measurements. Both techniques permit 
good resolution of the fl ame front, which is  centered 
near 3.5 mm. In comparison with Figure 2.1, it is seen that 

this corresponds approximately to the beginning of the 
plateau in the temperature profi le, where the  maximum 
temperature is attained near 5 mm.

A similar comparison of several techniques has 
also been used for the different ionization strategies 
in the MBMS measurements. Here, three independent 
instruments have been employed for the fi rst time to 
measure the same species profi le under nominally 
identical conditions. The benzene mole fraction profi le 
in a fuel-rich propene–oxygen–argon fl ame is shown 
in Figure 2.3 for EI-MBMS, REMPI-MBMS, and VUV-
PI-MBMS measurements, with the two former set-
ups situated in Bielefeld and the latter at the ALS in 
Berkeley. The three measurements are in good quanti-
tative agreement, differences in the peak mole fraction 
being of the order of 25%–30%. A rigorous error anal-
ysis confi rms that an error of about this magnitude 
is not unexpected—different burners, fl ow meters, 
pressure gauges, burner housings, calibration mix-
tures on the one side, and different sampling nozzles, 
mass spectrometers, ionization techniques, detectors, 
and analysis routines on the other, contribute to these 
uncertainties. Repeated measurements of a “standard” 
fl ame condition with the same EI-MBMS instrument 
over several years have also resulted in errors of about 
20% for stable species measurements, for which a cali-
bration with samples of known concentration is pos-
sible. A closer inspection of the three profi les shows 
deviations of ~ 1 mm in the peak position, which is 
found at 5.5–6.5 mm. Shifts of this size are also not 
uncommon, and are a function of different burner and 
sampling geometries.

The formation of PAHs and soot involves a molecular 
precursor stage in which hydrocarbon radicals, espe-
cially with 2–5 carbon atoms, play a role to build up 
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FIGURE 2.3
Benzene profi le in a fuel-rich propene fl ame (C/O = 0.77), measured 
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benzene as the fi rst aromatic ring, which is regarded 
as a central step for further growth [12,44–46]. Several 
pathways have been discussed as important for ben-
zene formation, and it is commonly accepted that 
their specifi c importance may depend on the chemical 
nature of the fuel. An analysis of the infl uence of the 
fuel structure on the intermediate species pool is par-
ticularly instructive when fl ames of identical C/O and 
C/H ratio are studied under the same conditions. An 
example from previous work [47] compares fuel-rich 
combustion of the C5H8 isomers 1,3-pentadiene and 
cyclopentene with that of a 1:1 mixture of propene 
(C3H6) and acetylene (C2H2). Figure 2.4 shows mole 
fraction profi les of some C4Hx intermediates, which 
are representatives for some of the discussed benzene 
formation pathways [48,49], in the 1,3-pentadiene 
fl ame on the left, and of the “isomeric” C3H6/C2H2 mix-
ture on the right. Temperature maxima (2100 vs. 2250 K, 
respectively), fl ame speed, and fl ame front location are 
somewhat different [47], but not enough to explain 
the striking differences in the species mole fractions. 
Particularly, C4H5 is present in higher concentrations in 
the 1,3-pentadiene fl ame, where it is a direct decompo-
sition product of the fuel. Further analysis shows [47] 
that reactions involving C3-radicals are of predominant 
importance for benzene formation in all three fl ames, 
and that contributions of pathways involving C4- and 
C2-species are seen preferentially in the 1,3-pentadiene 
fl ame, while C5-species are of some signifi cance in the 
cyclopentene fl ame.

The analysis of fuel-rich fl ames by EI-MBMS, as in 
the example given above, typically provides profi les of 
about 35–45 species with m/z ≤ 100, which can be used 
to improve the knowledge on reaction pathways and 
to extend present fl ame models. With the emergence 
of isomer-selective VUV-PI-MBMS, however, it seems 
that the number of species commonly included in such 
considerations may be by far too small. The cyclopen-
tene fl ame described in Refs. [47,50] was analyzed again 
using the fl ame instrument at the ALS [37], and Figure 
2.5 reveals the different chemical structures identifi ed at 
m/z = 90 (C7H6) and m/z = 92 (C7H8) from photoioniza-
tion effi ciency (PIE) curves. Most of these species have 
not been identifi ed in fl ames before, their concentrations 
are not known, and their roles in the reactions toward 
larger ring structures are unclear.

The comparison of benzene as a stable intermediate 
with a moderately large mole fraction of about 500 ppm 
in Figure 2.3 provides a fi rst impression of the poten-
tial errors involved in MBMS measurements, and of the 
accuracy to be expected for radicals, where a calibration 
is more diffi cult. Figure 2.6 shows mole fraction profi les 
of the C3H3 radical in a series of fuel-rich (C/O = 0.5) 
propene fl ames doped with ethanol (from 0% to 100%), 
measured by EI-MBMS in Bielefeld and VUV-PI-MBMS 
in Berkeley. The quantitative agreement within a fac-
tor of 2 is considered quite satisfactory. Trends upon 
ethanol addition, illustrated in the insets, are in good 
quantitative agreement, with the PI-MBMS experiment 
exhibiting a superior signal-to-noise ratio. The decrease 
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133, 431, 2003. With permission.)
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in the propargyl radical concentration by the addition of 
 oxygenate fuel is expected [31] and is consistent with the 
assumption that oxygenates may decrease PAHs or par-
ticulate emissions. The interaction between the  species 
pool from both fuel constituents will deserve further 
analysis, however. A similar trend as for propargyl is 
seen for the mole fraction profi les of C3H4 in the same 
series of fl ames given in Figure 2.7. While the VUV-PI-
MBMS instrument can discriminate between the two 
isomers propyne and allene, EI-MBMS detects the sum 
of both species. Both measurements are in excellent 
quantitative agreement.

With the discussion of oxygenate, potentially bio-
derived,  fuels and fuel additives such as alcohols, 
ethers, or esters, the need for detailed information 
on their combustion chemistries is becoming acute. 
Additional functional groups in the fuel molecule lead 
to a larger number of possible structural isomers. The 
infl uence of the chemical structure of the fuel molecule 

on the dominant decomposition and oxidation path-
ways is an interesting aspect for further study, and 
recent work has addressed this question in the com-
bustion of a pair of alkyl esters—methyl acetate and 
ethyl formate [38]—and of the four isomers of butanol 
[51,52]. Figures 2.8 and 2.9 provide exemplary results 
from this work. In Figure 2.8, several intermediate 
species, including methyl, acetylene, formaldehyde, 
and acetaldehyde are shown in the methyl acetate and 
ethyl formate fl ames burnt under identical conditions. 
While temperature and major species concentrations 
are identical within experimental uncertainty [38], 
these intermediate mole fractions are signifi cantly, 
but not unexpectedly, different, with acetylene being 
more easily formed in the ethyl ester, and methyl con-
centrations higher in the methyl ester fl ame. Also, 
formaldehyde is a product following H-abstraction 
from the methoxy group in the methyl acetate fl ame, 
whereas acetaldehyde can result following abstraction 
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of a secondary hydrogen from the ethoxy group in the 
ethyl formate fl ame.

Distinct fuel-specifi c reaction chemistry is also seen 
in premixed fl at fl ames of the four butanols. Figure 2.9 
shows PIE curves for m/z = 72 (C4H8O). The species pool 
is quite different, with butanal present in the 1-butanol 
fl ame, 2-methyl propanal in the i-butanol fl ame, and 
2-butanone in both the 2-butanol and the t-butanol 

fl ames. This is consistent with the carbonyl function 
formed at the position of the hydroxyl group in the fuel, 
with the exception of t-butanol, where fi ssion of the 
C–C bond is involved [52].

2.4 Summary and Conclusion

The present contribution has shown some new devel-
opments and recent examples for the investigation of 
detailed combustion chemistry, using laser  spectroscopic 
methods, on the one hand, and several in situ mass spec-
trometric techniques, on the other. Different  hydrocarbon 
and oxygenate fuels and fuel blends have been stud-
ied using these techniques, with particular  emphasis 
on the detection of species, which are thought to be 
involved in the formation of small PAHs and soot. In 
the oxygenate and blended fl ames, attention has also 
been devoted to the formation of carbonyl compounds, 
since several members of this family are regulated as 
hazardous air pollutants. The study of nominally iden-
tical fl ames with different techniques in fully indepen-
dent setups has revealed signifi cant details about the 
reliability of these methods, and has led to consider-
able development of analysis and calibration strategies. 
A milestone in combustion diagnostics has been the emer-
gence of isomer-selective techniques, and study of the rich 
combination of isomeric species shows new details about 
the combustion chemistry, which warrant further inves-
tigation. Also, the study of isomeric fuels under similar 
conditions demonstrates the importance of the fuel struc-
ture for the intermediate species pool, which may lead 
to a different product composition with regard to unde-
sired emissions. With this powerful arsenal of techniques, 
chemical features can be studied, which may be of impact 
for the design of practical combustion devices.
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3.1  Flammability Limits: History 

and Mechanism of Flame Extinction

Jozef Jarosinski

3.1.1 Introduction

The concept of fl ammability limits was fi rst formulated 
over 200 years ago by Humboldt and Gay Lussac [1]. 
Later, the theory of fl ames was gradually developed 
by Mallard and Le Chatelier [2], Jouguet [3], Daniell [4], 
Lewis and Elbe [5], Zel’dovich [6], and others. Zel’dovich 
made an outstanding contribution to the knowledge of 
fl ame propagation limits. In his book [6], Zel’dovich con-
cluded that fl ammability limits were concentration limits, 
owing to fl ame cooling by radiative heat losses from the 
fl ame and the adjacent hot combustion gases. He showed 
that at the concentration limits, the laminar burning velocity 

cannot be zero, but has to take a fi nite value. He also deter-
mined the relation between this velocity and the  lowering 
of the temperature below the adiabatic value at the limit. 
Later, Spalding [7] arrived at similar conclusions.

To be in parallel with the development of theory, for 
practical reasons, fl ammability limits were measured 
in many laboratories: their knowledge for different 
mixtures was necessary to bring down the number of 
accidents in mines and in industry. Most measurements 
were made in vessels of various shapes. Hence, it was 
not a surprise that the obtained fl ammability limits 
were apparatus-dependent. Coward and Jones [8] gave 
a very good summary of empirical knowledge on this 
issue and also proposed a new standard apparatus for 
determining fl ammability limits. This was a vertical 
tube, 51 mm in diameter and 1.8 m long, closed at the 
upper end and open to the atmosphere at the bottom. If 
a mixture is ignited at the bottom of the tube and a fl ame 
can be formed, to propagate all the way to the top, the 

3
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mixture is said to be fl ammable. However, if the fl ame is 
extinguished while it is part of its way up the tube, the 
mixture is said to be nonfl ammable.

The standard tube was used by Levy [9] in 1965 to 
study upward and downward fl ame propagation in lean 
methane/air and propane/air limit mixtures. He made 
several new observations, very important at the time:

 1. Under the infl uence of gravity, the shapes of 
upward and downward propagating fl ames are 
very different.

 2. Bubble-shaped limit fl ame propagating up 
moves with a velocity determined by buoyancy 
forces, like an air bubble in a column of water 
(in both cases, the Davies and Taylor formula 
[10] can be applied).

 3. For lean methane/air mixtures, the fl ammabil-
ity limits (as a matter of fact, fl ame extinction 
limits) appear to be different for upward and 
downward propagations.

In spite of the growing number of experimental and 
theoretical studies [11–17], it was diffi cult to account for 
observation 3. Progress could only be made based on the 
knowledge of fl ame stretch and preferential  diffusion, tak-
ing into account the effect of these parameters on the burn-
ing velocity. Although the concepts of fl ame stretch and 
preferential diffusion had been introduced much earlier, 
their practical application to laminar fl ames was still in 
the initial stages at that time. Considerable improvement 
in the understanding of the effect of these phenomena on 
the behavior of a laminar fl ame and its parameters was 
achieved by Law [18]. Subsequent investigations by Law, 
Sung, Egolfopoulos, and Dixon-Lewis, both experimental 
and numerical, contributed to arriving at new, more reliable 
data on fl ame parameters as well as on the development of 
the theory of fundamental fl ammability limits [19–22].

Empirical fl ammability limits are only an approxima-
tion to the fundamental limits, which can be treated as 
a characteristic property of each mixture. The funda-
mental limit represents a concentration or pressure limit 
beyond which steady propagation of a one-dimensional, 
planar fl ame with volumetric heat loss becomes impos-
sible. Such idealized fl ames cannot actually be main-
tained, even under laboratory conditions. Real fl ames 
are infl uenced by conductive and convective heat losses, 
fl ame stretch, gravity-related effects, etc., and usually 
their extinction occurs beyond the fundamental limit.

Recent contributions made by our research group to 
the study of limit fl ames propagating in the standard 
fl ammability tube are presented next.

3.1.2 Limit Flames Propagating Upward

Experiments with such fl ames are usually conducted in 
the standard fl ammability tube; description of typical 

procedure can be found elsewhere [8,9,15,23,24]. For a 
mixture of limit composition, ignition of a fl ammable 
mixture at the open bottom end of the tube initiates 
propagation of a bubble-shaped fl ame from the bottom 
to the top end of the tube (Figure 3.1.1). As mentioned 
earlier, the fl ame moves with a velocity determined by 
the buoyancy forces [9]. The velocity is independent of 
the mixture properties and can be calculated from the 
Davies and Taylor formula [10],

= 0.328w gD

where
w is the velocity of the bubble-shaped fl ame
g the acceleration due to gravity
D the tube diameter

It can be seen in Figure 3.1.1 that the total surface area 
of the propane lean limit fl ame is much less than that 
of the methane one. This is because the laminar burn-
ing velocity for the limit mixture is much higher for 
 propane than for methane.

3.1.3 Flow Structure

The fl ow structures of lean limit methane and  propane 
fl ames are compared in Figures 3.1.2 and 3.1.3. 
The structure depends on the Lewis number for the 
 defi cient reactant. A stretched lean limit methane fl ame 
(Le < 1), propagating up is affected by preferential dif-
fusion, giving it a higher burning intensity. Hence, the 
fl ame extinction limit is extended. On the other hand, 
for a stretched lean limit propane fl ame (Le > 1), the 
same effect reduces the burning intensity, which can 

(a) (b) (c) (d)

FIGURE 3.1.1
Upward propagating lean limit fl ames. (a) Methane/air in a standard 

cylindrical tube—direct photography, (b) propane/air in a standard 

cylindrical tube—direct photography, (c) methane/air in a square 

50 mm × 50 mm tube—schlieren photography, and (d) propane/air in 

a square 50 mm × 50 mm tube—schlieren photography.
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lead directly to fl ame extinction. At the fl ame leading 
point, the laminar burning velocity of both limit fl ames 
is considerably lower than the buoyant velocity, w.

On comparing the two fl ames, it is evident that the 
fl ow structure of the lean limit methane fl ame funda-
mentally differs from that of the limit propane one. In 
the fl ame coordinate system, the velocity fi eld shows 
a stagnation zone in the central region of the methane 
fl ame bubble, just behind the fl ame front. In this region, 
the  combustion products move upward with the fl ame 
and are not replaced by the new ones produced in the 
reaction zone. For methane, at the lean limit an accu-
mulation of particle image velocimetry (PIV) seeding 
particles can be seen within the stagnation core, in 

the combustion products (Figure 3.1.4). A similar fl ow 
structure, with a stagnation core, is observed for a limit 
propane fl ame, but in a rich propane/air mixture, prop-
agating with Le < 1 (Figure 3.1.5).

The structure of a bubble-shaped lean limit propane 
fl ame (Le > 1) is different. At the fl ame front infl ow, 
the streamlines are much less divergent and soon 
converge again.

It is also interesting to examine the global gas dynamic 
structure of upward propagating fl ames. Figure 3.1.6 gives 
an example of the global velocity fi eld for the lean limit 
methane fl ame in the fl ame coordinates. The velocity dis-
tributions for all near limit fl ames studied share certain 
features. The central part of the bubble-shaped fl ame is 
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FIGURE 3.1.2
Flow velocity fi eld determined by PIV. Lean limit fl ames propagating upward in a standard cylindrical tube in methane/air and propane/
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(d) propane/air—fl ame coordinates.

20100
0

10

20

30

40

50

60

r, mm(b)(a)

h,
 m

m

−10−2020100
0

10

20

30

40

50

60

r, mm

h,
 m

m

−10−20

FIGURE 3.1.3
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occupied by the stagnation zone. In the region of the fl ame 
skirt, near the tube wall, the gas experiences a vertical accel-
eration—the velocity vectors of the combustion products 
converge. The vertical components of the velocity remain 
uniform over a distance of about 10 cm. Lower down than 
this, near the tube centerline, they gradually start to decay, 
fi nally forming a secondary stagnation zone. At the same 
time, near the tube wall, the gas continues to fl ow down 
without any signifi cant change of velocity.

3.1.4 Thermal Structure

PIV velocity measurements made it possible to evaluate 
the fl ame temperature fi eld [23], following the method 
demonstrated in Ref. [25]. The calculated thermal struc-
ture of lean limit methane fl ame is shown in Figure 3.1.7. 
The differences between the structures of lean limit meth-
ane and propane fl ames are fundamental. The most striking 
phenomenon seen from Figure 3.1.7 is the low tempera-
ture in the stagnation zone (the calculated temperatures 
near the tube axis seem unrealistically low, probably due 
to very low gas velocities in the stagnation core).

This thermal fl ame structure indicates local heat fl ow 
from the fl ame tip to the adjacent combustion gases in 

the stagnation zone, which can fi nally lead to fl ame 
extinction. Independent observations confi rmed the 
existence of the temperature drop between the fl ame 
and the stagnation zone (Figure 3.1.8). One set of these 
results was obtained by using a contact 10 μm platinum 
wire sensor, the other one using thin silicone carbide fi la-
ments stretched across the tube, while they were heated 
by the fl ame and combustion gases. It is evident from 
these independent measurements that the temperature 
in the stagnation zone is lower than that in the fl ame 
around it. For a stationary fl ame, the only explanation 
of this fact is heat loss by radiation.

3.1.5 Flame Stretch

The fl ame stretch rate distribution was calculated based 
on experimental PIV data, using the semitheoretical 

FIGURE 3.1.4
PIV image of upward propagating lean limit methane fl ame.

FIGURE 3.1.5
Schlieren picture of upward propagating rich limit propane fl ame 

with superimposed direct photography.
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method adapted from Ref. [16]. The lean limit methane 
fl ame front studied is very thick (its total thickness is 
≈6 mm), and there is a problem in the selection of the 
leading edge, required for the calculation. Finally, the 
stretch rate was calculated, as is commonly done, at 
the edge of the fl ame preheat zone (T = 400 K isotherm). 
For the lean limit methane fl ame, the local stretch rate 
along the fl ame surface is shown in Figure 3.1.9 (both 
methane and propane results are shown in Figure 3.1.9a 
and b, respectively). It is seen that it reaches maximum 
at the fl ame tip and gradually falls in the lower parts of 
the fl ame. The fl ame curvature also passes through a 
maximum at the fl ame tip. Its contribution to the total 
fl ame stretch rate can be estimated to be

= L
c

2u
k

R

where R is the radius of spherical cap of the fl ame. Calcu-
lations give its value as about 3.5 s−1, which is only about 
10% of the total stretch rate at the fl ame leading point. 
Therefore, the stretch is mainly due to fl ow divergence.

The shape of the stretch rate distribution curve for the 
lean limit propane fl ame, shown in Figure 3.1.9b, is very 
similar. However, for this fl ame, the estimated contribu-
tion of the curvature is more important than with the 
methane fl ame, reaching about 40% of the maximum 
stretch rate.

3.1.6  Extinction Mechanism of an Upward 
Propagating Flame

An upward propagating fl ame is positively stretched. 
Extinction of both the lean limit propane (Le > 1) and 
methane (Le < 1) fl ames starts at the respective leading 
points. As has been shown, this is where the stretch rate 
is at a maximum. However, according to the theory [26], 
the responses of the stretched fl ames are opposite when 
the effective Lewis number for the mixture is greater 
than or less than 1. This means that the burning intensity 
at the leading point of the limit propane fl ame would fall 
to the lowest value and that of the limit methane fl ame 
would increase to the highest value for the entire fl ame 
surface. In the case of the lean limit propane fl ame, the 
local reaction temperature would fall to some critical 
value that even with a slight disturbance of the fl ame 
structure could lead result in fl ame extinction. Thus, in 
this particular case, fl ame extinction is directly caused 
by the action of fl ame stretch.

In contrast to the lean propane fl ame, the burning 
intensity of the lean limit methane fl ame increases for 
the leading point. Preferential diffusion supplies the tip 
of this fl ame with an additional amount of the defi cient 
methane. Combustion of leaner mixture leads to some 
extension of the fl ammability limits. This is accompa-
nied by reduced laminar burning velocity, increased 
fl ame surface area (compare surface of limit methane 
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FIGURE 3.1.8
Temperature measurements. (a) Platinum wire sensor measurements and (b) silicon carbide fi laments.
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and propane fl ames in Figure 3.1.1), and the creation of 
a bubble-shaped stagnation zone. Measurements dem-
onstrated that the temperature in this zone is lowered in 
comparison with that of the fl ame front (see Figure 3.1.8), 
because of heat loss by radiation. These conclusions were 
confi rmed by numerical simulations. The computations 
were carried out for a fl ame propagating in a lean limit 
methane/air mixture, with and without heat transfer by 
radiation. The resulting temperature profi les are shown 
in Figure 3.1.10 and the reaction rate profi les in Figure 
3.1.11. All experimental and numerical results presented 
here indicate that for Le < 1, fl ame extinction is brought 
about by radiative heat loss.

In the case of fl ame propagation in the lean limit meth-
ane/air mixture, the local laminar burning velocity at 

the leading point of the fl ame is dramatically reduced, 
but it cannot fall below some critical value [6,19,27]. 
The fl ame goes to extinction owing to its confi guration 
around the stagnation zone of reduced temperature (see
Figures 3.1.2b, 3.1.4, and 3.1.8). Heat loss from the 
fl ame to this zone reduces the reaction temperature and 
the laminar burning velocity. Additionally, the  location 
of the maximum heat release rate lies very close to the 
stagnation zone, which may contribute to fl ame extinc-
tion through incomplete reaction. The empirical fl amma-
bility limit is slightly narrower (f = 0.51) than the present 
numerical simulations (f = 0.50) and the  fundamental 
fl ammability limit (f = 0.493) indicated in Ref. [21].

In the experiments, limit fl ames usually propagate 
through the whole length of the tube and only in some 
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FIGURE 3.1.9
Stretch rate as a function of distance, from the top leading point along the fl ame front, (a) for a lean limit methane fl ame and (b) lean limit 

propane fl ame propagating upward in a standard cylindrical tube.
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Temperature profi les for methane–air mixture with Φ = 0.50 in 50 mm tube diameter (a) neglecting and (b) considering radiation heat transfer.
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particular cases extinction is observed lower down 
the tube. It has been experimentally confi rmed that the 
thermal conditions at the moment of ignition affect the 
location along the tube where fl ame extinction occurs. 
This has been demonstrated by using a wide range of 
ignition energies. The initial temperature in the stag-
nation zone is very important. During upward propa-
gation, it is gradually brought down through radiative 
heat loss. If the initial temperature in the stagnation 
zone is low enough, its later reduction to a critical 
value during fl ame propagation in the end leads to the 
extinction of the fl ame.

Earlier schlieren observations of a fl ame propagat-
ing in a mixture at the fl ammability limit showed that 
after fl ame extinction, the rising bubble of hot com-
bustion gases still travels some distance without any 
signifi cant change in shape and at the same velocity 
as the fl ame [9,15]. PIV measurements were used to 
elucidate the cause of this phenomenon. Figure 3.1.12 
 illustrates the typical history of fl ame extinction. 
In some photographs, the tube was fl ashed by a laser 
sheet,  illuminating a cloud of seeding particles. In 
these images, a dense cloud of particles can be seen 
in the fresh mixture, becoming thin in the hot region. 
This confi rms earlier schlieren observations. Flame 
extinction starts at the fl ame tip, in Figure 3.1.12 some-
where between frames (shown as (c) and (d) in the 
fi gure), and the extinction wave moves down the 
sides of the fl ame with a  velocity comparable with 
the bubble velocity. The gradually shrinking fl ame 
surface progressively leads to less production of hot 

combustion gases at the top of the hot gas bubble. 
The evolution of the fl ow structure is illustrated in 
Figure 3.1.13. It can be seen that there is a heat defi cit in 
this region of the bubble, initially supplied by the reac-
tion gases from the reaction zone, located in the region 
of the fl ame skirts (recirculation). After complete fl ame 
extinction, heat comes from hot combustion gases of 
the central core, located some way below. As the fl ame 
surface shrinks, the hot gases accelerate. After complete 
fl ame extinction, their velocity exceeds 1 m/s.

3.1.7  Extinction Mechanism of a Downward 
Propagating Flame

Downward propagation is studied with the standard 
tube closed at the bottom and ignition at the open top 
end. A fl ame propagating downward in a mixture far 
from the fl ammability limits is convex. The convexity, 
expressed by the parameter e  =  w/SL − 1 (where w is the 
velocity of the fl ame at the leading point and SL is the 
laminar burning velocity), is a function of the thermal 
expansion ratio 1/a  = Tb/Ta, dependent on the equiv-
alence ratio f [28]. Gradual change in the equivalence 
ratio toward the fl ammability limit is accompanied by 
decreasing fl ame convexity. For downward propagating 
fl ames, for the limit mixture the fl ame becomes approxi-
mately fl at (e ≈ 0). Its propagation velocity is then close 
to the laminar burning velocity. Further change in the 
mixture composition in the same direction would bring 
down the laminar burning velocity to below the adia-
batic value. Extinction near the wall would follow.
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FIGURE 3.1.11
Reaction rate profi les for methane–air mixture with Φ = 0.50 in 50 mm tube diameter (a) neglecting and (b) considering radiation heat transfer.
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a b

c d

e f

FIGURE 3.1.12
History of upward fl ame propagation and extinction in lean limit methane/air mixture. Square 5 cm × 5 cm vertical tube. Green color frames 

 indicate PIV fl ow images. Red color represents direct photography of propagating fl ame. Extinction starts just after frame c. Framing rate 

50 frames/s.

Near a wall, the conditions are more favorable for 
the propagation of a convex fl ame than that of a fl at 
one. A convex fl ame has the following advantages: 
(1) its effective area of contact with the wall is reduced 
since the surface is inclined, (2) its burning velocity is 
higher than that of the limit fl ame, and (3) the edge of 
the fl ame near the wall is continuously supplied with 
chemically active species (radicals). A limit fl at fl ame 
has no such advantages. The area of contact of such a 
fl ame (the zone of combustion products and adjacent to 
it) is large, the burning velocity is at a minimum and the 
fl ame stretch mechanism cannot help to supply its edges 
with reactive species. Under these conditions, the fl ame 
is locally effectively cooled by the walls. Temperature 
lowering near the wall effectively quenches chemical 

reactions at a distance of similar order of magnitude as 
the fl ame thickness. Hence, local fl ame extinction occurs. 
Thus, extinction of a propagating fl at fl ame, perpen-
dicular to the wall, is triggered by heat loss to the wall. 
After some time, the fl ame loses contact with the wall 
and fl oats freely in the interior of the tube. This residual 
fl ame, with hot gases behind, is fi nally driven to extinc-
tion by buoyancy, forcing the cooler product gases near 
the walls ahead of the fl ame.

Experiments confi rm this mechanism. It was obser-
ved that before the extinction events set in, the speed 
of a limit fl ame propagating downward falls and the 
fl ame partially loses contact with the walls (Figure 
3.1.14). In a square tube, local extinction starts in 
the corners, where heat loss to the walls is expected 
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to be at a maximum (Figure 3.1.15). This local fl ame 
extinction gradually spreads out and the fl ame in the 
central core of the tube begins to fl oat. Small tongues 
of the combustion products, which are cooled by heat 
loss to the tube walls, move down into the fresh mix-
ture (Figure 3.1.14). The fl ame occupies less and less 
area in the central, hot region of the tube and its prop-
agation is balanced by buoyancy. Usually, a residual 
fl ame propagating down would rise just before fi nal 
extinction.
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FIGURE 3.1.15
Quenching process of a fl at limit fl ame, propagating downward from the open end of the tube in mixture with 2.25% C3H8, observed in a mir-

ror located at the bottom closed end of it. Square tube 125 mm × 125 mm × 500 mm. Time interval between frames 0.2 s.
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3.2  Ignition by Electric Sparks and Its 

Mechanism of Flame Formation

Michikata Kono and Mitsuhiro Tsue

BRIEF HISTORY

Does spark ignition start from the point?
The answer is “NO.” In the combustible mixture, an 

electric spark produces a fl ame kernel. Initially, its shape 
is elliptical (like an American football), and then becomes 
a torus (like an American doughnut). Afterwards, it 
changes into almost spherical shape, and propagates 
spherically in the unburned mixture. This process is 
formed by the existence of spark electrodes, which is nec-
essary for spark discharge. Spark electrodes lead not only 
to heat loss from the fl ame kernel but also a change in the 
kernel shape. Both affect the minimum ignition energy.

3.2.1 Introduction

In the combustible mixture, an electric spark simultane-
ously produces a fl ame kernel. If the spark energy is suf-
fi cient, the fl ame kernel grows and propagates outward 
as a self-sustained fl ame; this is called success in ignition 
or simply ignition. If the spark energy is insuffi cient, the 
fl ame kernel disappears after a certain time period, known 
as misfi re or extinction. The minimum value of spark 
energy that just produces the ignition is defi ned as the 
minimum ignition energy. There have been many investi-
gations on the spark ignition since the beginning of twen-
tieth century. Above all, experimental works by Lewis 
and von Elbe [1] introduced the very  important  concept 
of the relation between the minimum ignition energy
and the quenching distance. Although they used elec-
tric sparks of very short duration (the capacity spark), 

they found that the minimum ignition energy was infl u-
enced by a heat loss from the fl ame kernel to the spark 
electrodes at a spark gap distance less than the quench-
ing distance. By using short-duration sparks and also 
long-duration sparks, the authors have investigated the 
geometry of the electrode, the effects of spark energy 
and power on the structure of the fl ame kernel, the effect 
of the discharge mode such as breakdown, arc, or glow 
discharges on the fl ame initiation process, the effect of 
spark duration on the minimum ignition energy, and so 
on. Long-duration sparks are widely used in  automobile 
gasoline spark ignition engines. Such sparks are referred 
to as composite sparks, which consist of capacity and 
inductance (or subsequent) components. In this case, the 
spark duration must be considered as another  important 
parameter.

Figure 3.2.1 shows fl ame kernels of the schlieren 
photograph taken by a high-speed camera. These pho-
tographs can be compared with the calculated tempera-
ture distribution in Figure 3.2.4. As can be seen, both 
of them bear a close resemblance. From this result, the 
authors fi rmly believe that the numerical simulation is 
a signifi cant tool for grasping the mechanism of spark 
ignition. Of course, the experimental work should also
be of importance to verify the results obtained by numer-
ical simulations. In this work, the authors mainly intro-
duce the results of numerical simulations that have been 
obtained until then in their laboratory.

3.2.2 Numerical Model Description

3.2.2.1 Numerical Method

A model that employs a two-dimensional cylindrical
coordinate system and assumes axial symmetry with 
respect to r- and z-axes is developed. Figure 3.2.2 
shows the coordinate system, computing region, and 

4 14 24 40 70

FIGURE 3.2.1
Schlieren photograph of fl ame kernels by a high-speed camera. Time is given from the onset of spark discharge in microseconds. Spark elec-

trode diameter: 0.2 mm; spark gap width: 1 mm.
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location of the electrode. The size of the computing 
region is 4 mm × 4 mm. The diameter of spark elec-
trodes is 0.5 mm, and the spark gap is 1.0 mm. The 
mass conservation, momentum conservation, energy 
conservation, and species conservation equations are 
found in Ref. [2], which are solved by a part of RICE 
code [3]. Briefl y, at a given time step, the conservation 
equations for mass and momentum are solved in an 
iterative manner by a fi rst-order implicit scheme, then 
the conservation equation for energy and species are 
solved by an explicit scheme, and afterwards the val-
ues of density and internal energy are updated. Final 
pressure is determined from the equation of state. 
Based on numerical stability, the time step is var-
ied from 100 to 300 ns, and the cell size is taken to be 
50 μm. It is confi rmed that the numerical stability is 
fairy good. It should be noted that the time step for 
the explicit scheme calculation is reduced by a factor 
of 1000. It has been well known that the RICE code is 
not appropriate for the simulation of the rapid change 
behavior such as the sudden pressure rise in shock 
waves. Thus, another calculation method has been 
developed: The governing equations are solved with 
the second-order Harten–Yee upwind total variation 
diminishing (TVD) scheme [4] as the spatial differen-
tial method and the fourth-order Runge–Kutta method 
as the temporal differential method for convection
terms. The second-order central difference scheme and 
the second-order two-step predictor–corrector method 
are employed for viscous terms.

The boundary conditions are as follows: In Figure 3.2.2, 
z-axis component and r-axis component velocities are 
zero for (1) and (2), respectively. The gradients of other 
variables are zero for both the boundaries. The gradients 
of all variables are zero for (3) and (4). No slip condition
and heat transfer from the fl ame kernel to the spark 
electrode are assumed for (5) and (6), at the surface of 
spark electrode.

For simplicity of the model, it is assumed that the 
natural convection, radiation, and ionic wind effect are 
ignored. The ignorance of the radiation loss from the 
spark channel during the discharge may be reasonable, 
because the radiation heat loss is found to be negligibly 
small in the previous studies [5,6]. The amount of heat 
transfer from the fl ame kernel to the spark electrodes, 
whose temperature is 300 K, is estimated by Fourier’s 
law between the electrode surface and an adjacent cell.

Specifi c heat of each species is assumed to be the func-
tion of temperature by using JANAF [7]. Transport coef-
fi cients for the mixture gas such as viscosity, thermal 
conductivity, and diffusion coeffi cient are calculated by 
using the approximation formula based on the kinetic 
theory of gas [8]. As for the initial condition, a mixture 
is quiescent and its temperature and pressure are 300 K 
and 0.1 MPa, respectively.

3.2.2.2 Chemical Reaction Scheme

The mixture used in the present simulation is stoichio-
metric methane–air. Table 3.2.1 shows the chemical reac-
tion schemes for a methane–air mixture, which has 27 
species, including 5 ion molecules such as CH+, CHO+, 
H3O

+, CH3
+, and C2H3O

+ and electron and 81 elementary 
reactions with ion–molecule reactions [9–11]. The reac-
tion rate constants for elementary reaction with ion mol-
ecules have been reported in Refs. [10,11].

3.2.2.3 Spark Ignition

Spark discharge is simulated by the supply of energy in 
the spark channel, as shown in Figure 3.2.2. The spark 
energy is given at a certain rate in a spark channel, as 
shown in Figure 3.2.3, which simulated the energy depo-
sition schedule of composite spark [12]. The composite 
spark, which consists of capacitance spark and induc-
tance spark, has been mainly employed in the ignition 
system for automobile spark ignition engines. When the 
applied voltage between the electrodes increases and 
reaches the required voltage, the breakdown occurs and 
spark discharge begins. The discharge at the initial stage 
is caused by the release of the electric energy stored in 
the capacitance of the ignition circuit and the discharge 
duration is within 1 μs. This is known as the capacity 
spark. Then, the discharge with almost constant spark 
voltage continues for several milliseconds. This dis-
charge originates from the electric energy stored in the 
inductance of the ignition coil, which is known as the 
inductance spark. As shown in Figure 3.2.3, the simu-
lated capacity spark has high spark energy with the 
duration of 1 μs. The simulated inductance spark that has 
relatively low spark energy continues from 1 to 100 μs 
after the onset of discharge. The ratio of capacity spark 
energy is defi ned as the ratio of capacitance component 

(3)

r

(4)

(6)

(2)

Spark channel

(5)

4.0 mm
Z

4.
0 

m
m

Spark electrode

(1)

FIGURE 3.2.2
Computing region, notation of initial and boundary conditions.
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TABLE 3.2.1

Elementary Reactions for Numerical Simulations

  (1) H + O2 = OH + O (28) CHO + O2 = CO + HO2 (55) CH2 + O2 = CH2O + O

  (2) O + H2 = OH + H (29) CHO + OH = CO + H2O (56) CH2 + O2 = CO2 + H2

  (3) H2 + OH = H + H2O (30) CHO + M = CO + H + M (57) CH2 + H = CH + H2

  (4) OH + OH = H2O + O (31) CO + OH = CO2 + H (58) CH + O = CO + H

  (5) H + H + H2 = H2 + H2 (32) CO + O + M = CO2 + M (59) CH + O2 = CO + OH

  (6) H + H + N2 = H2 + N2 (33) CH3 + CH3 = C2H6 (60) C2H + O = CO + CH

  (7) H + H + O2 = H2 + O2 (34) C2H6 + O = C2H5 + OH (61) CH* + M = CH + M

  (8) H + H + H2O = H2 + H2O (35) C2H6 + H = C2H5 + H2 (62) CH* + O2 = CH + O2

  (9) O + O + M1 = O2 + M1 (36) C2H6 + OH = C2H5 + H2O (63) CH* = CH

(10) OH + H + M2 = H2O + M2 (37) C2H5 + H = C2H6 (64) C2H + O2 = CH* + CO2

(11) H + O2 + M3 = HO2 + M3 (38) C2H5 + H = CH3 + CH3 (65) C2H + O = CH* + CO

(12) H + HO2 = OH + OH (39) C2H5 = C2H4 + H (66) C2H2 + H = C2H + H2

(13) H + HO2 = O2 + H2 (40) C2H5 + O2 = C2H4 + HO2 (67) C2H2 + OH = C2H + H2O

(14) H + HO2 = H2O + O (41) C2H4 + O = CH2 + CH2O (68) C2H + O2 = CO + CHO

(15) O + HO2 = OH + O2 (42) C2H4 + OH = CH2O + CH3 (69) CH + O = CHO+ + e−

(16) OH + HO2 = H2O + O2 (43) C2H4 + O = C2H3 + OH (70) CH* + O = CHO+ + e−

(17) CH4 + H = CH3 + H2 (44) C2H4 + O2 = C2H3 + HO2 (71) CHO+ + H2O = H3O
+ + CO

(18) CH4 + OH = CH3 + H2O (45) C2H4 + H = C2H3 + H2 (72) H3O
+ + C2H2 = C2H3O

+ + H2

(19) CH4 + O = CH3 + OH (46) C2H4 + OH = C2H3 + H2O (73) CHO+ + CH2 = CH
+

3  + CO

(20) CH3 + O = CH2O + H (47) C2H3 + M = C2H2 + H + M (74) H3O
+ + CH2 = CH

+

3  + H2O

(21) CH3 + O2 = CH2O + OH (48) C2H3 + O2 = C2H2 + HO2 (75) CH
+

3  + C2H2 = C3H
+

3  + H2

(22) CH3 + OH = CH2O + H2 (49) C2H3 + H = C2H2 + H2 (76) CH
+

3  
-
 + H2O = C2H3O + CH2

(23) CH2O + H = CHO + H2 (50) C2H3 + OH = C2H2 + H2O (77) CH
+

3  + CO2 = C2H3O
+ + O

(24) CH2O + O = CHO + OH (51) C2H2 + OH = CH3 + CO (78) H3O
+ + e− = H2O + H

(25) CH2O + OH = CHO + H2O (52) CH3 + H = CH2 + H2 (79) CH + e− = products

(26) CHO + O = CO + OH (53) CH3 + OH = CH2 + H2O (80) CH + e− = CH + H

(27) CHO + H = CO + H2 (54) CH2 + O2 = CHO + OH (81) CHO + e− = products

Third body and factor of reaction rate

(9) M1=N2

(10) M2=H2O+0.25H2+0.25O2+0.2N2

(11) M3=H2+0.44N2+0.35O2+6.5H2O

(30), (32) M=all species with factor of unity.

energy Ec to the total spark energy (Ec + Ei). Calculations 
are performed by varying the capacity spark energy 
and inductance spark energy independently. The dura-
tions of capacity spark and inductance spark are kept to 
be 1 and 99 μs, respectively. The energy density, i.e., the 
energy per unit time, keeps constant with time for both 
the components. Each energy component is varied by 
changing the energy density.

3.2.3 Calculated Results

3.2.3.1 Spark Ignition Process

Figure 3.2.4 shows the calculated results of the time 
series of temperature distribution with the total spark 
energy of 0.7 mJ and the ratio of capacity spark of 100%. 
The hot kernel is initially an ellipsoid and the maximum 
temperature region is located in the center of the spark 
gap. Afterwards, the hot kernel develops into a torus 
and the highest temperature region moves into the ring 

0 1 100
Time (μs)

0 μs    Time    1 μs: Capacity component

1 μs    Time    100 μs: Inductance component
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FIGURE 3.2.3
Energy distribution of composite spark. (Ec: Capacity spark energy; 

Ei: inductance spark energy.)
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of torus. Then, the ring of the torus grows and the cen-
ter of the ring extends outward. The schlieren photogra-
phy by Ishii et al. [2] and Kono et al. [13] showed similar 
development of the fl ame kernel. This formation process 
of the fl ame kernel has been explained by gas move-
ment near the electrodes [2,14]. Figure 3.2.5 shows the 
calculated time series of velocity distribution. A sudden 
pressure rise in the spark gap due to the strong energy 
release by the capacity spark discharge generates spher-
ical shock wave and the outward fl ow is induced at the 
initial stage of the spark discharge. The compression 
wave with relatively thick front is indicated in Figure 
3.2.5a, which corresponds to the shock wave observed 
in experiments. When the shock wave moves outward, 
the pressure in the spark gap gets low and inward fl ow 
is generated [2,14,15]. The inward fl ows along the spark 
electrode surfaces collide with each other and turn radi-
ally outward, which forms a pair of counter-rotating 
vortex structure outside the spark gap. The fl ame kernel 
that produces inside the spark gap is moved outward 
and is transformed into a torus by the vortex fl ows.

Figure 3.2.6 shows the calculated time histories of 
total mass of O radical, which is defi ned as the amount 
of O radical that exists in the whole computing region, 
for various ratios of capacity spark energy. The ignition 
is succeeded at the ignition energies above 0.5 mJ and it 
is failed (which is known as misfi re) at the lower igni-
tion energy. The total mass increases rapidly just after 
the onset of spark discharge and then it decreases. After 
100 μs, the total mass increases again with time in the 
case of success of ignition, while it decreases monotoni-
cally in the case of misfi re. This means that when the 
mass of O radical that is formed during the spark dis-
charge is suffi cient, it increases after the end of the spark 
discharge by the chemical reaction, which results in the 
formation of the self-propagating fl ame. This tendency 
for O radical is same as those for H and OH radicals, 
which suggests that the formation of radical species 
during the spark discharge largely affects the spark 
ignition process. It is also found that the time history of 
total mass of radical species is available for the simpli-
fi ed criterion of ignition in calculations.

3.2.3.2 Behavior of Ion Molecules

Figure 3.2.7 shows the time histories of total mass of 
main ion molecules with the total spark energy of 0.5 mJ 
and the ratio of capacity spark of 100% [16]. As shown 
in Figure 3.2.7a, the mass of CHO+ and H3O

+ decreases 
after the initial stage of the spark discharge. The mass 
of C2H3O

+ increases from the time when both CHO+ 
and H3O

+ start to decrease, which is much larger than 
those of CHO+ and H3O

+. The detailed behavior of 
mass of these ion molecules just after spark discharge 
is indicated in Figure 3.2.7b. First, CHO+ starts to form 
and then H3O

+ starts to increase after the time when 
the mass of CHO+ reaches a maximum. As the H3O

+ 
increases, CHO+ decreases, which can be explained by 
the chemical reaction related with ion molecules. The 
CHO+ is produced from CH and CH* via CH+ O = CHO+ 
+ e− (reaction 51) and CH* + O = CHO+ + e− (reaction 52), 
and then CHO+ would be quickly consumed by H2O to 
produce H3O

+ via CHO+ + H2O→H3O
+ + CO (reaction 

53). This is because the reaction rate of reaction 53 is 
much larger than any other ion molecule reaction. The 
H3O

+, which is produced by reaction 53, is consumed 
via H3O

+ + CH2 = CH3
+ + H2O (reaction 56) and H3O

+ + 
e− = H2O + H (reaction 60). The H3O

+ is gradually trans-
formed by C2H3O

+ as the reaction proceeds, which is the 
reason why the H3O

+ gradually decreases and C2H3O
+ 

increases gradually with time.

3.2.3.3 Effect of Spark Component on Ignition Process

Figure 3.2.8 shows the calculated result for the relation-
ship between ratio of capacity spark energy and mini-
mum ignition energy. The minimum ignition energy 

6 μs 100 μs(a) (b) 

FIGURE 3.2.5
Calculated velocity distributions for total spark energy of 0.7 mJ. Ratio 

of capacity spark energy: 100%. (a) Time = 6 μs, (b) time = 100 μs.
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is defi ned in the calculation as the lowest spark energy 
for which the fl ame kernel reaches the outer boundary 
of the computing region. As the ratio of capacity spark 
energy, the minimum ignition energy decreases and 
reaches a lowest value, and then it increases. The ratio 
of capacity spark energy at which the minimum ignition 
energy has a lowest value is about 50% in this case. The 
result obtained from the calculation without ion-molecule 
reactions is also indicated in Figure 3.2.8, which is quali-
tatively similar to that with ion–molecule reactions. The 
minimum ignition energy with ion–molecule reactions 
is slightly larger than that without ion-molecule reac-
tions. The calculated results show that the temperature 
and heat release in the fl ame kernel is slightly larger 
with ion–molecule reactions than without them [16]. 
This may be due to the energy consumption for ion-
ization because most of the ion–molecule reactions are 
endothermic. The difference between minimum igni-
tion energy with and without ion–molecule reactions 
is found to be relatively small, which suggests that the 

effect of ion–molecule reactions on the minimum igni-
tion energy is not signifi cant.

Figure 3.2.9 shows the relationship between the mini-
mum ignition energy and the ratio of capacity spark 
energy obtained from experiments. The minimum igni-
tion energy, which has been often evaluated by deter-
mining the spark energy for 50% ignition, is obtained 
conventionally from the line of minimum spark energies 
for which the ignition occurs for various ratios of capac-
ity spark energy, because of the limitation of the number 
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of the test runs. The qualitative trend of calculated and 
experimental results in Figures 3.2.8 and 3.2.9 shows 
agreement, namely the optimum ratio of capacity spark 
energy, for which minimum ignition energy indicates 
the lowest value, exists for both cases. The discrepancy 
of the optimum ratio is mainly due to the difference in 
test conditions between the experiment and calculation. 
The optimum ratio is considered to be largely dependent 
on the test parameters, such as equivalence ratio of mix-
ture, geometry of electrodes, and spark energy. As men-
tioned later, the existence of the optimum ratio is closely 
related to the formation of radicals and gas movement, 
which is largely infl uenced by these test parameters. 
The agreement between the experiment and calculation 
means that the calculation used in this work can predict 
qualitatively the effect of spark component on the mini-
mum ignition energy. The comparison of absolute val-
ues of minimum ignition energy between experiment 
and calculation cannot be made in this fi gure because 
the test conditions are different from each other.

Figure 3.2.10 shows the calculated concentration dis-
tributions of O radical at 100 μs after the onset of spark 
discharge. The O radical concentration at lower ratio 
of capacity spark energy (high inductance component 
energy) is larger on the whole than that at higher ratio. 
This suggests that the inductance spark enhances the 
formation of radicals because high temperature region 

keeps for a long time at the spark gap. Figure 3.2.11 
shows the calculated time histories of total mass of O 
radical for various ratios of capacity spark energy at 
constant total spark energy. The total mass of O  radical 
at the end of spark discharge (t = 100 μs) increases as the 
ratio of capacity spark energy decreases, which corre-
sponds to the result shown in Figure 3.2.10. The total 
mass decreases monotonically with time after the end 
of discharge at the ratio of capacity spark energy of 0%. 
On the other hand, it increases with time again after 
it decreases when the ratio of capacity spark energy is 
relatively high. This tendency can be explained by the 
fl ow fi eld near spark electrodes.

Figures 3.2.12 and 3.2.13 show calculated velocity and 
heat release distributions for different ratios of capac-
ity spark energy, respectively. As the ratio of capacity 
spark energy increases, the strength of the shock wave 
increases. As a result, the generation of inward fl ows 
along the spark electrode surfaces is promoted and out-
ward fl ow of the center of computing region becomes 
faster, as shown in Figure 3.2.12. Figure 3.2.13 shows 
that the constriction of the heat release distribution 
near tip end of electrodes is signifi cant for high ratio of 
capacity spark energy, which corresponds to the pro-
motion of inward fl ow along the electrodes. The heat 
release near tip end of electrodes for ratio for capacity 
spark of 80% is higher than that for 20%. In addition, it 
is confi rmed that total heat release obtained by integra-
tion of the heat release in the whole computing region 
becomes larger as the ratio of capacity spark increases. 
These results suggest that the faster inward fl ow along 
the electrodes leads to the enhancement of supply of 
the unburned mixture in the fl ame kernel region, and 
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FIGURE 3.2.10
Calculated O radical concentration distributions for total spark 

energy of 0.7 mJ. (a) Ratio of capacity spark energy: 20%. (b) Ratio of 

capacity spark energy: 80%.
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the reaction occurs actively. This is because the capacity 
spark enhances the formation of O radical after the end 
of discharge, as shown in Figure 3.2.11.

The increase in the capacity spark energy leads to the 
decrease in the formation of radicals during the spark 
discharge. On the other hand, the increase in the capac-
ity spark energy leads to the active reaction after spark 
discharge, which is due to the enhancement of supply 
of the unburned mixture by the inward fl ow along the 
electrodes. The optimum ratio of capacity spark energy 
where minimum ignition energy has a lowest value is 
determined by these two factors.

The present numerical simulation is insuffi cient for 
the quantitative prediction of the minimum ignition 
energy, which may be due to fact that the shock wave 
behavior just after the electric discharge cannot be simu-
lated well in this calculation code. Since a large amount 
of spark energy is removed because of the shock wave 
[17], it is important to estimate precisely the strength of 
the shock wave for the estimation of minimum ignition 
energy. The energy removed by the shock wave is esti-
mated roughly to be about 10% of the total spark energy 
in this calculation. In addition, the plasma channel 
formed between the electrodes during spark discharge 
is modeled as a cylinder of hot gases. This model may 
be somewhat oversimplifi ed and further investigation 
will be needed.

3.2.3.4  Effect of Equivalence Ratio on 
Minimum Ignition Energy

It has been reported by Lewis et al. [1] that the equiva-
lence ratio where the minimum ignition energy has a 
minimum is dependent on the fuel property for hydro-
carbon fuel and air mixtures, and that it moves to the 
rich side as the molecular weight of the fuel increases. 
This equivalence ratio dependency has been explained 
by the preferential diffusion effect.

Figure 3.2.14 shows the calculated relationship be-
tween minimum ignition energy and equivalence ratio 
for hydrogen–air and methane–air mixtures. The mini-
mum ignition energy has a minimum at the equivalence 
ratio below unity for the fuels with lower molecular 
weight. The simulation also predicts that the local equiv-
alence ratio inside the spark gap becomes almost unity in 
the case that the overall equivalence ratio of the mixture 
is less than unity, which confi rms that the preferential 
diffusion affects on the spark ignition process [18]. It is 
also shown that the minimum ignition energy increases 
rapidly as the equivalence ratio moves away from the 

5 m/s

5 m/s

(a)

(b)

FIGURE 3.2.12
Calculated velocity distributions for total spark energy of 0.7 mJ at 

100 μs. (a) Ratio of capacity spark energy: 20%. (b) Ratio of capacity 

spark energy: 80%.

FIGURE 3.2.13
Calculated heat release distributions for total spark energy of 0.7 mJ at 500 μs. (a) Ratio of capacity spark energy: 20%. (b) Ratio of capacity 

spark energy: 80%.

              



34 Combustion Phenomena

position where the minimum ignition energy has a min-
imum for both fuels. This tendency is signifi cant for the 
methane–air mixture. This suggests that the improve-
ment of the ignitability of mixtures is more effective for 
the success of ignition than the improvement in abil-
ity of the ignition system. The prediction for fuels with 
heavier molecular weight should be needed to confi rm 
the preferential diffusion effect on the minimum igni-
tion energy. It would be also interesting to understand 
whether the preferential diffusion effect is dominant or 
not for the ignition process in fl owing conditions, which 
exists in the combustion chamber for practical engines.

3.2.4 Conclusion

In this work, as for the spark ignition of combustible 
mixtures, the authors mainly introduce numerical simu-
lation results that have been obtained until then in their 
laboratory. As can be seen, the authors fi rmly believe 
that the numerical simulation has a signifi cant tool to 
grasp the mechanism of spark ignition, though in the 
quiescent mixture.
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FIGURE 3.2.14
Relationship between minimum ignition energy and equivalence 

ratio for hydrogen–air and methane–air mixtures.
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4
Infl uence of Boundary Conditions on Flame Propagation
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4.1  Propagation of Counterflow 

Premixed Flames

Chih-Jen Sung

4.1.1 Introduction

The stagnation-point fl ow has been extensively used 
for stretched fl ame analysis, because the fl ow fi eld is 
well defi ned and often can be represented by a single 
parameter, namely the stretch rate. Notable stagnation-
fl ow confi gurations that have been widely used in pre-
mixed combustion experiments include fl ow impinging 
on a surface or single jet-wall (e.g., Refs. [1,2]), porous 
burner in uniform fl ow or Tsuji burner (e.g., Refs. [3,4]), 
opposing jets or counterfl ow (e.g., Refs. [5,6]), tubular 
fl ows (e.g., Refs. [7–9]), etc. In the single jet-wall geom-
etry, a premixed reactant fl ow from a nozzle impinges 
on to a fl at stagnation plate. If the premixed fl ame front 

is situated suffi ciently far away from the stagnation 
plate, then the downstream heat loss from the fl ame to 
the plate has a minimal effect on the fl ame propagation. 
In the Tsuji burner, a cylindrical or spherical porous 
body is placed horizontally in a wind tunnel. A pre-
mixed reactant mixture is injected out uniformly from 
the upstream portion of the porous body. The stretch 
rate in the forward stagnation region is proportional to 
U/R, where U is the forced fl ow velocity in the tunnel 
and R is the radius of the cylinder or sphere. Unlike the 
stagnation-fl ow fi eld produced between the two coun-
terfl owing coaxial jets, in a tubular burner, the inlet fl ow 
is directed radially, while the exhaust fl ow is axial. The 
tubular premixed fl ame formed in a tubular fl ow is sub-
jected to the combined effects of fl ame stretch and fl ame 
curvature; whereas, for the planar fl ame established in 
the opposed-jet confi guration, the effect of aerodynamic 
straining on the fl ame response can be studied without 
complications owing to fl ame curvature. Although the 
above-mentioned stagnation-point fl ow confi gurations 
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in the laboratory practice are generally multidimen-
sional in nature owing to the inevitable edge effects, 
the existence of stagnation-fl ow similarity for most part 
of the fl amelet, when valid, would greatly facilitate the 
associated mathematical analysis and computation with 
detailed chemistry in that the fl ame scalars, such as tem-
perature and species concentrations, can be assumed to 
depend on only one independent variable.

In this chapter, laminar fl ame propagation in an 
opposed-jet confi guration is of particular interest. The 
counterfl ow is ideally suited for the study of the effects 
of aerodynamics on fl ames, because the fl ame in this 
fl ow fi eld is planar and the stretch rate is well defi ned 
by the velocity gradient ahead of the fl ame. However, 
experimental observations [10,11] and theoretical stud-
ies [12,13] demonstrated several nonplanar fl ame con-
fi gurations that are also possible in opposed-jet fl ow 
fi elds, including cellular fl ames, star-shaped fl ames, 
groove-shaped fl ames, open groove-shaped fl ames, 
rim-stabilized Bunsen fl ames, rim-stabilized uniform 
fl ames, and rim-stabilized polyhedral fl ames. While 
these nonplanar counterfl ow fl ame phenomena are 
interesting and challenging topics, they are beyond 
the scope of this chapter.

Both premixed and diffusion fl ames can be studied by 
using the same apparatus. For example, by having iden-
tical combustible mixtures fl ow from the two opposing 
circular nozzles, two symmetrical premixed fl ames can 
be established. The symmetry condition at the mid-
plane assures reasonable downstream adiabaticity for 
each fl ame. The effect of downstream heat loss/gain on 
premixed fl ames can be studied by impinging a com-
bustible jet against an inert jet or hot products of given 
temperature, which can control the extent of heat loss/
gain. A diffusion fl ame can be established by imping-
ing a fuel jet against an oxidizer jet. In addition, a triple 
fl ame consisting of a lean and a rich premixed fl ame, 
sandwiching a diffusion fl ame can also be established 
by impinging a rich mixture against a lean mixture, such 
that the excess fuel from the rich fl ame reacts with the 
excess oxidizer from the lean fl ame to form the diffusion 
fl ame. This allows the study of fl ame interaction effects 
(cf. Ref. [14]). In this chapter, we shall only be concerned 
with the symmetrical premixed twin fl ames.

Figure 4.1.1 shows a schematic representation of a 
counterfl ow burner system used in the author’s labora-
tory. The stagnation-fl ow fi eld is established by imping-
ing two counterfl owing uniform jets generated from 
two identical aerodynamically shaped high-contraction-
ratio nozzles. Each stream is surrounded by a shroud of 
nitrogen fl ow to isolate the twin fl ames from the envi-
ronment. For opposed-jet fl ames, the imposed stretch 
rate depends on the impinging jet velocities and the 
separation distance between two opposing jets. In gen-
eral, the separation distance (L) is kept around the same 

order of the nozzle diameter (D) to ensure high-quality, 
quasi-one-dimensional, planar fl amelets. If L is much 
lesser than D, the range of stretch rates to avoid conduc-
tive heat loss from the fl ame to the nozzle is limited. 
On the other hand, when L is much larger than D, the 
twin fl ames are more susceptible to the effect of entrain-
ment. With a fi xed separation distance, the variation of 
stretch rate can be achieved by varying the nozzle exit 
velocity (i.e., the mixture fl ow rate).

Figure 4.1.2 is a photograph of a counterfl ow burner 
assembly. The experimental particle paths in this cold, 
nonreacting, counterfl ow stagnation fl ow can be visu-
alized by the illumination of a laser sheet. The fl ow is 
seeded by submicron droplets of a silicone fl uid (poly-
dimethylsiloxane) with a viscosity of 50 centistokes and 
density of 970 kg/m3, produced by a nebulizer. The well-
defi ned stagnation-point fl ow is quite evident. A direct 
photograph of the counterfl ow, premixed, twin fl ames 
established in this burner system is shown in Figure 
4.1.3. It can be observed that despite the edge effects, 
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FIGURE 4.1.1
Schematic of the counterfl ow burner assembly.

FIGURE 4.1.2
Photograph of a counterfl ow burner system and the nonreacting fl ow 

visualization using a laser sheet.
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the majority of the fl amelet is quite fl at, thereby dem-
onstrating the similarity of the resulting reacting fl ow. 
The corresponding location of the stagnation surface 
and the typical axial velocity profi le along the center-
line are also sketched in Figure 4.1.3. It can be noted that 
the axial velocity fi rst decreases along the axis when exit-
ing the nozzle, and reaches a minimum as it approaches 
the upstream boundary of the luminous zone of the 
fl ame. As the fl ow enters the fl ame zone, the axial veloc-
ity increases as a consequence of thermal expansion, 
reaches a maximum, and eventually decreases as it 
approaches the stagnation surface.

Unlike the diffusion fl ames, a premixed fl ame is a 
wave phenomenon and hence it can freely adjust itself 
in response to stretch-rate variations so as to achieve a 
dynamic balance between the local fl ame propagation 
speed and the upstream fl ow velocity experienced by 
it (cf. Refs. [15,16]). As discussed earlier, for the pres-
ent stagnation fl ow, the axial velocity upstream of the 
fl ame zone decreases from the nozzle exit. If we apply 
the dynamic equilibrium relation that results in the bal-
ancing of the local axial velocity by the upstream fl ame 
speed, then the fl ame would move closer to the stagna-
tion surface (nozzle exit) with increasing (decreasing) 
fl ow straining/fl ow rate, as observed in Figure 4.1.4. 
Thus, the separation distance between the twin fl ame-
lets increases with decreasing stretch/fl ow rate. It can 
also be noted from Figure 4.1.4 that when the fl ame 
approaches the nozzle as the fl ow rate/stretch rate is 
reduced, its surface can develop some curvature near 
the center of the fl amelet. This is because the exit fl ow 
tends to decelerate around the centerline and accel-
erate at the larger radii in the low-fl ow rate cases [17]. 
Therefore, the establishment of low-stretch, adiabatic, 
planar, counterfl ow, premixed twin fl ames is challeng-
ing because of the increasing conductive heat loss from 

the fl ame to the nozzle, the stronger effect of pressure 
forces on the  inertia forces, and other forms of fl ow/
fl ame disturbances (e.g., buoyancy-induced fl ows).

Because of the planar nature of the counterfl ow fl ame 
and the relatively high Reynolds number associated 
with the fl ow, the fl ame/fl ow confi guration can be con-
sidered to be “aerodynamically clean,” where the quasi-
one-dimensional and boundary-layer simplifi cations can 
be implemented in either analytical or computational 
studies. Useful insights into the thermochemical structure 

Z

Uz

FIGURE 4.1.3
Close-up of premixed counterfl ow twin iso-octane/air fl ames. The 

representative profi le of axial velocity (Uz) in the axial direction (Z) 

is also sketched and the red line indicates the location of stagnation 

surface.

FIGURE 4.1.4
Direct images of the three counterfl ow twin fl ames with decreasing 

stretch rate through the reduction of the mixture fl ow rate (from top 

photo to bottom photo), while keeping the fl ow mixture composition 

constant.
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of the laminar stretched fl ames can be obtained by com-
paring the experimental data with the numerically calcu-
lated ones, incorporating detailed chemistry and transport. 
In addition, global combustion properties of a fuel/oxi-
dizer mixture, such as laminar fl ame speed and autoigni-
tion delay time, have been widely used as target responses 
for the development, validation, and optimization of a 
detailed reaction mechanism. In particular, laminar fl ame 
speed is a fundamental and practical parameter in com-
bustion that depends on the reactivity, exothermicity, 
and transport properties of a given mixture.

Next, we shall sequentially present the experimental 
methodology of determining the laminar fl ame speed 
using counterfl ow twin-fl ame confi guration, along with 
the results of the measured fl ame speeds for various 
hydrocarbon fuels. However, for the latter, we found a 
compilation of experimental fl ame-speed data of mix-
tures of hydrogen, methane, C2-hydrocarbons, propane, 
and methanol documented by Law [18]. The present com-
pilation emphasizes the measured fl ame speeds of liquid 
hydrocarbons with preheat. In addition, the extraction 
of overall activation energy will also be discussed. 
Furthermore, earlier studies, for example the study by 
Kee et al. [19], can be referred to for understanding the 
mathematical formulations and computational modeling 
of the counterfl ow fl ames.

4.1.2 Determination of Laminar Flame Speeds

The velocity fi eld of the counterfl ow confi guration can 
be obtained using a planar digital particle image veloci-
metry (DPIV) system. The mixture fl ow is seeded using 
submicron-sized particles of silicone fl uid, as described 
earlier. The uniformly dispersed particles in the fl ow 
are illuminated by a light sheet of 0.2 mm thickness 
in the vertical plane using a dual-laser head, pulsed 
Nd:YAG laser. The details of DPIV, as applied in the 
current experiments, can also be found in the previous 
studies [20–23]. Applying DPIV for the measurement of 
fl ame speeds has two advantages. First, the mapping of 
the entire two-dimensional fl ow fi eld can substantially 
reduce the test run-time than that of the point-based 
laser techniques, such as laser Doppler velocimetry 
(LDV). Second, it can reduce positioning error. In fl ame-
speed measurements using the counterfl ow confi gura-
tion, an accurate determination of the reference speed 
and stretch rate is crucial. The positioning error of DPIV 
is much smaller than that of LDV, because the fi ne-
arrayed CCD camera is employed and translation of 
the probe volume to different points is not necessary. 
As such, DPIV could be a viable method to accurately 
measure the velocity at a particular point, along with its 
associated radial and axial velocity gradients.

Figure 4.1.5 shows an example of a PIV image and the 
resulting two-dimensional velocity map for a counter-

fl ow premixed fl ame. As the boiling point of the silicon 
fl uid is about 570 K, the seeding droplets will not survive 
the post-fl ame region. However, this boiling point is still 
high enough to capture the minimum velocity point in 
the preheat zone. Unlike the use of solid seeding par-
ticles, the benefi t of using silicone droplets is that the 
burner will not be “contaminated” or clogged. The vector 
map obtained by DPIV is further analyzed to determine 
the reference stretch-affected fl ame speed and the asso-
ciated stretch rate. By plotting the axial velocity along 
the centerline, as shown in Figure 4.1.5, the minimum 
axial velocity upstream of the fl ame location is taken as 
the reference stretch-affected fl ame speed Su,ref. Figure 
4.1.5 also shows that the radial velocity profi le at this 
reference location is linear. Hence, the radial velocity gra-
dient (a) can be used to unambiguously characterize the 
fl ame stretch rate. The stretch rate (K) is conventionally 
defi ned using the axial velocity gradient and is equal to 
twice the radial velocity gradient, i.e., K = 2a. Based on 
the variation of Su,ref with K, the unstretched laminar 
fl ame speed (Su

o
) can be determined by the methodology 

of either linear or nonlinear extrapolation.
Figure 4.1.6 exhibits Su,ref as a function of Karlovitz 

numbers (Ka) for various n-heptane/air and iso-
octane/air fl ames, with the unburned mixture tem-
perature (Tu) of 360 K. The Karlovitz number is defi ned 
as Ka = Kam/(Su

o
)2, where am is the thermal diffusiv-

ity of the unburned mixture. For each case, the linear 
extrapolation technique is compared with a nonlinear 
extrapolation, based on the theoretical analysis of Tien 
and Matalon [24], obtained using a potential fl ow fi eld. 
The solid and dotted lines in Figure 4.1.6 represent 
the linear and nonlinear extrapolations, respectively. 
It can be observed from Figure 4.1.6 that for most of the 
experimental conditions, the value of Ka was taken as 
<0.1. Vagelopoulos et al. [25] and Chao et al. [26] demon-
strated that when the Karlovitz numbers are retained to 
the order of O(0.1), the accuracy of linear extrapolation 
is improved and the overprediction by linear extrapo-
lation can be reduced to be within the experimental 
uncertainty. Figure 4.1.6 also shows that the linearly 
extrapolated laminar fl ame speed is not >3 cm/s higher 
than the value obtained by using a nonlinear extrapola-
tion of Tien and Matalon [24]. Hence, in the subsequent 
sections, all the laminar fl ame speeds presented refer to 
the linearly extrapolated values.

It can also be noted that the slope of the Su,ref–Ka plot 
refl ects the combined effect of stretch rate and non-
equidiffusion on the fl ame speed. Figure 4.1.6 clearly 
shows that the fl ame response with stretch rate  variation 
differs for lean and rich mixtures. In  particular, as Ka 
increases, the Su,ref for stoichiometric and rich mixtures 
increases, but decreases for the mixture of equivalence 
ratio f = 0.7. This is because the effective Lewis numbers 
of lean n-heptane/air and lean iso-octane/air fl ames are 
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FIGURE 4.1.6
Reference stretch-affected fl ame speeds as a function of Karlovitz number for various (a) n-heptane/air and (b) iso-octane/air fl ames, show-

ing how the reference stretch-affected fl ame speed is extrapolated to zero stretch to obtain the laminar fl ame speed. The unburned mixture 

temperature Tu is 360 K. Solid lines represent linear extrapolation, while dotted lines denote nonlinear extrapolation.
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greater than unity, while those of rich n-heptane/air and 
rich iso-octane/air fl ames are sub-unity.

4.1.3 Laminar Flame Speeds with Preheat

Liquid hydrocarbon fuels constitute the bulk of the 
present-day energy sources available for ground and 
air transportation systems. Practical fuels consist of a 
wide array of hydrocarbons, including straight-chain 
paraffi ns and branched paraffi ns. Surrogate mixtures of 
pure hydrocarbons are often used to model the intended 
physical and chemical characteristics of practical fuels. 
Iso-octane and n-heptane are the primary reference 
fuels for octane rating and are widely used constituents 
of gasoline surrogates. Iso-octane has also been used as 
a signifi cant component (5%–10% by volume) to model 
surrogate blends for JP-8. Furthermore, n-decane and 
n-dodecane are among the major straight-chain paraffi n 
components found in diesel and jet fuels, and have fre-
quently been used as surrogate components in different 
studies. These surrogate blends are used both experi-
mentally and computationally to simplify the complex, 
naturally based mixtures, while retaining the fuels’ 
essential properties.

In view of the growing interest in combustion studies 
of higher hydrocarbons, various experiments have been 
conducted with counterfl ow twin-fl ame confi guration 

[21–23] to determine the atmospheric-pressure laminar 
fl ame speeds of n-heptane/air, iso-octane/air, n-decane/
air, and n-dodecane/air mixtures over a wide range of 
equivalence ratios and preheat temperatures. Preheating 
of air is one of the methods frequently employed in 
 practical combustion devices as a mode of waste heat 
recovery. Fuel preheating is also employed for heavier 
oils to enable better atomization. Thus, in a majority of 
practical combustion devices, the reactants are in a state 
of preheat before entering the combustion chamber. 
However, the use of liquid hydrocarbon fuels as heat 
sinks in  aero-propulsion devices is also being consid-
ered. This application of liquid hydrocarbon for thermal 
 management could lead to the production of cracked 
gaseous products under certain conditions, and in addi-
tion, the increased fuel temperature tends to enhance the 
fuel reaction rates. On recognizing the signifi cance of pre-
heating, the effect of mixture preheating on laminar fl ame 
speed without fuel cracking was examined. Furthermore, 
since ethylene is used to simulate the cracked hydrocar-
bon fuels in the testing of  combustors for hypersonic pro-
pulsion systems, preheating of fuel mixtures  including 
that of ethylene is recognized as an important param-
eter in the study of fuel  chemistry, with respect to both 
 fundamental and practical considerations.

Figure 4.1.7 summarizes the measured laminar fl ame 
speeds of ethylene/air, n-heptane/air, iso-octane/air, 

FIGURE 4.1.7
Measured laminar fl ame speeds of (a) ethylene/air, (b) n-heptane/air, (c) iso-octane/air, and (d) n-decane/air mixtures as a function of the 

equivalence ratio for various unburned mixture temperatures.

0.4(a) (b)

La
m

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

0

20

40

60

80

100

120

140

160

0.6

Ethylene/air

470 K

400 K
360 K

Tu = 298 K

0.8 1 1.2 1.4 1.6 0.7

La
m

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

0

20

40

60

80

100 n-Heptane/air

470 K

400 K
360 K

Tu = 298 K

0.8 0.9 1 1.2 1.3 1.4 1.51.1

(c) (d)

La
m

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

0

20

40

60

80
iso-Octane/air

470 K

400 K
360 K

Tu = 298 K

0.6

La
m

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

0

20

40

60

80

100 n-Decane/air

470 K

400 K

Tu = 360 K

0.8 1
Equivalence ratio, fEquivalence ratio, f

Equivalence ratio, fEquivalence ratio, f

1.2 1.40.7 0.8 0.9 1 1.2 1.3 1.4 1.51.1

              



Infl uence of Boundary Conditions on Flame Propagation 41

and n-decane/air mixtures as a function of the equiva-
lence ratio for various preheat temperatures, obtained 
from earlier studies [21–23,27]. The error bars presented 
in Figure 4.1.7 indicate the 95% confi dence interval 
estimate of the laminar fl ame speed obtained by using 
linear extrapolation [21]. It can be further noted that 
the fl ame speeds of n-heptane/air mixtures can be 
5–10 cm/s higher than those of iso-octane/air mixtures. 
In accordance with the previous studies [21,28], the 
difference in the laminar fl ame speed was observed 
to be caused by the differences in the chemical kinet-
ics, since the differences in the fl ame temperature 
and transport properties for both fuel/air mixtures 
were insignifi cant over the range of equivalence ratios 
investigated. In particular, the oxidation of n-heptane 
produced a large quantity of ethylene, while the main 
intermediates formed during the iso-octane oxidation 
were propene, iso-butene, and methyl radicals [21,28]. 
As a consequence, the fl ame speeds of n-heptane/air 
mixtures were higher.

When representing the dependence of laminar 
fl ame speed (Su

o
) on mixture preheat temperature (Tu) 

in the form of =o o
0 0u u u u( , )/ ( , ) ( / )

nS T S T T Tf f , where T0 is 
the lowest unburned mixture temperature investi-
gated for a given fuel/air composition, the current 
experimental data can be correlated well with n in the 

range of 1.66–1.85. The exponent n is obtained by min-

imizing − Σ ⎡ ⎤Σ ⎣ ⎦f f fT
nS T T TS T

u

o 2o

u u u 0u 0
( , ) ( / )( , ) / , the sum 

of the squares of the errors for the mixture conditions 
investigated. Figure 4.1.8 further demonstrates that 
the correlated laminar fl ame speed, 

o

u u u 0
( , ) ( / )/

nS T T Tf , 
reduces the experimental data to a single data set as a 
function of equivalence ratio.

It can be further noted that the mass burning fl ux, 
mo = ruSu

o
, is a fundamental parameter in the laminar 

fl ame propagation, where ru is the unburned mixture 
density. Figure 4.1.9 demonstrates the effect of mixture 
preheat on the mass burning fl ux for various equivalence 
ratios. Furthermore, some experimental data of n-dode-
cane/air mixtures can also be observed. Signifi cant 
enhancement of mass burning fl ux is observed with the 
increase in the preheat temperature, for all fuel/air mix-
tures studied. It can also be observed from Figure 4.1.9 
that in the range of unburned mixture temperatures 
investigated, the mass burning fl ux increased linearly 
with Tu. As such, the increase in Su

o
 with increasing Tu is 

not because of the reduction of ru alone.

4.1.4 Determination of Overall Activation Energy

The effect of nitrogen concentration variation on lami-
nar fl ame speed was also experimentally studied at 

FIGURE 4.1.8
Correlated laminar fl ame speeds, Su

o
(Tu, f)/(Tu/T0)

n, of (a) ethylene/air (n= 1.66), (b) n-heptane/air (n= 1.67), (c) iso-octane/air (n= 1.85), and (d) 

n-decane/air (n= 1.75) mixtures as a function of the equivalence ratio. T0 is the lowest unburned mixture temperature tested for a fuel/air 

composition.

(a) 0.4
0

20

40

60

80

0.6 0.8 1 1.2

Co
rr

ela
te

d
lam

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)
Co

rr
ela

te
d

lam
in

ar
 fl

am
e s

pe
ed

 (c
m

/s
)

Co
rr

ela
te

d
lam

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

1.4 1.6 (b) 0.7
0

10

20

30

40

50
n-Heptane/airEthylene/air

Tu = 298 K

Tu = 470 K
Tu = 400 K
Tu = 360 K

Tu = 470 K

Tu = 400 K

Tu = 360 K

Tu = 298 K

Tu = 470 K
Tu = 400 K
Tu = 360 K

Tu = 298 K

Tu = 470 K
Tu = 400 K
Tu = 360 K

0.8 0.9 1 1.2 1.3 1.4 1.51.1

(c) (d)

0

10

20

30

40
iso-Octane/air

0.6
0

20

10

30

40

50

60

70
n-Decane/air

0.8 1
Equivalence ratio, fEquivalence ratio, f

Equivalence ratio, fEquivalence ratio, f

1.2 1.40.7 0.8 0.9 1 1.2 1.3 1.4 1.51.1

Co
rr

ela
te

d
lam

in
ar

 fl
am

e s
pe

ed
 (c

m
/s

)

So
u   (Tu, f)

(Tu/298 K)1.67
So

u   (Tu, f)
(Tu/298 K)1.66

So
u   (Tu, f)

(Tu/298 K)1.85

So
u   (Tu, f)

(Tu/360 K)1.75

              



42 Combustion Phenomena

an unburned mixture temperature of 360 K for both 
n-heptane/air and iso-octane/air mixtures. Molar per-
centage of nitrogen in the oxidizer composed of nitro-
gen and oxygen varied from 78.5% to 80.5% for three 
equivalence ratios: f = 0.8, 1.0, and 1.2. As expected, 
the laminar fl ame speed decreases with the increasing 
level of nitrogen dilution.

The range of nitrogen concentrations used in the 
experiments was different from that of normal air 
(79% N2). Correspondingly, following the methodology 
of Egolfopoulos and Law [29], at a given equivalence 
ratio, the fl ame-speed data at varying nitrogen dilution 
levels can be employed to deduce the overall activa-
tion energy (Ea) of the corresponding fuel/air mixture. 
The overall activation energy can be determined by

 

⎡ ⎤∂= − ⎢ ⎥∂⎣ ⎦

o

a u

ad

ln
2 ,

(1/ )
p

m
E R

T
  

(4.1.1)

where
Tad is the adiabatic fl ame temperature
Ru is the universal gas constant

As the large-scale computational fl uid dynamics (CFD) 
simulations often invoke simplifying the kinetics as 
one-step overall reaction, the extraction of such bulk 
fl ame parameter as overall activation energy is espe-
cially useful when the CFD calculation with detailed 
chemistry is not feasible. Based on the experimental 
results, the deduced overall activation energies of the 
three equivalence ratios are shown in Figure 4.1.10a. 
It can be observed that the variation of Ea with f 
is nonmonotonic and peaks near the stoichiometric 
condition.

By recognizing this variation in Equation 4.1.1, Tad can 
be perturbed by varying either nitrogen dilution level or 
preheat temperature; and, it is of interest to compare the 
deduced values of Ea using the two different methods. 
It must be noted that the former method perturbs the 
reactant concentrations by keeping Tu as constant, while 
the latter method perturbs the premixed fl ame system 
without changing the reactant concentrations. In addi-
tion, the linear variation of mo with Tu demonstrated 
in Figure 4.1.9 implies the validity of the extraction 
method through the changes in mixture preheat. Figure 
4.1.10b shows the deduced Ea with varying Tu, based on 
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the experimentally determined mo of iso-octane/air and 
n-heptane/air mixtures and Equation 4.1.1.

Comparison of Figure 4.1.10a and b demonstrates that 
despite the quantitative differences in the deduced val-
ues, both the extraction methods yield a similar trend in 
the range of equivalence ratios investigated. The over-
all activation energy is observed to peak close to the 
stoichiometric condition and decrease on both the lean 
and rich sides. In addition, the overall activation energy 
values for n-heptane/air mixtures are observed to be 
lower when compared with iso-octane/air mixtures for 
all equivalence ratios under consideration. This similar-
ity of trend and the differences in absolute values using 
two different extraction methods are also observed in 
the numerical computations with the available detailed 

reaction mechanisms. Such a quantitative discrepancy 
possibly arises out of chemical interactions that occur 
as a consequence of varying N2 concentration and con-
sequently, the concentrations of fuel and O2. However, 
the extraction method by varying Tu without involving 
the changes in the reactant composition (values shown 
in Figure 4.1.10b) is likely to be a better estimate of the 
overall activation energy.

By plotting the natural logarithm of the measured 
mass burning fl ux as a function of 1/Tad for ethylene/
air and n-decane/air mixtures of different equivalence 
ratios, the validity of the extraction method through 
the changes in mixture preheat can be demonstrated 
by the linear variation of ln mo with 1/Tad. Figure 4.1.11 
shows the experimentally deduced overall activation 
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energy as a function of the equivalence ratio. Again, the 
experimental results show a nonmonotonic dependence 
of the overall activation energy on  equivalence ratio, 
with a peak close to the stoichiometric condition.

4.1.5 Concluding Remarks

Laminar fl ame speed is one of the fundamental proper-
ties characterizing the global combustion rate of a fuel/
oxidizer mixture. Therefore, it frequently serves as the 
reference quantity in the study of the phenomena involv-
ing premixed fl ames, such as fl ammability limits, fl ame 
stabilization, blowoff, blowout, extinction, and turbulent 
combustion. Furthermore, it contains the information on 
the reaction mechanism in the high-temperature regime, 
in the presence of diffusive transport. Hence, at the global 
level, laminar fl ame-speed data have been widely used 
to validate a proposed chemical reaction mechanism.

For chemically reacting fl ows, perhaps one of the 
simplest as well as well-characterized fl ame confi gura-
tions that are fundamentally affected by fl ow nonuni-
formity is the laminar counterfl ow fl ame. In particular, 
the counterfl ow twin-fl ame apparatus consists of two 
nitrogen-shrouded, convergent nozzle burners. In this 
nozzle-generated counterfl ow, two nearly planar and 
adiabatic fl ames can be established at varying fl ow 
straining. This type of fl ame and its characteristic 
propagation speed were demonstrated in this chapter. 
Furthermore, the methodologies for determining the 
laminar fl ame speeds and deducing the overall activa-
tion energy using the counterfl ow twin-fl ame technique 
were also discussed.

More research efforts are directed toward understand-
ing the combustion kinetics of liquid hydrocarbon fuels 
to enable clean and effi cient utilization of this depleting 
resource. It is therefore important to have a benchmark 
experimental database for the individual components, 
which is not only valuable by itself but also provides a 
data set for testing and validating the chemical kinetic 
mechanisms developed. Using the counterfl ow twin-
fl ame experiments, recent results on the atmospheric 
pressure laminar fl ame speeds of ethylene/air, n-hep-
tane/air, iso-octane/air, n-decane/air, and n-dodecane/
air mixtures over a wide range of equivalence ratios and 
preheat temperatures were summarized. In addition, 
the experimentally determined overall reaction activa-
tion energies of varying equivalence ratios were also 
documented in this chapter.
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4.2  Flame Propagation in Vortices: 

Propagation Velocity along 

a Vortex Core

Satoru Ishizuka

4.2.1 Introduction

The fi rst literature concerning the fl ame propagation 
along a vortex core can be found in the journal Fuel in 
1953. In Letters to the Editors, Moore and Martin [1] 
reported that when a combustible mixture was ejected 

with swirl from a closed end of a tube and ignited at the 
other open end, a tongue of fl ame projected within the 
tube mouth and extended eventually to the closed end. 
In this literature, a picture of a long fl ame, which was 
formed from the open mouth near to the closed end, was 
presented. They emphasized that such fl ame fl ashback 
occurred even when the fl ow rate exceeded the critical 
value for blow off, if the mixture was introduced in a 
straightforward manner and not tangentially. However, 
the fl ame speed was not reported.

The fi rst determination of the fl ame speed in vortices 
was made in 1971 by McCormack [2] with the use of vor-
tex ring. A combination of a pneumatically driven  piston 
and a cylinder was used to make vortex rings. The deter-
mined fl ame speed was 300 cm/s for vortex rings of rich 
propane/air mixtures. Thereafter, McCormack collabo-
rated with the Ohio State University and determined 
the fl ame speed as a function of the vortex strength [3]. 
The results are shown in Figure 4.2.1. The fl ame speed 
increases almost linearly, reaching about 1400 cm/s 
with an increase in the vortex strength. The mecha-
nism for the high fl ame speed, however, was unknown. 
In McCormack’s fi rst paper [2], hydrodynamic instabil-
ity, inherent to density gradient in a rotating fl ow was 
believed to be the underlying mechanisms; however, in 
his second paper [3], turbulence was considered as the 
potential mechanism.

A well-convincing mechanism for the rapid fl ame 
propagation was fi rst proposed by Chomiak [4] in 1977. 
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He considered that the rapid fl ame propagation could 
be achieved with the same mechanism as vortex break-
down. Figure 4.2.2 schematically shows his vortex 
bursting mechanism [4,5]. When a combustible mixture 
rotates, the pressure on the axis of rotation becomes 
lower than the ambient pressure. The amount of pressure 
decrease is equal to ruVq

2
 max in Rankine’s combined vor-

tex, in which ru denotes the unburned gas density and 
Vq max denotes the maximum tangential velocity of the 
vortex. However, when combustion occurs, the pressure 
on the axis of rotation increases in the burned gas owing 
to the decrease in the density, and becomes close to the 
ambient pressure. Thus, there appears a pressure jump 
ΔP across the fl ame on the axis of rotation. This pressure 
jump may cause a rapid movement of the hot burned gas. 
By considering the momentum fl ux conservation across 
the fl ame, the following expression for the burned gas 
speed was derived:

 

= u
f max

b

V Vq

r
r

 

(4.2.1)

in which r b denotes the burned gas density [4].

Later, in 1987, Daneshyar and Hill [6] indicated that if 
the angular momentum conservation was assumed to 
be held across the fl ame front, then the pressure jump 
ΔP can be given as
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That is, once combustion is preceded, a pressure jump is 
invoked on the axis of rotation owing to angular momen-
tum conservation. By further considering the pressure 
jump ΔP to be converted into the kinetic energy of the 
burned gas r bua

2/2, an expression for the axial velocity 
of the hot gas can be obtained as:

 

≈ u
a max

b

2
u Vq

r
r

 

(4.2.3)

The predicted fl ame speeds, Equations 4.2.1 and 4.2.3, 
are in qualitative agreement with the fl ame speed deter-
mined by McCormack et al. [3] in the fact that the fl ame 
speed increases with an increase of vortex strength, and 
that the fl ame speed is further raised up if pure oxygen 

Pu(0)

Pu (r)

ru : large rb : small

Cold unburned  gas

Rotation
Flame

Hot burned gas

r r
0

Unburned gas

Pb(0)

Pb (r)

0
Burned gas

FIGURE 4.2.2
Vortex bursting mechanism proposed by Chomiak. (From Chomiak, J., Proc. Combust. Inst., 16, 1665, 1977; Ishizuka, S., Prog. Energy Combust. 
Sci., 28, 477, 2002.)
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is used as an oxidizer, because the burned gas density is 
greatly reduced for combustion with pure oxygen.

Based on the rapid fl ame propagation along a vor-
tex axis, turbulent combustion models have been con-
structed by Chomiak [4], Tabaczynski et al. [7], Klimov 
[8], Thomas [9], and Daneshyar and Hill [6]. In the model 
by Tabaczynski et al. [7], a fl ame was assumed to prop-
agate instantaneously along a vortex of Kolmogorov 
scale, followed by combustion with a laminar burning 
velocity. In the hydrodynamic model by Klimov [8], the 
vortex scale was assumed to be much larger than the 
Kolmogorov scale. However, the validity of Equation 
4.2.1 or Equation 4.2.3 has not been examined until 
recently.

Figure 4.2.3 shows the relation between the fl ame 
speed and the maximum tangential velocity obtained in 
a swirling fl ow in a tube [10]. In this experiment, a com-
bustible mixture was injected tangentially at a closed 
end of a tube and exited from an open end. The tangen-
tial velocity decreased from the closed end toward the 
open end. Once ignited at the open end, a fl ame projected 
within the tube, as observed by Moore and Martin [1].
Local fl ame speeds were determined as a function of 
the local maximum tangential velocity at representative 
positions in the tube. It can be observed from Figure 4.2.3 
that the fl ame speed increases with an increase in the 

maximum tangential velocity, but they are much lower 
than the predictions, Equations 4.2.1 and 4.2.3. According 
to the predictions, the fl ame speed should be sev-
eral times as high as the maximum tangential velocity, 
while the fl ame speeds measured were almost equal to 
or less than the maximum tangential velocity.

Further measurements on the fl ame speed have been 
obtained with the use of a rotating tube [11] and vortex 
ring combustion [12]. Figure 4.2.4 shows the fl ame speed 
in vortex rings [12]. The values of slope in the Vf − Vq max 
plane is nearly equal to unity for the near stoichiometric 
methane/air mixtures. Thus, this value is much lower 

than the predictions of u b/r r  and u b2 /r r .
A theory, termed as the back-pressure drive fl ame 

propagation theory, has been proposed to account for 
the measured fl ame speeds [12]. This theory gives the 
momentum fl ux conservation on the axis of rotation in 
the form of
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(4.2.4)

in which

P(r) is the pressure as a function of radial distance r, 
whereas r = 0 is on the axis of rotation,

V is the axial velocity, and
subscripts u and b denote the unburned and 

burned gases, respectively.

The predicted fl ame speeds are given as

 

= + + +
22u b
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for the cases when the burned gas is expanded in the 
axial and radial directions, respectively, in which Su is 
the burning velocity.

Since the proportional factor ahead of Vq max is equal 
to unity or +

b u
1 r r , these formulas give almost unity 

slope in the Vf − Vq max plane. However, it has been 
pointed out by Lipatnikov that the momentum balance 
Equation 4.2.4 is not consistent for the Galilean trans-
formation (personal communication in Ref. [13], and 
also see Lipatnikov note in Ref. [5]). Hence, a modifi ed, 
steady-state back-pressure drive fl ame propagation the-
ory was proposed, which however, again gave a near-
unity slope in the Vf − Vq  max plane [13].

To date, many theories and models have been pro-
posed by various researchers, such as Atobiloye 
and Britter [14], Ashurust [15], Asato et al. [16], and 
Umemura [17,18]. Numerical simulations have also 
been conducted by Hasegawa and coworkers [19,20]. 
Recently, the phenomenon of rapid fl ame propagation 
has received keen interest from a practical viewpoint, to 
realize a new engine operated at increased compression 
ratios, far from the knock limit [21].

4.2.2 Appearance of Flame

Before discussing about the fl ame speed along a vortex 
core, it is fi rst necessary to be familiar with the fl ames 
in various vortex fl ows. To date, four types of vortex 
fl ows have been used to study the fl ame behaviors. 
They are (1) a swirl fl ow in a tube [1,10], (2) vortex ring 
[2,3,12,13,16], (3) a forced vortex fl ow in a rotating tube 
[11], and (4) line vortex [22].

Figure 4.2.5 shows the appearance of the fl ame, which 
propagates in a vortex fl ow in a tube. In this case, a pro-
pane/air mixture was injected tangentially at a closed 
end of a tube. When the mixture was ignited at the other 
open end, a fl ame projected into the tube to reach the 
closed end. An interesting outlook is that the fl ame head 
appeared corrugated and highly disturbed. This was 
caused by the turbulence, which was very strong around 
the rotational axis. Another interesting feature is that the 
fl ame was more intensifi ed in luminosity as the head 
was approached. Since the mixture was fuel rich (7.7% 
propane in volume), this intensifi cation was caused by 
the so-called Lewis number effect [10]. However, in con-
trast to the rich mixtures, the heads of lean fl ames were 
weakened in luminosity and were dispersed (see Figure 
4 of Ref. [10]). In this vortex fl ow, the rotational motion 
diminished axially owing to the viscosity, as the distance 
from the injector increased.

When a tube is rotated, a very simple, forced vortex 
fl ow can be obtained, where the rotational velocity is 
constant along the axis of rotation. However, the fl ame 
behavior becomes very complicated because the space is 
confi ned by the wall.

Figure 4.2.6 shows the sequential photographs of the 
propagating fl ame in a tube mounted on a lathe machine 
and rotated at 1210 rpm. One end was closed and the 
other end was open, where the mixture was ignited. 
Although a fl ame projected into the tube fi rst, the fl ame 

100 mm

Glass wall: 31 mm i.d.

FIGURE 4.2.5
Appearance of the fl ame propagating in an axially decreasing vortex fl ow in a tube (fuel: propane, fuel concentration: 7.7%, tube: 31 mm in 

inner diameter and 1000 mm long, injector: 4 slits of 2 mm × 20 mm, mean axial velocity: 3 m/s).
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speed was retarded and a typical tulip-shaped fl ame 
was formed around the middle of the rotating tube. 
After a while, reignition occurred, and consequently, the 
combustion zone projected again into the tube. Similar 

tulip fl ame phenomenon also occurs in the vortex fl ow 
in the tube, as the space is surrounded by the solid wall 
(see Figure 12 of Ref. [5]).

In open space, however, such disturbances can be min-
imized. Figure 4.2.7 shows the Schlieren sequences of 
the vortex ring combustion, where two cases, weak and 
strong vortex rings, are illustrated. Through Schlieren 
photography, the boundary between the ambient air and 
the unburned combustible mixture of the vortex ring, 
and also the boundary between the burned gas and the 
unburned mixture can be visualized. The mixture was 
ignited by an electric spark at the bottom and the two 
fl ame fronts started out to propagate one another along 
the vortex axis in the opposite directions. As the vortex 
strength is increased, i.e., as the maximum tangential 
velocity of the vortex ring becomes larger, the fl ame 
becomes smaller in diameter and propagates faster 
along the core of the vortex ring.

The fl ame and the vortex core can be better visual-
ized by other methods, as shown in Figure 4.2.8. The 
upper part of the vortex ring was illuminated by a 
laser sheet, while the mixture was ignited at the bot-
tom and the propagating fl ame was photographed by 
a high-speed video camera with an image intensifi er. 
To take these pictures, kerosene vapor was doped with 
methane/air mixtures and fi ne particles were obtained 
through condensation of the vapor. Owing to a centrifu-
gal force of rotation, the number density of droplets was 
reduced in the core region; hence, the core was photo-
graphed as a dark zone in Figure 4.2.8. The diameter 
of the vortex ring (the distance between the centers of 
the core) is about 70 mm in this fi gure. In the case of 
lean mixture, whose equivalence ratio f was 0.6, the 
fl ame diameter was observed to be small and the fl ame 
propagated within the dark, core region. However, 
in the  stoichiometric mixture, the fl ame became larger 

FIGURE 4.2.6
High-speed photographs of the propagating fl ame in a rotating tube 

(tube: 32 mm inner diameter and 2000 mm long, mixture: propane/

air, equivalence ratio: 0.8, rotational speed: 1210 rpm, maximum tan-

gential velocity at the wall: 2 m/s). (In collaboration with Prof. Yukio 

Sakai at Saitama Institute of Technology, October, 2003.)

FIGURE 4.2.7
Schlieren sequences of vortex ring combustion of a stoichiometric propane/air mixture in an open air (Upper row: orifi ce diameter D0 = 

60 mm, driving pressure P = 0.6 MPa (Vq max = 11.4 m/s), Lower row: orifi ce diameter D0 = 40 mm, driving pressure P = 1.0 MPa (Vq max = 21.6 m/s), 

diameter of vortex ring generator: 160 mm).
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in diameter and the burning reached the free vortex 
region of the vortex ring. It is interesting to note that 
the  vortex ring diameters are almost the same for the 
lean and stoichiometric mixtures. This signifi es that the 
burnt gas expands mainly in the radial direction, i.e., in 
the direction normal to the axis of the vortex core. The 
gas expansion in the axial direction is restricted, result-
ing in the unchanged vortex ring diameter. This obser-
vation yields a useful insight on modeling the fl ame 
speed along a vortex core.

The existence of the vortex core can be observed in 
a very special case. Figure 4.2.9 exhibits a Schlieren 
sequence of vortex ring combustion of pure fuel. 
In this case, propane fuel was ejected through an ori-
fi ce into an open air, and the vortex ring was ignited by 
an electric spark at the bottom. Although the boundary 

between the fuel and the ambient air was disturbed, 
a yellow luminous fl ame appeared fi rst at the bottom, 
and extended along the vortex core to become a circu-
lar string.

Although the vortex ring combustion in an open space 
is free from secondary effects, such as pressure waves 
or induced fl ows encountered in a confi ned space, the 
combustion suffers from other secondary effects that 
are inherent to vortex. For example, instability appears 
in vortex ring when the vortex motion becomes strong 
[23,24]. Figure 4.2.10 shows the time sequence of the 
fl ame propagation in such an unstable vortex ring. The 
fl ame speed is not constant along the core. Such a zig-
zag fl ame motion can also be seen in the swirl fl ow in 
a tube, which is caused by precession of the vortex axis 
(see Figure 18 of Ref. [5]).

Vortex core

Condensed kerosene particles
illuminated by a laser sheet

Flame

(a)

Condensed kerosene particles
illuminated by a laser sheet

FlameFlame

Vortex core

(b)

FIGURE 4.2.8
Photographs of the vortex ring combustion of propane/air mixture in air for equivalence ratio, (a) 0.6 and (b) 1.0. The combustible mixtures 

were doped with kerosene vapor and, through condensation, fi ne particles were formed in the rings. The particles were illuminated with 

a laser sheet and dark zones corresponded to the vortex core regions. The mixtures were ignited at the bottom of the vortex ring, and the 

propagating fl ames were recorded with a high-speed video camera with an image intensifi er. A cylinder of 160 mm in diameter and an orifi ce 

of 60 mm in diameter were used to generate vortex rings. The mean diameter of the vortex rings were about 70 mm.

FIGURE 4.2.9
Schlieren sequence of vortex ring combustion of propane in an open air. After the mixture was ignited and the two fl ame fronts almost col-

lided each other at the opposite side of the vortex ring, a yellow luminous zone appeared in the core region to extend along the core axis. 

(Cylinder diameter: 160 mm, orifi ce diameter: 60 mm, driving pressure: 1.0 MPa, piston stroke: 5 mm. The vortex ring was ignited at a position 

500 mm apart from the orifi ce of the vortex ring generator.)
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Lastly, the recent PIV measurements on the fl ow fi eld 
of vortex ring combustion are briefl y presented in this 
chapter. Figure 4.2.11 shows the velocity vector profi les 
of a cold and a burning vortex ring. In the cold vor-
tex ring, as illustrated by the right inset, the laser sheet 
was just on a plane that includes the axis of rotation of 
the vortex core. Thus, almost no velocity component 
can be observed along the vortex axis. However, in the 
burning vortex ring, the velocities are induced along 
the vortex axis. For this measurement, the position of 
the PIV laser sheet was simultaneously photographed 
by a CCD camera, which is shown in the right inset. 
It can be observed that the laser sheet remains exactly 
on the plane, which includes the core axis as well as the 
head of the fl ame propagating along the vortex core. 
It should be noted that axial fl ows are induced along 
the vortex axis.

Additional measurements have been made with close 
range arrangement. Figure 4.2.12 shows a velocity vec-
tor profi le in the vicinity of the lean fl ame. The fl ame 
was photographed with another ICCD high-speed video 
camera from the same angle of the PIV camera, and its 
position, shown by a dotted line, was superimposed on 
the vector profi le, as shown in Figure 4.2.12. The fl ame 

position was slightly displaced from the dark zone, 
where the fl ame zone should be situated; however, it 
can be clearly observed that the velocities were induced 
along the vortex core. The magnitude of the induced 
velocities was around 11 m/s, which is slightly higher 
than the maximum tangential velocity of 9 m/s in this 
experiment; however, further measurements are being 
carried out.

4.2.3 Flame Speed

Although vortices of small scale, such as Kolmogorov 
scale or Taylor microscale, are signifi cant in modeling 
turbulent combustion [4,6–9], vortices of large scale, 
in the order of millimeters, have been used in various 
experiments to determine the fl ame speed along a vor-
tex axis.

With use of vortex ring combustion, the fl ame speed 
along a vortex axis has been determined by several 
researchers. McCormack et al. used a vortex ring gen-
erator of 220 mm in diameter and obtained the fl ame 
speed as the function of vortex strength [3]. Asato et al. 
[16] also used the same diameter of vortex ring genera-
tor to determine the fl ame speed. To obtain the value 

FIGURE 4.2.10
Time sequence of the intensifi ed images of the vortex ring combustion (cylinder diameter: 160 mm, orifi ce diameter: 70 mm, driving pres-

sure: 0.6 MPa, stoichiometric propane/air mixture, maximum tangential velocity: 7 m/s, Reynolds number of the vortex ring Re ≡ UD/ν: 104 

(U: translational speed of the vortex ring, D: vortex ring diameter, ν: kinematic viscosity).
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FIGURE 4.2.11
Vector profi les of (a) cold vortex ring and (b) burning vortex ring (D0 = 60 mm, P = 0.6 MPa, stoichiometric mixture). Insets show the relative 

position of the PIV laser sheet to (a) the vortex ring and (b) the fl ame.
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of Vq  max, they used Lamb’s relation [25] and assumed 
a tangential velocity distribution of Rankine form (i.e., 
free/forced vortex) as

 
( )

Γ= =
π −max 2

ln 8 0.25

D d
V U

d D dq

 

(4.2.6)

in which
U is the translational velocity of the vortex ring
Γ is the circulation
D is the ring diameter
d is the core diameter

However, this method overestimated the value of 
Vq max by a factor of 2 or 3, when the measured value 
of U and an assumed core/diameter ratio of 10% were 
used for the calculation. This is because most of the 
vortex rings available are turbulent vortex rings with a 
thick core [12,23,26]. Thus, measurements of the maxi-
mum tangential velocity are indispensable to obtain a 
quantitatively rigorous relationship between the fl ame 
speed and the maximum tangential velocity. So far, 
hot wire anemometry [12], laser Doppler velocime-
try [13], and recently, PIV [22] have been used for the 
determination of the velocity. Furthermore, the vortex 
ring combustion have been conducted in an open air 
[2,3,12,16,27,28], in an inert gas atmosphere [13], and 
even in the same mixture atmosphere as the combustible 
mixture of the vortex ring [29]. However, diffusion burn-
ing occurs in the fuel-rich vortex ring combustion in an 
open air, and dilution by air and an inert gas occurs in the 
open air and the inert gas atmosphere, respectively. 

Thus, the same mixture atmosphere may give pure 
results of vortex ring combustion.

Figure 4.2.13 shows the variation of the fl ame speed 
with the maximum tangential velocity obtained 
with vortex ring combustion in the same mixture 
atmosphere [29]. The cylinder diameter was 100 mm 
and various lean, stoichiometric, and rich methane/
air and propane/air mixtures were examined. The 
diameter of the propagating fl ame was also deter-
mined and the ratio of the fl ame diameter to the core 
diameter was also plotted against the maximum 
tangential velocity.

In all the mixtures, the fl ame speed increased 
almost linearly with an increase in the maximum 
tangential velocity. The value of the slope in the 
Vf − Vq    max plane was almost unity for the stoichio-
metric  mixtures, however, the slope became smaller 
for the lean and rich mixtures. The fl ame to the core 
diameter ratio decreased with the increasing Vq    max. 
The ratio was around unity in the stoichiometric mix-
tures, while it was smaller than unity in the lean and 
rich mixtures.

At present, several theories have taken the fi nite fl ame 
diameter into consideration. Some of their predictions 
are presented in Figure 4.2.13 for comparison.

The curve 4 in Figure 4.2.13 is the prediction of a 
steady-state model by Umemura and Tomita [18]
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in which
du is the diameter of the unburned mixture, which 

is burned through the fl ame propagation
dc is the core diameter of the vortex
k is the ratio of the unburned diameter to the core 

diameter, defi ned as k ≡ du/dc

The line 5a in Figure 4.2.13 is the prediction by Asato 
et al. [16], who made a fi nite fl ame diameter approxima-
tion to obtain
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in which
a is the radius of the fl ame tip
a is the core radius

The back-pressure drive fl ame propagation theory 
has been extended to a general case of variable burning 
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FIGURE 4.2.12
Vector profi le of vortex ring combustion, showing induced velocities 

along the vortex core. (Lean propane/air mixture, equivalence ratio 

Φ = 0.8, D0 = 60 mm, P = 0.6 MPa, dotted lines show the fl ame front 

taken with the ICCD camera. The right inset shows the relative posi-

tion of the PIV laser sheet relative to the fl ame.)

(4.2.7)

(4.2.8)
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FIGURE 4.2.13
Measured fl ame speeds and theoretical predictions: (a) lean methane/air mixture (Φ = 0.6, Su = 0.097 m/s, ru/r b = 5.6); (b) stoichiometric meth-

ane and propane mixtures (Φ = 1.0, Su = 0.4 m/s, ru/r b = 7.85(mean) ); (c) rich propane/air mixture (Φ = 2.0, Su = 0.18 m/s, ru/r b = 7.7). (From 

Ishizuka, S., Ikeda, M., and Kameda, K., Proc. Combust. Inst., 29, 1705, 2002.)

region [27]. The curve 6a is one of its predictions for the 
axial expansion case,

 
( ) ( )= +2 2
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in which
U is a ratio of the fl ame area to the cross-sectional 

area of the unburned mixture
the function f(k) is given as k2/2 for k ≤ 1 and 

( )− 21 1/ 2k  for k ≥ 1

The line 9 is given by the steady-state, back-pressure 
drive fl ame propagation theory [29], which assumes 
the momentum fl ux balance between the upstream 
and downstream positions on the center streamline 
and the angular momentum conservation on each 
streamline,
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This fl ame speed corresponds to the fi rst term of 
Equation 4.2.7. Umemura and Tomita [18] used the 

Bernoulli’s equation on a center streamline ahead of and 
behind the fl ame and the momentum fl ux conservation 
across the fl ame front; however, the steady-state, back-
pressure drive theory [29] used only the momentum 
fl ux balance across the fl ame front. These resulted in 

the 2  difference between Equation 4.2.10 and the fi rst 
term of Equation 4.2.7.

When the burnt gas expands only in the radial direc-
tion, the parameter k can be estimated from a relation
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(4.2.11)

Using this relation, the values of k can be calculated. 
The representative values, k = 0.08 and 0.12, are shown 
in the upper fi gures in Figure 4.2.7a, while k = 0.2 and 
0.3 and k = 0.1 and 0.2 are shown in Figure 4.2.7b and c, 
respectively. These values were used for the predictions 
4 and 9.

In the model by Asato et al. (line 5a) and also in the 
case of the axial expansion (curve 6a), both the values 
of a/a and k are set to be equal to df/dc. The values 
used are k = 0.2 and 0.3 in Figure 4.2.7a, k = 0.5 and 0.75 
in Figure 4.2.7b, and k = 0.25 and 0.5 in Figure 4.2.7c. 

(4.2.9)

(4.2.10)
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The value of Y is assumed to be unity for the prediction 6a 
(Equation 4.2.9).

It can be seen that the prediction 6a underestimates 
any results. This is because axial expansion is unreal-
istic, as indicated in Figure 4.2.8. On the other hand, 
prediction 5a covers almost all the results, except when 
the value of Vq max is smaller than 10 m/s. This is prob-
ably because of the usage of the mean pressure averaged 
over twice the radius of the vortex core in the model by 
Asato et al. [16], which is in quantitative agreement with 
the present vortex ring whose core diameter is about 
25% the ring diameter.

Prediction 4 overestimates the lean methane fl ame 
speeds (Figure 4.2.7a), however, it considerably predicts 
the fl ame speeds of the stoichiometric (Figure 4.2.7b) 
and rich propane mixtures (Figure 4.2.7c) as long as the 
value of Vq max is <10 m/s. On the other hand, predic-
tion 9 somewhat overestimates the lean methane fl ame 
speeds, but, well predicts the results of the stoichiomet-
ric and rich propane mixtures as long as  the  value of 
Vq max is >10 m/s. On the whole, prediction 4 is better with 
small Vq max range, while prediction 9 is better with large 
Vq max range in predicting the measured fl ame speeds. 
This may be because, for Vq max > 10 m/s, the Reynolds 
number, which is defi ned as Re ≡ UD/n (U and D are the 
translational velocity and diameter of the vortex ring, 
respectively, and n is the kinematic viscosity), develops 
into the order of 104 and the so-called turbulent vortex 
rings are formed [26,29].

Thus, it should be noted that the fl ame propagation in 
combustible vortex rings is not steady, but “quasi-steady” 
in the strict sense of the word. This may explain why 
prediction 9, based on the momentum fl ux conservation 
can better describe the fl ame speed for large values of 
Vq  max than prediction 4, which adopts the Bernoulli’s 
equation on the axis of rotation.

It is also interesting to note that the angular momen-
tum conservation is assumed in predictions 4 and 9; 
however, the viscosity increases owing to temperature 
rise in the burnt gas, and the vortex motion diminishes 
rapidly behind the fl ame. The pressure behind the fl ame 
is raised up and becomes nearly equal to the ambient 
pressure. This may explain why the hot, stagnant gas 
model by Asato et al., line 5a, can considerably predict 
the results.

From the above discussion, it is quite certain that the 
proposed theories can well describe the measured fl ame 
speeds, which are at the highest, nearly equal to the 
maximum tangential velocity of the vortex. However, it 
is interesting to note that in the case of vortex ring com-
bustion of very rich hydrogen in an open air, the fl ame 
speed is much increased, up to the value predicted 
by the original vortex bursting theory, i.e., max u bVq r r  
[4,13]. At present, this enhancement of the fl ame speed 
has been attributed to pressure increase owing to the 

secondary combustion between excess hydrogen and 
the ambient air in a turbulent mode. Hence, further 
investigation should be carried out on the vortex ring 
combustion of pure fuel in an oxidizer atmosphere, 
although only a few literatures are available on its fl ame 
speed [30,31].

4.2.4 Lewis Number Effects

Finally, we come to the effects of the Lewis number. 
Figure 4.2.14 shows the intensifi ed images of vortex ring 
combustion of lean and rich propane/air mixtures. Since 
the fl ame is curved and stretched at the head region, 
the mass and heat is transferred through a stream tube. 

(b) Rich propane/air mixture(a) Lean propane/air mixture 

Heat

Mass

Heat

Mass

Enlarged Enlarged 
FIGURE 4.2.14
Intensifi ed images of the vortex ring combustion, showing the Lewis 

number effect of a defi cient species (Fuel: propane, vortex ring gen-

erator: 160 mm in diameter, condition: the same combustible mixture 

atmosphere), (a) equivalence ratio: 0.8, D0 = 60 mm, P = 0.8 MPa (Vq max ≅ 

5.8 m/s, 4.9 ms after ignition), (b) equivalence ratio: 2.0, D0 = 50 mm, 

P = 0.8 MPa (Vq max  ≅ 8.8 m/s, 9.1 ms after ignition).

              



Infl uence of Boundary Conditions on Flame Propagation 55

In the lean mixtures, propane is defi cient, hence, act as 
a controlling species. Since the mass diffusivity of pro-
pane is lesser than the thermal diffusivity of the mixture, 
burning is weakened at the head region. The fl ame is 
easily extinguished even if the vortex is not very strong. 
In this mixture, the fl ame diameter at extinction is 
large. On the other hand, in the rich mixtures, oxygen 
is a defi cient species, whose mass diffusivity is larger 
than the thermal diffusivity of the mixture. Thus, burn-
ing is intensifi ed at the head region, and the fl ame can 
propagate up to large values of the maximum tangen-
tial velocity. These Lewis number effects have also been 
observed for fl ames in the swirl fl ow in a tube [10], and 
also for fl ames in a rotating tube [11]. According to the 
theoretical study on a spherically expanding fl ame [32], 
unsteady terms that have heat or mass diffusivity coef-
fi cients in the governing equations, work as the exter-
nal heat or mass source/sink in the steady-state case; 
thus, the Lewis number effect appears at an early stage 
of fl ame propagation. Since the fl ame propagation 
along a vortex axis suffers from unsteadiness inherent 
to vortex motion, the Lewis number effect cannot be 
ignored while discussing the fl ame behavior. Thus, it 
should be noted that although the fl ame speed along 
a vortex axis is mainly controlled by an aerodynamic 
factor, Vq max, the limit fl ame behaviors, such as fl ame 
diameter at extinction and the maximum tangential 
velocity at extinction are also infl uenced by the physical 
and chemical properties of the mixture.
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4.3 Edge Flames

Suk Ho Chung

4.3.1 Introduction

A fl ame edge can be defi ned as the boundary between 
the burning and the nonburning states along the tan-
gential direction on a fl ame surface, which could 
exist in both premixed and nonpremixed fl ames [1,2]. 
The base of a nozzle-attached fl ame, either premixed or 
nonpremixed systems, is a typical example.

Edge fl ames in premixed fl ames can be formed by
various factors, including fl ow nonuniformity charac-
terized by fl ame stretch [3], preferential diffusion effect 
characterized by the Lewis numbers of fuel and oxi-
dizer, and heat loss. Some of the examples of premixed 
edge fl ames observed in the laboratory experiments are 
shown in Figure 4.3.1. The tip opening of a premixed 
Bunsen fl ame (Figure 4.3.1a) can occur by the com-
bined effects of preferential diffusion and fl ame stretch 
(or  curvature) [4]. The fl ame base is also an example of 
edge fl ames, owing to the quenching near the wall of a 
nozzle exit by heat and radical losses. Edge fl ames have 
also been observed in premixed fl ames propagating 
in a tube near the fl ammability limit (Figure 4.3.1b) when 
ignited at the bottom of the tube, owing to buoyancy and 
stretch [5]. A planar premixed fl ame in a slanted coun-
terfl ow confi guration demonstrates the edge fl ames 
(Figure 4.3.1c) by varying strain fi elds [6]. Spinning pre-
mixed fl ames in a sudden expansion tube (Figure 4.3.1d) 
is also an example of edge fl ames [7].

Nonpremixed edge fl ames are frequently encoun-
tered in fuel/oxidizer mixing layers, including two-
dimensional (2D) mixing layers, jets, and boundary 
 layers, as shown in Figure 4.3.2. The fl ame propagated 
in a 2D mixing layer (Figure 4.3.2a) [8] exhibited a tri-
brachial (or sometimes called triple) structure, having a 
lean premixed fl ame (LPF) and a rich premixed fl ame 
(RPF) wings together with a trailing diffusion fl ame (DF). 
This type of fl ame is important in terms of safety issues 
in a stagnant mixing layer [9] or fl ame stabilization in 
laminar jets (Figure 4.3.2b) [10,11]. Nonpremixed edge 
fl ames can also be relevant to fl ame spread front (Figure 
4.3.2c) [12,13], nozzle-attached fl ame [14], and composite 
 propellant combustion [15]. Nonpremixed edge fl ames 
could exist in inhomogeneously charged premixed con-
ditions, for example, autoignition front in diesel engines 
(Figure 4.3.2d) [16] or fl ame fronts in direct  injection gas-
oline engines. Nonpremixed edge fl ames have also been 

(c)(a) (b) (d)

1 2 3

4 5 6

7 8 9

FIGURE 4.3.1
Observed premixed edge fl ames; (a) Bunsen fl ame-tip opening, (b) propagating premixed fl ame in tube (From Jarosinski, J., Strehlow, R.A., 

and Azarbarzin, A., Proc. Combust. Inst., 19, 1549, 1982. With permission.), (c) slanted counterfl ow fl ame (From Liu, J.-B. and Ronney, P.D., 

Combust. Sci. Tech., 144, 21, 1999. With permission.), and (d) spinning premixed fl ames in sudden expansion tube [7].
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observed in rotating spiral fl ames in the von Kármán 
swirling fl ow with solid fuel rotation (Figure 4.3.2e) [17].

Edge fl ames in nonpremixed systems could exhibit 
diverse structures depending on the mixing length scale 
in front of an edge, which can be represented by the 
inverse of fuel concentration gradient or mixture frac-
tion gradient. Numerical results of nonpremixed edge 
fl ames, represented in terms of reaction rate, are shown 
in Figure 4.3.3 for symmetric structures in a counter-
fl ow (Figure 4.3.3a through c) [18] and for asymmetric 
structures in a jet (Figure 4.3.3d and e) [19]. When the 
fuel concentration gradient is small, the nonpremixed 
edge fl ame exhibits the tribrachial structure, by having 
a rich and a lean premixed fl ame wing together with a 
trailing diffusion fl ame (Figure 4.3.3a and d). As the fuel 
concentration gradient increases, the radius of curva-
ture of premixed fl ame wings becomes small and their 
intensity is weakened. Subsequently, either one or both 
of the wings begin to merge with the diffusion fl ame 
depending on the nature of symmetry, resulting in cot-
ton-bud shape (Figure 4.3.3b) or bibrachial structure 
(Figure 4.3.3e). The asymmetry in edge-fl ame shape can 
be attributed to several factors, including the depen-
dence of laminar burning velocity SL

o
 on fuel concentra-

tion, local velocity gradient, vortex structure [20], and 
Lewis numbers [21]. When the concentration gradient 

is further increased, the edge fl ame has a monobrachial 
structure (Figure 4.3.3c).

When a premixed or a nonpremixed fl ame has an 
edge, the neighborhood of edge exhibits premixed or 

(c)

Ignition front
(d)

(a)

Fuel
rich

Fuel
lean

DF

RPF LPF

(b) AirAir Fuel

DF

LPFRPF

(e)

Propagation
direction

Retreating
front

Advancing
front

FIGURE 4.3.2
Nonpremixed edge fl ames; (a) 2D mixing layer (From K1̃oni, P.N., Rogg, B., Bray, K.N.C., and Liñán, A., Combust. Flame, 95, 276, 1993. 

With permission.), (b) laminar jet (From Chung, S.H. and Lee, B.J., Combust. Flame, 86, 62, 1991.), (c) fl ame spread (From Miller, F.J., Easton, J.W., 

Marchese, A.J., and Ross, H.D., Proc. Combust. Inst., 29, 2561, 2002. With permission.), (d) autoignition front (From Vervisch, L. and Poinsot, T., 

Annu. Rev. Fluid Mech., 30, 655, 1998. With permission.), and (e) spiral fl ame in von Kármán swirling fl ow (From Nayagam, V. and Williams, 

F.A., Combust. Sci. Tech., 176, 2125, 2004. With permission.). (LPF: lean premixed fl ame, RPF: rich premixed fl ame, DF: diffusion fl ame).

Asymmetric

(d) (e)

Symmetric

k = 0 e = 0.2 k = 0 e = 1.2 k = 0 e = 2.7

wmax = 0.76 wmax = 0.76 wmax = 0.76

(c)(a) (b)

FIGURE 4.3.3
Various nonpremixed edge structures for symmetric cases (From Daou, 

R., Daou, J., and Dold, J., Combust. Theory Model., 8, 683, 2004. With permis-

sion.); (a) tribrachial, (b) cotton-bud shape, and (c) monobrachial structures 

and for asymmetric cases [19]; (d) tribrachial and (e) bibrachial structures.
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partially premixed nature, such that the edge has propa-
gation characteristics. One of the key issues concerning 
the edge fl ames is their intrinsic propagation speed with 
respect to unburned gas.

Typical propagation characteristics of edge fl ames 
can be explained based on the ignition–extinction 
S-curve, as shown in Figure 4.3.4 [22], where the 
fl ame temperature response is plotted in terms of 
the Damköhler number Da. Note that the Damköhler 
could represent the inverse of the scalar dissipation 
rate, x−1, which can be interpreted either to be propor-
tional to the inverse of strain rate or fuel concentration 
gradient. The turning point between the upper and 
middle branches can be interpreted as a quasisteady 
extinction condition at Da = DaE, where the subscript 
E indicates the extinction. The turning point between 
the lower and middle branches is the quasisteady igni-
tion condition.

When a fl ame exists for Da > DaE, the edge could 
experience an excess heat loss toward the nonreacting 
surface, when compared with the rest of the reacting 
surface. Thus, for Da close to DaE, the edge can have 
a negative propagation speed (failure wave or retreat-
ing edge), signifying that the edge retreats from the 
nonreacting toward the reacting surface. For Da suf-
fi ciently larger than DaE, the edge can overcome the 
extra heat loss, such that it can have a positive propa-
gation speed (ignition wave or advancing edge). This 
implies the existence of a crossover Damköhler, DaC. 
The existence of advancing and retreating edge speeds 
has been exhibited in spinning premixed fl ames 
(Figure 4.3.1d) and rotating spiral diffusion fl ames 
(Figure 4.3.2e).

In the following, the propagation characteristics of 
edge fl ames will be discussed together with the signifi -
cance of edge fl ames in the stabilization of lifted fl ames 
in jets and turbulent fl ames.

4.3.2 Nonpremixed Edge Flames

The propagation speed of edge fl ame Se in nonpre-
mixed system, as depicted in Figure 4.3.5 [23], will 
be dominantly infl uenced by the fuel concentration 
gradient dYF/dy|st, where YF is the fuel mass fraction, 
y is the transverse coordinate in front of the edge, and 
the subscript "st" indicates the stoichiometry. The fuel 
 concentration gradient infl uences the local laminar 
burning velocities along the premixed fl ame wings and 
the effective thickness of fl ammable region. Therefore, 
the fuel concentration gradient determines the curva-
ture of premixed wings and thus, the shape of edge 
fl ame [24].

When the premixed fl ame wings are convex toward 
the upstream, the streamlines should diverge in front of 
the wing. This can be explained based on the Landau’s 
hydrodynamic instability mechanism, in which a con-
vex premixed fl ame surface toward the unburned gas 
induces the streamline divergence to satisfy the continu-
ity of the tangential velocity component, and the jump 
in the normal velocity component due to gas expan-
sion. Thereby, the local fl ow velocity in front of the 
edge decreases. Consequently, the propagation speed of 
tribrachial fl ame can be faster than the stoichiometric 
laminar burning velocity SL

o
|st owing to the fl ow redi-

rection effect [23]. It has been shown that the propaga-
tion speed Se decreases, relatively inversely with the fuel 
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FIGURE 4.3.4
S-shaped fl ame temperature response with Damköhler number 

exhibiting edge propagation characteristics. (From Kim, J. and Kim, 

J.S., Combust. Theory Model., 10, 21, 2006.)
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FIGURE 4.3.5
Tribrachial edge structure exhibiting fl ow redirection effect. (From 

Ruetsch, G.R., Vervisch, L., and Liñán, A., Phys. Fluids, 7, 1447, 1995.)
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concentration gradient [25,26] owing to the decrease in 
the reaction intensity.

By combining this behavior together with the expected 
negative speed at high fuel concentration gradient, the 
overall behavior of the propagation speed of nonpre-
mixed edge can be schematically represented as shown 
in Figure 4.3.6. First, the edge propagation speed of tri-
brachial fl ame Se, which can be larger than the stoi-
chiometric laminar burning velocity SL

o
|st, leads to the 

existence of a transition regime in the propagation 
speed, when dYF/dy|st becomes very small (regime A), 
since the propagation speed should be SL

o
|st for dYF/

dy|st= 0, corresponding to a premixed fl ame propaga-
tion in the homogeneous stoichiometric premixture. 
The existence of the transition regime was confi rmed 
in the counterfl ow [27] and 2D multi-slot burner experi-
ments [28]. A tribrachial fl ame structure could exist 
in a limited range of dYF/dy|st (regime B) with Se reason-
ably inversely proportional to dYF/dy|st [25,26].

As the concentration gradient further increases 
(regime C), the radius of curvature of premixed wings 
Rcur decreases. When it becomes comparable with, for 
example, the preheat zone thickness dT, typically O 
(1 mm), one or both of the premixed fl ame wings can 
be merged to the trailing diffusion fl ame by having a 
bibrachial or cotton-bud shaped structure.

As the concentration gradient further increases, 
both the premixed wings can be merged to trailing 
diffusion fl ame by having a monobrachial structure. 
In near-extinction conditions, the edge speed can 
be negative (retreating edge) in regime D, and can be 
expected to decrease rapidly. Based on the propagation 
characteristics in regimes B and D, it is expected that 

the propagation speed could have a linear dependence 
on regime C.

If the strain rate exerted on an edge fl ame becomes 
very small, especially for weak intensity fl ames, the 
radiative heat loss could infl uence the edge behav-
ior signifi cantly. Consequently, the propagation speed 
could decrease appreciably in low-strained fl ames [29], 
as marked in the dash-dot line.

4.3.2.1 Edge Propagation Speed

The propagation speed of tribrachial fl ame was fi rst 
analyzed in 2D mixing layers by Dold [25], by adopt-
ing activation energy asymptotics, assuming the con-
centration gradient to be small and neglecting the gas 
expansion. It has been demonstrated that Se decreased 
with increasing concentration gradient, owing to the 
decrease in the reaction intensity. Note that a tribrachial 
edge could have a transition to a monobrachial edge at 
excessively high concentration gradients [30]. Owing to 
the limitation in neglecting the gas expansion, the maxi-
mum edge speed was bounded by SL

o
|st.

As mentioned previously, Se can be larger than SL
o
|st by 

the streamline divergence owing to the gas expansion, 
which has been confi rmed experimentally [11,31,32]. 
This fl ow redirection effect was analyzed by Ruetsch 
et al. [23] by adopting (1) overall mass and momentum 
conservations, (2) Bernoulli equations in unburned 
and burnt regions, and (3) Rankine–Hugoniot rela-
tions across the premixed fl ame wings. The maximum 
limiting speed for small concentration gradient can be 
derived, demonstrating the dependence on the density 
ratio of unburned to burnt mixtures as follows:
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(4.3.1)

Later, an analytical closed-form solution for Se was 
derived [26] by treating the density change as a small 
perturbation and assuming parabolic wing shape. 
Numerical studies with detailed reaction mechanisms 
[33,34] demonstrated that the enhancement of Se can be 
primarily attributed to the fl ow redirection effect, and 
the contributions of the preferential diffusion and/or 
strain were ≤15%.

Ko and Chung [24] experimentally investigated the 
edge speed of tribrachial fl ames propagating in the 
laminar jets of methane fuel, by measuring the displace-
ment speed Sd with respect to the laboratory coordinate 
and determining the local axial fl ow velocity ue from 
the similarity solutions. The propagation speed Se was 
determined from (Sd + ue). The results demonstrated that 
the edge speed Se decreases with dYF/dy|st by having 
a near inverse proportionality, in agreement with the 
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FIGURE 4.3.6
Behavior of edge propagation speed with concentration gradient 

(A: transition, B: tribrachial, C: bibrachial, D: monobrachial and 

near extinction regimes). (From Chung, S.H., Proc. Combust. Inst., 
31, 877, 2007.)
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theoretical predictions [25,26]. Furthermore, a linear 
correlation between dYF/dy|st and 1/Rcur was derived 
and substantiated in the experiment. Lee et al. [35] mea-
sured the propagation speed in propane jets under the 
microgravity condition, exhibiting similar behavior. 
In both the experiments, the extrapolated limiting 
propagation speeds for dYF/dr|st → 0 were about 1 m/s, 
which are in good agreement with the predicted limit-
ing speed in Equation 4.3.1, thus, substantiating the fl ow 
redirection effect.

The experimental results, when extrapolated for 
large dYF/dy|st, however, demonstrated that Se can 
always be larger than SL

o
|st, in contradiction with the 

existence of Se < SL
o
|st as previously explained in Figure 

4.3.6. To resolve this, the effect of velocity gradient at 
the upstream of the edge on Se was investigated in 
cofl ow jets [36]. The velocity gradient could slant the 
premixed wing near the tribrachial point. When the 
edge is slanted with the angle q to the transverse direc-
tion in jets (Figure 4.3.7), the propagation speed deter-
mined from (Sd + ue) must be corrected as (Sd + ue) cos q, 
considering the propagation direction of the edge. Also, 
the fl ow redirection effect needs to be modifi ed, con-
sidering the effective heat conduction to the upstream 
stream tube, which is in the axial direction. The results 
are shown in Figure 4.3.7, where (dYF/dR|st)/(cos q) is 
the correction, with respect to the effective heat con-
duction. The experimental results can be fi tted to
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where R = r/r0, r is the radial coordinate and r0 is the 
nozzle radius of 0.172 mm. The result confi rmed the 
limiting speed for small dYF/dr|st corresponding to 
that in Equation 4.3.1. Also, it has been demonstrated 
that Se can be smaller than SL

o
|st, which is about 0.4 m/s, 

for large dYF/dr|st. The inset in Figure 4.3.7 shows the 
linear decreasing trend of Se with dYF/dr|st for large 
concentration gradients, corresponding to the cases 
with Rcur < dT, where the fl ame edge exhibited bibrachial 
structures.

Experimental and numerical studies on negative edge 
speeds were conducted in opposed jet burners [37,38]. 
Recently, Cha and Ronney [29] observed edge propaga-
tion in a 2D opposed slot-jet burner, by varying strain 
rate and fl ame intensity with nitrogen dilution. The 
measured nondimensional edge speeds are shown in 
Figure 4.3.8 in terms of the normalized fl ame thickness, 
e, which is proportional to the square root of strain rate 
divided by SL

o
|st. The results exhibited negative edge 

speeds in the high strain regime. With excessive dilu-
tion (weak fl ames), only negative speeds existed. In the 
small strain regime, the edge speed decreases signifi -
cantly with the decrease in the strain rate owing to the 
relative importance of radiative loss in this regime.

The maximum limiting speed of edge fl ames of about 
1 m/s for methane was unable to enlighten the observed 
propagation speed of 1.8 m/s [9]. This contradiction may 
be resolved by considering a tribrachial fl ame propa-
gation with respect to burnt gas, in the same way as 
the laminar burning velocity with respect to the burnt 
gas SL

o
,b. Ko et al. [27] carried out experiments in 2D 

counterfl ows by varying the equivalence ratios at the 
nozzle exits. The ignition was achieved by using a laser 
at the closed end (Figure 4.3.9 inset). In this situation, 
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the burnt gas would accelerate the displacement of the 
edge fl ames. The displacement speeds Sd, shown in 
Figure 4.3.9, exhibited that the observed Sd was over 
3 m/s for small dYF/dy|st, much higher than the Se, max 
of about 1 m/s. The transition regime from tribrachial 
fl ame to premixed fl ame was also exhibited, as dYF/dy|st 
becomes suffi ciently small.

From the analogy of Equation 4.3.1, phenomenological 
estimation for the maximum propagation speed of tri-
brachial fl ame with respect to burnt gas can be Se,b,max/
SL

o
,   b|st = (ru/r b,st)

1/2. Considering SL
o

,   b|st/SL
o
|st = (ru/r b,st), 

one can obtain Se,b,max/SL
o
|st = (ru/r b,st)

3/2, which cor-
responds to Se,b,max =  8.09 m/s for methane. The best fi t 
of experimental data with this value well-correlated, is 
marked as the solid line.

Various factors affecting the nonpremixed edge speed, 
such as fl ame stretch, preferential diffusion, and heat 
loss, have also been investigated, including cellular and 
oscillatory instabilities of edge fl ames [1,39–43].

4.3.2.2  Role of Edge Flames for Lifted 
Flame Stabilization

Laminar lifted fl ames were observed in free jets [10,44] 
and subsequently investigated extensively with respect 
to the characteristics of the tribrachial fl ames and their 
role in stabilization mechanism [11,45–51]. Figure 4.3.10 
shows a typical lifted fl ame in a laminar jet [47], exhibit-
ing Rayleigh scattering image representing fuel concen-
tration in the cold region and reasonable temperature 
in the burnt region (Figure 4.3.10a) and that superim-
posed by CH* chemiluminescence representing the 
premixed fl ame wings and the OH LIF image represent-
ing the diffusion fl ame (Figure 4.3.10b), demonstrating 

the tribrachial structure. The region between the nozzle 
and lifted fl ame edge is not infl uenced much by the 
existence of lifted fl ame, since the preheat zone thick-
ness of premixed fl ame wings is dT = O (1 mm), while the 
liftoff height is typically O (1–10 cm). Thus, the behav-
ior of laminar lifted fl ames can be described based on 
the similarity solutions of cold jets for axial velocity and 
fuel concentration.

The typical behavior of liftoff height with jet velocity 
is shown in Figure 4.3.11 for propane with the nozzle 
diameter d = 0.195 mm [10]. When the jet velocity u0 was 
small, the fl ame was attached to the nozzle with its fl ame 
length Hd increasing linearly with u0, by having the 
quenching zones of Hq near the nozzle. At u0 = 10.3 m/s, 
the fl ame lifted off and the liftoff height HL increased 
highly nonlinearly with u0.

The existence of tribrachial structure at the base 
of lifted fl ame implies that the stabilization of liftoff 
fl ames is controlled by the characteristics of tribrachial 
edge fl ames. The coexistence of three different types of 
fl ames dictates that the edge is located along the stoi-
chiometric contour [52] and the premixed wings have 
the propagation characteristics, whose speed should 
balance with the local fl ow velocity for the edge to be 
stationary. In the fi rst approximation, the propagation 
speed was assumed to be constant [10].

The cold jet theory was applied in the region between 
the nozzle and the edge of lifted fl ame, which, for the 
axisymmetric jets, has the following similarity solutions 
[10,11]:
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where h is the similarity variable defi ned as CL / ( / ),u x r xn  
uCL is the centerline velocity (3/8π)(J/rn)/x,x is the axial 
coordinate, ν is the kinematic viscosity, J is the momen-
tum fl ux (πru0

2d2)/(3+j), IF is the fuel-mass fl ow rate 
(πru0d2YF,0)/4, Sc is the Schmidt number of fuel (ν/DF), 
DF is the mass diffusivity of fuel, and the subscript 0 
indicates the condition at the nozzle exit. Here, j is 0 for 
the Poiseuille fl ow and 1 for uniform fl ow conditions at 
the nozzle exit.

A stationary lifted fl ame will be stabilized at (x*,r*), 
where YF = YF,st and u = Se. The liftoff height HL = x* 
and the limitation on jet velocity can be derived from 
Equation 4.3.3 as follows:
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Note that the RHS of Equation 4.3.5 should be positive, 
which limits the jet velocity u0.

For constant Se and YF,st, the liftoff height relation 
becomes

 ( ) − − −
= ×2 1/(Sc 1)

L F,0 0

(2Sc 1)/(Sc 1)
/ constH d Y u

 
(4.3.6)

indicating that HL is proportional to d2, and the Schmidt 
number plays a crucial role for the dependence on jet 
velocity. For example, HL increases with u0 for Sc > 1 
and Sc < 0.5, and decreases when 0.5 < Sc < 1. It has been 
shown that lifted fl ames for Sc < 1 are unstable in free 
jets [11].

The best fi t of velocity exponent n in HL ∝ u0
n (Figure 

4.3.11) for pure propane (n-butane) is n = 4.733 (3.638), 
corresponding to Sc = 1.37 (1.61) from n = (2Sc − 1)/
(Sc − 1), which agreed well with the suggested value 
of Sc = 1.376 (1.524). The experimental liftoff height 
data are shown in Figure 4.3.12 for various nozzle 
diameters and partial air dilutions to fuel [53]. It can 
be observed that the air dilution to fuel does not alter 
YF,st and SL

o
|st. The results substantiated the role of tri-

brachial fl ames on fl ame stabilization in laminar jets. 
As mentioned previously, Equation 4.3.5 limits the 
maximum velocity u0 for Sc > 1, which corresponds to 
blowout condition.

4.3.2.3  Relevance of Nonpremixed Edge 
Flames to Turbulent Flames

The relevance of nonpremixed edge fl ames to turbulent 
nonpremixed fl ames can be described in two aspects. 
One is the mechanism of turbulent nonpremixed lifted 
fl ames and the other, the fl ame-hole dynamics. For 
turbulent lifted fl ames in nonpremixed jets, the liftoff 
height is linearly dependent on jet velocity. There have 
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FIGURE 4.3.10
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been several competing theories to explain this behavior 
[54], including the turbulent premixed fl ame model and 
the large-scale mixing model. Based on the observation 
of laminar lifted fl ames [10,44] having the tribrachial 
structure, the partially premixed fl amelet model [55] 
was proposed.

A link between laminar and turbulent lifted fl ames has 
been demonstrated based on the observation of a contin-
uous transition from laminar to turbulent lifted fl ames, 
as shown in Figure 4.3.13 [56]. The fl ame attached to the 
nozzle lifted off in the laminar regime, experienced the 
transition by the jet breakup characteristics, and became 
turbulent lifted fl ames as the nozzle fl ow became turbu-
lent. Subsequently, the liftoff height increased linearly 
and fi nally blowout (BO) occurred. This continuous 
transition suggested that tribrachial fl ames observed in 
laminar lifted fl ames could play an important role in the 
stabilization of turbulent lifted fl ames. Recent measure-
ments supported the existence of tribrachial structure at 
turbulent lifted edges [57], with the OH zone indicat-
ing that the diffusion reaction zone is surrounded by the 
rich and lean reaction zones.

Turbulent fl ames in practical combustors are frequent 
in the laminar fl amelet regime, such that they can be 
viewed as an ensemble of laminar fl amelets [58]. In gen-
eral, a turbulent fl ame is subjected to random fl uctua-
tions of fl ow stretch and enthalpy gradient with a wide 
dynamic range. Therefore, each fl amelet in the turbulent 
fl ame could undergo a distinct random-walk process 
between the reacting and nonreacting states, resulting in 
many locally quenched fl ame holes. In such cases, since 
quenching holes have edges, propagating and retreat-
ing edge fl ames could play an important role for the 

re-ignition and extension of those quenching holes, in 
such a way that the overall characteristics of turbulent 
fl ames depend on the dynamics of the edge fl ames.

Based on the fl ame-hole dynamics [59], dynamic 
 evolutions of fl ame holes were simulated to yield the statis-
tical chance to determine the reacting or quenched fl ame 
surface under the randomly fl uctuating 2D strain-rate 
fi eld. The fl ame-hole dynamics have also been applied to 
turbulent fl ame stabilization by considering the realistic 
turbulence effects by introducing fl uctuating 2D strain-
rate fi eld [22] and adopting the level-set method [60].

4.3.3 Premixed Edge Flames

When compared with the nonpremixed edge fl ames, 
studies on the propagation of premixed edge fl ames 
are rather limited [1]. This is because the propagation 
of an edge is in both the longitudinal and transverse 
directions on a fl ame surface. For example, for the 
edges with tip opening or counterfl ow with varying 
strain (Figure 4.3.1a and c), the remaining premixed 
fl ame has propagation characteristics normal to 
the fl ame surface and the edge has the propagation 
characteristics along the edge direction. The overall 
characteristics of premixed edge fl ames can also be 
explained based on Figure 4.3.4 of the characteristic 
S-curve, signifying that both advancing and retreat-
ing edges could be possible.

Furthermore, analytical solutions of premixed edges 
were studied and the dependence of edge speed with 
the Damköhler number was reported [61], in which the 
edge speed ranged from positive to negative values, in a 
similar fashion as nonpremixed edge fl ames.
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The thermal-diffusive instabilities of the edge fl ames 
were also extensively investigated [1]. They arise from the 
imbalance of thermal and mass diffusions, characterized 
by nonunity Lewis numbers of fuel and/or oxidizer. Mass 
diffusion of reactants supplies chemical energy to a fl ame 
and thermal diffusion acts as a heat loss [4]. Thus, when 
Lewis numbers deviate from unity, the fl ame tempera-
ture could deviate from the adiabatic fl ame temperature. 
When the Lewis number is suffi ciently small, three kinds 
of solutions could exist near the strain-induced quench-
ing point: a periodic array of fl ame-strings, a single iso-
lated fl ame-string, and a pair of interacting fl ame-strings. 
These structures can exist for values of strain greater than 
the 1D quenching value, corresponding to sublimit condi-
tions [1]. Similar to nonpremixed edge oscillations, pre-
mixed edges could also have oscillations when Le >> 1 
for the Damköhler number close to the extinction limit. 
This type of oscillation has been reported experimen-
tally, in which the premixed edge fl ame occurred at the 
cracks of pyrolyzing HMX propellants and the oscillation 
frequency was in the range of 102–103 Hz [62].

The relevance of premixed edge fl ames to turbulent 
premixed fl ames can also be understood in parallel to 
the nonpremixed cases. In the laminar fl amelet regime, 
turbulent premixed fl ames can be viewed as an ensem-
ble of premixed fl amelets, in which the premixed edge 
fl ames can have quenching holes by local high strain-
rate or preferential diffusion, corresponding to the bro-
ken sheet regime [58].

4.3.4 Concluding Remarks

Edge fl ames are relevant to many fl ow situations, 
including stagnant mixing layers, 2D mixing layers, jets, 
and boundary layers, which are relevant to fi re safety, 
fl ame spread, fl ame stabilization in jets, and propel-
lant combustion. Although extensive studies have been 
conducted recently, many of the characteristics have 
not yet been clearly understood, such as the behavior 
of bibrachial and monobrachial nonpremixed edge 
fl ames and the propagation behavior of premixed edge 
fl ames. Particularly, the edge fl ame behavior with heat 
loss has not been identifi ed clearly, which could lead to 
the understanding of nozzle-attached fl ames and their 
liftoff phenomena as well as the propagation of fl ame-
spread front.
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5.1 Instabilities of Flame Propagation

Geoff Searby

5.1.1 Introduction

Combustion features a wide range of instabilities, 
which have received considerable attention in recent 
years. The subject is of fundamental interest and it also 
has many practical implications. Combustion instability 

is often detrimental to the operation of the system and 
its dynamical effects can have serious consequences. 
It has become standard to distinguish three general 
classes of instabilities. In the fi rst group, the instability 
is intrinsic to the combustion process. This is exempli-
fi ed by the Darrieus–Landau hydrodynamic instability 
of premixed fronts or by the thermo-diffusive instabili-
ties arising when the Lewis number departs from unity. 
The second group involves a coupling between com-
bustion and the acoustics of the system. The resonant 
modes that assure the feedback are usually plane and 
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their wavelength is commensurate with the total system 
longitudinal dimension. These “system” instabilities are 
generally characterized by low-frequency oscillations. 
In the third group, combustion is also coupled with 
acoustic modes, but these modes correspond to cham-
ber resonances and the oscillation is often affected in 
the transverse or  azimuthal direction. The wavelength 
corresponding to the third group is set by the chamber 
diameter, and in that case, the frequency of oscillation 
belongs to the high-frequency range.

This chapter considers the fi rst group of instabilities and 
introduces the analysis of processes implying an interac-
tion with external fl ow-fi eld perturbations. This is exempli-
fi ed by investigations of coupling between pressure waves 
and plane fl ames and also between an external acceleration 
fi eld and fl ame fronts. The coupling between fl ow pertur-
bations and fl ames giving rise to heat release unsteadi-
ness and coupling with acoustic modes is considered in 
Chapter 5.2, which deals with the relationship between 
perturbed fl ame dynamics and radiated acoustic fi eld, a 
fundamental process of thermo-acoustic instabilities.

5.1.2 Stability and Instability of Flame Fronts

Real-life premixed fl ame fronts are rarely planar. 
Of course, if the fl ow is turbulent, gas motion will con-
tinuously deform and modify the geometry of the fl ame 
front, see Chapter 7. However, even when a fl ame prop-
agates in a quiescent mixture, the front rapidly becomes 
structured. In this chapter, we will discuss hydrody-
namic fl ame instability, thermo-diffusive instability, and 
thermo-acoustic instability.

5.1.2.1  The Darrieus–Landau Hydrodynamic 
Instability

All premixed fl ames are unconditionally unstable to a 
hydrodynamic instability that has its origin in the expan-
sion of the gas through the fl ame (but the fl ame may remain 
planar for other reasons). This phenomenon was fi rst rec-
ognized by George Darrieus [1] and independently by 
Lev Landau [2], and is usually referred to as the Darrieus–
Landau instability. The full derivation of the instability is 
arduous; here we will give a simple heuristic explanation.

Consider a planar premixed fl ame front, such as that 
sketched in Figure 5.1.1. For the moment, we will be inter-
ested only in long length scales and we will treat the fl ame 
as an infi nitely thin interface that transforms cold reac-
tive gas, at temperature and density To, ro, into hot burnt 
gas at temperature and density Tb, rb. The fl ame front 
propagates at speed SL into the unburnt gas. We place 
ourselves in the reference frame of the front, so cold gas 
enters the front at speed Uo = SL, and because of thermal 
expansion, the hot gases leave the front at velocity Ub = 
SL(ro/rb). The density ratio, ro/rb, is roughly equal to the 

 temperature ratio, and is typically of the order of 6–7 for 
standard hydrocarbon-air fl ames. To conserve momen-
tum, this velocity jump must be accompanied by a small 
pressure jump, δp = 1/2(rbUb

2 − roUo
2) ≡ 1/2(roSL

2)(ro/
rb − 1), typically of the order of 1 Pa.

Let us now incline the fl ame front as shown in 
Figure 5.1.2a. The incoming gas fl ow can be decomposed 
into a vector component that is parallel to the front, with 
some speed U//, and a component, Un, that is normal 
to the front. If the front is stationary in our reference 
frame, then the speed of the normal component must 
be equal to the fl ame velocity, Un = SL. The burnt gas 
leaving the fl ame will have a normal component equal 
to Un(ro/rb) (gas expansion). The parallel component, 
U//, is unaltered, since it is fairly obvious that there is 
no physical mechanism to sustain the parallel pressure 
jump that would be necessary to accelerate the parallel 
component of the fl ow. The inclined fl ame thus devi-
ates the incoming gas fl ow toward the outgoing normal. 
If the fl ame is planar, this picture is invariant by 
 translation. Figure 5.1.2b shows a visualization of the 
streamlines through a Bunsen fl ame front. The curva-
ture of the streamlines in the hot burnt gas arises from 
buoyancy effects caused by gravity.

Consider now the situation shown in Figure 5.1.3, where 
the fl ame is no longer planar, but wrinkled at some wave-
length l. At places where the streamlines are normal to 
the front, they will be accelerated, but not deviated, as 
they cross the fl ame. At places where the front is inclined 
with respect to the incoming streamlines, they will be 
deviated toward the rear normal, as in Figure 5.1.2a. 
However, although the picture in Figure 5.1.3 is locally 
correct, it is globally wrong. The streamlines behind the 
front cannot cross; they must curve to become parallel 
again far downstream, as sketched in Figure 5.1.4.

Now if the streamlines are curved, there are pressure 
gradients in the fl ow: the wrinkled fl ame has introduced 
perturbations that are not local. It is this nonlocality that 
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FIGURE 5.1.1
Gas expansion through a planar fl ame.
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makes the mathematical solution diffi cult, for details, 
see for example [3] or [4]. For our purposes, we will sim-
ply admit that the presence of fl ame-induced pressure 
gradients will not only affect the downstream fl ow, but 
also the upstream fl ow. If the pressure gradient devi-
ates a given downstream streamline to the right, then 
the upstream deviation will be in the same direction. 
The resulting streamlines are sketched in Figure 5.1.4. 
The effect of gas expansion through a curved fl ame 
causes the fl ow to converge at places where the front 
is concave to the unburnt gas, and to diverge where 
the front is convex. Mass conservation implies that 
the upstream fl ow is accelerated (decelerated) at places 
where the fl ame front lags behind (is ahead of) the mean 
position. Since we have supposed that the propaga-
tion velocity of the front SL is constant, the situation is 
unconditionally unstable. The wrinkling will grow in 
time. This is the Darrieus–Landau instability.

In the analysis, there are only four parameters: the 
fl ame speed SL, the wavelength λ (or wave number 
k ≡ 2π/λ), and the gas densities, ro, rb. Dimensional anal-
ysis tells us that there is only one way to construct a 
growth rate, s (dimensions s−1):
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The exact expression is given by Landau [2,5]:
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where E is the gas expansion ratio E = ro/rb. This expres-
sion is valid in the linear limit when the amplitude of 
wrinkling is small when compared with the wavelength. 
The growth rate of the Darrieus–Landau instability 
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FIGURE 5.1.2
(a) Deviation of streamlines through an inclined fl ame. (b) Visualization of streamlines through an inclined Bunsen fl ame.
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Local deviation of streamlines through a wrinkled fl ame.
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Curvature of streamlines through a wrinkled fl ame.
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increases with the fl ame speed and with the wave number 
of wrinkling. For a typical  stoichiometric hydrocarbon air 
fl ame, SL ≈ 0.4 m/s, E ≈ 7, the growth rate of 1 cm wrinkling 
is s ≈ 400 s−1. However, the growth rate cannot increase 
indefi nitely for small wavelengths. Thermo-diffusive 
phenomena come into play when the wavelength of 
wrinkling is comparable with the fl ame thickness.

5.1.2.2 Thermo-Diffusive Effects

In the standard Zel’dovich–Frank-Kamenetskii (ZFK) 
model [6] of premixed fl ame propagation with a high 
activation energy, the chemical reactions are confi ned 
to a thin layer on the high-temperature side of the fl ame 
front, and the basic mechanism of propagation is con-
trolled by the diffusion of the heat of combustion and 
species within the fl ame thickness, d. If the fl ame is 
curved or wrinkled, the gradients of temperature and 
species concentration are no longer parallel to the aver-
age direction of propagation, see Figure 5.1.5, and the 
local fl ame velocity can change [7].

At places where the front is concave toward the 
unburnt gas, the heat fl ux is locally convergent. The local
fl ame temperature increases and the local propagation 
velocity also increases, see the red arrows in Figure 5.1.5. 
The converse holds for portions of the front that are 
convex. The effect of thermal diffusion is to stabilize a 
wrinkled fl ame.

The gradient of species concentration is in a direction 
opposite to the thermal gradient, see the green arrows. 
At places where the front is concave toward the unburnt 
gas, the species fl ux is locally divergent. The fl ux of reactive 
species into the reactive zone decreases, leading in turn to 

a decrease in the local propagation velocity. The effect of 
species diffusion is to destabilize a wrinkled fl ame. The 
net result of these two diffusive fl uxes will depend on the 
ratio of the thermal, Dth, and species, Dmol, diffusion coef-
fi cients. This ratio is called the Lewis number,

 th mol/Le D D=  

If the Lewis number is greater than unity, the effect of 
heat diffusion is preponderant and the fl ame is thermo-
diffusively stable. There is, however, an additional stabi-
lizing contribution that arises from the inclination of the 
streamlines within the preheat zone. This internal incli-
nation of the streamlines creates an additional trans-
port of heat and species that is convergent or divergent 
with respect to the average direction of propagation. It 
has the effect of contributing an additional term in the 
expression for the local fl ame speed. This term is stabi-
lizing, independent of the Lewis number, and increases 
with the gas expansion ratio. This effect of fl ame curva-
ture on local fl ame velocity, Sn, was fi rst recognized by 
Markstein [7] who wrote empirically:
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where
R is the radius of curvature of the fl ame
L is a characteristic length of the order of the fl ame 

thickness

This expression is often written in an equivalent form
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where
d = Dth/SL is a measure of the thermal thickness of 

the fl ame
Ma is a nondimensional number, of the order of 

unity

If the Markstein number is positive, then the fl ame is 
thermo-diffusively stable.

The fi rst analytical estimation of the value of the 
Markstein number in the presence of realistic gas 
expansion was given by Clavin and Williams [8]. In the 
approximation of a one-step Arrhenius reaction with 
a high activation energy b, they found the following 
expression for Ma:
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where g  is the normalized nondimensional expansion 
ratio:
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FIGURE 5.1.5
Internal structure of a wrinkled premixed fl ame.
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x is a dummy variable of integration.
The Lewis number, Le, is that of the defi cient species 
(fuel or oxidant) in the mixture. In their analysis, Clavin 
and Williams used the simplifying approximation that 
the shear viscosity, the Lewis number, and the Prandtl 
numbers are all temperature-independent. They also 
showed that, at least for weak fl ame stretch and curva-
ture, the change in local fl ame speed due to stretch and 
curvature is described by the same Markstein number:
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where dU/dx is the longitudinal gas velocity  gradient 
just upstream of the fl ame front, and is a measure of 
fl ame stretch. The fi rst term on the r.h.s. of Equation 
5.1.3 is strictly positive and for most hydrocarbon-air 
fl ames, the Markstein number is positive, even though 
the Lewis number may be smaller than unity. In fact, 
the Markstein number is generally positive for common 
hydrocarbon fl ames [9]. Dimensional analysis shows 
that the effect of diffusion on the growth rate of the 
wrinking must scale as some effective diffusion coeffi -
cient, D, times the square of the wave number [7,10]:
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Thus, it is globally expected that long wavelength wrin-
kling is unstable, because of the Darrieus–Landau insta-
bility, with a growth rate that increases linearly with 
wave number. But for wavelengths comparable with 
the fl ame thickness, thermo-diffusive effects become 
predominant and restabilize the fl ame through a term 
proportional to −k2.

5.1.2.3 Global Flame Stability

When both hydrodynamic and thermo-diffusive effects 
are simultaneously taken into account, it is found that 
the growth rate s of wrinkling is given by the roots of 
the dispersion relation [11,12]:
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The equation is written here in a nondimensional form, 
where kd is the wave number nondimensionalized by 
the fl ame thickness, d = Dth/SL, and the growth rate 

stt is nondimensionalized by the fl ame transit time 
tt = d/SL. Here, g  is the normalized gas expansion ratio. 
Because of the difference in density between the fresh 
and burnt gas, gravity will also infl uence the dynamics 
of the fl ame front. The effect of  gravity has been included 
through a Froude number, Fr = SL

2/(dg), positive for a 
fl ame propagating downward. Similar expressions 
have been derived by Matalon and Matkowski [13], 
and by Frankel and Sivashinsky [14].

Clavin and Garcia [15] have obtained a more general 
dispersion relation for an arbitrary temperature depen-
dence of the diffusion coeffi cients. Their nondimen-
sional result is qualitatively the same as Equation 5.1.4, 
but the coeffi cients contain information on the tempera-
ture dependence of the diffusivities:
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where the quantities H and J are given by the 
 integrals
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Ma is the Markstein number, of order unity, which for 
temperature-dependent diffusivities is now given by
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and
h(q) = (r θ Dtho)/(ro Dtho) is the ratio of thermal diffu-

  sivity times density at temperature q to its
  value in the unburned gases

q = (T − To)/(Tb − To) is the normalized temperature
hb is the value of h(q) in the burned gases
Pr is the Prandtl number, assumed to be indepen-

dent of the temperature
Fr is the Froude number 
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In Figure 5.1.6, we have plotted typical curves for the 
dispersion relation calculated for propane-air fl ames 
using Equation 5.1.5. The temperature dependence of the 
thermal diffusivity was obtained using the JANAF tables. 
Six curves are plotted for laminar fl ame speeds ranging 
from 0.1 to 0.3 m/s (corresponding to equivalence ratios 
ranging from roughly 0.60 to 0.85). The curves are plotted 
for downward propagating fl ames, with the light burnt 
gas above the heavy unburnt gas, so that the effect of 
gravity is stabilizing. For the fastest fl ame, SL = 0.30 m/s, 
the growth rate at fi rst increases linearly with wave num-
ber, as expected, and then decreases quadratically as the 
thermo-diffusive effects become preponderant. The most 
unstable wave number occurs for k ≈ 0.075 (correspond-
ing to a dimensional wavelength of ≈6 mm) where the 
nondimensional growth rate is 0.07 (corresponding to a 
dimensional growth rate of ≈300 s−1). For slower fl ames, 

not only does the Darrieus–Landau instability become 
weaker, but for downward propagating fl ames, the effect 
of gravity is to push the whole dispersion curve down-
ward, with the result that suffi ciently slow fl ames (SL < 
0.11 m/s for methane) are stable at all wavelengths. A sim-
ilar behavior is observed for all hydrocarbon-air fl ames 
[16,17]. The seemingly curious linear behavior for very 
slow (lean) fl ames at small wave numbers corresponds 
to situations where the dispersion relation has complex 
roots, and the disturbances propagate along the surface 
of the fl ame as gravity waves, similar to the waves on the 
surface of the sea.

Figure 5.1.7a shows a side view of a lean propane 
fl ame, 10 cm in diameter, propagating downward in a 
top-hat fl ow. The fl ame speed is 9 cm/s, below the stabil-
ity threshold, and the fl ame is stable at all wavelengths. 
Figure 5.1.7b shows a near stoichiometric fl ame in the 
same burner. The fl ame is seen at an angle from under-
neath. The mixture is diluted with nitrogen gas to reduce 
to fl ame speed to the instability threshold (10.1 cm/s), so 
that the cells are linear in nature. The cell size here is 
1.9 cm. Figure 5.1.7c shows a fl ame far above the instabil-
ity threshold, the cell shape becomes cusped, and the 
cells move chaotically.

Figure 5.1.8 shows time-resolved growth of the cellular 
instability on an initially planar lean propane-air fl ame 
[19]. The fl ame is seen from the side and the apparent 
thickening arises from deformations of the fl ame along 
the line of sight. The growth rates measured directly 
from this experiment for a range of fl ame speeds from 
11 to 20 cm/s is in good agreement with the predictions 
of Equations 5.1.5 through 5.1.8.

5.1.2.4 Flame Instability on a Bunsen Flame

We have shown that planar premixed hydrocarbon-air 
fl ames are unstable over a range of wavelengths, typi-
cally from several centimeter to a few millimeter. The 
only exception is for slow fl ames propagating downward, 
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Example of dispersion relations calculated from Equation 5.1.5 for six 

lean propane-air fl ames. The wave number, k, is nondimensionalized 

by the fl ame thickness, d, and the growth rate, s, is nondimensional-

ized by the transit time through the fl ame, t t = d/SL.

(a) (b) (c)

FIGURE 5.1.7
(a) Lean propane fl ame of 10 cm diameter in a top-hat fl ow, stabilized only by gravity. The fl ame is seen from the side. (b) Near stoichiometric 

propane fl ame (equivalence ratio 1.04) diluted with excess nitrogen to reduce the fl ame speed to the stability threshold (10.1 cm/s). The cell 

size is l = 1.9 cm. (c) Near stoichiometric diluted fl ame, with the fl ame speed far above threshold. (From Quinard, J., Limites de stabilité et 

structures cellularies dans les fl ammes de prémélange, PhD thesis, Université de Provence, Marseille, December 1984; Clavin, P., Prog. Energy 
Combust. Sci., 11, 1, 1985. With permission.)
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which can be stabilized by gravity. One may then 
wonder why small Bunsen fl ames, such as those typifi ed 
by the gas burner of a kitchen stove or a domestic gas-fi red 
water-heater, do not develop cellular structures. The rea-
son for the apparent stability of these fl ames lies in the fact 
that they are anchored on the rim of the burner, and there 
is a strong velocity component tangential to the fl ame 
surface, see Figure 5.1.2. All structures on the fl ame sur-
face are convected toward the fl ame tip at the tangential 
velocity, and thus have a fi nite residence time, τ = L/U//≡
h/(Uo cos2(a)) ≡ h tan(a)/(SL cos(a)), where L is the length 
of the inclined fl ame, h is the vertical height of the 
Bunsen fl ame, and a = cos−1(h/L) is the half angle of the 
fl ame tip. This residence time must be compared with 
the growth time of the instability, 1/s. If the residence 
time is not large when compared with the growth time, 
then small perturbations at the base of the inclined fl ame 
will not have the time to grow to an appreciable ampli-
tude before they are convected out of the fl ame. This is 
generally the case.

In some recent experiments, Truffaut et al. have used 
2D slot burner to investigate the dynamics of insta-
bilities on inclined fl ames [20–22]. Figure 5.1.9 shows a 
short exposure image of a propane fl ame. The image 
has been turned 90° clockwise. The mixture has been 

enriched with oxygen (28%) to increase the fl ame speed 
and the growth rate. The fl ow velocity is 8.6 m/s and the 
fl ame speed is 0.64 m/s. The residence time of pertur-
bations is 5 ms. The growth time of the most unstable 
wavelength (3.64 mm) is 1.07 ms. The turbulence of the 
fl ow is suffi ciently low (0.1%) so that the initial ampli-
tude of perturbations excited at the base of the fl ame 
is less than 1/10th of the fl ame thickness. During the 
residence time, the amplitude of these disturbances 
grows to scarcely more than the fl ame thickness, see 
the lower fl ame front. However, the other side of the 
fl ame is attached to a fl ame holder and periodically per-
turbed by an alternating voltage applied between the 
fl ame holder and the burner exit. Here, the excitation 
frequency is 2500 Hz and the amplitude of the induced 
perturbations is ≈0.07 mm. These perturbations grow 
and eventually saturate before reaching the tip of the 
fl ame. The growth rates of the instability measured in 
this experiment are again in good agreement with the 
predictions of Equations 5.1.5 through 5.1.8 [22].

5.1.3 Thermo-Acoustic Instabilities

Unsteady combustion is a strong source of acoustic 
noise. The emission of sound by gaseous combustion is 
governed by the classical set of conservation equations:

Mass conservation:
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(Inviscid) Momentum conservation:
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Energy conservation:
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t = 0 ms
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t = 20 ms

FIGURE 5.1.8
Sequence showing the temporal growth of instability on an  initially pla-

nar lean propane-air fl ame. The fl ame speed is 11.5 cm/s. (From Clanet, 

C. and Searby, G., Phys. Rev. Lett., 80, 3867, 1998. With permission.)

Flame holder

Unburned gas

1 cm

FIGURE 5.1.9
Short exposure image of growth of instability on a propane-air fl ame 

enriched with oxygen. The image has been rotated 90°. (From Searby, 

G., Truffaut, J.M., and Joulin, G., Phys. Fluids, 13, 3270, 2001. With 

permission.)
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and an equation of state (for simplicity, we will use the 
ideal gas law):

 

2( ) v
p v

p

p C
C C T c

C
= − =

r
 

(5.1.12)

where
D( )/Dt is the Lagrangian time derivative
r is the density
p is the pressure
v is the gas velocity
T is the temperature
Cp and Cv are the specifi c heats, assumed here to be 

constant for simplicity
q
.
  is the heat release rate per unit volume 
λ is the thermal conductivity
c is the local speed of sound

Using the equation of state (Equation 5.1.12) in 
the energy Equation 5.1.11, and neglecting the 
diffusion of heat on the scale of the acoustic wave-
length, one fi nds
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Equation 5.1.13 shows how heat release acts a volume 
source. Assuming that the combustion takes place in a 
uniform medium at rest (Mach << 0), and writing for small 
perturbations, a = a- + a’ (a = p, r, v), the linearized conser-
vation equations for mass and momentum can be used to 
eliminate the density in 5.1.13 to obtain a wave equation 
for the pressure in the presence of local heat release:
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In the absence of fl uctuations in the heat release rate, 
∂q

.
 /∂t = 0, Equation 5.1.14 reduces to the standard wave 

equation for the acoustic pressure. It can be seen that a 
fl uctuating heat release then acts as a source term for the 
acoustic pressure.

Combustion-generated noise is a problem in itself. 
However, if an acoustic wave can interact with the com-
bustion zone, so that the heat release rate is a function 
of the acoustic pressure, q

.
  = f(p’), then Equation 5.1.14 

describes a forced oscillator, whose amplitude can 
potentially reach a high value. The condition for posi-
tive feedback was fi rst stated by Rayleigh [23]:

“If heat be periodically communicated to, and 
abstracted from a mass of vibrating air, the effect 
produced will depend on the phase of the  vibration 
at which the transfer takes place. If heat be given to 

the air at the moment of greatest condensation, or 
taken from it at the moment of greatest rarefaction, 
the vibration is encouraged.”

In more modern terms, the “Rayleigh criterion” states 
that positive energy is transferred to the acoustic wave if 
the pressure fl uctuation and heat release fl uctuation are 
in phase. This criterion is usually written in an integral 
form:
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where p’ is the pressure fl uctuation, q
.
 ’ is the fl uctuation 

in the heat release rate, and the integral is taken over the 
volume of combustion, v, and over one acoustic cycle. 
The system will be globally unstable if the acoustic gain 
is greater than the acoustic losses.

Despite the fact that thermo-acoustic instabilities 
have been studied for more than a century, their con-
trol and elimination in practical combustion devices is 
still a problem that is diffi cult to master, particularly in 
devices with a high energy density such as aero-engines 
and rocket propulsion systems [24–28].

The diffi cult part of the problem is to identify and 
describe the mechanism by which the acoustic wave 
modulates the combustion rate. There are many possible 
mechanisms by which an acoustic wave can infl uence 
combustion, and the dominant mechanism varies with 
the design of the combustion device. Possible coupling 
mechanisms include

 1. Direct sensitivity of the chemical reaction rate 
to the local pressure [29–34]

 2. Oscillations of fl ame area induced by the acous-
tic acceleration [35–38]

 3. Oscillations of total fl ame area induced by con-
vective effects [39–42]

 4. Periodic oscillations of the equivalence ratio 
when the fuel is injected as a liquid [43–45]

This list is not exhaustive. A review of the relative 
strengths of mechanisms 1, 2, and 4 in a simple 1D con-
fi guration has been performed by Clanet et al. [46]. They 
will be discussed in the next sections. Oscillations of 
total fl ame area induced by convective effects will be 
discussed in Chapter 5.2.

5.1.3.1 Pressure Coupling

In the standard ZFK fl ame model [6], the chemical reac-
tion rate, Ω, is governed by a fi rst-order irreversible one-
step Arrhenius law

 o aexp( ( ))A Y E RTΩ = −r  
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where
Ao is the Arrhenius rate prefactor
Y is the mass fraction of the limiting reactant
Ea is the activation energy of the reaction
R is the gas constant

Since the reaction rate is proportional to the density, r, it 
is clear that the heat release rate will increase with pres-
sure. However, since acoustic waves are adiabatic, they 
are also accompanied by a temperature oscillation
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and for large activation energy, the heat release rate is 
even more sensitive to the temperature oscillation than 
to the pressure oscillation. This was fi rst noticed by 
Dunlap [29]. The effect of acoustic pressure on the ZFK 
fl ame was solved by Harten et al. in the limit of small gas 
expansion [30] and with no restriction by Clavin et al. 
[31]. Equivalent results were also obtained by McIntosh 
[32]. In the low-frequency limit, they show that the nor-
malized response of the fl ame is given by
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where the prime indicates the amplitude of oscillation, 
the bar indicates the mean value, and b is the reduced 
activation energy, b = EA(Tb−To)/RTb

2, Tb is the mean 
temperature of the burnt gas. For acoustic frequencies 
comparable with the inverse of the fl ame transit time, the 
internal structure of the fl ame (i.e., the temperature and 
concentration gradients) does not have time to adjust to 
the changing boundary conditions. The response of the 
heat release rate of the fl ame is found to increase, with a 
small dependency on the Lewis number [31,32]:
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with
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where
Le is the Lewis number
w is the angular frequency
t t = Dth/SL

2 is the fl ame transit time

The response function in Equation 5.1.16 has a different 
normalization to the transfer function defi ned by Clavin 
et al. [31]. Here Z = (ZClavin/M)(Cv/Cp), where M = SL/c is 
the Mach number of the fl ame.

A plot of the real part of the relative heat release res-
ponse for three Lewis numbers is shown in Figure 5.1.10. 
This plot was calculated for a reduced activation energy 
b   = 10 and a burnt gas temperature of 1800 K, represen-
tative of a lean hydrocarbon-air fl ame. Note that the 
order of magnitude of the relative response of the fl ame 
is only a little more than unity. This is a relatively weak 
response. For example, a sound pressure level of 120 dB 
corresponds to a relative pressure oscillation p’/p-  = 
2 × 10−4, so the fl uctuation in the heat release rate will be 
of the same order of magnitude.

Recent experimental measurements by Wangher et al. 
[48] of the response of perfectly planar premixed meth-
ane and propane fl ames to acoustic pressure oscillations 
show that the order of magnitude of this analysis is cor-
rect, but the increase in response is not observed. The 
reason for this disagreement between experiment and 
analytical theory seems to arise from the over-simplifying 
assumption of an irreversible one-step Arrhenius law for 
the chemical reaction rate. As a fi rst step to providing an 
understanding, Clavin and Searby [47] have investigated 
the response of a simple two-step chain-branching reac-
tion. Although this model is still not realistic, the results 
confi rm that multistep chemical kinetics substantially 
modify the unsteady pressure response of premixed 
fl ames, as shown by the dotted line in Figure 5.1.10.

The growth rate of the instability depends on the 
 relative geometry of the fl ame front and the combus-
tion chamber. Here, we give the results for the simple 
 geometry of a fl ame propagating from the open to the 
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closed end of a tube of length L, shown in Figure 5.1.11. 
The position of the fl ame with respect to the closed end 
is given by rL, 0 < r < 1. The growth rate of the instability 
is obtained by solving for the complex frequency of the 
acoustic eigenmodes of the tube. The imaginary part of 
the frequency is equal to the growth rate of the acoustic 
wave. Clavin et al. [31] give the following solution for 
the growth rate, s, in the geometry of Figure 5.1.11
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SL is the laminar fl ame velocity, the function Z(w) is 
the heat response function Equation 5.1.16, whose real 
part is plotted in Figure 5.1.10. The function F(r, w n) is 
a dimensionless acoustic structure factor that depends 
only on the resonant frequency, w n, the relative position, 
r, of the fl ame, and the density ratio r b/ro.
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where Xn = w nL/co are the dimensionless resonant fre-
quencies w n of the tube with the fl ame at a distance 
tL from the closed end. If the gain of the instability is 
small, the Xn are the frequncies of the free eigenmodes, 
given by:
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F(r, w n) represents a normalized square of the acoustic 
pressure of mode n at the position of the fl ame front. It is 
plotted in Figure 5.1.12 for the fi rst two acoustic modes 
of the tube. This function goes to zero at the open end of 
the tube, which is a pressure node. For the fundamental 
mode of the tube, the gain remains small until the fl ame 
has traveled at least halfway down the tube.

We can now estimate the order of magnitude of the 
acoustic growth rate expected for this mechanism. 
Consider a lean hydrocarbon-air fl ame, SL ≈ 0.3 m/s. The 
ratio of the specifi c heats of the mixture is Cp/Cv = 1.4. 

In a tube 1 m long [49], fundamental frequency is close 
to 100 Hz, the reduced frequency is less than unity, so 
Re[Z] ≈ 3 and we can take F ≈ 0.5. From Equation 5.17, it 
can be seen that the expected growth rate is

 
10.63 s−=s  (5.1.20)

This is a very small growth rate. The gain per acoustic 
cycle is 0.63%, much smaller than the acoustic losses, 
which are typically ≈2%–3% per cycle in this confi gura-
tion. Therefore, this mechanism is not a strong source 
of thermo-acoustic instability. At maximum, the gain 
could be a little higher than the acoustic losses for 
reduced frequencies greater than unity. In real experi-
ments in a half-open tube [49], the growth rate is found 
to be very much higher; obviously another mechanism 
is at work.

5.1.3.2 Acceleration Coupling

On the scale of the acoustic wavelength, a fl ame front 
is an interface separating two fl uids of different den-
sities. The fl ame front will thus react to gravity or to 
an imposed acceleration fi eld. It is for this reason that 
a downward propagating fl ame can be stabilized by 
gravity, see Section 5.1.2.3. If the downward propagat-
ing fl ame is above the instability threshold, cellular 
structures will appear at the unstable wavelengths, see 
Figure 5.1.7.

In the presence of an acoustic velocity fi eld, ua(t) = ua'
cos(wat), the fl ame front is subjected to an oscillating 
acceleration −waua' sin(w at). When this acceleration is ori-
ented toward the burnt gas, then the amplitude of the 
cells will tend to decrease. When it is oriented toward 
the unburnt gas, the amplitude of the cells will tend to 
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FIGURE 5.1.11
Geometry of a planar fl ame propagating from the open to the closed 

end of a tube of length L.

0.0

0.5

1.0

0 0.2 0.4 0.6 0.8 1

Fundamental
1st  Harmonic

Re
lat

ive
 ga

in

Relative flame position, r

O
pe

n 
en

d

Cl
os

ed
 en

d

FIGURE 5.1.12
Acoustic structure functions for pressure coupling in an open-closed 

tube, for the fundamental and fi rst harmonic.

              



Instability Phenomena during Flame Propagation 77

increase. The acoustic fi eld can thus modulate the total 
surface area of the fl ame, which in turn modulates the 
instantaneous heat release rate. This is another possible 
coupling mechanism between the acoustic wave and the 
heat release rate. This mechanism was fi rst  recognized 
by Rauschenbakh [50]. Pelcé and Rochwerger [38] have 
calculated the response function for this mechanism. 
They performed a linear analysis for a thin fl ame in 
the regime of small amplitude sinusoidal cells, ak « 1, 
where a is the amplitude of the sinusoidal wrinkling 
and k = 2π/λ is the wave number. This regime is fulfi lled 
only for fl ames just above the stability threshold. Clanet 
et al. [46] extended these calculations to include the effect 
of temperature-dependent diffusivities. They also used 
a heuristic approximation to apply this analysis to cel-
lular fl ames far from threshold. Pelcé and Rochwerger 
defi ne a response function, Tr, of the heat release rate 
to the acoustic velocity at the fl ame front, ua':
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For the geometry of Figure 5.1.11, the growth rate of the 
instability is found to be [38]
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Anticipating that the functions Tr and G will be of order 
unity, it is immediately obvious that the growth rate in 
Equation 5.1.22 is greater than that of the pressure cou-
pling mechanism Equation 5.1.17 by a factor c/SL (the 
inverse of the Mach number of the fl ame). The response 
function, Tr, is given by [46]:
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where the coeffi cients A, B, and C are those of the dis-
persion relation, Equations 5.1.5. The coeffi cient D(kd) is 
given by

 ( ) [1 ( )]D k k k Ma J= − δ −d g d g   (5.1.24)

Ma is defi ned by Equation 5.1.8 and J is defi ned by 
Equation 5.1.7. Typical curves for the imaginary part of 
the transfer function, Im[Tr], are plotted in Figure 5.1.13.
These curves are calculated for a fl ame speed of 0.3 m/s, 
the other parameters in the coeffi cients A, B, C, and D 
are appropriate for a lean methane fl ame. The response 
is shown for three typical dimensionless wave numbers, 
kd = 0.01, 0.03, and 0.1, which correspond to dimensional 

wavelengths l = 4.4, 1.4, and 0.44 cm, respectively. The 
dimensionless frequency wt t = 1 corresponds to a dimen-
sional frequency of 642 Hz.

The acoustic structure function G(r, w n) is given by
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where the resonant frequencies w n are given by Equation 
5.1.19. G(r, w n) represents a normalized product of the 
acoustic pressure times the acoustic velocity at the fl ame 
front. It goes to zero at the pressure nodes and also at the 
velocity nodes. It is plotted in Figure 5.1.14 for a  density 
ratio of 7.
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We can now estimate the order of magnitude of the 
acoustic growth rate expected for this mechanism. For 
a lean methane-air fl ame with a typical laminar fl ame 
velocity SL ≈ 0.3 m/s, the burnt gas temperature is Tb ≈ 
2095 K. For saturated Darrieus–Landau cells, the aspect 
ratio a/l ≈ 0.15 (see Figure 5.1.8), and the observed wave-
length l is about 4 cm [46] so (ak)2 ≈ 1 and kd ≈ 0.01. In 
the same 1 m tube as before, the reduced fundamental 
frequency is w t t = 0.16, and so Im[Tr(kd, w t t)] ≈ 0.21, and 
we can take F ≈ 0.5. From Equation 5.1.22, the expected 
growth rate is found to be:

 
135 s−=s  

(5.1.26)

This is a strong instability. The corresponding growth 
rate per acoustic cycle is 35% at 100 Hz. This estimation 
is quite compatible with the growth rates measured by 
Clanet et al. [46]. The results of a comparison between the 
measured growth rate, sm, and the calculated growth rate, 
s c, for premixed propane fl ames is shown in Figure 5.1.15 
(redrawn from [46]). The agreement is surprisingly good, 
considering that the theory was derived for 2D sinusoidal 
wrinkling, and that the real fl ame had 3D cusped cells.

5.1.3.3 Convective Coupling

Flames submitted to convective disturbances experi-
ence geometrical variations, which can in turn give 
rise to heat release unsteadiness. This process can be 
examined by considering different types of interactions 
between incident velocity or equivalence ratio modula-
tions and combustion. The fl ame dynamics resulting 
from these interactions give rise to sound radiation and 

again this eventually feeds energy in the acoustic modes 
of the system. A feedback loop is established between the 
fl ow, the combustion process, and the resonant acoustic 
modes, and under certain conditions, the perturbations 
are amplifi ed leading to combustion oscillations. This 
process designated in the literature as combustion insta-
bilities or thermo-acoustic instabilities observed in many 
practical devices has been the subject of considerable atten-
tion because it perturbs the normal operation of the sys-
tem and in extreme cases leads to failure. The dynamics 
of perturbed fl ames and its relation with thermo-acoustic 
instabilities is the subject of the next chapter.
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5.2  Perturbed Flame Dynamics and 

Thermo-Acoustic Instabilities

Sébastien Candel, Daniel Durox, and Thierry Schuller

5.2.1 Introduction

Flame dynamics is intimately related to combustion 
instability and noise radiation. In this chapter, relation-
ships between these different processes are described by 
making use of systematic experiments in which laminar 
fl ames respond to incident perturbations. The response 
to incoming disturbances is examined and expressions 
of the radiated pressure are compared with the measure-
ments of heat release rate in the fl ame. The data indicate 
that fl ame dynamics determines the radiation of sound 
from fl ames. Links between combustion noise and com-
bustion instabilities are drawn on this basis. These two 
aspects, usually treated separately, appear as manifesta-
tions of the same dynamical process.

It is known that under normal conditions, combustion 
processes generate broadband incoherent noise char-
acterized by radiation of a “combustion roar.” Under 
unstable operation, a feedback is established between 
sound sources in the fl ame and perturbations propagat-
ing in the fl ow [1]. Sound radiation becomes coherent 
as it is tuned on one of the resonance frequencies of 
the system. The process generally involves a periodic 
disturbance of the fl ow inducing a cyclic motion of the 
fl ame and unsteady rates of heat release. Combustion 
instabilities have been extensively investigated mainly 
in relation with the development of high-performance 
combustion systems like liquid rocket engines [2–4] 
and gas turbine combustors [5,6], but they also occur 
in industrial processes and domestic boilers [7]. The 
sound level under unstable operation reaches exces-
sive amplitudes heat fl uxes to the walls are enhanced, 
and vibrations induce structural fatigue affecting the 
integrity of the system and often leading to failure [8]. 
Intensifi cation of combustion resulting from acousti-
cally coupled instability is illustrated in Figure 5.2.1, 
which shows a view of a multiple inlet premixed com-
bustor under stable and unstable operations. The oscil-
lation enhances in this case the luminosity, indicating 
that the fl ame is more compact, and that combustion 
takes place near the chamber backwall augmenting the 
heat fl ux to this boundary [9].

Combustion dynamics phenomena have important 
practical consequences and their prediction, allevia-
tion, and reduction constitute technological challenges 
[10–12]. This requires an understanding of (1) the driv-
ing mechanisms that feed energy into the wave motion 
and (2) the acoustic coupling mechanisms that close the 
feedback loop.

The analysis of combustion dynamics is then inti-
mately linked to an understanding of perturbed fl ame 
dynamics, the subsequent generation of unsteady rates 
of heat release, and the associated radiation of sound 
and resulting acoustic feedback. In practical confi gura-
tions, the resonance loop involves the fl ow, the combus-
tion process, and the acoustic modes of the system as 
represented schematically in Figure 5.2.2.

Many items in this coupled process have been exten-
sively explored in recent years [13–23]. The  numerical 
simulation of combustion instabilities has also progressed 
quite remarkably and this topic is covered in Ref. [12] and 

(a)

(b)

FIGURE 5.2.1
Light emission from a multiple inlet combustor under (a) stable and 

(b) unstable operation. (From Poinsot, T.J., Trouvé, A.C., Veynante, 

D.P., Candel, S.M., and Esposito, E.J., J. Fluid Mech., 177, 265, 1987. With 

permission.)
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FIGURE 5.2.2
Block diagram of processes involved in thermo-acoustic instabilities.

              



Instability Phenomena during Flame Propagation 81

reviewed in Ref. [24]. Systematic experiments discussed 
in this chapter serve to identify some of the mechanisms 
driving instabilities. It is shown that rapid changes in 
fl ame surface area constitute a powerful mechanism, 
which can be at the origin of processes driving instabil-
ity. This chapter begins with a short review of  combustion 
noise theory. The experimental setup described in the 
Section 5.2.3 is used in Section 5.2.4 to explore various 
types of fl ame dynamics. In these experiments, an exter-
nal modulation is imposed to allow conditional (phase-
locked) analysis of the motion and associated sound 
pressure fi eld. Visualizations of fl ame dynamics described 
in Section 5.2.4 are interpreted in Section 5.2.5 by a time-
trace analysis of heat release and radiated pressure fi eld. 
This serves to identify the processes giving rise to sound 
radiation from the fl ame, link sound production and heat 
release perturbations, and extract common features and 
differences between the various confi gurations. While 
the main part of this chapter is concerned with acousti-
cally perturbed fl ames, there are other possibilities. It is 
known, for example, that some of the combustion insta-
bilities observed in gas turbines are due to interactions 
between equivalence ratio perturbations and combus-
tion [25]. Composition of the fresh mixture is modulated 
by pressure perturbations propagating to the injection 
manifold. The composition waves induced in this process 
then travel to the fl ame and induce heat release perturba-
tions. This aspect is briefl y considered in Section 5.2.6. 
Numerical simulations are used in this case to illustrate a 
process that is not easily demonstrated in experiments.

5.2.2  Sound Radiation from Flames 
and Combustion Acoustics

A classical investigation of combustion noise was car-
ried out by Thomas and Williams [26]. The principle of 
this clever experiment was to fi ll soap bubbles with a 
reactive mixture and record the pressure fi eld radiated 
by the burning of each isolated bubble. It was found 
that the pressure signal could be described as the sound 
generated by a monopole source of strength dΔV/dt, 
where ΔV represented the volume increase due to ther-
mal expansion of the gases crossing the reactive front. 
In this early model, the far-fi eld pressure signal p’ was 
expressed in terms of the volume acceleration induced 
by nonsteady combustion:
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where
r0 is the far-fi eld air density
r designates the distance separating the compact 

fl ame and the observation point

According to Equation 5.2.1, combustion noise results 
from the fl uid expansion determined by the heat release 
rate. It was argued that because this source is isotropic, 
there is no preferential direction of radiation. These 
experiments carried out in the laminar case support 
some earlier theoretical investigations of turbulent com-
bustion noise. In the theory established by Bragg [27], it 
was postulated that a turbulent fl ame behaves as a net 
monopole radiator. An experimental validation of this 
theory was carried out by Hurle et al. [28]. Starting from 
Equation 5.2.1 and assuming that a turbulent fl ame is 
acoustically equivalent to a distribution of monopole 
sources of sound with different strengths and frequen-
cies distributed throughout the reaction zone [29], it 
was possible to express the far-fi eld sound pressure 
p’radiated by the turbulent fl ame as a function of the 
volumetric rate of consumption of reactants q by the 
fl ame [28,30]:
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where
ru/r b designates the volumetric expansion ratio of 

burnt to unburnt gases
t is the acoustic propagation time from the com-

bustion region to the measurement point r

In Equation 5.2.2, it is assumed that acoustic wave-
lengths l are large when compared with any of the 
characteristic scales of the fl ow (l >> L) and that the 
measurement point r is far from the source region 
(r >> l). The previous expression provides the sound 
pressure in the far-fi eld for a compact source, but it 
can be used indifferently for premixed or nonpremixed 
fl ames [30].

The previous expression can also be derived by start-
ing from the wave equation for the pressure in the 
presence of a distribution of heat release:
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where
Q
. ,

 is the rate of heat release per unit volume
g  designates the specifi c heat ratio
c0 is the speed of sound in the ambient medium 

surrounding the fl ame. 

Assuming that combustion takes place in an uncon-
fi ned domain, the radiated pressure is given by
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If the observation point is in the far-fi eld and if the 
source region is compact, the previous expression 
becomes
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This expression is close to that derived by Strahle [31,32]. 
It can be shown to yield the classical Equation 5.2.2 in 
the case of a premixed fl ame. Assuming that the fl ame is 
isobaric, one has ru/rb = Tb/Tu. Using r0c0

2 = g p- and the 
fact that cp(Tb − Tu) represents the heat released per unit 
mass of premixed reactants, one fi nds that
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and Equations 5.2.2 and 5.2.5 exactly match. The last 
result is, however, more general than the classical 
expression because it applies to any type of fl ame (pre-
mixed, nonpremixed, or partially premixed).

In the premixed case and for lean conditions (equiva-
lence ratio less than 1), the volumetric rate of reactants 
consumption q can be estimated from the light emission 
intensity I of excited radicals like C2

* or CH* [28,33] and 
OH* [34] in the reaction zone. This can be used effectively 
to measure the volumetric rate of reactants consumption:

 q kI=  (5.2.7)

The coeffi cient k depends on the fuel, free radical 
observed, combustion regime, fl ame shape and type, 
and experimental setup. This relation is useful to 
study combustion noise for a homogeneous reactive 
mixture submitted to fl ow perturbations. Concerning 
inhomogeneous mixtures, the relation between the 
radiated pressure and the fl ame chemiluminescence 
is not as straightforward as in the premixed case and 
one cannot deduce the rate of reaction from emission 
from excited free radicals. Considering only premixed 
fl ames, the linearity coeffi cient k is determined from 
separate experiments by plotting the mean emission 
intensity I versus the mean fl ow rate, all other param-
eters remaining fi xed. Combining Equations 5.2.2 
and 5.2.7, the radiated far-fi eld sound pressure fi eld 
can be linked to the light emitted from the turbulent 
 combustion region:
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This expression was checked in many early experiments 
on premixed fl ames with a fi xed equivalence ratio. Light 

intensity emitted by free radical is often used to get an 
estimate of the heat release rate [28]. Assuming that fuel 
and oxidizer react in stoichiometric proportions, it was 
also successfully applied to turbulent diffusion fl ames 
by keeping a constant global mixture ratio [30].

Considering the case of premixed fl ames, it is noted by 
Thomas and Williams [26] that sound radiation can be 
related to the rate of change of the fl ame surface area by 
assuming that the burning velocity is constant. Similarly, 
Ref. [35] and later Ref. [36] indicate that in the wrinkled 
fl ame regime, the rate of chemical conversion is directly 
linked to the fl ame surface area A(t). For a mixture of fresh 
reactants at a constant equivalence ratio, the pressure fi eld 
is directly linked to the instantaneous fl ame surface:
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Assuming a constant laminar burning velocity, one may 
extract the pressure signal from a direct measurement 
of the wrinkled fl ame surface area. Alternatively, this 
can be accomplished by measuring light emission from 
free radicals in the fl ame, deducing from this measure-
ment the heat release rate and determining the resulting 
pressure fi eld from Equation 5.2.8. Such direct compari-
sons are carried out in the next sections for a variety 
of fl ame confi gurations. At this point, one should men-
tion that the laminar burning velocity is not constant 
but depends on the local strain rate and curvature. It is 
shown theoretically that these effects act in combination 
in the form of fl ame stretch [37–39] and that this may 
induce some additional radiation of sound.

5.2.3 Experimental Setup

The experimental setup sketched in Figure 5.2.3 com-
prises a burner with a d = 22 mm nozzle exit diameter and 
a driver unit (loudspeaker) fi xed at its base. The burner 
body is a cylindrical tube of 65 mm inner diameter con-
taining a set of grids and a honeycomb followed by a con-
vergent nozzle with an area contraction ratio of s = 9:1.

This system produces a steady laminar fl ow with 
a fl at velocity profi le at the burner exit for mean fl ow 
velocities up to 5 m/s. Velocity fl uctuations at the 
burner outlet are reduced to low levels as u rms/u

–< 0.01 
on the central axis for free jet injection conditions. 
The burner is fed with a mixture of methane and air. 
Experiments-described in what follows are carried 
out at fi xed equivalence ratios. Flow perturbations are 
produced by the loudspeaker driven by an amplifi er, 
which is fed by a sinusoidal signal synthesizer. Velocity 
perturbations measured by laser doppler velocimetry 
(LDV) on the burner symmetry axis above the nozzle 
exit plane are also purely sinusoidal and their spectral 
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density features a single peak at the driving frequency 
with a very low harmonic level.

For the range of fl ow velocities and the two equiv-
alence ratios considered in what follows, the fl ames 
are naturally anchored on the burner lips and take 
a conical shape (Figure 5.2.4, CF Statio). The burner 

can also be equipped with a 2 mm diameter cylindri-
cal rod placed inside the convergent unit and cen-
tered on the axis providing an additional anchoring 
region near the burner axis. It is then possible to sta-
bilize the fl ame on the burner lip to produce a coni-
cal fl ame (CF) or simultaneously on the central rod 

(a)

PMMicro.

OH∗ filter

Methane
air

Rod
(MF,VF)

Methane
air

Loudspeaker

r

MF VF CCFCF

(b)

PMM

CH∗ filter

Methane
air

Rod

Methane
air

Loudspeaker

r

Plate

FIGURE 5.2.3
(a) Experimental setup used for conical fl ame (CF), fountain fl ame (MF), inverted conical fl ame (VF), and multipoint injection conical fl ame 

(CCF). (b) Experimental setup for fl ame plate interactions. PM: Photomultiplier equipped with a CH* fi lter. M: Microphone at r = 24 − 30 cm 

away from the burner axis.

CF

VF

MF

CSCF

aStatio. b c d e

FIGURE 5.2.4
Instantaneous fl ame images. Statio.: Stationary shapes. a–e: Images taken at equi-spaced instants during a cycle of excitation. CF, conical 

fl ame; MF, “M”-shaped fl ame; VF, “V”-shaped fl ame; CSCF, collection of small conical fl ames.
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and on the external burner lips, to obtain an “M”-like 
shape (Figure 5.2.4, MF Statio). The fl ame can also 
be attached to the central rod alone and this yields 
a “V”-shape (Figure 5.2.4, VF Statio). “M” or “V” 
fl ames can be obtained for the same fl ow velocity and 
equivalence ratio depending on the method used to 
ignite the system. The central rod can also be replaced 
by a perforated plate fl ush mounted at the top of the 
burner nozzle. This plate features regularly spaced 
holes of 2 mm diameter forming a rectangular pattern 
of 25 small conical fl ames (Figure 5.2.4, CSCF Statio). 
This confi guration is used to analyze collective inter-
actions between conical fl ames. A 10 mm thick water-
cooled disk made of copper can also be placed above 
the burner nozzle. The disk surface is perpendicular 
to the axis and its diameter is D = 100 mm. A thermo-
couple placed on the axis of the disk is used to keep 
a constant plate temperature in all experiments at a 
value above the wet bulb temperature. The plate can 
be moved vertically above the burner.

All the fl ames described previously also feature 
self-sustained oscillations in the absence of external 
forcing, but these autonomous dynamical regimes will 
not be studied in what follows. During external modu-
lation of the fl ow, the fl ame oscillates and responds by 
emitting noise. Radiated sound is measured with the 
microphone M placed at a distance T∞ = 24–30 cm away 
from the burner axis depending on the case studied. 
This distance is not very large when compared with 
the typical dimension of the reactive region and one 
cannot consider that compactness and far-fi eld condi-
tions are completely fulfi lled [40]. This small distance 
is adopted to minimize the level of refl ections on solid 
boundaries and on the neighboring equipments. As 
will be shown later, the observation distance is suffi -
cient for the present purpose. The motion of the fl ame 
is recorded with an intensifi ed CCD camera. Several 
phase-averaged snapshots are gathered to examine the 
evolution of the fl ame during a complete cycle of oscil-
lation. Heat release fl uctuations are measured with a 
photomultiplier PM equipped with a CH* or an OH* 
narrowband fi lter. The signal delivered by the PM 
is proportional to the light emitted I by free radicals 
present in the fl ame reaction zone. For homogeneous 
mixtures, fl uctuations of this current are directly 
proportional to variations of heat release [40,41]. 
This relation ceases to be valid when the mixture is 
inhomogeneous.

5.2.3.1 Data Acquisition and Processing

LDV, PM, and microphone output voltages are simulta-
neously recorded at a sampling frequency fa = 16,384 Hz 
during a period of 2 s. It is thus possible to record at least 
100 periods for the lowest driving frequency fe = 50 Hz 

and 800 periods for the highest value fe = 400 Hz. 
Signals are processed to extract retarded time rates of 
change of the fl ame light emission. As fl ow interac-
tions are laminar, records are repeatable from cycle to 
cycle. Power spectral densities (PSDs) are calculated 
by averaging periodograms. Power spectral densities 
and sound pressure levels (SPLs) were computed using 
the following defi nitions: PSD(dB) = 10 log10 [PSD(Pa2/
Hz)Δf/pref], where Δf is the spectral resolution and 
pref = 2 × 10¯5 Pa is a reference acoustic pressure and SPL
(dB) = 20 log10 (prms/pref).

Velocity, fl ame emission, and acoustic signals were 
recorded together with phase-averaged images of the 
fl ame patterns at regularly spaced instants during the 
driving cycle using an intensifi ed CCD camera (ICCD). 
Each image is formed by averaging 100 snapshots 
with an exposure time Δt = 100 μs (Figure 5.2.4—CF, 
MF, VF, CSCF a through e). Since the fl ow confi gura-
tions are laminar and the exposure time small enough 
when compared with the driving period Te = 1/fe 
(Te = 2.5–20 ms), each phase-averaged image can be 
considered to be an instantaneous fl ame pattern in 
the driving cycle. Cycle–to–cycle reproducibility can 
also be assessed by examining the image sharpness. 
Except for some blurring on the fl ame periphery of the 
stationary “V”-fl ame and neighboring inner reaction 
zones of the collection of small conical fl ames, other 
phase-averaged images are perfectly sharp and one 
may easily follow the fl ame contour. For each driv-
ing frequency, 21 images at regularly spaced phases 
were collected to cover a complete excitation cycle 
and extract the fl ame contour. The camera line of 
sight crosses a row of holes to get a clear image in the 
CSCF case. Except for this case, fl ame surface areas 
are determined by assuming cylindrical symmetry. 
The relative fl uctuation of fl ame surface area can be 
directly compared with relative fl ame light variations 
and noise radiation. Operating conditions are summa-
rized in Table 5.2.1.

It is not possible to obtain exactly identical fl ow con-
ditions for the confi gurations explored. The level of 
velocity fl uctuation at the burner outlet also differs 
in the various cases. This level was adjusted to get 
an acceptable signal-to-noise ratio. In the results pre-
sented here, the specifi c heat ratio was taken as equal to 
g = 1.4, the sound speed c0 = 343 m/s corresponds to a 
room temperature T = 293 K. The air density is taken 
equal to r∞ = 1.205 kg/m. Laminar burning velocities are 
taken from Ref. [42], SL = 0.38 m/s for Φ = 1.11 and SL = 
0.34 m/s for Φ = 0.95. The volumetric expansion ratio E = 
ru/r b = Tb/Tu = 7.4 was estimated from the temperature 
ratio of burnt to unburnt gases around stoichiometry. 
Acoustic  pressure and PM signals together with fl ame 
surface area time-traces extracted from the images are 
analyzed in what follows.

2
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5.2.4 Perturbed Flame Dynamics

In the absence of modulation, the fl ames spread in a sta-
ble fashion. Except for the “V”-fl ame, there is no visible 
motion of the front. In the “V”-fl ame case, one observes 
a small fl uctuation of the fl ame limited to its end region. 
This can be attributed to interactions with small-scale 
vortices convected in the mixing layer between the pre-
mixed jet and the surrounding air. Without combustion, 
the sound level is well below 65 dB in the laboratory. 
In the “V”-fl ame case, the sound level is slightly louder 
with an overall value of 65 dB. The sound levels mea-
sured in the absence of external modulation are rela-
tively low and the fl ames are quiet. The situation is quite 
different in the presence of external modulation. The 
fl ames respond with a periodic motion accompanied 
by a strong noise emission. A qualitative analysis com-
bining a description of the fl ame patterns at successive 
phases over a cycle of modulation and the correspond-
ing sound spectra is now carried out to understand the 
dominant processes leading to sound emission.

5.2.4.1 Conical Flame Dynamics

Under low-frequency excitation, the fl ame front is 
wrinkled by velocity modulations (Fig. 5.2.5). The 
number of undulations is directly linked to frequency. 
This is true as far as the frequency remains low (in this 
experiment, between 30 and 400 Hz). The fl ame defor-
mation is created by hydrodynamic perturbations ini-
tiated at the base of the fl ame and convected along the 
front. When the velocity modulation amplitude is low, 
the undulations are sinusoidal and weakly damped as 
they proceed to the top of the fl ame. When the modula-
tion amplitude is augmented, a toroidal vortex is gener-
ated at the burner outlet and the fl ame front rolls over 
the vortex near the burner base. Consumption is fast 
enough to suppress further winding by the structure 
as it is convected away from the outlet. This yields a 
cusp formed toward burnt gases. This  process requires 
some duration and it is obtained when the fl ame 
extends over a suffi cient axial distance. If the acous-
tic modulation level remain low (typically: u’/u < 20%), 

the fl ames oscillate at the modulation frequency. The 
wave crests move at a velocity u cos a .

5.2.4.2 Flame–Wall Interactions

The fl ame–plate interaction (FP) is investigated at an 
equivalence ratio Φ = 0.95, a mixture fl ow velocity u− = 
1.20 m/s, an rms modulation level fi xed to υ’ = 0.36 m/s, 
and a modulation frequency f = 200 Hz. The velocity per-
turbation at the burner outlet wrinkles the fl ame front 
at the burner lips (Figure 5.2.6a, image at the top of the 
column), and this perturbation is convected by the fl ow 
toward the plate (Figure 5.2.6a, middle images). Two 
wrinkles following each other are visible in this case. 
As these perturbations approach the boundary, the 
fl ame surface extends along the plate and it increases 
smoothly up to a maximum value corresponding to the 
third image in the column (Figure 5.2.6a). In the next 
image (Figure 5.2.6a, last in the column), a large por-
tion of the fl ame front has disappeared and the available 

TABLE 5.2.1

Summary of Operating Conditions

F fe (Hz) SPL (dB) A
-
 (m2) Arms (m

2) u (m/s) urms (m/s)

CF 1.11 50 73 1.8 × 10−3 1.9 × 10−4 1.7 0.8

MF 1.11 200 92 2.1 × 10−3 4.0 × 10−4 2.3 0.4

VF 1.11 100 96 2.1 × 10−3 9.0 × 10−4 2.3 0.6

CSCF 0.95 400 96 — — 5.0 0.9

Note:  Φ, equivalence ratio; fe, modulation frequency; SPL, sound pressure level; A
-
, mean fl ame surface 

area; Arms, fl uctuation of fl ame area; u–, mean velocity at the burner outlet; and u rms, imposed velocity 
fl uctuation level.

FIGURE 5.2.5
Methane-air premixed fl ame modulated by acoustic perturbations. 

Four color Schlieren visualization. f = 75 Hz, w* = 15, u′/u
_
 = 0.2, and 

Φ = 0.95.
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fl ame surface area is reduced with respect to that avail-
able at the previous instant. This indicates that a sudden 
reduction of fl ame surface area has occurred accompa-
nied by a large negative rate of change of heat release. 
The fl ame is extinguished by thermal losses at the cold 
boundary, which is water cooled and maintained at 
T ~ 300 K in its center [40,48]. The fl ame in the last image 
in Figure 5.2.6a has nearly retrieved its initial shape and 
the cycle can be repeated. Recalling that images are taken 
at regularly spaced instants, this suggests that the rate 
of change of heat release takes higher values during 
phases of fl ame destruction in the cycle than during the 
smooth increase in the fl ame surface area. The motion is 
periodic at a frequency equal to the forcing frequency f.

The overall noise recorded by microphone M now 
reaches 84 dB, i.e., about 20 dB above that measured in 
the absence of upstream perturbation. The rms pres-
sure fl uctuation in the laboratory is more than 10 times 
greater when the fl ame is modulated. Repeating this 
experiment, but without the plate or without combus-
tion, the noise level falls to a value close to sound level 
without modulation (~60 dB), implying that the noise 
source is directly related to the fl ame–plate interaction 
[40]. The noise spectrum corresponding to this interac-
tion plotted in Figure 5.2.8a shows well-defi ned peaks 
at the forcing frequency f = 200 Hz and its harmonics. 
The harmonic power content is nonnegligible and for 
some cases can exceed that concentrated at the funda-
mental forcing frequency. In some cases not described 
here, peaks at half the fundamental frequency are also 

visible [40]. If pressure fl uctuations have the same period 
as velocity fl uctuations at the burner outlet, the latter are 
purely harmonic, whereas pressure fl uctuations have a 
richer harmonic content. This suggests a strong nonlin-
ear process in the transfer of energy between upstream 
velocity fl uctuations and radiated sound.

These data indicate that thermal losses during 
unsteady fl ame–wall interactions constitute an intense 
source of combustion noise. This is exemplifi ed in other 
cases where extinctions result from large coherent struc-
tures impacting on solid boundaries, or when a turbu-
lent fl ame is stabilized close to a wall and impinges on 
the boundary. However, in many cases, the fl ame is sta-
bilized away from the boundaries and this mechanism 
may not be operational.

5.2.4.3  Flame–Flame Interactions and Mutual 
Annihilation of Flame Area

The “M”-fl ame case shows a different kind of fl ame 
interaction illustrated in Figure 5.2.4 (MF). The 
“M”-shape comprises two reactive sheets separated by 
fresh reactants. This gives rise to fl ame–fl ame interac-
tions between neighboring branches of the “M”-shape 
[41]. The case presented corresponds to an equivalence 
ratio Φ = 1.13, a mixture fl ow velocity V

–
/u−  = 1.13 m/s, a 

modulation level fi xed to u’ = 0.50 m/s, and a modula-
tion frequency f = 150 Hz. The description of the fl ame 
motion over a cycle of excitation starts as in the fl ame–
plate interaction. A velocity perturbation is generated at 

(a) FP (b) FF

FIGURE 5.2.6
Cyclic fl ame motions during (a) fl ame–plate interaction, Φ = 0.95, u = 1.20 m/s, f = 200 Hz, and u’ = 0.36 m/s (a cycle begins with the top image); 

and (b) fl ame–fl ame interaction, Φ = 1.13, u = 1.71 m/s, f = 150 Hz, and u’ = 0.50 m/s (a cycle begins with the top left image). (From Candel, S.,  

Durox, D., and Schuller, T., Flame interactions as a source of noise and combustion instabilities, AIAA paper 2004–2928, 10th AIAA/
CEAS Aeroacoustics Conference, Manchester, U.K., May 2004. With permission.)
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the burner lips and produces a deformation of the fl ame 
front at the burner base (Figure 5.2.6b, top-left image). 
The perturbation mostly affects the outer branch of the 
“M”-fl ame. It is then convected by the mean fl ow toward 
the top of the fl ame (Figure 5.2.6b, top-right image). As 
the deformation travels along the fl ame front, the two 
branches of the “M” are stretched in the vertical direc-
tion and get closer (Figure 5.2.6b, bottom-right image), up 
to an instant in the cycle where the fl ame surface area is 
maximum and two fl ame elements interact (Figure 5.2.6, 
bottom-left image). The outcome of this mutual annihi-
lation depends on the spatial position of the fi rst inter-
action. In some cases, pockets of fresh reactants may be 
trapped in a fl ame torus, while in other cases this will 
not occur [41,48]. The torus is quite visible in the images 
displayed in Figure 5.2.7.

For some operating conditions not shown here, up 
to two fl ame toruses can be produced. During interac-
tion of these fl ame elements, the reactive front shape is 

strongly altered. As in the fl ame–plate situation, after 
the mutual interaction, the fl ame quickly retrieves its 
shape at the beginning of the cycle (Figure 5.2.6, top-
left image). The short phase in the cycle during fl ame 
surface destruction produces a faster rate of change of 
fl ame surface area than the longer phase where fl ame 
surface is produced by stretch. The same mechanism 
operates as in the fl ame–plate interaction, except that 
fl ame surface destruction is produced by mutual anni-
hilation of neighboring sheets.

The overall sound pressure level reaches 91 dB. The 
pressure spectrum in Figure 5.2.8b is quite similar to 
that associated with the fl ame–plate interaction in 
Figure 5.2.8a. The presence of harmonics of the fun-
damental frequency indicates that the pressure signal 
is also periodic with an oscillation frequency corre-
sponding to the fl ame oscillation frequency, but that 
the fl ame response is nonlinear with a rich harmonic 
content. These energetic harmonics indicate that the 

FIGURE 5.2.7
False color images of adjacent fl ame interactions in the FF confi guration. A torus of fresh reactants is formed in this case.

(a) (b)

FIGURE 5.2.8
Sound emission power spectral density during (a) fl ame–plate interaction, Φ = 0.95, u = 1.20 m/s, f = 200 Hz, and u’ = 0.36 m/s; and (b) fl ame–

fl ame interaction, Φ = 1.13, u = 1.71 m/s, f = 150 Hz, u’ = 0.50 m/s, and r∞ = 0.25 cm.
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physical process at the origin of the noise involves a 
rapid change in the rate of heat release.

As mutual fl ame annihilation is believed to control 
and limit fl ame surface area in turbulent combustion, 
the previous results suggest that this mechanism could 
also be a source of intense noise radiation in turbulent 
combustors.

5.2.4.4 Flame Roll-Up by Vortex Structures

The third mechanism discussed in this chapter involves 
fl ame–vortex interactions. This is exemplifi ed in the 
“V”-fl ame confi guration (VF in Figure 5.2.4). The fl ame 
is stabilized on the central rod and extends freely from 
the edge of this body. Toroidal vortical structures are 
shed in the outer mixing layer of the jet exhausted by 
the burner. In this layer, atmospheric air is entrained 
by the inner jet of premixed reactants. Operating con-
ditions for the case under consideration are Φ = 0.8, 
u− = 1.87 m/s, u’ = 0.15 m/s, and a forcing frequency f = 
150 Hz. When a velocity perturbation is produced at the 
burner outlet, a vortical structure is shed from the rim 
and is convected toward the fl ame front at a velocity 
that is approximately equal to one-half of the mean fl ow 
velocity. Images in Figure 5.2.9 display the vortical fi eld 
deduced from PIV measurements and the correspond-
ing fl ame positions in the plane of  symmetry of the 
burner [19] (the slice through the fl ame is obtained by 
taking the Abel transform of the fl ame emission image). 
Vortex shedding is synchronized by the acoustic forc-
ing frequency. The vortices travel from the burner lips 
and roll up the reactive front (Figure 5.2.9a). Maximum 
roll-up is obtained near the free periphery of the fl ame 
when the vortex reaches the fl ame sheet (Figure 5.2.9b). 
At some points, fl ame stretch induced by the vortex is 
so strong that the fl ame is extinguished (Figure 5.2.9c). 
A large amount of fl ame surface vanishes during this 
interaction over a short period of time.

The overall sound radiated is 83 dB. The case exam-
ined in Figure 5.2.10 slightly differs from that docu-
mented in the images displayed in Figure 5.2.9. As for 
the two previous cases, the power spectral density also 
features harmonic components with a fundamental 
frequency corresponding to the modulation frequency 
(Figure 5.2.10), indicating that the mechanism at the ori-
gin of the noise production is strongly nonlinear.

5.2.5 Time-Trace Analysis

The qualitative analysis developed in the previous sec-
tion is now complemented by examining correlations 
between the sound fi eld and the fl ame dynamics. This 
is accomplished by comparing time traces of pressure 
fl uctuation p’ and light emission I signals recorded dur-
ing the various experiments. Results are displayed in 
Figures 5.2.11 and 5.2.12, respectively, for the various 

(a) (b) (c)

FIGURE 5.2.9
ICF fl ame motion during cyclic modulation of the fl ow: Φ = 0.8, u

_
 = 1.87 = m/s, f = 150 Hz, and u' = 0.15 m/s. (Adapted from Candel, S., 

Durox, D., and Schuller, T., Flame interactions as a source of noise and combustion instabilities, AIAA paper 2004–2928, 10th AIAA/
CEAS Aeroacoustics Conference, Manchester, U.K., May 2004. With permission.)
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FIGURE 5.2.10
Sound emission power spectral density during fl ame–vortex interac-

tion (ICF confi guration): Φ = 0.92, u = 2.56 m/s, f = 170 Hz, u' = 0.30 m/s, 
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interactions. The relative intensity I/I
-
 of the CH* emis-

sion signal recorded by the PM is plotted at the top of 
these fi gures. The pressure fl uctuations p recorded by 
microphone M are also plotted at the bottom of these 
fi gures with the time rate of change dCH*/dt. This lat-
ter signal is obtained by differentiating the CH* signal. 

A delay equal to the acoustic time lag t = r/c0 is also 
included to account for wave propagation over the 
distance r between the fl ame and the microphone M.
The resulting signal is then scaled to get a signal 
dCH*/dt(t) with the same amplitude as the pres-
sure fl uctuation p’(t + τ). Owing to the combustion 
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FIGURE 5.2.11
Time history of acoustic pressure and heat-release during (a) fl ame–plate interaction, Φ = 0.95, u− = 1.20 m/s, f = 200 Hz, and u' = 0.36 m/s; and 

(b) fl ame–fl ame interaction (FF), Φ = 1.13, u = 1.71 m/s, f = 150 Hz, u' = 0.50 m/s, and r∞ = 0.25 cm.
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to fl ame patterns presented in images from Figure 5.2.3.
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noise theory, the  quantities dCH*/dt(t) and p’(t + τ)
plotted in Figures 5.2.11 and 5.2.12 should be equal for a 
 homogeneous mixture maintained at a constant equiv-
alence ratio. Except for some differences in the high-
frequency content, the signals obtained for high levels 
of velocity modulation are well correlated in the cases 
explored (Figures 5.2.11 and 5.2.12). It is also found that 
the phase corresponding to the largest pressure fl uc-
tuation corresponds to the maximum negative rate of 
change of the CH* signal.

Concerning the FF interaction, phases corresponding 
to the conditioned images appearing in Figure 5.2.6b 
are also plotted in Figure 5.2.11b as circles. These data 
were obtained by directly measuring the relative fl ame 
surface area fl uctuations A/A

–
 using the snapshots 

of Figure 5.2.6b and by assuming an axisymmetric 
 confi guration. During a cycle of oscillation, the fl ame 
light emission level increases slowly when the fl ame 
surface increases up to its maximum value. It then drops 
suddenly to its minimum value on a timescale shorter 
than that corresponding to fl ame surface increase. The 
maximum rate of decrease of the CH* signal always 
fi xes the pressure fl uctuation amplitude level in the 
cases explored, showing that fl ame surface  destruction 
is the major process in combustion noise generation. 
When coupled with a resonant acoustic mode of the 
burner, these pressure fl uctuations may generate self-
sustained combustion oscillations [19,41,43]. The same 
relation (Equation 5.2.2) between far-fi eld pressure 
 fl uctuations and heat release variations holds under 
self-sustained oscillations.

Time trace analysis is pursued in Figure 5.2.12, which 
also aims at identifying instants of strong noise produc-
tion. This is done by comparing the fl ame surface area 
extracted from the fl ame contours of the phase-averaged 
images at different instants in the driving cycle and the 
PM signal. For the sake of simplicity, light emission sig-
nals are superposed with the same scale on the fl ame 
surface area plots. This serves to point out instants of 
maximum noise production in each image.

The fi rst interaction corresponds to a conical fl ame 
(Figure 5.2.4—CF, a through e). Under strong harmonic 
forcing urms/u−= 0.47, the shape of the fl ame exhibits 
periodic wrinkles with a large bulge convected from 
the burner lips to the fl ame tip inducing moderate 
fl ame surface variation Arms/A

–
 = 0.11. Nevertheless, 

the creation of this bulge leads to fl ame surface pro-
duction at the fl ame base (Figure 5.2.4—CF, a). This 
instant corresponds to a positive pressure peak in the 
time trace in Figure 5.2.4—CF, but the sound level of 
73 dB remains moderate when compared with the lab-
oratory background noise 60 dB. Sound is mainly asso-
ciated with phases of fl ame surface production. The 
sequence of images in Figure 5.2.4—MF corresponds 
to an “M”-fl ame submitted to the same harmonic forc-
ing. The response differs signifi cantly from that of the 

conical fl ame. As the wrinkle travels toward the top 
of the fl ame, elements of neighboring fronts approach 
and pinch-off (Figure 5.2.4—MF, instants c and d). 
This mutual annihilation leads to the creation of a 
fl ame torus, which is convected downstream. The net 
result of this cyclic interaction is a fl ame surface varia-
tion Arms/A

–
 = 0.19 of the same order as the incoming 

fl ow perturbation level υrms/υ= 0.17. The instant of 
fl ame pinching (Figure 5.2.4—MF, e) corresponds to 
a large negative pressure peak (Figure 5.2.12—MF), 
with an overall SPL equal to 92 dB (Table 5.2.1). In 
contrast with the previous case, noise is mainly asso-
ciated with the fast rate of annihilation of fl ame sur-
face area. This interaction produces a large sound 
level even for relatively low levels of modulation. In 
the cycle presented in Figure 5.2.4—VF, the roll-up at 
the fl ame periphery is due to a toroidal vortex shed 
from the burner lips generated by the fl ow perturba-
tion at the burner outlet υrms/υ = 0.26. As fl ame ele-
ments are rolled up at the front periphery, they are 
stretched, mutually interact (Figure 5.2.4—VF, b and 
c), and contribute to a large rate of destruction of the 
fl ame surface area Arms/A– = 0.43. This event corre-
sponds to an intense negative pressure peak in Figure 
5.2.12—VF between instant b and c and results in a 
total SPL radiated of 96 dB. The last interaction involv-
ing a collection of small conical fl ames differs to some 
extent from the previous cases because phases of fl ame 
surface creation and destruction take approximatively 
the same duration (Figure 5.2.12—CSCF). Instants of 
maximum rate of production and destruction corre-
spond, respectively, to a positive and negative pres-
sure peak of approximatively the same amplitude 
in pressure time trace in Figure 5.2.12—CSCF. This 
observation differs from some of our previous expec-
tations [44] that mechanisms leading to fl ame surface 
destruction were the main contributors to the overall 
noise production. Here, both creation and destruction 
phases result in opposite rates of change of the fl ame 
surface area associated with intense pressure peaks. 
The fl ame surface area evolution was not extracted 
because fl ame contours are blurred in many images 
in Figure 5.2.4—CSCF due to the combined motion 
of each individual fl ame. Nevertheless, the fl ame 
dynamics can be described using fl ame emission sig-
nals. Letters in Figure 5.2.12—CSCF indicate instants 
corresponding to images in Figure 5.2.4—CSCF. 
The mean fl ow velocity at the plate holes outlet is
υ = 5.0 m/s and the relative perturbation level υrms/υ   = 
0.16 remains moderate. Flames fi rst stretch and elon-
gate quickly (Figure 5.2.4—CSCF a and b), leading 
to large fl ame surface area production. Flames then 
suddenly break up and release small spherical pock-
ets of fresh reactions (Figure 5.2.4—CSCF c and d).
It is interesting to note that for about the same fl ow 
perturbation level υrms = 0.8−0.9 m/s, the SPL radiated 
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by the collection of small conical fl ames reaches 96 dB, 
whereas the single conical fl ame remains relatively 
quiet (CF, SPL = 73 dB, Table 5.2.1). It should also be 
mentioned that this result was obtained for a reduced 
mass fl ow rate = 0.29 g/s for the CSCF confi guration 
to be compared with = 0.59 g/s consumed by the sin-
gle CF. The ensemble of small conical fl ames is a more 
compact confi guration than the single conical fl ame 
leading to higher fl ame surface densities and to stron-
ger noise production.

Further quantitative comparisons are given in what 
follows. Flame surface area A extracted from phase-
 averaged images and indicated as circles in cm2 are 
presented in Figure 5.2.12 together with fl ame light 
intensity I displayed as solid lines. Emission signals I 
were rescaled using Equation 5.2.9 to obtain quantities 
comparable with the fl ame surface area A. Both signals 
perfectly coincide during all phases of the driving cycle 
indicating that the fl ame dynamics can be well retrieved 
by examining OH* radical light emission during fl ame 
interactions with convective waves (Figure 5.2.12—CF), 
mutual annihilation of fl ame elements (Figure 5.2.12—MF), 
or fl ame vortex interactions (Figure 5.2.12—VF). Time 
traces reveal strong nonlinearities during short phases 
of the driving cycles leading to either large rates of sur-
face production (CF) or surface destruction (MF, VF). 
The pressure p' radiated in the laboratory measured by 
the microphone can be compared with the theoretical 
pressure fl uctuation computed from the retarded rate 
of change of the fl ame surface area dA/dt, or equiva-
lently from dI/dt. Results are plotted at the top of Figure 
5.2.12. Pressure peak positions, amplitudes, and rms 
levels are correctly retrieved for the conical, “M” and 

“V”-shaped fl ames submitted to convective waves 
(Figure 5.2.12—CF, MF, and VF). It should be noted that 
these results obtained for a microphone located in the 
near-fi eld of the fl ame still obey the classical relation 
derived for far-fi eld conditions.

5.2.6  Interactions with Equivalence 
Ratio Perturbations

Previous data have concerned unconfi ned fl ame confi g-
urations driven by velocity perturbations. These cases 
are less dependent on the geometry because sound 
generation is not modifi ed by refl ection from boundar-
ies. It is also easier to examine unconfi ned fl ames with 
optical techniques. However, in many applications, 
combustion takes place in confi ned environments and 
sound radiation takes place from the combustor inlet or 
exhaust sections. The presence of boundaries has two 
main effects:

Boundaries modify the refl ection response of • 
the system
Boundaries modify the fl ame dynamics by • 
changing the geometry of the fl ow in the system

The fi rst item is easily treated by considering the eigen-
modes of the system and expanding the pressure fi eld 
on a basis formed by these modes. The second item is 
less well documented but is clearly important. The pres-
ence of boundaries not only modifi es the structure of the 
mean fl ow but also infl uences the fl ame dynamics. This 
is demonstrated in a set of recent experiments in which 
the lateral confi nement was varied systematically [45].
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FIGURE 5.2.13
Dynamics of a methane-air conical fl ame submitted to a convective wave of equivalence ratio perturbations, f = 175 Hz, and f/f- = 0.1. The 

mass fraction perturbation is shown on the color scale. The fl ame is represented by temperature isocontours. Two cycles of modulation are 

displayed.
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In addition to velocity perturbations, it is important 
to examine fl ames perturbed by other types of distur-
bances like composition fl uctuations. These can result 
from the response of the injection system to pressure 
waves radiated by combustion and traveling in the 
upstream manifold. In premixed confi gurations, this 
gives rise to equivalence ratio fl uctuations, which are 
convected downstream and interact with the fl ame [46]. 
This process is important in practice but diffi cult to 
study experimentally. It is here illustrated by numerical 
simulations carried out by imposing a convective wave 
to a conical fl ame [47]. Results shown in Figure 5.2.13 
indicate that the fl ame is wrinkled by this perturbation 
and that this gives rise to heat release fl uctuations. It is 
also interesting to note that the fl ame motion takes place 
with a period that equals twice that of the imposed 
modulation in equivalence ratio.

5.2.7 Conclusions

Analysis of perturbed fl ames carried out in this chapter 
indicates that rapid changes of heat release constitute 
a source of combustion noise, a mechanism that can effec-
tively drive combustion instabilities. In premixed fl ames, 
the rapid changes in heat release are associated with vari-
ations in fl ame surface area dA/dt. These are produced, 
for example, when the fl ame interacts with convective 
vortices. The fl ame–vortex interaction induces a roll up 
of the reactive sheet followed by mutual annihilation 
of reactive elements resulting in rapid destruction of 
fl ame surface area. Rapid changes in fl ame surface area 
can also result from interactions between adjacent fl ame 
sheets, which consume the intervening reactant or from 
the collective motion of multiple fl ames synchronous 
pinching and pocket formation. Experiments indicate 
that these processes induce large positive or negative 
rates of change of heat release rate ∂Q

.
  / ∂t, which consti-

tute sources of noise radiation. When these sources are 
synchronized by coherent perturbations propagating 
inside the combustion chamber, they feed energy into 
the motion and this can lead to the growth of oscillation 
in the system. Rates of change of heat release are often 
found to reach maximum values during phases of fl ame 
surface destruction, implying that fl ame surface dissi-
pation is the dominant mechanism of combustion noise 
production in combustors operating in a continuous 
mode (gas turbine combustors, industrial boilers, fur-
naces, etc.). This is so because processes of fl ame anni-
hilation are usually faster than those generating fl ame 
surface. This is, however, not always the case and intense 
radiation can result from ignition, fl ame stretch, and col-
lective dynamics. In automotive engines, for example, 
where combustion noise mainly originates from the vio-
lent ignition of the reactants introduced in the cylinder, 
the fast rate of production of fl ame surface area is the 

dominant mechanism. From these experimental data, it 
seems possible to reduce the level of driving by mini-
mizing the rate of change of heat release resulting from 
the response of fl ames to incident perturbations.
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5.3  Tulip Flames: The Shape of 

Deflagrations in Closed Tubes

Derek Dunn-Rankin

5.3.1 Introduction

The propagation of premixed fl ames in closed ves-
sels has been a subject of combustion research since its 
inception as a defi ned fi eld of study in the late 1800s, 
when Mallard and LeChatelier [1] explored the  behavior 
of explosions in the tunnels of coal mines. In the early 
decades of the twentieth century, experimenters used 
streak cameras to monitor the progress of premixed 
fl ame fronts propagating in tubes and channels without 
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recording the detailed shape of the fl ame. Sustained 
interest in measuring fl ame speeds photographically 
and in observing the transition of defl agrations to det-
onations, however, produced advances in observation 
techniques that allowed fl ame shape monitoring dur-
ing combustion. For example, Mason and Wheeler [2] 
presented an instantaneous image of a fl ame propagat-
ing in a tube, and demonstrated it to be unsymmetri-
cal. Using this image, these researchers pointed out 
that fl ame shape complicates the concept of a fl ame’s 
uniform movement (or normal propagation speed). 
Arguably, the most remarkable photographic study 
of fl ame-shape changes in closed vessels (even to this 
day) was published by Ellis using a then newly devel-
oped rotating shutter camera [3] that captured a stro-
boscopic time history of fl ame propagation in closed 
vessels. With this camera, he gathered images of CO/
O2 fl ames in spheres, cubes, odd-shaped cylinders, and 
cylindrical closed tubes [4]. The work included a vari-
ety of mixture compositions, ignition locations, and 
even fl ames propagating into each other. All of these 
closed-vessel studies produced very interesting visual 
results, and one such result, the very distinct cusp-
shaped fl ame that occurs in the closed tubes, has come 
to be known as the “tulip fl ame” (though Ellis never 
referred to it with this name). An example of the tulip-
fl ame formation, adapted from Ellis and Wheeler [5], is 
shown in Figure 5.3.1. The stroboscopic sequence shows 
that the fl ame grows out as a fairly symmetrical hemi-
sphere from ignition at one endwall. As it approaches 
the sidewalls of the tube, however, the fl ame elongates 
into a dome shape (also referred to as a “fi nger,” by 
Clanet and Searby [6]). Then, as the elongated elements 
burn out near the sidewall, the fl ame rapidly fl attens 
and turns convex toward the unburned gas. Generally, 
the fl ame maintains this convex cusp (or tulip) shape 
through the rest of its propagation.

5.3.2 Historical Description of the Tulip

The dramatic dynamics of the fl ame-shape change 
shown in Figure 5.3.1, along with its proposed rela-
tionship to the fl ame instability and fl ame-generated 
fl ow, has periodically sparked an interest in its study. 
Before reviewing this fl ame-shape transition phenom-
enon, it will be useful to trace the history of the “tulip” 
name and distinguish this particular fl ame shape from 
the myriad of others with which it is often equated or 
confused.

In 1957, a fl ame propagating in a long tube under 
conditions resulting in a defl agration to detona-
tion transition (DDT) was given the name “tulip” by 
Salamandra et al. [7]. This term was subsequently 
commonly applied in detonation studies to describe 
this typical shape [8,9]. Figure 5.3.2 shows a few 

FIGURE 5.3.1
Rotating camera images of a CO/O2 fl ame undergoing the inversion from 

the hemispherical cap fl ame to an inverted shape that is now considered a 

tulip or perhaps more accurately a “two-lip” fl ame. The fl ame propagates 

in a 20.3 cm long closed cylindrical tube of 2.5  cm diameter. (Adapted 

from Ellis, O.C. de C. and Wheeler, R.V., J. Chem. Soc., 2, 3215, 1928.)

FIGURE 5.3.2
Tulip fl ames in the context of defl agration transitioning to detona-

tions: (a) the fl ame shape fi rst called as a “tulip” fl ame by Salamandra 

et al. [7] in the sentence describing the slowing-down stage of the 

fl ame, “The meniscus-shaped fl ame front becomes tulip-shaped.” 

The chamber had square cross sections (36.5 mm on the side) and was 

approximately 1 m long. The mixture is H2/O2. (b) Similar images 

from more recent experiments [10], where the fl ame is also consid-

ered “tulip-shaped.” More recent images are also referred to as tulip-

shaped.

(a) (b)
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examples of these DDT-related tulip fl ames and 
Figure 5.3.3 compares this fl ame with a rotated and 
sized image of an actual tulip fl ower to show the rea-
sonableness of this name association. It is important 
to notice that the Ellis-type fl ame shown at the bot-
tom of the fi gure does not resemble the tulip to a great 
extent, and might even be better described as a “two-
lip” fl ame.

However, despite this misnomer, when interest in the 
closed-tube flame of the Ellis-type resurfaced in the 
mid-1980s, the researchers involved were also aware of
the DDT tulips and the name transferred to the 
cusped laminar flame transition [11–14]. An example 
of a flame image from this era is shown in Figure 
5.3.4, and the “tulip” name is now used routinely to 

describe the cusped flame-shape changes that occur 
 during the propagation in relatively short closed 
tubes [15–21].

To further complicate the situation, the tulip name 
has also been applied to fl ames interacting with pres-
sure waves (Lee [8] describing the work of Markstein, 
[22] as shown in Figure 5.3.5), fl ames propagating in 
open tubes [6,23,24], fl ames in narrow channels where 
heat loss to the walls is important (e.g., [25,26], and 
even to fl ame propagating in a spinning tube [27]. The 
downward-propagating limit fl ames, shown in Figure 
5.3.6, from Jarosinski et al. [28] might also be candi-
dates for the tulip name, but so far they have not been 
termed so.

1.85 ms between traces 3.70 ms between traces

150100
Distance (mm)

500

38
.1 

m
m

FIGURE 5.3.4
Flame shape images and traces extracted from the high-speed 

schlieren movie (5000 frames/s) of a stoichiometric methane/air 

fl ame going through a tulip inversion while propagating in a square 

cross-section (38.1 mm on the side) closed tube.

FIGURE 5.3.5
The fl ame shape created when a weak shock (pressure ratio 1.10) inter-

acts with it from the right. The image shows a fl ame funnel, 2.5 ms 

after the interaction begins; the fl ame is a stoichiometric butane/air 

mixture. (Adapted from Markstein, G.H., Nonsteady Flame Propagation, 

AGARDograph, Pergamon Press, New York, 1964.)
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FIGURE 5.3.6
A lean methane/air fl ame propagating downward in a tube closed 

above. The tube is of 51 mm diameter. (a) Self-light images of the fl ame; 

(b) traces of the fl ame shape at 55 frames/s. (Adapted from Jarosinski, J., 

Strehlow, R.A., and Azarbarzin, A., Nineteenth Symposium (International) on 
Combustion, The Combustion Institute, Pittsburgh, pp. 1549–1555, 1982.)

FIGURE 5.3.3
Comparison between tulips. (a) Image of an actual tulip fl ower that 

has been rotated and sized for comparison; (b) the tulip shape noted 

by Salamandra et al. [7] in fl ames on their transition to detonation; 

and (c) the inverted fl ame shape identifi ed by Ellis and Wheeler [5] in 

closed tubes that is now being called a tulip fl ame. The image to the 

right is simply a negative of that to its left.

(a) (b)

(c)
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As briefl y demonstrated above, the combustion litera-
ture is replete with fl ame shapes that suggest the tulip, 
including those of Ellis and Wheeler [5], Gu'enoche and 
Jouy [29], Jeung et al. [30], and more recently in the papers 
of Clanet and Searby [6], Matalon and Metzener [19], and 
Dunn-Rankin and Sawyer [12,31]. Among these papers, 
there are numerous explanations for the tulip fl ame, 
along with several analytical and numerical models of 
the process. Based on the variety of studies, explanations, 
and models of the tulip fl ame, it is likely that the shape 
does not arise from a single phenomenon, but can occur 
from different processes that may depend on the system 
under study. Hence, a single dominant mechanism does 
not explain all the experimental evidences available in the 
literature. If, however, we limit our consideration to the 
short closed-tube condition highlighted by Ellis, we can 
more easily evaluate the fl ame/fl ow/instability condition 
responsible for this particular form of the tulip fl ame.

5.3.3  Tulip Flames in Relatively Short 
Closed Tubes

For the most dramatic fl ame-inversion behavior 
to occur, the defl agration is ignited at one end of a 
tube, closed at both the ends, and fi lled with a near-
stoichiometric mixture of fuel and air. The tube should 
have a length to transverse dimension ratio of between 
4 and 20. The absolute value of the transverse dimen-
sion should be large enough (>25 mm) to obviate the 
wall-heat transfer and boundary-layer effects, but 
small enough (<100 mm) to prevent large buoyant or 
dynamic distortions of the fl ame sheet. The tulip fl ame 
would still occur outside these geometric limits; how-
ever, the sharpness of the transition would degrade. 
Figure 5.3.7 is an example drawn from the work of 
Ellis and Wheeler [5] illustrating the appropriate tube 
conditions and the sequence of fl ame shapes that result 
after ignition at one end.

As mentioned earlier, the tulip fl ame has been observed 
under a wide variety of conditions, suggesting that it is a 

very robust phenomenon. In fact, as shown in Figure 5.3.8,
Zhou et al. [32] discovered a tulip fl ame even when the 
closed tubes are curved. On the whole, the experimen-
tal observations in the literature have shown that in the 
relatively short closed-tube confi guration:

 1. Tulip-fl ame formation begins simultaneously 
with the rapid decrease in the fl ame area that 
accompanies the fl ame quench at the sidewalls 
of the combustion vessel

 2. The more pronounced the fl ame-area reduction is, 
the more pronounced is the tulip-fl ame transition

 3. Formation of a tulip fl ame is relatively insensi-
tive to mass loss and endwall geometry

 4. Formation of a tulip fl ame is relatively insensi-
tive to mixture composition

Taken together, these observations indicate that the basic 
tulip-fl ame formation is a remarkably robust phenom-
enon that depends somewhat on the overall geometry  
of the combustion vessel. There is little doubt that the 
growth of the cusp represents a Darrieus–Landau insta-
bility [33–35] that is stabilized by the thermo-diffusive 
transport at the small scales, but an interesting lingering 

FIGURE 5.3.7
A classic self-light stroboscopic image of a premixed fl ame undergoing 

a tulip inversion in a closed tube. There is an interval of 4.1 ms between 

the images of a water vapor saturated CO/O2 fl ame arranged to have 

a fl ame speed comparable with that of a stoichiometric methane/air 

fl ame. The tube is 2.5 cm in diameter and 20.3 cm long. (Adapted from 

Ellis, O.C. de C. and Wheeler, R.V., J. Chem. Soc., 2, 3215, 1928.)

FIGURE 5.3.8
Self-light image of the formation of a tulip fl ame in a closed tube that 

is curving. The curve is off to the right and not visible in these photo-

graphs, but the classical twin-lobe formation occurs as if the tube was 

straight. These images are similar to that reported by Zhou et al. [32]. 

(Courtesy of A. Sobesiak.)
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question is what provides the dominant trigger for the 
instability in a way that most often leads to the large 
twin lobes.

5.3.4 Triggering the Tulip-Flame Instability

Early attempts to explain the trigger for the tulip fl ame 
focused on the pressure wave/fl ame interactions. This 
was a natural consequence of the well-documented vibra-
tory behavior of fl ames seen in the very fi rst streak images 
recorded [2], and the images of Markstein (like that in 

Figure 5.3.5) showed how pressure waves can radically dis-
turb the fl ame front. However, numerical studies showed 
that tulip fl ames occur even when pressure waves are absent 
(e.g., [11]), suggesting that a fl ame/fl ow interaction might be 
important. The advent of laser Doppler velocimetry (LDV) 
provided a method by which this fl ame fl ow interaction 
could be observed quantitatively. In the mid-1980s, Starke 
and Roth [14], Jeung et al. [30], and Dunn-Rankin [36] made 
velocity measurements during the tulip formation. This 
new quantitative data also encouraged a series of numerical 
simulations of the tulip phenomenon (e.g., [16]), which peri-
odically resurfaces (e.g., [17]). Figures 5.3.9 and 5.3.10 show 
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FIGURE 5.3.9
Velocity vectors of the gas fl ow measured using laser Doppler anemometry inside a closed chamber during the formation of a tulip fl ame. 

Images of the fl ame are also shown, though the velocity measurements required many repeated runs, hence, the image is only representative. 

The chamber has square cross sections of 38.1 mm on the side. The traces in the velocity fi elds are the fl ame locations based on velocity data 

dropout. The vorticity generated as the fl ame changes shape appears clearly in the velocity vectors.
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samples of these velocity results. The velocity measure-
ments conclusively demonstrated that the tulip-fl ame 
phenomenon does not involve any signifi cant reverse 
fl ow in the bulk unburnt gas or any squish fl ow along 
the walls. In fact, the unburnt gas behaves simply as if 
it were being compressed by a leaky piston. The measure-
ments also showed that the boundary-layer effects are 
not signifi cant in these relatively large diameter tubes.

The most intriguing results from the velocity mea-
surements occurred in the burnt gas, just as the fl ame 
that is initially convex towards the unburnt gas begins 
to fl atten. The curved fl ame produces a noticeable 

recirculation in the burnt gas. The recirculation is cre-
ated because the expansion normal to the fl ame sur-
face defl ects the fl ow upward toward the centerline. 
During its early growth phase, this recirculation does 
not infl uence the fl ame, because expansion drives the 
fl ame front rapidly down the tube, but as the fl ame 
skirt reaches the sidewalls, the expansion decreases 
dramatically and the fl ame remains in proximity to the 
recirculation fl ow that it has just created. This recircu-
lation in the burnt gas gives the fl ame a small defl ec-
tion, which triggers the broader instability. Figures 
5.3.11 and 5.3.12 show the schlieren images from 
two tulip-fl ame formation events. In these cases, the 
schlieren system was suffi ciently sensitive to capture 
the residual thermal gradients associated with the fl ow 
fi eld. The fi gures show quite distinctly that a recircula-
tion cell sits at the point in the chamber where the tulip 
fl ame began.

Figure 5.3.13 shows an image from a high-speed 
schlieren movie of a stoichiometric methane/air fl ame 
propagating in a square cross-section tube (38.1 mm 
on a side) of approximately 300 mm in length. The 
image shows how sharply defi ned the cusped fl ame 
can be when the tube is fairly long (but not open) 
and when the ignition source is approximately two-
dimensional.
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FIGURE 5.3.10
Laser Doppler anemometry data showing the axial velocity along 

the centerline of a 380 mm long closed chamber during the forma-

tion of acetylene/air tulip fl ames of different equivalence ratios. The 

velocity is measured 265 mm from the ignition; thus, the tulip shape 

is already formed before the fl ame reaches the measurement point. 

This work shows the behavior similar to the results described in 

Figure 5.3.9. (Adapted from Starke, R. and Roth, P., Combust. Flame, 
66, 249, 1986.)

FIGURE 5.3.11
Schlieren image of a tulip fl ame and the remnants of the vortex, 

proposed to initiate the instability. The tube is acrylic with square 

cross section of 38.1 mm on the side. The mixture is stoichiometric 

methane/air.

FIGURE 5.3.12
Similar to Figure 5.3.11, another schlieren image of a tulip fl ame and 

the remnants of the vortex, proposed to initiate the instability. The 

location of the vortex suggests that it forms just as the hemispherical 

cap fl ame burns out at the sidewalls.

FIGURE 5.3.13
Schlieren image of a very clear tulip or two-lip fl ame formed in a 

moderate length, square cross section tube (300 mm long × 38.1 mm 

on the side) from a stoichiometric methane/air mixture, with a line 

igniter across the left wall.
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5.3.5 Concluding Remarks

The tulip or “two-lip” fl ame is an interesting example 
of how fl ame/fl ow interaction can produce changes in 
fl ame shape. The phenomenon of a tulip fl ame, in all of 
its guises, occurs in many combustion confi gurations, 
and the cause of the tulip can depend, at least partly, on 
the particular system under study. In the specifi c case 
of fl ames propagating in fairly short, moderately narrow 
tubes, it appears that the tulip fl ame occurs when a recir-
culation generated by the curved fl ame front suddenly 
fi nds itself spinning near the fl at fl ame sheet. The recircu-
lation produces the initial trigger for a Landau–Darrieus 
instability that subsequently grows to the entire tulip.
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6.1  Flame Propagation in Narrow Channels 

and Mechanism of Its Quenching

Artur Gutkowski and Jozef Jarosinski

6.1.1 Introduction

The problem of fl ame quenching by a wall was fi rst 
studied nearly two centuries ago by Sir Humphry Davy 
when he was involved in preventing explosions in coal 
mines. He used an experimental approach that took 
him several months to solve the problem of the mining 
safety lamp. He then demonstrated its construction to 
the public [1]. After this spectacular achievement, fl ame 
quenching by walls was neglected by science for more 
than a 100 years. It was only in 1918 that Payman and 
Wheeller published their work on the propagation of 
fl ames through small diameter tubes [2]. Extensive 
experimental studies of fl ame quenching were also 
undertaken by Holm [3], who was the fi rst to intro-
duce the concept of quenching distance or quenching 
diameter. However, the most important contribution to 
the theory of fl ame quenching by walls was made by 
Zel’dovich [4,5]. He demonstrated that at the quenching 
limit, SL,lim, the laminar burning velocity, and the maxi-
mum value of the limit fl ame temperature, (Tb,max)lim 
were related to their respective values under adiabatic 
conditions, S°

L  , and T b°
    , through the relations
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where
b a parameter characterizing heat losses,
R the universal gas constant,
E the activation energy.

In his theory, Zel’dovich also showed that the Peclet 
number, given by the expression
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remained constant at the fl ame quenching limit, where 
DQ is the quenching diameter and a is the thermal 

diffusivity. His theory, included in his later book [6], has 
stood the test of time.

Unfortunately, his work was published during the 
World War II, in the former Soviet Union, and for a long 
time remained almost unknown to the wider commu-
nity studying combustion.

As the quenching distance for fl ames propagating in 
different mixtures was often important for industrial 
applications, experimental methods to measure this 
quantity were developed. The most frequently used 
ones were

 1. Burner method

 2. Tube method

 3. Flange electrode method

The fi rst method was employed at the atmospheric pres-
sure [3,7] or low pressures [8,9], while the second was 
mainly carried out at reduced pressures [10–12]. The 
third method was developed and explored by Blanc et al. 
[13] and Lewis and von Elbe [14], also employed by other 
researchers [15], and is still in use in some laboratories.

Some of the early studies were devoted to assessing the 
effect of walls on the quenching distance. It was found 
that the nature of the wall material hardly affected the 
quenching distance [7,8,16].

This is because the heat capacity of a wall of fi nite thick-
ness is several orders of magnitude higher than that of 
the hot combustion products. However, some research-
ers did observe a small effect of the properties of the wall 
[17] on the quenching distance. This was interpreted 
in terms of some residual catalytic activity of the wall 
surface, poisoned by the combustion products from the 
preceding experiments [18]. With respect to this explana-
tion, the surface of any material moistened through the 
condensation of the water vapor produced in the reac-
tion is supposed to have very similar, low activity.

However, a number of theories on fl ame quenching 
were also developed. Some of these were based on arbi-
trary assumptions concerning the conditions for quench-
ing [7,11]. Another group of theories were based on the 
energy conservation equation for the fl ame, including 
heat loss [19–21].

In the later years, studies on fl ame quenching were 
inspired by different applications and were undertaken 
sporadically [22–24].

The quenching distance is a very important param-
eter, characterizing a laminar fl ame in contact with solid 
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walls. It is directly related to the laminar  burning  velocity 
and fl ame thickness, and brings together the most 
important processes occurring in a laminar fl ame front. 
Flame quenching by a wall is accompanied by a number 
of interesting phenomena. It is commonly accepted that 
the quenching distance should be determined for the 
downward fl ame propagation. In this context, it is quite 
interesting to compare the properties of downward and 
upward propagating fl ames. Their behavior is similar or 
different depending on the value of the Lewis number. 
The limit fl ame is characterized by quantities, such as 
“dead space,” radius of curvature, length of the zone 
of hot combustion gases, etc. These quantities are func-
tions of the quenching distance and equivalence ratio, 
and they all affect quenching. Recognition of their infl u-
ence on limit fl ames may facilitate the understanding of 
the mechanism of fl ame quenching.

For a while till now, our research group has been 
involved in studies of the properties of limit fl ames. Most 
of the results reported in this chapter were obtained for 
propane fl ames, under normal atmospheric conditions, 
in 300 mm long channels, with a square cross-section. 
The experimental procedure was described previously 
[25]. A fl ame propagating through a stationary mixture 
in a quenching tube or quenching channel can be char-
acterized by the parameters defi ned in Figure 6.1.1.

6.1.2 Flame Shape and Propagation Velocity

To understand the mechanism of fl ame quenching in 
narrow channels in detail, one should fi rst examine the 
data of fl ames in mixtures of constant composition, but 
in channels of different sizes (Figure 6.1.2). The mea-
sured propagation velocities in stoichiometric propane/
air mixture are shown in Figure 6.1.2a. For channel 
widths slightly larger than the quenching distance, the 

propagation velocity is lower than the laminar burn-
ing velocity. For channel widths over 3 mm, it gradually 
increases to a maximum value of about 2SL

o
 for widths 

of 6–9 mm, falling slowly if the channel width increases 
further/apart. It can be seen from Figure 6.1.2b that a 
fl ame propagating downward is always convex. A con-
vex fl ame is formed, in spite of the stabilizing effect of 
gravity. This indicates that a fl ame front would be unsta-
ble. A convex fl ame can be treated in terms of curved 
cells, formed after the fl at fl ame loses its stability [6].

The steady states of such systems result from nonlinear 
hydrodynamic interactions with the gas fl ow fi eld. For the 
convex fl ame, the fl ame surface area F can be determined 
from the relation FSL  =  b2w, where SL is the laminar burn-
ing velocity, b2 the cross-section area of the channel, and 
w is the propagation velocity at the leading point.

The cooling effect of the channel walls on fl ame 
parameters is effective for narrow channels. This infl u-
ence is illustrated in Figure 6.1.3, in the form of the 
dead-space curve. When the walls are <4 mm apart, the 
dead space becomes rapidly wider. This is accompa-
nied by falling laminar burning velocity and probably 
lowering of the local reaction temperature. For wider 
channels, the propagation velocity w is proportional 
to the effective fl ame-front area, which can be readily 
calculated. On analysis of Figures 6.1.2b and 6.1.3, it is 
evident that the curvature of the fl ame is a function of 

D

R

Dfw

Dds

FIGURE 6.1.1
Defi nitions of fl ame parameters in channels. D, distance between 

channel walls effective in fl ame quenching (quenching distance). Dfw, 

fl ame width; Dds, dead space; R, radius of curvature of the fl ame.
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the channel width. The ratio of the radius of curvature 
R to D (defi ned earlier) is nearly constant and equal to  
R/D ≈ 0.4–0.5.

6.1.3  Effect of the Equivalence Ratio 
on the Quenching Distance

The quenching distance as a function of the equivalence 
ratio is illustrated by the curve at the top of Figure 6.1.4. 
To bring out some of the characteristic points, pictures of 
near-limit fl ames are also shown in the fi gure. It can be 
seen that for lean propane/air mixtures, the quenching 
distances for fl ames propagating up and down are prac-
tically the same. For rich mixtures, the situation is quite 
different. In this case, fl ames propagating in opposite 
directions are extinguished in the same narrow channel 
in the mixtures of different compositions. Differences 
between downward and upward propagation limits are 
found to increase rapidly with the distance from stoi-
chiometry. The quenching limit curves lie within the 
fl ammability limits, but on the rich side, the fl ammabil-
ity limits depend on whether the fl ame propagates up 
or down.

The effect of natural gravity on fl ammability lim-
its has been known for a long time. The difference 
between fl ammability limits for downward and 
upward fl ame propagation was fi rst observed by White 
[26], for hydrogen/air mixtures. Subsequently, similar 
effects were also found for other mixtures. For propane 
fl ames, the lean fl ammability limit for both downward 
and upward propagation was observed to be f = 0.53. 
The rich limits were f = 1.64 for downward and f = 2.62 
for upward propagation. Such wide gap between the 
fl ammability limits for rich mixtures is explained in 

terms of preferential diffusion of the reactant that is 
defi cient (oxygen), in response to the fl ame stretch of an 
upward propagating fl ame (the Lewis number for such 
fl ames is <1).

6.1.4  Length of the Zone of Hot Combustion 
Gases behind the Flame Front

The temperature profi le inside a narrow channel was 
determined using resistance probes with a 10 μm Pt–Ir 
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sensor, 2.2 mm long. The time constant of the wire was 
about 5 ms. Measurements in very narrow channels 
should be treated with caution as they may be affected 
by errors, owing to the infl uence of the probe on small 
volumes of gas. Heat transfer from the hot combustion 
gases to the walls may be characterized by the length of 
the high-temperature zone lying just behind the fl ame 
front. For up to 80% of their length, the temperature 
records for this zone were similar. Thus, it was assumed 
that the effective end of this zone could be placed where 
the temperature fell to 20% of the maximum temperature 
rise. The length of the high-temperature zone as a func-
tion of the quenching distance is shown in Figure 6.1.5, 
for downward propagating fl ames in a lean propane/
air mixture (equivalence ratio between 0.53 and 1.00). 

It can be observed that the dominant mechanism of heat 
transfer from the fl ame to the walls is different for chan-
nel widths up to 7 mm as well as for wider channels.

6.1.5 Dead Space

The width of the dead space was determined from the 
photographs. The results are shown in Figure 6.1.6 as a 
function of the quenching distance (Figure 6.1.6a) and of 
the equivalence ratio (Figure 6.1.6b). It can be observed 
that in channels up to 7 mm wide, the dead space grows 
linearly with the DQ, but for rich mixtures the growth is 
twice as fast as for lean ones. Their values relative to 
the quenching distance lie near 0.09 for lean and 0.18 for 
rich mixtures. For lean propane/air mixtures, the dead 
space for fl ames propagating upward in the quenching 
channels is the same as for those propagating down. 
However, for very rich mixtures, the concept of dead 
space loses its physical meaning (mechanism of natu-
ral self-propagation is replaced by buoyancy). It can be 
observed that the width of upward propagating rich 
fl ames is nearly constant, regardless of the quenching 
distance (see Figure 6.1.4b).

6.1.6 Radius of Curvature of the Flame

The radius of curvature of fl ame is shown in Figure 6.1.7 
as a function of the quenching distance (Figure 6.1.7a) 
and of the equivalence ratio (Figure 6.1.7b). The radius 
was determined from the fl ame pictures. For lean mix-
tures, the radius increases linearly with the channel 
width, both for the downward and upward  propagating 
fl ames. For rich mixtures and downward propagation, 
the increase is linear for quenching distances up to DQ = 
7 mm, but the increase is not as steep as that of lean 
mixtures. However, the increase accelerates. For rich 
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mixtures and upward fl ame propagation, the radius of 
curvature becomes nearly constant at R = 0.7–1.2 mm 
(note that the curvature of those fl ames is very large).

6.1.7  Burning Velocity Near the Quenching Limit

Convex limit fl ames propagate in a channel through a 
stationary mixture, almost without change in shape or 
structure. As the fl ame surface is larger than that of a 
fl at fl ame, they move with a velocity slightly higher than 
the burning velocity. Taking into account the convex 
fl ame surface and its interaction with the walls, it was 
estimated that the burning velocity of limit fl ames was 
approximately 0.9 of the experimentally determined 
fl ame propagation velocity. For such fl ames, the laminar 
burning velocity is different from that of the adiabatic 
ones. According to the theory of Zel’dovich et al. [6], the 
burning velocity under quenching conditions should 
fall to a limit value of SL,lim = 0.61S°

L  .
Flame propagation velocity was measured in quench-

ing channels both for downward and upward propaga-
tion. The data from these measurements (with velocities 
approximately 10% higher than those of limit fl ames) 
were plotted on a graph, together with two curves: the 
most reliable, adiabatic laminar burning velocity S°

L   
for propane fl ames determined previously [27] and the 
limit burning velocity SL,lim, calculated from Equation 
6.3.1. The comparison is shown in Figure 6.1.8.

The experimental points for downward propagating 
fl ames lie satisfactorily close to the limit curve, except 
for the rich mixture region. The propagation velocity for 
upward propagating fl ames is also reasonably close to 
the limit burning velocity for equivalence ratios from 
0.8 to 1.3, but is markedly higher outside this range. 
The factor responsible for this increase is buoyancy. 
Preferential diffusion is an additional factor promoting 
the larger burning velocity increase for rich mixtures.

6.1.8 Peclet Number

The quenching diameter or quenching distance between 
two plates is related to the properties of the fl ammable 
mixture by means of the Peclet number, expressed by 
Equation 6.1.3. The Peclet number is usually determined 
for downward propagating fl ames. Typically, the adia-
batic laminar burning velocity and thermal diffusivity 
at the temperature of the unburned mixture are used in 
the calculations. For wedge-shaped channels, the limit 
Peclet number was observed to be Pe = 42 [28]. However, 
in this study, careful measurements in the rectangular 
channels showed slightly higher values, Pe = 51. If the 
quenching distance is compared with the entire fl ame 
thickness dL (see the defi nition in Ref. [29]), then their 
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relation should be approximately  constant at DQ/dL ≈ 2, 
over the entire range of mixture compositions [30]. 
Furthermore, Daou and Matalon [31] also obtained simi-
lar results. They used numerical methods to analyze the 
fl ame behavior in narrow channels, with and without 
heat losses. Their calculations showed that fl ames with 
heat loss were thicker than those propagating under 
adiabatic conditions. They also found that the quench-
ing distance was approximately 15 times larger than the 
characteristic thickness, defi ned as ΔL = a/SL (for  thermal 
diffusivity at the mean temperature), which corre-
sponds exactly to twice the entire fl ame thickness, 2δL. 
Our experimental results gave DQ ≈ (15–17)ΔL. It can be 
seen from Figure 6.1.4 that the quenching distance curve 
for downward propagation takes the form of a parabola, 
with a minimum near stoichiometry. As the product of 
the laminar burning velocity and the quenching distance 
is nearly constant for limit fl ames (see Equation 6.1.3), 
it is evident that these two quantities are inversely pro-
portional to each other. The constant of proportionality 
depends on the chemical and transport properties of the 
mixture, and may be predicted from the existing theory.

For propane fl ames, the quenching distance (for 
downward propagating fl ames) is limited by the dis-
tance between the walls of about 10 mm. In larger chan-
nels, the fl ame is quenched at the fl ammability limits.

6.1.9 Numerical Simulation

To examine the details of the structure of fl ames in chan-
nels under quenching conditions, numerical methods 
were used. Two-dimensional CFD simulation of a pro-
pane fl ame approaching a channel between parallel plates 
was carried out using the FLUENT code [25]. The model 
reproduced the geometry of the real channels investi-
gated experimentally. Close to the quenching limit, the 
burning velocity, dead space, and radius of curvature of 
the fl ames were all close to the experimental values.

The calculated fl ow and temperature fi elds for a fl ame 
propagating in a channel with the walls separated by 
DQ = 4 mm is shown in Figures 6.1.9 and 6.1.10.

6.1.10  Behavior and Properties of Flames 
at the Quenching Limits

On the basis of the observations and results so far pre-
sented, it is obvious that the properties of limit fl ames 
are very different depending on the width of the quench-
ing channel, the equivalence ratio, and the direction of 
fl ame propagation. The reasons for this are detailed in 
the following four sections.

6.1.10.1 Downward Propagating Lean Limit Flame

Lean limit propane fl ames propagate under conditions 
when heat conduction dominates over the molecular 

diffusion processes (Le > 1). In comparison with other 
fl ames, the dead space, Dds, of such fl ames is relatively small. 
It increases linearly with the distance between the chan-
nel walls (for DQ up to 7 mm), but the ratio Dds/DQ is nearly 
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constant a value of ≈ 0.1 (see Figure 6.1.6). For DQ > 7 mm, 
the dead space does not change much. The radius of cur-
vature, very small for a stoichiometric fl ame (R ≈ 1 mm), 
increases several times as DQ increases (see Figure 6.1.5), 
but the ratio R/DQ remains approximately constant 
(R/DQ ≈ 0.45). A fl ame being quenched in a channel 
slows down and its width very slowly but systematically 
decreases, while the dead space grows until the fl ame is 
fi nally quenched. A view of a fl ame in a 9 mm quench-
ing channel is shown in Figure 6.1.11. The picture was 
recorded by a camera with an open shutter. Numerical 
simulation of the fl ame-quenching process is presented 

in Figure 6.1.12. When the fl ame slows down, the temper-
ature gradients associated with it decrease and fi nally its 
characteristic profi le is lost (see Figure 6.1.13).

6.1.10.2 Downward Propagating Rich Limit Flame

Rich limit propane fl ames propagate under conditions 
when molecular diffusion dominates over heat conduc-
tion processes (Le < 1). The dead space, Dds, of these 
fl ames is at least twice as large as that of the downward 
propagating lean limit fl ames. Also, it grows linearly 
with increasing distance between the channel walls up 
to DQ = 7 mm. The ratio Dds/DQ is nearly constant and is 
equal to ≈ 0.2 (see Figure 6.1.6). For DQ > 7 mm, the dead 
space becomes practically constant. The radius of curva-
ture of fl ame, R, changes with DQ, similar to the case of 
limit fl ames propagating downward, and the ratio R/DQ 
also remains nearly constant (R/DQ ≈ 0.35).

6.1.10.3 Lean Limit Flames Propagating Upward

The characteristic properties of lean limit fl ames propa-
gating upward are approximately the same as those of 
fl ames propagating down.

6.1.10.4 Rich Limit Flames Propagating Upward

The fact that the quenching limits of upward propa-
gating rich limit fl ames are much wider in compari-
son with those moving downward can be explained 
in terms of preferential diffusion. When the molecu-
lar diffusivity of the defi cient reactant is higher than 
the thermal diffusivity of the mixture and when the 
fl ame is stretched (upward propagating convex fl ames 
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FIGURE 6.1.11
A view of a fl ame quenched in a channel of 9 mm. Picture recorded 

by a camera with open shutter (f = 0.57).
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are always stretched), an additional quantity of the 
defi cient reactant are supplied to the surface of such 
a fl ame. Also, heat transport from the reaction zone 
by conduction is less effi cient. The important quanti-
ties in this context are not the absolute values of the 
diffusion coeffi cient and thermal diffusivity, but their 
ratio (i.e., Le = a/Ddiff). It can be stated that in a rich 
propane/air mixture, a unit fl ame surface is supplied 
with oxygen from a larger volume and the heat from 
it is transferred to a smaller volume. As a result, the 
reaction temperature increases. This temperature rise 
is responsible for the extension of the quenching limit 
toward richer mixtures. For mixture compositions 
within the narrow range of Φ = 1.64–1.80, the inner 
instability phenomena are observed—the  propagating 
fl ame has the tendency to be cellular. In richer mix-
tures, the quenching limit curve rises linearly up to 
the fl ammability limit and the fl ame is very stable. 
However, the fl ame width and its radius of curvature 
practically do not change with increasing equivalence 
ratio, f. Preferential diffusion supplies an oxygen-
defi cient convex fl ame surface with more oxygen from 
the entire volume ahead of it. Furthermore, heat loss 
by the less-effective conduction (Le < 1) is limited to 
smaller volume. The mixture in the space between the 
fl ame and the walls becomes less rich than the average 
for the mixture. The fl ame occupies only a small part 
of the channel cross-section and a signifi cant fraction 
of the mixture does not participate in the combustion 
process.

6.1.11 Concluding Remarks

Quenching limits depend on the heat loss to the walls. 
In quenching channels with wall separation, DQ = 
7 mm, heat is transferred to the wall mainly by con-
duction. For wider channels, heat transfer can be also 
infl uenced by natural convection. There are two 
sources of heat loss. The fi rst one is located in the pre-
heat zone, and the second one in the zone of hot com-
bustion gases, just behind the fl ame. The transfer of 
heat from these zones to the walls lowers the tempera-
ture in the reaction zone. Hence, the real fl ame tem-
perature, Tb, is lower than the adiabatic temperature, 
T b°

   , and the actual propagation velocity, SL, is lesser 
than the laminar burning velocity, S°

L  , at the adiabatic 
temperature, T b°

    . If heat loss from the fl ame to the wall 
increases and reaches a critical value, then the fl ame 
temperature and the propagation velocity also take 
the limit values, Tb,lim and SL,lim, respectively, in agree-
ment with Equations 6.1.1 and 6.1.2, and the fl ame is 
quenched. Thus, a fl ame can propagate in small tubes 
or channels only when the difference between the 
actual fl ame temperature and the adiabatic tempera-
ture is less than ( )2

b
° /R T E.
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6.2  Flame Quenching by Turbulence: 

Criteria of Flame Quenching

Shenqyang S. Shy

The central conclusion of this chapter is that global 
quenching of premixed fl ame is characterized by turbu-
lent straining (a turbulent Karlovitz number), equiva-
lence ratio (f), and heat-loss effects. To prove the idea, 
we shall review the global quenching of premixed 
fl ames by turbulence, based on two different reacting 
systems, “gaseous premixed fl ames” and “liquid fl ames.” 
The former was presented at the 29th Combustion 

Symposium [1], reporting the effects of turbulent strain-
ing, equivalence ratio, and radiative heat loss (RHL) on 
the global quenching of premixed methane/air fl ames, 
which will be discussed in detail in this chapter. The 
latter is an aqueous autocatalytic reaction system that 
can produce  self-propagating fronts with characteris-
tics more closely matching those assumed by fl amelet 
models than gaseous fl ames, because of the absence of 
heat-loss, constant density, and the lack of strong non-
linearities (exponential dependencies) in the reaction 
rates. In this chapter, we will only briefl y review the 
global quenching of these self-propagating liquid fronts, 
and for a detailed description on the treatment of aque-
ous autocatalytic reactions, front propagation rates, and 
comparisons with fl amelet models, one can refer to the 
work of Shy et al. [2]. Lastly, the criteria of fl ame quench-
ing by intense turbulence obtained from both gaseous 
premixed fl ames with strong heat losses and liquid 
fl ames with negligible heat losses are also presented.

6.2.1 Introduction

Flame quenching by turbulence is of both fundamental 
and practical importance. Consider a premixed fl ame 
propagating through a simplest turbulent fl ow fi eld that 
is homogeneous and isotropic. Local quenching of the 
fl ame could occur when the external perturbations via 
aerodynamic stretch or heat losses are strong enough to 
decrease the reaction rate in the fl ame to a small value. 
Many studies of local quenching are available for lami-
nar premixed fl ames, such as using asymptotic  analysis 
[3], numerical simulations [4,5], and experimental meth-
ods [6,7]. The consensus is that quenching by stretch may 
occur if the fl ow is nonadiabatic or if the Lewis number 
(Le) > 1. Much has been learnt about the dynamics of 
stretched laminar fl ames [8]. Furthermore, the fl ame–
vortex interactions using direct numerical simulation [9] 
or experimental approach [10] have further enhanced 
our understanding on local quenching processes of lam-
inar premixed fl ames.

However, few studies of global quenching, a com-
plete extinction and not local quenching, of turbulent 
 premixed fl ames are available [11,12]. This is because 
fl ame quenching by turbulence at high Reynolds num-
bers involves a very wide range of spatio-temporal scales 
from both turbulence and chemical reactions, which are 
extremely diffi cult to measure and model [13,14]. Thus, 
we designed novel experimental systems to study the 
fl ame global quenching by turbulence, including a 
large cruciform burner for gaseous premixed fl ames [1] 
and a vibrating-grids chemical tank for liquid fl ames 
[2]. Both systems can be used to generate a large, well-
controlled, intense near-isotropic turbulence region to 
avoid unwanted disturbances from the walls during 
fl ame–turbulence interactions.
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The concept of turbulent fl ame stretch was  introduced 
by Karlovitz long ago in [15]. The turbulent Karlovitz 
number (Ka) can be defi ned as the ratio of a turbulent 
strain rate (s) to a characteristic reaction rate (w), which 
has been commonly used as a key nondimensional 
parameter to describe the fl ame propagation rates and 

fl ame quenching by turbulence. For turbulence s ~ /e n ,
where the dissipation rate e ~ u’3/LI and u’, LI, and n 
are the rms velocity fl uctuation, an integral length scale, 
and the kinematic viscosity of reactants, respectively, 
and for premixed fl ames, w ~ SL

2
/D, where SL and D are 

the laminar burning velocity and the mass diffusivity, 
respectively. Thus Ka ≡ (u’/SL)2(Sc2ReT)−0.5, where ReT ≡ 
u’LI/n and Sc ≡ n/D ≈ 1 for gases or Sc ≈ 600 for water.

In 1982, Chomiak and Jarosinski [11] studied the 
quenching phenomena of gaseous laminar fl ames 
using intense turbulence and cold walls. They found 
that upward propagating premixed fl ames could be 
quenched by a series of turbulent jets located horizon-
tally and oppositely on two sides of a rectangular duct 
with a square cross-sectional area, when Ka1 = (u’/LI)
(dL/SL) was about 10–20, corresponding to values of 
Ka varying from 70 to 450. Since, the laminar-fl ame 
thickness dL ~ D/SL, Ka1 ≡ (u’/SL)2(ReT)−1 = Ka(ReT)−0.5 
taking Sc = 1.Note that the difference between Ka 
and Ka1 is due to the turbulent length scale, and the 
Taylor microscale l ~ LIReT

−0.5 (not LI) that is used in 
Ka. Furthermore, Bradley and his coworkers at Leeds 
[16] also observed global quenching of gaseous pre-
mixed turbulent fl ames in a fan-stirred explosion bomb, 
when Ka2 = 0.157(u’/SL)2ReT

−0.5 = 0.157 Ka was unity 
 corresponding to Ka = 6.37 [16]. Bradley [12] further 

modifi ed the global-quenching condition to be Ka2Le ≈ 6, 
which was equivalent to KaLe ≈ 38.2. Clearly, there is no 
agreement regarding global quenching by turbulence 
from the above- mentioned two experiments. Though 
the explosion bomb had an advantage of having high-
turbulent intensities with negligible mean velocities, 
some disadvantages were inevitable owing to the igni-
tion processes that can greatly infl uence the formation 
of fl ame kernel, its subsequent fl ame development, and 
thus quenching. Obviously, it is much easier to quench 
a small fl ame kernel by turbulence than to quench 
a fully developed propagating fl ame. Therefore, the 
determination of actual global-quenching conditions is 
extremely diffi cult to obtain, if possible at all, using the 
explosion bomb confi guration with the spark ignition. 
To improve or solve such ignition infl uences and fur-
ther consider the effect of RHL on global quenching of 
premixed turbulent fl ames, a better methodology was 
proposed [1].

Figure 6.2.1 shows the cruciform burner confi guration 
consisting of a long vertical cylindrical vessel and a large 
horizontal cylindrical vessel. The vertical vessel of 10 cm 
diameter provides a downward propagating fl ame with 
large surface area. The horizontal vessel equipped with 
a pair of counter-rotating fans and perforated plates at 
both the ends can be used to generate a large region 
of intense near-isotropic turbulence (~15 × 15 × 15 cm3) 
in the core between two perforated plates (23 cm apart) 
[17–19]. Turbulent intensities in it can be up to 8 m/s with 
negligible mean velocities when the fan frequency ( f ) is 
170 Hz, values of skewness and fl atness are nearly 0 and 
3, and corresponding energy spectra have –5/3 slopes. 
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This novel experimental confi guration has several 
advantages and can be used to obtain the benchmark 
data for global fl ame quenching by turbulence. With 
respect to the effects of RHL on global quenching, sev-
eral CH4/air fl ames with different degrees of RHL, from 
small (N2-diluted) to large (CO2-diluted), were investi-
gated. Each case covered a range of the equivalence ratio 
(f) with values of u’/SL, ranging from 0 to about 100, in 
which high rates of strain are achieved until, ultimately, 
global quenching of fl ames occurred.

The following sections describe the experimental 
methods and dynamics of turbulent premixed fl ames 
from propagation to pocket formation to global quench, 
to determine the global-quenching boundaries on a Ka 
versus f plot for these CH4/diluent/air fl ames. Thus, 
the critical value of Ka, Kac, required to quench these 
premixed fl ames globally, as a function of f can be 
obtained. Based on the behaviors of N2- and CO2-diluted 
fl ames, the effect of RHL on Kac can be determined. For 
the fi rst time, these results with and without diluents 
were compared with the previous data [11,12]. Finally, 
we shall discuss liquid fl ames [2], which have negligible 
heat losses and are extremely diffi cult to quench glob-
ally, indicating the importance of heat loss to turbulent 
fl ame extinguishment.

6.2.2 Experimental Procedures

Before starting the experiment, the cruciform burner 
was evacuated and then fi lled with methane/air mix-
tures with or without diluting gases at a given f, ranging 
from 0.60 to 1.45 at one atmosphere. A run began with 
ignition and simultaneous opening of four large vent-
ing valves at the top of the vertical vessel (Figure 6.2.1). 
A premixed fl ame with large surface area (at least 10 cm 
in diameter) was generated, which propagated down-
wardly through the central uniform region for multi-
tudinous interactions with statistically  homogeneous 
and isotropic turbulence. At any given values of f, the 
maximum fan frequency ( fmax) used was 170 Hz, corre-
sponding to u’ = 7.85 m/s and ReT = 24,850, where LI was 
estimated from Taylor’s hypothesis and Bradley’s cor-
relation for zero mean velocities [16,17].

It has been confi rmed that turbulent fl ame propaga-
tion in the cruciform burner is statistically stationary 
(see Ref. [17]). Taken from the central uniform region of 
the cruciform burner using a high-speed camcorder, a 
typical turbulent fl ame propagation was demonstrated 
by three sequential images, with a fi eld of view of 11.5 × 
10.0 cm2, is displayed on the left of Figure 6.2.1, where 
the experimental conditions were premixed CH4/air 
fl ames at f = 1, u’/SL = 3.68, and Ka = 0.25. These turbu-
lent fl ames on propagation were fully developed having 
large surface, and not just a small fl ame kernel ignited 
from the spark electrodes. If the criterion for quenching 

such turbulent fl ames at high Reynolds numbers could 
be obtained, it should be the actual criterion for global 
fl ame quenching by turbulence, and we believe that this 
was the case in the study by Yang and Shy [1]. In their 
study [1], the fl ame–turbulence interactions were not 
infl uenced by the ignition source and fl ame quenching 
by turbulence was not infl uenced by unwanted effects 
of the walls. However, since no image of fl ames could 
be shown when global quenching occurred, the best 
we can do was to show the fl ame images just prior to 
global quenching, as presented in Figure 6.2.1 (right), 
for a very lean CH4/air mixture case at f = 0.6 with u’/
SL = 69.3 and Ka = 36. As can be seen, the turbulent 
fl ames were largely disrupted, becoming fragmented 
(distributed-like) with pockets or islands propagating 
randomly. Furthermore, these turbulent distributed 
fl ames had very slow overall burning rates that can 
survive in the central uniform region for a much lon-
ger period of time than in case of the typical turbulent 
fl ames. Even after 76 ms (Figure 6.2.1), these turbulent 
distributed fl ames propagated slowly and randomly, 
approached the lower vertical vessel, and fi nally, con-
sumed all the remaining reactants. If the values of Ka 
could be increased further, these aforementioned dis-
tributed-like fl ames can be globally quenched. Thus, 
it was a clear-cut demonstration whether the global 
quench would occur.

We also determined the global quenching of fl ame 
via gas chromatography. After a run, the product gases 
were sampled from the central region of the cruciform 
burner (Figure 6.2.1) and the remaining CH4 concen-
trations as a function of u’/SL or Ka were measured. 
Figure 6.2.2 shows a typical example of the variations 
of the normalized remaining percentage of CH4 fuel 
as a function of u′/SL for both very rich (f = 1.45) and 
very lean (f = 0.6) CH4/air fl ames. Furthermore, the 
values of Ka just before and after global quenching are 
plotted in Figure 6.2.2. Obviously, there is a transition 
for global quenching. After the transition, the remain-
ing CH4 concentration increases drastically for both 
rich and lean cases. The critical value of Ka of glob-
ally quenched, rich CH4/air fl ames at f = 1.45 whose 
Le ≈ 1.04, is about 9.81. On the other hand, much higher 
values of Kac (> 38.2) are required for global quenching 
of lean CH4/air fl ames at f = 0.6 whose Le ≈ 0.97. Thus, 
lean CH4 fl ames are much harder to quench globally 
than rich CH4 fl ames.

6.2.3 Results and Discussion

Before presenting the results for global quenching 
of fl ame by turbulence, it is essential to fi rst describe 
and identify the accessible domain of our experimental 
confi guration, limited by the maximum f = 170 Hz on a 
Ka– f   plot.
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6.2.3.1 Accessible Domains

Figure 6.2.3a presents values of the maximum Karlovitz 
number (Kamax) and SL for pure CH4/air fl ames without 
any diluents as a function of f , where SL was obtained 
from the measurements of Vagelopoulos et al. [20]. The 
accessible domain marked as the shaded area in Figure 
6.2.3a was determined by the curve of Kamax, where the 
two vertical lines of f  = 0.6 and f  = 1.45 represented 
the leanest and richest mixtures, respectively, used in 
the study [1]. Clearly, the accessible domain was very 
limited, as the values of f  were close to stoichiometry, 
because of larger values of SL resulting in smaller values 
of Kamax. Only very lean or very rich CH4/air fl ames can 
experience high enough rates of turbulent straining that 
are required for global quenching of fl ame.

To increase the values of Kamax and consequently 
expand the accessible domain, the values of SL should 
be reduced in a subtle way. Hence, various percentages 
of N2 and CO2 diluting gases were blended into CH4 
fuel, as shown in Figure 6.2.3b and c, where values of 
SL for N2- and CO2-diluted fl ames were obtained from 
Stone et al. [21]. With respect to the effect of RHL, CO2-
diluted fl ames suffer larger heat losses than N2-diluted 
fl ames, because of a higher concentration of CO2 in the 
products. This is not the only effect. Probably the lower 
maximum fl ame temperature due to higher specifi c heat 
of CO2 are more important. Samaniego and Mantel [22] 
used a heat-loss coeffi cient (HL), a ratio of the energy 
radiated in the fl ame zone to chemical energy release, 
for quantifying the RHLs due to the presence of CO2. 

They reported that CO2-diluted fl ames had much higher 
HL, up to four times more, than N2-diluted fl ames [22]. 
For clarity, the accessible and inaccessible domains for 
pure CH4/air, CH4/N2/air, and CH4/CO2/air fl ames 
from Figure 6.2.3a, b, and c, respectively, were plotted 
together on Figure 6.2.3d, where the values of Kamax at 
both the leanest and richest sides of these diluted fl ames 
were also indicated. For example, at f = 0.6, the values of 
Kamax increased from about 60 to 320 when CH4 fuel was 
diluted with 60% CO2 (Figure 6.2.3d). Thus, the accessi-
ble domain for CH4/CO2/air fl ames can be signifi cantly 
expanded.

6.2.3.2 Global-Quenching Regimes

We have determined regimes for fl ame quenching by 
turbulence on the Ka–f plots for CH4/air (Figure 6.2.3a), 
CH4/N2/air (Figure 6.2.3b), and CH4/CO2/air (Figure 
6.2.3c) fl ames. For any given values of f, hundreds of 
experiments with the same mixtures but different val-
ues of Ka varying from 0 to Kamax ( f = 170 Hz) were car-
ried out. Thus, the values of Kac for global quenching of 
these premixed fl ames can be obtained. Figure 6.2.4a, b, 
and c shows the variations of Kac with f on these acces-
sible domains for CH4/air, CH4/N2/air, and CH4/CO2/
air fl ames, respectively. Only a limited range of f on 
both lean and rich ends can be investigated to identify 
Kac, because of the limitation of the experimental con-
fi guration that excluded the region of Kac > Kamax (the 
inaccessible domain). For pure CH4/air fl ames (Figure 
6.2.4a), it is much harder to globally quench the lean pre-
mixed fl ames for which Kac = 39.6 when f = 0.6, than the 
rich fl ames for which Kac = 9.81 when f = 1.45. It is worth 
noting that by just slightly increasing the value of f from 
0.6 to 0.62, the global quenching of lean CH4/air fl ames 
is not possible even when the value of Ka = Kamax = 49 
(Figure 6.2.4a). It must be noted that these “no quench” 
data points, overlapped by the symbol “X” on the Kamax 
lines are also plotted in Figure 6.2.4a through c. For rich 
CH4/air fl ames, when the value of f decreases from 1.45 
to about 1.38, the corresponding values of Kac increase 
from 9.81 to 13.4. Thus, the global-quenching regimes, 
as indicated by the shaded areas with dashed grid lines, 
can be determined.

Similar to Figure 6.2.4a, global-quenching regimes 
and their anticipated curves on the Kac–f plot for N2- 
and CO2-diluted fl ames are presented in Figure 6.2.4b 
and c, respectively. It can be noted that the values of 
Kac are very sensitive to f. As the values of f gradually 
approach toward f = 1 from either the lean or rich side, 
the values of Kac increase drastically. For highly diluted 
fl ames, the range of f within the lean and rich fl am-
mability limits that can be conducted in the cruciform 
burner was reduced. For instance, the values of f varied 
from 0.6 to 0.72 for the leanest mixtures and from 1.45 to 
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With permission.)

1.25 for the richest mixtures, when CH4 fuel was diluted 
with 60% CO2 (Figure 6.2.3c). The global-quenching 
boundary for 60% CO2-diluted fl ames, consisting of 
both real data points (the solid line) and the anticipated 
curve (the dash line), as shown in Figure 6.2.4c, revealed 
a complete variation of Kac with f, where the maxi-
mum Kac was assumed to occur near f = 1. Based on 
the same trend, we predicted the anticipated curves for 
both pure CH4/air fl ames and 60% N2-diluted fl ames. 
These results with both the real (solid lines from Figure 
6.2.4a through c) and anticipated (dash lines) data were 
plotted in Figure 6.2.4d for comparison. However, if 
we assume that these anticipated curves were accurate, 
the required Kac for global quenching of stoichiometric 
CH4/air fl ames must be as much as Kac ≈ 160 (Figure 
6.2.4d). Thus, the  vitality of premixed turbulent CH4/air 
fl ames is very impressive.

6.2.3.3 Criteria of Flame Quenching

It is presumed that the global-quenching criteria of 
premixed fl ames can be characterized by turbulent 
straining (effect of Ka), equivalence ratio (effect of f), 
and heat-loss effects. Based on these aforementioned 
data, it is obvious that the lean methane fl ames (Le < 1) 
are much more diffi cult to be quenched globally by tur-
bulence than the rich methane fl ames (Le > 1). This may 
be explained by the premixed fl ame structure proposed 
by Peters [13], for which the premixed fl ame consisted 
of a chemically inert preheat zone, a chemically reacting 
inner layer, and an oxidation layer. Rich methane fl ames 
have only the inert preheat layer and the inner layer 
without the oxidation layers, while the lean methane 
fl ames have all the three layers. Since the behavior of the 
inner layer is responsible for the fuel consumption that 
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can make the reaction process alive or extinct, the oxi-
dation layer is quite vital. Without the oxidation layer, 
rich methane fl ames would be easier to be disrupted 
by intense turbulence than the lean methane. During 
the fuel consumption in the inner layer, the radicals are 
depleted by chain-breaking reactions. As pointed out 
by Seshadri and Peters [23], the rate-determining reac-
tion in the inner layer is very sensitive to the presence 
of H radicals, and the depletion of H radicals is much 
more rapid in rich methane fl ames than in lean meth-
ane fl ames [24,25]. Thus, rich methane fl ames are more 
vulnerable to be quenched globally by turbulence than 
the lean methane fl ames. The differences are due to the 
differences in chemical structure of fl ames.

Figure 6.2.5 reveals the criteria of fl ame quenching in 
the Ka–f plot obtained from three different turbulent 

combustion experiments, which include experiments by 
(1) Chomiak and Jarosinski [11], (2) Bradley [12], and (3) 
Yang and Shy [1], using the same premixed methane/air 
mixtures, where results of (1) and (2) are marked with 
gray lines or gray symbols. In the case of experiment 
(1), the available data [11] for the very limited range of f, 
varying from lean (0.5–0.6) to rich (1.4–1.55) indicated 
that the global quenching of both lean and rich methane 
fl ames occurred when the values of Ka1 were as large as 
10–20, corresponding to the values of Ka ≈ 70–110 for the 
lean case or 110–200 for the rich case (LI = 0.214 cm), and 
Ka ≈ 250–450 for both lean and rich cases (LI = 0.6 cm). 
Again, Ka1 used the integral length scale, so that Ka1 ≡ 
(u’/SL)2(ReT)−1 = Ka(ReT)−0.5. In the case of experiment (2), 
Bradley reported a criterion for global quenching when 
Ka2 = 1 [16], which was later modifi ed to Ka2Le = 6 [12], 
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corresponding to Ka = 39.4 for the lean side and Ka = 
36.7 for the rich side, because Ka2 = 0.157 Ka. However, 
with respect to experiment (3), all the data symbols and 
lines in black color in Figure 6.2.5 were obtained from 
the cruciform burner, where solid lines represent the 
real quenching lines showing variations of the critical 
value of Ka with f for pure (circle symbols), N2-diluted 
(white square symbols), and CO2-diluted (black square 
symbols) CH4/air fl ames, keeping SL ≈ 10 cm/s for all the 
diluted fl ames. Obviously, previous results [11,12] did 
not fi nd any different behaviors between lean and rich 
methane fl ames. It was observed that the lean methane 
fl ames were much more diffi cult to be quenched globally 
by turbulence than the rich methane fl ames [1]. Again, it 
must be noted that the determination of global-quench-
ing criteria in the work by Yang and Shy [1] was based 
on a fully developed premixed fl ame with suffi ciently 
large surface, not just a small fl ame kernel, interacting 
with the intense turbulence. Thus, those data [1] were 
not infl uenced by complicated ignition processes and 
unwanted disturbances from the walls during fl ame–
turbulence interactions, and consequently, can be used 
as a benchmark data for the criteria of global quench-
ing of fl ame. In Figure 6.2.5, one similarity between the 
results of the studies by Chomaik and Jarosinski [11] and 
Yang and Shy [1] is that the values of Kac were found to 
be very sensitive to f, where the values of Kac increased 
drastically as f gradually approached toward f = 1 from 
either the lean or the rich side.

Figure 6.2.5 also shows the effect of RHL, which has 
an infl uence on the global quenching of lean methane/
air fl ames based on the behaviors between N2- and CO2-
diluted fl ames of the same SL ≈ 10 cm/s. The larger the 
RHL is, the smaller is the value of Kac. For example, 
Kac = 26.1 for N2-diluted fl ames (small RHL), while 
Kac = 20.4 for CO2-diluted fl ames (large RHL) when 
f ≈ 0.64. It is found that for lean methane/air fl ames of 
constant SL, the values of Kac increased with f for both 
N2- and CO2-diluted fl ames, and the difference in the 
values of Kac between these two different diluted fl ames 
also increased with f, as shown in Figure 6.2.5. On the 
other hand, the effects of RHL did not have infl uence 
on the global quenching of rich methane/air fl ames, 
because Kac ≈ 8.4 for both N2- and CO2-diluted fl ames 
(values of Ka are in a log plot in Figure 6.2.5).

6.2.3.4 Global Quenching of Liquid Flames

At the 24th Combustion Symposium, Shy et al. [26] 
introduced an experimental aqueous autocatalytic reac-
tion system to simulate the premixed turbulent combus-
tion in a well-known Taylor–Couette (TC) fl ow fi eld. By 
electrochemically initiating this reaction system, the 

propagating fronts with “constant” SL can be obtained 
in quiescent solutions [2]. This aqueous chemical system 
can produce self-propagating fronts with characteris-
tics that more closely match those assumed by fl amelet 
models than the gaseous fl ames [2]. These assumptions 
commonly included (1) Huygen’s propagation, or “thin-
fl ame” model, (2) no heat losses, (3) negligible thermal 
expansion, (4) constant transport properties, and (5) 
an idealized turbulence, which is homogeneous and 
isotropic. Since the aqueous autocatalytic mixture has 
Sc ≈ 500 [26], while the Sc ≈ 1 in gases, Huygen’s propa-
gation assumption might be valid at higher values of 
u’/SL in the former than in the latter condition for a fi xed 
ReT. These aqueous propagating fronts have very small 
exothermicity (typically 1 K), across which the den-
sity changes are about 0.02% and the Zel’dovich num-
ber (Ze) is close to zero [26], compared with 600% and 
Ze ≈ l0–20 in gas combustion. The small exothermicity 
might render heat diffusion (the Lewis number) and 
activation temperature (the Zel’dovich number) irrel-
evant to the propagation mechanism.

In the study by Shy et al. [26], the appropriate chemi-
cal solutions were identifi ed and applied to the TC 
fl ow in the annulus between two rotating concentric 
cylinders, with the outer cylinder remaining stationary. 

FIGURE 6.2.5
Variations of the critical value of Ka with the equivalence ratio for 

pure, N2-diluted, and CO2-diluted CH4/air fl ames keeping SL ≈ 10 cm/s 

for all diluted fl ames, where all data symbols and lines in black color 

are obtained from the cruciform burner, while the solid lines are 

real quenching lines. Also plotted are previous data obtained from 

Chomiak and Jarosinski [11] and Bradley [12]. 
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No global quenching of aqueous propagating fronts 
was observed, even at values of Ka that were 1000 times 
greater than those that extinguished gaseous fronts, 
and thus, it was suggested that without heat loss, 
the turbulence alone may not be suffi cient to quench 
the fl ames globally [26]. However, the TC fl ow had a 
very narrow annulus gap (<1 cm), limiting the inter-
actions between the disturbances and the wrinkled 
fronts. Therefore, Shy et al. [2] applied a pair of hori-
zontally oriented and vertically vibrating grids in an 
aqueous chemical tank (15 × 15 × 30 cm3) to generate a 
large region of statistically homogeneous and isotropic 
turbulence in the core between the two grids. Figure 
6.2.6 shows the two instantaneous cross-sectional LIF 
photographs of these aqueous propagating fronts in 
the vibrating-grids turbulence at different values of 
Ka: (1) Ka ≈ 16 showing largely wrinkled but still sharp 
fronts and (2) Ka ≈ 285 revealing drastic front broaden-
ing just before global quenching. It was observed that 
the global quenching of liquid fl ames was possible, 
provided the value of Ka was as large as 300, a value 
well beyond the critical value for global quenching of 
gaseous fl ames.

6.2.4 Conclusions

This study contributes to our understanding of global-
quenching processes of premixed turbulent fl ames, in 
which global-quenching regimes are identifi ed on Kac–f 
plots. It is much harder to globally quench the lean CH4/
air fl ames by intense turbulence than the rich CH4/air 
fl ames, which signifi es that the turbulent premixed fl ames 
are sensitive to recombination reaction. Values of Kac 
increase largely as f gradually approaches toward f = 1 
from either the lean or rich side, with the maximum 

Kac occurring possibly near f = 1. The vitality of pre
mixed turbulent CH4/air fl ames at f = 1 is astonishing, 
because the anticipated value of Kac was as high as 160 
for the occurrence of global quench. Moreover, global 
quenching of lean/rich CH4/diluent/air fl ames (SL ≈ 
10 cm/s) was/was not infl uenced by the RHL, respec-
tively. For lean mixtures, the smaller the RHL was, the 
larger was the value of Kac (> 20). Values of Kac for both 
rich N2- and CO2-diluted fl ames were not much differ-
ent (Kac ~ 8.3) with the same SL ≈ 10 cm/s in the range of 
f ≈ 1.20–1.45. Based on the results for liquid fl ames, it is 
extremely diffi cult to globally quench the nearly adia-
batic (slightly exothermic, typically 1 K) self-propagat-
ing reaction fronts by intense turbulence, revealing the 
importance of heat loss to fl ame quenching. Thus, it can 
be concluded that the global fl ame quenching by tur-
bulence is characterized by multitudinous interactions 
among turbulent straining, fl ame chemistry, and heat 
losses, as discussed.
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6.3  Extinction of Counterflow 

Premixed Flames

Chih-Jen Sung

6.3.1 Motivation and Objectives

The counterfl ow confi guration has been extensively uti-
lized to provide benchmark experimental data for the 
study of stretched fl ame phenomena and the model-
ing of turbulent fl ames through the concept of laminar 
fl amelets. Global fl ame properties of a fuel/oxidizer 
mixture obtained using this confi guration, such as lam-
inar fl ame speed and extinction stretch rate, have also 
been widely used as target responses for the develop-
ment, validation, and optimization of a detailed reac-
tion mechanism. In particular, extinction stretch rate 
represents a kinetics-affected phenomenon and char-
acterizes the interaction between a characteristic fl ame 
time and a characteristic fl ow time. Furthermore, the 
study of extinction phenomena is of fundamental and 
practical importance in the fi eld of combustion, and is 
closely related to the areas of safety, fi re suppression, 
and control of combustion processes.

One signifi cant result from the studies of stretched pre-
mixed fl ames is that the fl ame temperature and the con-
sequent burning intensity are critically affected by the 
combined effects of nonequidiffusion and aerodynamic 
stretch of the mixture (e.g., Refs. [1–7]). These infl uences 
can be collectively quantifi ed by a lumped parameter 
S ~ (Le−1–1)k, where Le is the mixture Lewis number and 
k the stretch rate experienced by the fl ame. Specifi cally, 
the fl ame temperature is increased if S > 0, and decreased 
otherwise. Since Le can be greater or smaller than unity, 
while k can be positive or negative, the fl ame response 
can reverse its trend when either Le or k crosses its 
respective critical value. For instance, in the case of 
the positively stretched, counterfl ow fl ame, with k  > 0, 
the burning intensity is increased over the correspond-
ing unstretched, planar, one-dimensional fl ame for Le 
< 1 mixtures, but is decreased for Le > 1 mixtures.

It is also well known that there exist different extinc-
tion modes in the presence of radiative heat loss (RHL) 
from the stretched premixed fl ame (e.g., Refs. [8–13]). 
When RHL is included, the radiative fl ames can behave 
differently from the adiabatic ones, both qualitatively 
and quantitatively. Figure 6.3.1 shows the computed 
maximum fl ame temperature Tmax as a function of the 
stretch rate k for lean counterfl ow methane/air fl ames of 
equivalence ratio f = 0.455, with and without RHL. The 
stretch rate in this case is defi ned as the negative maxi-
mum of the local axial-velocity gradient ahead of the 
thermal mixing layer. For the lean methane/air fl ames, 
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Tmax is typically the temperature at the stagnation sur-
face. The reaction mechanism used for methane fl ame 
calculations was taken from GRI-Mech 1.2 [14], which 
consists of 32 species and 177 elementary reaction steps. 
For the nonadiabatic situations, the RHL was included in 
the energy equation based on the optically thin assump-
tion, considered to be emitted only from the combustion 
products: CO2, H2O, and CO. The Planck mean absorp-
tion coeffi cients for the radiating species are given as a 
function of temperature in certain earlier studies [15,16]. 
The present quasi-one-dimensional formulation also 
implies negligible lateral conductive heat loss, and the 
calculations were performed for 1 atmosphere pressure 
and 300 K upstream temperature.

For the adiabatic condition in which RHL is sup-
pressed, the fl ame response exhibits the conven-
tional upper and middle branches of the characteristic 
ignition–extinction curve, with the upper branch repre-
senting the physically realistic solutions. It can be noted 
that the effective Le of this lean methane/air mixture 
is sub-unity. It can be seen from Figure 6.3.1 that, with 
increasing stretch rate, Tmax fi rst increases owing to the 
nonequidiffusion effects (S > 0), and then decreases as the 
extinction state is approached, owing to incomplete reac-
tion. Furthermore, Tmax is also expected to degenerate to 
the adiabatic fl ame temperature, Tad, when k = 0.

On the contrary, the nonadiabatic fl ames exhibit an 
isola response, with dual extinction turning points 
that are designated as k ext,K and k ext,R for the higher and 
lower values of k, respectively. Over the upper, stable 
branch of the isola, it can be observed that, with increas-
ing stretch rate, the fl ame temperature fi rst increases 
and then decreases, with the extinction occurring at a 

maximum stretch rate, k ext,K. Extinction mechanism and 
response at this limit are similar to those of the adiabatic 
fl ame, except for the additional radiative loss that facili-
tates extinction and renders k ext,K < k ext,ad. This extinction 
state is the stretch-induced extinction limit.

Extinction, however, can also be induced with decreas-
ing stretch rate, because of the progressive increase in 
the fl ow time and RHL from the fl ame. Thus, there is 
also a minimum stretch rate, k ext,R, below which steady 
burning is again not possible. This limit is known as the 
radiative loss-induced extinction limit, nevertheless rec-
ognizing that the stretch is still operative in infl uencing 
the fl ame response. Consequently, there is only a fi nite 
range of the stretch rate over which steady burning is 
possible. We can further note that while k ext,K is about 66% 
of k ext,ad, their extinction fl ame temperatures only differ 
by 23 K and are lower than Tad by < 60 K. However, the 
extinction fl ame temperature at the lower stretch limit is 
about 160 K below Tad. Thus, the fl ame is much weaker at 
the state of the radiative loss-induced extinction.

This section emphasizes on fl ame quenching by 
stretch, as well as highlights and separately discusses 
the four aspects of counterfl ow premixed fl ame extinc-
tion limits, including (1) effect of nonequidiffusion, (2) 
infl uence of different boundary conditions, (3) effect of 
pulsating instability, and (4) relationship of the funda-
mental limit of fl ammability.

6.3.2 Effect of Nonequidiffusion

When using the counterfl ow twin-fl ame confi gura-
tion to experimentally determine the stretch-induced 
extinction limits, extinction owing to fl ame blowoff can 
be brought about with increasing fl ow rate, and hence 
stretch rate. The stretch rate just prior to the onset of 
extinction can then be measured and identifi ed as the 
extinction stretch rate using laser Doppler velocime-
try (LDV) or digital particle image velocimetry (DPIV). 
Figure 6.3.2 shows the direct images of the stretched 
twin n-decane/O2/N2 fl ames right before the occur-
rence of abrupt extinction at three different equivalence 
ratios. Here, the molar ratio of N2/(N2 + O2) is 0.84, and 
the unburned mixture temperature Tu is 400 K.

Experimentally, two modes of extinction, based on 
the separation between the twin fl ames are observed. 
Specifi cally, the extinction of lean counterfl ow fl ames 
of n-decane/O2/N2 mixtures occurs with a fi nite sepa-
ration distance, while that of rich fl ames exhibits a 
merging of two luminous fl amelets. The two distinct 
extinction modes can be clearly seen in Figure 6.3.2. As 
discussed earlier, the reactivity of a positively stretched 
fl ame with Le smaller (greater) than unity increases 
(decreases) with the increasing stretch rate. Therefore, 
the experimental observation is in agreement with the 
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anticipated behavior that the sub-unity Le (Le < 1) coun-
terfl ow fl ames, such as rich n-decane/O2/N2 mixtures, 
extinguish in the merged fl ame mode owing to incom-
plete reaction, while the Le > 1 counterfl ow fl ames, such 
as lean n-decane/O2/N2 mixtures, extinguish by being 
located at a fi nite distance away from the stagnation 
surface owing to the nonequidiffusion effect (S < 0).

The measured extinction stretch rates for n-decane/
O2/N2 mixtures at 400 K preheat temperature as a func-
tion of equivalence ratio are shown in Figure 6.3.3. The 
fl ame response curves at varying equivalence ratios are 
also computed using the kinetic mechanisms of Bikas 
and Peters (67 species and 354 reactions) [17] and Zhao 

et al. (86 species and 641 reactions) [18]. The governing 
equations and the mathematical model for the axisym-
metric counterfl ow twin fl ames follow the plug-fl ow for-
mulation of Kee et al. [19]. Based on the turning points 
of the fl ame response curves, the computed extinction 
stretch rates are determined and compared with the 
experimental values shown in Figure 6.3.3. It can be 
seen that the computed extinction stretch rates obtained 
by using the two n-decane reaction mechanisms are 
fairly close to each other. Although the agreement 
between experimental and computed results is satis-
factory at f= 0.8, the experimental values are generally 
lower at the other equivalence ratios investigated.

Despite the overprediction by the reaction mecha-
nisms employed, it can be observed from Figure 6.3.3 
that both the experimental and predicted extinction 
stretch rates for the n-decane counterfl ow fl ames show 
the same trend, with the extinction stretch rate peaking 
at f ~ 1.4. This rich shift is caused by the combined effects 
of positive stretch and sub-unity Lewis number for rich 
mixtures, as discussed earlier. It can be further noted 
that the overprediction of extinction stretch rate could 
be due to the defi ciencies of the combustion chemistry of 
n-decane as well as the quasi-one-dimensional nature of 
the counterfl ow fl ame modeling. The former is refl ected 
from the fact that the existing reaction mechanisms still 
cannot well-predict the experimental laminar fl ame 
speed data [20]. For the latter, a detailed computational 
study is necessary to compare the extinction stretch 
rates predicted by quasi-one-dimensional and two-
dimensional modeling. At the global level, both the fl ame 
images (cf. Figure 6.3.2) and the DPIV-determined fl ow 
fi elds indicate that the core region of the fl ame remains 
fairly one-dimensional, even prior to the abrupt blow-
off. However, experimental mapping of major and key 
minor species contours are needed to confi rm the one-
dimensionality of the near-extinction fl ame structure.

6.3.3 Influence of Boundary Conditions

In the numerical modeling of counterfl ow fl ames, two 
types of fl uid mechanical description of the strained-
fl ow fi eld have been conventionally used, namely the 
potential-fl ow and the plug-fl ow formulations. By recog-
nizing that the experimental outer-fl ow fi eld is neither a 
plug fl ow nor a potential fl ow, Kee et al. [19] compared 
the experimentally determined extinction stretch rate as 
well as the computed extinction stretch rates obtained 
with the potential-fl ow and plug-fl ow formulations, and 
demonstrated that, though they differ from each other, 
the plug-fl ow results seem to agree better with the exper-
imental data and hence is a better boundary condition. 
Furthermore, the fl ame structure remained nearly the 
same for calculations employing either of the fl ows as the 
boundary condition [19].

f = 0.9

f = 1.0

f = 1.1

FIGURE 6.3.2
Direct images of near-extinction n-decane/O2/N2 fl ames with unburned 

mixture temperature Tu = 400 K. The molar ratio of N2/(N2 + O2) 

is 0.84.
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We re-examined the results of Kee et al. [19] with 
respect to three considerations. First, as the axial- velocity 
gradient of the outer fl ow continuously changes for 
the plug-fl ow formulation, it is reasonable to expect 
that there would be considerable uncertainty in deter-
mining the effective stretch rate and consequently, 
in  assessing the difference found in the comparison. 
Second, it is somewhat perplexing that the computed 
extinction stretch rates of Kee et al. [19] was observed to 
differ from each other for the two formulations, while 
the fl ame structure remained nearly the same. Third, 
there is no explicit display of the fl ame structure used in 

the comparison in the work of Kee et al. [19], rendering 
it somewhat diffi cult to assess the extent of disagree-
ment/agreement obtained from the two formulations.

To scrutinize the sensitivity of the fl ame structure to 
the description of the outer-fl ow fi eld, we compared the 
fl ame structure obtained from the two limiting bound-
ary conditions at the extinction state, which can be con-
sidered to be the most aerodynamically and kinetically 
sensitive state of the fl ame for a given mixture con-
centration, and demonstrated that they were basically 
indistinguishable from each other. This result thus sug-
gests that the reported discrepancies in the extinction 
stretch rates as mentioned in the work by Kee et al. [19] 
are simply the consequences of the “errors” associated 
with the evaluation of the velocity gradients.

Figure 6.3.4 compares the upper branch of the S-curve 
for adiabatic stoichiometric methane/air fl ames of 
Tu = 300 K, employing the potential-fl ow and plug-fl ow 
boundary conditions. In this case, the computed maxi-
mum axial-velocity gradient ahead of the fl ame is used 
to determine the stretch rate, and the turning point of 
the fl ame response curve defi nes the extinction stretch 
rate k ext. It can be seen that the potential-fl ow formula-
tion yields higher k ext than the plug-fl ow formulation. 
However, the maximum temperature at the extinction 
turning point, Text, is around 1813 K for both cases, and 
does not depend on the description of the external fl ow. 
Such insensitivity is further demonstrated through 
the profi le comparisons of the velocity, temperature, 
major species, and important radicals (H, O, and OH), as 
shown in Figure 6.3.5. It can be observed that despite 
the differences in the outer fl ows, these profi les within 
the thermal mixing layer are essentially indistinguish-
able. Furthermore, Figure 6.3.5 shows that the local 
axial-velocity gradient entering the thermal mixing 

1750

1800

1850

1900

1950

1600 1700 1800 1900 2000 2100 2200 2300

CH4/air, f =1.0

Plug flow
Potential flow

Asym plug flow, 3k

Radiative plug flow
Radiative asym plug flow, 3k

M
ax

im
um

 fl
am

e t
em

pe
ra

tu
re

, T
m

ax
 (K

)

Stretch rate, k or 3k (s−1)

FIGURE 6.3.4
Responses of maximum fl ame temperature to stretch rate for stoi-

chiometric methane/air fl ame, employing boundary conditions of 

potential fl ow (twin fl ames), plug fl ow (twin fl ames), asymmetric 

plug-fl ow (single fl ame), radiative plug twin-fl ames, and radiative 

asymmetric plug single-fl ame. For asymmetric plug-fl ow cases, 3k is 

plotted along the abscissa axis.

400

600

800

1000

1200

1400

1600

1800

2000

0

200

400

600

800

1000

1200

1400

−0.6 −0.5 −0.4 −0.3 −0.2 −0.1 0

CH4/air, f = 1.0

Plug flow
Potential flow

Te
m

pe
ra

tu
re

, T
 (K

) Velocity, u (cm
/s)

Distance from stagnation surface (cm)

0

0.05

0.1

0.15

0.2

0

0.001

0.002

0.003

0.004

0.005

−0.08 −0.07 −0.06 −0.05 −0.04 −0.03 −0.02 −0.01 0

Plug flow
Potential flow

M
ol

e f
ra

ct
io

n 
of

 m
aj

or
 sp

ec
ie

s M
ole fraction of m

inor species

Distance from stagnation surface (cm)

O2

CH4

H2O

CO2

CO

H

O

OH

FIGURE 6.3.5
Profi le comparison of temperature, velocity, major species (CH4, O2, CO, CO2, and H2O), and minor species (H, O, and OH) at the extinction 

state using different outer-fl ow conditions, for counterfl ow twin-stoichiometric methane/air fl ames. For clarity, the symbols do not represent 

the actual grid distribution employed in the calculation.

              



122 Combustion Phenomena

layer collates very well for both the outer-fl ow fi elds. 
Consequently, it is reasonable to suggest that the dis-
crepancies between the computed extinction stretch 
rates of Kee et al. [19] are largely owing to the defi nition-
dependent judgment in evaluating the axial-velocity 
gradient upstream of the fl ame. Taking the plug-fl ow 
solution as an example, Figure 6.3.5 clearly shows that 
a signifi cant variation in the value of stretch rate could 
result depending on how it is evaluated. Therefore, an 
unambiguous parameter is needed to characterize the 
extinction limit of a counterfl ow fl ame.

Since fl ame extinction is highly sensitive to down-
stream heat loss, the twin-fl ame confi guration, which is 
considered as adiabatic on account of fl ame symmetry, 
yields a higher extinction stretch rate for a given fuel/
oxidizer mixture than other types of nonadiabatic coun-
terfl ow/stagnation fl ames with or without downstream 
heat loss. Figure 6.3.4 also includes the fl ame response 
curve for an asymmetric counterfl ow confi guration, by 
fl owing premixture against nitrogen of the same mix-
ture temperature. It can be seen from Figure 6.3.4 that 
the extinction stretch rate, k ext, of the twin-fl ame case is 
much higher than the asymmetric case, while the Text val-
ues are basically identical for both cases. Furthermore, 
the response curves of radiative twin-fl ame and radia-
tive asymmetric-fl ame in the optically thin limit are 
also compared in Figure 6.3.4. Although the radiative 
fl ame has a lower k ext than its nonradiative counterpart, 
the values of Text are very similar for this stoichiometric 
condition.

Figure 6.3.6 further compares k ext and Text of lean to 
stoichiometric methane/air mixtures for all fi ve cases—
plug fl ow, potential fl ow, asymmetric plug fl ow, radia-
tive plug-fl ow, and radiative asymmetric plug-fl ow. The 

variation of k ext with different cases of the equivalence 
ratios investigated follows the discussion of Figure 6.3.4, 
with the potential-fl ow formulation and the radiative 
asymmetric fl ame leading to the largest and the small-
est k ext, respectively. While the Text values of all fi ve cases 
are very similar for the near-stoichiometric conditions, 
the asymmetric plug-fl ow cases have a slightly higher 
Text when approaching the lean fl ammability limit, sig-
nifying the effect of downstream heat loss. Nevertheless, 
the variation of Text among the fi ve cases is much smaller 
than that of k ext.

6.3.4 Pulsating Instability-Induced Extinction

Sivashinsky [21] analytically studied the stability of a 
one-dimensional planar fl ame using one-step chemistry, 
and found that for mixtures with Lewis numbers greater 
than unity, a self-oscillating regime sets in when the 
activation energy is suffi ciently large, while the cellular 
instability is promoted for Le < 1 fl ames and suppressed 
for Le > 1 fl ames. The onset of unstable cellular and pul-
sating modes of fl ame propagation, predicted for the 
one-dimensional planar fl ame, is expected to be modi-
fi ed in the presence of aerodynamic stretch, which is 
usually present in all practical fl ames, and is manifested 
through fl ow nonuniformity, fl ame curvature, and fl ame 
unsteadiness. Indeed, theories by Sivashinsky et al. 
[22] and Bechtold and Matalon [23] show that posi-
tive stretch, which is associated with, for example, 
the counterfl ow fl ame and the outwardly propagating 
spherical fl ame, tends to suppress the cellular instabil-
ity, while negative stretch promotes it. Regarding pul-
sating instability, a numerical study [24] on outwardly 
propagating spherical fl ames with one-step chemistry 
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indicated that oscillation is promoted at small radii, 
exhibiting strong positive stretch, while it is damped at 
large radii. Through quasi-steady asymptotic analysis 
and transient computational simulation with detailed 
chemistry of the negatively stretched, inwardly prop-
agating spherical fl ame and the positively stretched 
counterfl ow fl ame in rich hydrogen/air mixtures, Sung 
et al. [25] demonstrated that positive stretch promotes 
the onset of fl ame pulsation, while negative stretch 
retards it. Thus, in terms of positive/negative nature 
of the stretch, the infl uence of stretch on pulsating 
instability appears to be completely opposite to that on 
cellular instability.

Since stretch affects the onset of fl ame pulsation, it 
should correspondingly affect the state of extinction in 
the pulsating mode. We shall therefore assess the infl u-
ence of stretch in modifying the state of extinction. If 
the extinction turning point of a steady-fl ame response 
curve is neutrally stable, the entire upper branch should 
be dynamically stable; then, the corresponding static-
extinction stretch rate is the physical limit.

The inset of Figure 6.3.7 shows the fl ame response 
for rich hydrogen/air mixture of f = 7.0. Since the Lewis 
number of this mixture is suffi ciently greater than unity, 
it is susceptible to diffusional-thermal pulsating insta-
bility. Four fl ames, denoted by Flames I–IV along the 
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upper branch, are used as the initial conditions for the 
unsteady runs, with Flame IV being the state near the 
static-extinction turning point. The detailed reaction 
mechanism used in the calculations for the hydrogen 
fl ames was obtained from Kim et al. [26]. Thermal dif-
fusion was also included in the calculation. First, it can 
be seen from Figure 6.3.7 that Flame I is dynamically 
stable. As the stretch rate is increased to 51 s−1 (Flame II), 
periodic oscillation develops with frequency of ~67 Hz. 
Since this equivalence ratio (f = 7.0) is smaller than the 
onset value of f = 7.4 for the one-dimensional, planar, 
unstretched fl ame [27], the result demonstrates that pos-
itive stretch promotes pulsating instability.

By further increasing the stretch rate to 58 s−1 (Flame 
III), it can be noted in Figure 6.3.7 that not only the oscil-
lation intensifi es, but period doubling also develops 
with a similar frequency of oscillation (~61 Hz) as that 
of Flame II. It can also be observed that the character-
istic fl ame time of the one-dimensional, planar, f = 7.0 
hydrogen/air fl ame is around 1.8 ms, based on the adia-
batic fl ame speed of 44 cm/s and the characteristic fl ame 
thickness of 0.08 cm. Thus, the period of these intrinsic 
oscillations is much longer than the corresponding 
characteristic fl ame time. As a consequence, the tran-
sient fl ame response is quasi-steady in nature. In par-
ticular, the unsteady fl ame cannot recover once its Tmax 
drops below the corresponding Text. Figure 6.3.7 shows 
the variation of Tmax with time for Flame IV. It can be 
seen that, upon the onset of intrinsic unsteadiness, Tmax 
decreases monotonically until the fl ame extinguishes.

The above results demonstrate that while the one-
dimensional, unstretched hydrogen/air fl ame of f = 7.0 
propagates steadily, upon positive straining its counter-
fl ow counterpart could lose stability to pulsation beyond 
a critical stretch rate. Moreover, the unsteady counter-
fl ow fl ame could also lead to extinction even though 
the initial stretch rate is smaller than the correspond-
ing steady-state extinction stretch rate. This  suggests 
that pulsating instability reduces the fl ammable range. 
Figure 6.3.8 compares the static-extinction stretch rates 
and the onset stretch rates leading to transient extinc-
tion for a range of fuel-rich equivalence ratios. It can 
be noted that for f = 5.0, 5.5, and 6.0, the entire upper 
branches of the steady-state fl ame response curves are 
found to be dynamically stable, and hence, the static-
extinction turning points are physically realistic lim-
its. However, at f = 6.5 and 7.0, the steady-state fl ame 
response overpredicts the actual, dynamic, extinction 
stretch rate. The extent of overprediction can be as large 
as 20% for the f = 7.0 case. Therefore, for the determina-
tion of the actual extinction limits we must consider the 
occurrence of pulsation.

Furthermore, since the controlling factor for the onset 
of pulsation is a large Lewis number, the above results 
have signifi cant implications on the more practically 

relevant mixtures, such as those of lean hydrocarbons in 
air characterized by Le > 1. In particular, a recent study 
[28] on the one-dimensional, unstretched, lean heptane/
air fl ames demonstrated that the transition from perma-
nent oscillation to extinction is fairly abrupt, which is 
quite different from that of the rich hydrogen/air fl ame. 
As such, for the positively stretched, lean, large hydro-
carbon/air fl ames, the intrinsic oscillation-induced 
extinction could occur at the onset of pulsating instabil-
ity, thereby further narrowing the fl ammable range in 
stretch rate when compared with the steady-state fl ame 
response.

6.3.5 Fundamental Limits of Flammability

A defi nition of the fundamental limit of a given lean or 
rich fuel/oxidizer system is the concentration or pres-
sure limit beyond which the steady propagation of the 
one-dimensional planar fl ame is not possible. It has been 
commonly understood that the fl ammability limit is an 
inherent property of a given reactant mixture, with little 
sensitivity to the specifi c heat-loss mechanism leading 
to extinction. Identifying and characterizing such a fun-
damental limit for various fuel types is of primary and 
practical importance in the performance and safety of 
combustion devices. A counterfl ow-based technique 
was proposed [29] for the experimental determination 
of these fundamental fl ammability limits. In this tech-
nique [29], extinction stretch rates were fi rst determined 
for counterfl ow premixed fl ames with progressively 
weaker concentrations. By linearly extrapolating the 
results to zero-stretch rate, the corresponding mixture 
concentration was concluded to be that of the funda-
mental fl ammability limit. Implicit in such an approach 
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is the assumption that the extinction stretch rate varies 
linearly with the concentration in the neighborhood of 
the fundamental fl ammability limit.

While there are published data on the steady fl amma-
bility limits for various fuels based on some standard 
test method [30], recent studies (e.g., Refs. [31,32]) found 
that such limits may have to be substantially modifi ed 
under rapid temporal/spatial fl uctuations in the turbu-
lent scalar fi elds. It is, therefore, essential to understand 
the fundamental characteristics of local quenching for 
the premixed fl ames that are situated in the presence 
of mixture stratifi cation or/and fl ow straining. Figure 
6.3.9 shows two possible counterfl ow confi gurations to 
establish a steady, partially quenched premixed fl ame-
front or the so-called premixed edge fl ame—a coaxial 
geometry with an inner jet, for such a study. Unlike the 
transient premixed edge fl ame, the steady edge fl ame 
facilitates experimentation with high resolution and 
fi delity.

In the coaxial confi guration, such a nonuniform fl ow 
fi eld is formed by creating a local gradient in either the 
fl ow stretch rate or the equivalence ratio of the mix-
ture. For this purpose, an inner jet located at the cen-
ter of the counterfl ow burner is used to independently 
control the velocity and fuel mixture composition over 
the central area. The creation of a fl ame hole, at the cen-
ter of the fl ame, is shown in Figure 6.3.9. The annular 
edge around the hole, where the reacting fl ow meets the 
nonreacting fl ow, is the focus of this study. The use of 
heated nitrogen is to lessen the downstream heat loss 
from the fl ame. Additionally, the conventional twin pre-
mixed fl ames can easily be established by issuing iden-
tical reactant composition and velocity from both sides 
of the burner exits.

Figure 6.3.9a illustrates the edge fl ame formation by 
stretch-induced quenching. Given the uniform com-
position of the reactant mixture, if the nozzle-exit fl ow 
through the inner tube is larger than that through the 
outer tube and the corresponding stretch rate exceeds 
the extinction limit, then local extinction can occur at 
the center of the fl ame. Note that this confi guration dif-
fers from that used in earlier studies [33–35], in that the 
present premixed edge fl ames are formed by varying 
the inlet conditions, rather than by the nonparallel, tilted 
slot separation as carried out in earlier studies [33–35].

Similarly, Figure 6.3.9b depicts the situation in which 
partial quenching of the fl ame results from unequal 
composition of the reactant mixtures issued from the 
inner and outer tubes, while keeping the mean veloci-
ties constant. If the equivalence ratio in the inner tube 
is excessively leaner or richer to exceed a typically fl am-
mable range, it would result in local extinction, thereby 
exhibiting a hole in the center of the premixed fl ame.

The creation of a steady fl ame hole was previously 
carried out by Hou et al. [36]. In their experiments, a 
steady-annular premixed edge fl ame was formed by 
diluting the inner mixture below the fl ammability limit, 
for both methane/air and propane/air mixtures. They 
found that a stable fl ame hole was established when 
the outer mixture composition was near stoichiometry. 
Their focus, however, was on the premixed fl ame inter-
action, rather than on the edge-fl ame formation, extinc-
tion, or propagation.

To further demonstrate the feasibility of the above-
mentioned coaxial confi guration, a simple setup includ-
ing a stagnation plate and a coaxial burner, as shown in 
Figure 6.3.10a, was used to establish the axisymmetric 
counterfl ow ethylene/air fl ames under different condi-
tions of the inner and outer tubes. Several samples of 
fl ame images indicated the presence of a quasi-one-
dimensional fl ame (Figure 6.3.10b) as well as a stable 
fl ame hole, either by dilution of the inner mixture 
(Figure 6.3.10c) or by producing a local stretch-rate gra-
dient (Figure 6.3.10d).

Using the coaxial confi guration, for a given stretch 
rate and equivalence ratio in the outer tube, the critical 
lean and rich limits of the inner-core mixture leading 
to the onset of the hole formation can be systematically 
identifi ed. The boundaries between the existence of the 
fl ame hole and the possible reignition can also be mea-
sured. Furthermore, it would be of interest to explore 
whether the retreat of the fl ame edge leads to extinction 
of the surrounding fl ame.

6.3.6 Concluding Remarks

Localized extinction of the fl ame surface can read-
ily occur in the turbulent combustion devices, where 
wrinkled fl ames interact with turbulent eddies and gas 
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pockets. To develop truly predictive models, it is there-
fore crucial to fundamentally understand the dynam-
ics of various fl ame-extinction phenomena. The study 
of extinction processes will also help to develop better 
description of the fundamental fl ammability limits of 
fuel/oxidizer mixtures, allowing improved identifi -
cation of possible explosion/fi re hazards. Within the 
framework of laminar fl amelets, the materials presented 
in this section covered the four aspects of counterfl ow 
fl ame extinction, with special emphasis on stretch-
induced quenching.

First, for nonequidiffusive, positively stretched 
counterfl ow fl ames, results showed that the fl ame 
response exhibited opposite behavior when the mix-
ture’s effective Lewis number was greater or less 

than a critical value, which is unity for the fl ame 
 temperature. These completely opposite trends provide 
defi nitive verifi cation of the concept of fl ame stretch 
with nonequidiffusion.

Second, the sensitivity of the fl ame structure and 
extinction limit to the description of the outer-fl ow 
fi eld was examined. Comparison of the fl ame structure 
obtained from different boundary conditions at the 
extinction state suggested that the reported discrepan-
cies in the computed extinction stretch rates were sim-
ply the consequences of how the velocity gradient was 
evaluated. Further investigation is required to identify 
an unambiguous parameter characterizing the counter-
fl ow-fl ame extinction limit.

Third, since the pulsating instability observed for the 
planar unstretched fl ame was expected to be promoted 
by positive stretch, pulsation may develop beyond a crit-
ical stretch rate smaller than the static extinction limit. 
As pulsating extinction occurred at a smaller stretch 
rate than the steady extinction limit, the fl ame extin-
guished in the pulsating, instead of the steadily propa-
gating mode, and the fl ammable range was accordingly 
narrowed.

Furthermore, characterizing the fl ammability limits of 
hydrocarbon combustion would also have a signifi cant 
impact on the control of the combustion-generated pol-
lutants, such as carbon monoxide and unburnt hydrocar-
bons, which are the products of incomplete combustion. 
The amount of these compounds produced at the exit 
of a combustion device relies strongly on the degree 
of complete combustion inside the engine, assum-
ing that the product gas through the exhaust path is 
frozen. The prediction of such pollutants as a result of 
incomplete combustion depends not only on combus-
tion chemistry, but also on the extinction dynamics 
of fl ames involving mixing and transport processes. 
By recognizing the fact that strong mixture stratifi ca-
tion can be present upstream of the premixed fl ame 
propagation in many industrial applications, a clear 
identifi cation of fl ammability under stratifi ed mix-
ture conditions is imperative. Since most of the previ-
ous studies were focused on the stretch-induced edge 
fl ames, systematic studies on the dynamics of premixed 
edge fl ames created by concentration stratifi cations 
over a wide range of conditions are necessary.
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FIGURE 6.3.10
Photographs of a simple coaxial burner and the resulting sample 

fl ame images, viewed diagonally from the bottom. (a) A preliminary 

setup. Coaxial ethylene/air fl ames are formed under the following 

conditions: (b) Ui = Uo and f i = f o = 0.8—fl at fl ame; (c) Ui = Uo and 

f i = 0 and f o = 0.8—inner fl ame extinguished owing to inner jet 

dilution; and (d) Ui>>Uo and f i = f o = 0.8—inner fl ame extinguished 

owing to increased local stretch rate. Here, U is the mean exit velocity 

and f is the equivalence ratio. Subscripts “i” and “o” denote the inner 

and outer jets, respectively.
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6.4  Flame Propagation in a Rotating 

Cylindrical Vessel: Mechanism 

of Flame Quenching

Jerzy Chomiak and Jozef Jarosinski

This chapter presents a physical description of the inter-
action of fl ames with fl uids in rotating vessels. It covers 
the interplay of the fl ame with viscous boundary layers, 
secondary fl ows, vorticity, and angular momentum and 
focuses on the changes in the fl ame speed and quench-
ing. There is also a short discussion of issues requir-
ing further studies, in particular Coriolis acceleration 
effects, which remain a totally unknown territory on the 
map of fl ame studies.

6.4.1 Introduction

The study of combustion in rotating fl uids is of both 
practical and fundamental interest. Industrial applica-
tions not only involve a variety of swirl combustors, but 
also combustion in different rotating enclosures (cavi-
ties), which is important from the point of explosions 
in electrical motors, centrifugal separators, and turbo 
machines. The fundamental aspects involve fl ammabil-
ity limits, ignition and extinction, fl ame speed, struc-
ture, and stability. The problem is quite wide and can be 
studied using many approaches. In our study, we would 
not enter into the realm of mathematical considerations, 
but following the founding idea of the book, explain the 
phenomenological account of a fl ame in a rotating ves-
sel, beginning with ignition and fl ame development; 
however, as this problem was already discussed in an 
earlier study by Chomiak et al. [1], only the case of fully 
developed fl ame will be discussed in this chapter.

After ignition at any point in a rotating vessel, the 
fl ames driven by centrifugal and Coriolis forces 

= − ∇ × 2

cent 0.5(F rr w ; FCor = 2rw × u, where r denotes the 
density, r the distance from the rotation vector w, the 
angular velocity, and u the local velocity) race toward 
the axis of rotation along a spiral trajectory, develop a 
cylindrical shape, and propagate toward the periphery. 
Propagation is in the direction of the centrifugal accel-
eration, as in the case of a fl ame propagating downwards 
in a natural gravity fi eld, but the accelerations are typi-
cally of the orders of magnitude higher than the natural 
acceleration. Thus, propagation and quenching of cylin-
drical fl ames* subjected to enormous mass forces is 
important for rotating vessels. Babkin et al. [3] carried 
out the fi rst study of such a case. In their work, a closed 

vessel of 22.3 cm in diameter and 2.5 cm width was used, 
fi lled with lean methane/air mixtures (6.5%–8% meth-
ane) at the initial pressures of 0.1, 0.15, and 0.2 MPa, and 
high rotation speeds (between 565 and 850 1/s) were 
employed.

After the establishment of a cylindrical fl ame, continu-
ous reduction of the fl ame speed relative to an external 
frame of reference was observed. This reduction was lin-
ear in time and quenching occurred in the system when 
the fl ame speed was close to zero. The declining fl ame 
speed was attributed to heat losses to the walls (reducing 
the effective expansion ratio in the fl ame) and quenching 
was interpreted in terms of the following criterion:

 
= =

3

L constant
S

b
gk  

(6.4.1)

where
SL is the laminar fl ame speed
g the centrifugal acceleration
k the thermal diffusivity of the mixture

No physical interpretation of the criterion was provided, 
but it can be regarded as the ratio of the square of the 
velocity of a gravity-driven “free fall bubble,” of diameter 
equal to the fl ame thickness, to the square of the laminar 
fl ame speed. This leads to the conclusion that quench-
ing occurs when a fl ame element quenched at the wall 
moves ahead of the fl ame, as observed and as described 
by Jarosinski et al. [4] (see Fig. 5 in the paper referred to) 
for downward propagating fl ames in tubes.

Unfortunately, the degree of scatter of the data is large 
and for fl ames in normal gravity (b = 1.3) whereas in rotat-
ing  vessels (b = 0.02), i.e., the “constant b” differs by almost 
two orders of magnitude. Thus, the result is inconclusive. 
Krivulin et al. [5] provided experimental data  supporting 
Equation 6.4.1 to some extent, based on the observation 
of fl ame propagation and quenching in rotating tubes, 
where the rotation vector was normal to the axis of the 
tube. However, owing to Coriolis forces, the setup used 
generated intense secondary fl ows in the products and 
thus was not equivalent to a rotating vessel. In addition, 
the scatter of data was considerable and the “constant b”,  
variable making this contribution inconclusive too.

Subsequently, the problem was investigated by 
Karpov and Severin [6]. They used closed vessels with 
a diameter of 10 cm and 10, 5, and 2.5 cm width, ini-
tially at  atmospheric pressure. The vessels were fi lled 
with different lean hydrogen and methane/air mixtures 
and  rotational speeds in the range of 130–420 1/s were 
employed. They also included data from the study of 
Babkin et al. [3] in their analysis. Unfortunately, they did 
not observe the fl ame itself and measured only the pres-
sure rise in the vessel, which was compared with  pressure 
development in the vessel without rotation, to draw a 
conclusion with respect to fl ame speeds and quenching. 

* The cylindrical fl ames should be distinguished from the so-called 
tubular fl ames generated by the tangential supply of mixture into 
a cylinder [2], as the latter are subjected to strong axial stretch 
 controlling their behavior and do not interact with the walls.
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They concluded that reduction in fl ame speed and 
quenching was owing to heat losses to the walls. More 
specifi cally, their interpretation of quenching was that 
it occurred for the following relation between the Peclet 
number, Pe, and Nusselt number, Nu:

 
2Pe Nu∝  (6.4.2)

a relation attributed to Zel’dovich [7].*
Using Pe = vh/k and Nu ~ w r2/k, where h is the  vessel 

width, v the fl ame speed (v = SLe, where e > 1 is the 
density ratio across the fl ame), and r the fl ame radius, a 
quenching radius

 
=q 1/27( )

hv
r

kw  

(6.4.3)

was deduced, where 7 is an empirical constant to give 
the best fi t to the experimental data. A dispersion of the 
data within 25% was obtained for all the cases investi-
gated, when the chamber width, fl ame speed, thermal 
conductivity and rotational speed were changed by a 
factor 7, 5, 2, and 6.5 respectively.

Further investigations of fl ame behavior in  rotating 
vessels were reported by Gorczakowski et al. [9], 
Gorczakowski and Jarosinski [10], and Jarosinski and 
Gorczakowski [11]. In the study by Gorczakowski et al. 
[9], a closed vessel, 9 cm in diameter and 10 cm wide, was 
used to study the combustion of methane/air mixtures at 
rotational speeds below 628 1/s. The main diagnostic tech-
niques were direct photography and pressure records.

The complicated nature of the results obtained is best 
illustrated in Figure 6.4.1. It can be clearly seen that in this 
closed vessel, even with the highest rotational speed, only 
lean mixtures can be quenched. In some mixtures, before 
quenching occurs, the propagation exhibits complex fea-
tures—strongly reduced, passing zero, and even negative 
fl ame speeds. In the work of Gorczakowski et al. [9], the 
reduction in the fl ame speed was interpreted in terms 
of heat losses. Quenching was assumed to be identical 
to that of the downward propagating fl ames in tubes [4], 
where combustion products cooled by the walls, under 
infl uence of gravity penetrate ahead of the fl ame, lead-
ing to negative fl ame speeds. However, the experiments 
show that the negative fl ame speeds are not a necessary 
condition for quenching in the rotating fl ame case.

An interesting feature observed in the above-
 mentioned investigations, and shown in Figure 6.4.2, 

* The above relation is obtained if the constant a obtained from the 

work of Zel’dovich [7] is assumed to be =
2

2
Nu

k
a

d
; (which was not 

suggested in the work of Zel’dovich [7]), where k is the thermal dif-
fusivity and d is the characteristic length. However, Nu/Pe2 is a 
parameter in the solution of energy equation for fl ames with heat 
losses above certain value for which no solution of the energy equa-
tion exist (see, e.g., Ref. [8], p. 108)
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FIGURE 6.4.1
Flame radius changes in time for w = 628 s−1 and different methane 

in air concentrations in the mixture. Closed vessel. (Reproduced 

from Gorczakowski, A., Zawadzki, A., Jarosinski, J., and Veyssiere, B., 

Combust. Flame, 120, 359, 2000. With permission.)
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FIGURE 6.4.2
Flame images at different time instants for 3% propane/air mixture 

at 4400 rpm. Closed vessel.
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is that before quenching, the fl ames got detached from 
the walls and were progressively narrower, similar to 
the limit downward-propagating fl ames in tubes, which 
before disappearing, occupied only a small fraction of 
the cross-section of the tube (Ref. [4], Fig. 6). Strong 
reduction in the size of the fl ame always precedes 
quenching.

Accurate estimates of heat transfer for a rotating ves-
sel are quite diffi cult. Hence, a series of tests were con-
ducted using a vessel vented on the axis of rotation, 
characterized by marked reduction of heat-loss effects 
[10,11]. The main result is shown in Figure 6.4.3. Very 
strong and so-far unexplained reduction in the fl ame 
speed with the rotation rate was observed in this vessel, 
starting just after the fl ame formation and continuing 
until quenching occurred. This is typical for all the cases 
investigated, independent of the venting mode—central 
or peripheral venting as well as for closed vessels. The 
important general result from the study of Gorczakowski 
and Jarosinski [10] was the identifi cation of the limit-
ing condition for a fl ame to exist. It is not acceleration, 
heat losses, position with respect to the walls, or nega-
tive fl ame speed, but a characteristic  circumferential 
(azimuthal) speed, specifi c for each  mixture, which a 
fl ame cannot survive. In a recent paper [11], this result 
was physically interpreted in terms of a critical Froude 

number, for which the fl ame loses its initial barrel shape, 
owing to the Landau–Darrieus instability, and becomes 
strictly cylindrical, which is unfavorable for its survival. 
In this interpretation, comparison is made between the 
squares of the fl ame propagation speed and the circum-
ferential velocities and not simply velocities, which is 
equivalent to the interpretation given by Gorczakowski 
and Jarosinski [10], who stated that a fl ame cannot 
 survive a limiting circumferential velocity. Although 
this conclusion is quite general, the physical reasons 
for it and for the falling fl ame speed are unclear and 
require  further explanation. A discussion of a simple 
experiment will provide us with additional insight into 
this problem.

6.4.2  Flow Structure in the Vessel 
during Rotation Transients

This experiment deals with spin-up of a fl uid in a 
container, from rest. Why is this problem important 
for the combustion of gases in rotational equilibrium 
with walls and moving as a solid body? The reason is 
 simple—combustion with expansion of the gases causes 
a strong perturbation of angular speeds in the vessel. 
This is owing to the radial displacement of the gases 
caused by changes in their density, and the law of con-
servation of angular momentum by which differences 
are induced in the rotation of the displaced gases and 
walls leading to adjustment transients, best described by 
the spin-up process.

The experiment discussed in Greenspan’s book [12] 
can be carried out using a very simple apparatus, con-
sisting of a turntable, a light source, and a transparent 
cylindrical container. The closed container is completely 
fi lled with a suspension of a small quantity of alumi-
num powder along with some detergent in water. The 
tank is illuminated from the side by a beam pass-
ing through a vertical slit and is best viewed at right 
angle to the light beam. The light refl ected by the par-
ticles is very sensitive to shearing motion at any point 
in the tank. Since the particles are usually fl at fl akes, 
the motion tends to align them, affecting the intensity 
of the refl ected light, which can serve as an indicator 
of relative fl uid motions. Within a few revolutions from 
an impulse starting off the rotation, a fl ow structure 
appears in the vessel, as shown in Figure 6.4.4. At the 
start, the boundary layers form at the horizontal sur-
faces, observed as thin dark ribbons next to the surfaces, 
through which the motion of the container is passed 
to the fl uid by viscosity. Within these layers, the fl uid 
near the wall is spun-up to a higher angular velocity 
and is propelled radially outward as in a centrifugal 
fan. Ekman, who studied the infl uence of the rotation of 
the earth on ocean  currents, was the fi rst to discuss this 
effect in 1905, and the boundary layers are now called 
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FIGURE 6.4.3
Flame speeds as a function of time for an 8.45% methane/air mixture 

and different rotation rates. Vessel vented on the axis of rotation.
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Ekman layers. To compensate for the mass fl ow in the 
layers, a small normal fl ux from the core that remains 
motionless is required. The fl uid from the core is then 
accumulated on the vessel periphery. The progressively 
depleted quiescent core provides the much stronger 
refl ected light, since in this region the aluminum par-
ticles are randomly oriented, while in the spinning fl uid 
injected by the Ekman layers into the peripheral zone, 
they are aligned with the fl ow. Consequently, the two 
fl uids are seen separated by an almost perfect, straight 
light-front, propagating inward as the fl ow completes a 
closed circuit. Thus, the convergence of the fl uid into the 
Ekman layers, together with the constraints of the geo-
metrical confi guration produce a radial current into the 
interior and a global circulation of the fl uid. From the 
above-discussed basic physical picture, it is clear that 
the fl ow in the vessel is completely controlled by the 
Ekman layers. Von Karman [13] fi rst provided a solution 
for the fl uid fl ow velocities adjacent to a rotating disk, 
which is the basic element of the fl ow in the vessel (for a 
recent review see [14]). He used a similarity assumption 
for the fl ow parameters in the form:

 v

= =

= =
r 1 1

1 1

( ); ( )

( ); ( )z

v r F z v r G z

v H z p P z

jw w

nw r w  

(6.4.4)

where

1
z z=

w

n

n is the kinematic viscosity

vr is the radial velocity
vj is the circumferential (azimuthal) velocity
vz is the axial velocity toward the wall
p is the pressure

After substituting into the Navier–Stokes and conti-
nuity equations and using the following boundary 
conditions,
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(6.4.5)

the system was solved numerically. The solution is illus-
trated in Figure 6.4.5, showing the functions F, G, and H. 
The limiting value of function H, for z1 → ∞ is −0.886; in 
other words, the velocity of the fl ow toward the wall at 
infi nity is

 ∞ =( ) 0.866zv wn  
(6.4.6)

For a cylindrical vessel of width h, the characteristic 
timescale for the spin-up process, neglecting the effects 
at the periphery of the vessel is then

 
s ~ ~

2 1.77z

h h
v

t
nw  

(6.4.7)

This is by orders of magnitude less than the timescale of 

the diffusive processes, 
2

d~ ht n
.

Owing to the continuity, the axial fl ow introduces a 
radial velocity in the vessel, which is given by

 
′ = =r  0.886z
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(6.4.8)
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FIGURE 6.4.4
Early-time fl ow structure during spin-up from rest showing the Ekman 

layer – I (exaggerated), the light front separating the rotating and  non 

rotating fl uids – II, and the quiescent core – III. (From Greenspan, H.P., 

The Theory of Rotating Fluids, Cambridge University Press, 1969. With 

permission.)
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Similarity solutions of the velocity profi le functions for the Von Karman 

problem. (From Von Karman, Th, Z., Angew. Math. Mech., 1, 231, 1921.)
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6.4.3  Heat Transfer between the Walls 
and the Gas in the Vessel

The high velocities in the Ekman layers and the thinness 
of the layers strongly enhance the heat transfer between 
the gas and the sidewalls. There exist a variety of well-
established analytical and experimental correlations for 
the heat transfer between gas and a rotating disc (or the 
wall of the vessel). Cobb and Saunders [15] correlated their 
experimental investigations of the average laminar heat 

transfer with the Reynolds number 
2

5
rRe 2.4 10

r= < ×w
n

 
and Prandtl number of 0.72 in the form:

 r rNu 0.36 Re=
 

(6.4.9)

where the properties of the fl uid were taken for a mean 
temperature between that of the wall and the ambient tem-
perature. Dorfman [16] analytically obtained nearly the 
same formula (with the coeffi cient 0.36 replaced by 0.343) 
and thus Equation 6.4.9 can be taken as a good approxima-
tion. It may be noted that the correlation given by Karpov 
and Severin [5], discussed previously, is quite different, in 
particular, it strongly overestimates the heat losses. In any 
case, the heat losses are typically by orders of magnitude 
larger than that for pure conduction to the walls, when the 
gas and the vessel are in rotational equilibrium.

6.4.4  Flame Effects on the Flow 
in the Vessel

A fl ame in a vessel, as already mentioned, causes a dra-
matic perturbation of angular speeds of the gas, owing 

to conservation of angular momentum and radial dis-
placement of the gases, as well as changes in their 
densities. Three basic cases can be distinguished provid-
ing quite different perturbations: a vessel vented on the 
axis, a vessel vented on the periphery, and a closed  vessel. 
In all the cases, very shortly after ignition, a cylindrical
fl ame is formed in the center, but the effects of the fl ame 
on the angular speeds are different. Figure 6.4.6 shows 
the schematic representation of the angular velocity 
distributions induced by the fl ame for the three cases. 
Obviously, for all the three cases, different transient 
spin-up and spin-down processes are induced in the 
vessels by the fl ame. Consequently, the effects of rota-
tion of the vessel on the fl ame speeds and extinction 
will differ, depending on the venting and density ratios 
in the fl ames. Thus, these cases can hardly be general-
ized by a simple formula, but in all cases the strongly 
enhanced heat transfer is very important.

6.4.5 Flame–Flow Interactions

6.4.5.1 Initial Period

Although the detailed fl ow-structure in the vessel is 
unknown and can be predicted by numerical means, 
only the basic features of the fl ame–fl ow interaction can 
now be depicted. The interaction is shown schemati-
cally in Figure 6.4.7. Each of the Ekman layers formed 
at the sidewalls by the angular velocity perturbation of 
the fl ow induces two recirculation cells—one in front 
of the fl ame and one behind it, separated by the fl ame. 
The recirculation cell in front of the fl ame is of less impor-
tance, as the fl ow velocities there do not affect the fl ame, 
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FIGURE 6.4.6
Distribution of angular speeds induced by a fl ame (schematic); (—) 

closed vessel; (----) vessel vented at the periphery; (••••) vessel vented at 

the center. Rvo — radius of the venting orifi ce, rf — radius of the cylindri-

cal fl ame, rv — radius of the vessel, w0 — initial angular speed.
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FIGURE 6.4.7
Flame–fl ow interaction in a rotating vessel, showing the generation 

by the sidewall of two recirculation cells before and after the fl ame 

driven by the Ekman layers.
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apart from the minor axial stretch effects. Also, the heat 
transfer there, even in the closed vessel is of secondary 
importance, as the temperature difference between the 
gas and wall is insignifi cant. However, a very different 
situation is behind the fl ame, where the Ekman layer car-
ries products that are strongly cooled down by the wall. 
When the Ekman fl ow impinges on the fl ame, it is unable 
to penetrate it as the density of combustion products, 
even after cooling, is still much lesser there than the den-
sity of fresh mixture and therefore, the fl ow is redirected 
and forced along the fl ame. The cold annular jet behind 
the fl ame effectively reduces the fl ame speed, even if the 
temperature of the rest of the products is still unaffected. 
This explains the observation that the larger the circum-
ferential speed of the vessel at the fl ame  location gener-
ating the Ekman fl ow, the smaller is the fl ame speed, and 
the effect is almost instantaneous. This is observed in all 
the venting cases. Thus, the reduction of fl ame speed is 
due to the interaction of the heat losses in the Ekman 
layers, along with their redirection and penetration far 
behind the fl ames. An additional effect is by global heat 
losses that reduce the effective expansion of gases.

Owing to the large shear in the Ekman layer zone with 
strong heat losses, the fl ame is always at a distance from 
the wall. The distance is small (slightly more than the 
fl ame-quenching distance) as long as the fl ow velocity 
parallel to the fl ame induced by the redirection of the 
Ekman layers is lesser than the propagation speed of 
the edge fl ame. However, once the Ekman fl ow velocity 
becomes larger, the fl ame is carried away from the wall 
and continuously reduced in width until extinction, as 
observed by Gorczakowski et al. [9], Gorczakowski and 
Jarosinski [10], and Jarosinski and Gorczakowski [11], 
which is illustrated in Figure 6.4.2. Thus, the quench-
ing mechanism is now clearly explained and the reason 
that a given fl ame cannot survive a certain circumferen-
tial speed of the vessel provided. The above-mentioned 
reasoning is supported by a numerical simulation in a 
study by Marra [17], from which a snapshot is shown 
in Figure 6.4.8 illustrating the fl ow structure close to the 
wall. A strong axial-annular jet, originating at the wall 
just behind the fl ame due to the redirection of the Ekman 
layer is clearly seen on the left side of the fi gure, as well 
as the radial Ekman layer fl ows in the neighborhood of 
the fl ame on the right side.

6.4.5.2 Narrow Flame Period

After detachment of the fl ame from the wall and reduc-
tion of its width, three zones develop in the vessel parallel 
to each other: a fl ame and burned gas zone and two zones 
(adjacent to the sidewalls), where no fl ame is present and 
where the gas temperatures are lower than behind the 
fl ame. All this happens in a fi eld of very high centrifugal 
acceleration, which induces a free convection movement 
of the fl ame and the product zone behind it toward the 

axis of rotation. The movement reduces the fl ame speed, 
relative to an external frame of reference observed in the 
experiment. The free convection speed is proportional to 
the square root of the centrifugal acceleration multiplied 
with the length of the zone behind the fl ame, in turn 
proportional to the fl ame radius. On the whole, the free 
convection speed reducing the observed fl ame velocity is 
proportional to the circumferential speed of the gas at the 
fl ame location. This explains the continuous reduction 
of the fl ame speed in time and strong dependence of the 
fl ame speed on angular velocity, as shown in Figure 6.4.3. 
It is interesting to note that both the fl ame-width reduc-
tion rate and the fl ame speed drop are proportional to the 
circumferential gas speed at the fl ame location. No won-
der that a fl ame in a certain mixture cannot survive a 
certain circumferential speed in a rotating vessel, which 
thus becomes a controlling factor of the rotating fl ame. 
However, is still unknown, which of the three physical 
phenomena is the most important: cooling, reduction of 
fl ame width or free convection of the fl ame zone.

6.4.6 Further Research Issues

The fl ow in a rotating vessel is prone to several types of 
instabilities. The rotational fl ow itself is unstable if
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where r0 > r1 are the radii of a fl uid element made to 
interchange by a disturbance (Rayleigh criterion [18]). 
Thus, the fl ow behind the fl ame in the vessel vented at 
the axis of rotation may be unstable. The Ekman layers 
may become oscillatory and even turbulent at certain 
Reynolds numbers [19] and complex secondary fl ows 
may appear in a vessel with large aspect ratios of the 
vessel, h/r [20]. All the phenomena are worthwhile fur-
ther exploration as they are important in certain cases. 
However, we would like to point out just one general 
problem, specifi c for combustion in rotating fl uids: the 
effect of Coriolis acceleration on fl ame structure and 
speed, to our knowledge, not yet analyzed in the lit-
erature. To illustrate the Coriolis acceleration effects, 
which in rotating fl ames are always present owing to 
gas expansion, let us analyze the simplest case of a 
cylindrical fl ame propagating outward in an unconfi ned 
mixture rotating with the angular velocity w. The radial 
velocity of the mixture at the fl ame front is

 

1
r L

2

=v S
r
r  

(6.4.11)

where
SL is the fl ame speed
r1/r2 is the density ratio across the fl ame front

Thus, the maximum value of the Coriolis acceleration is 
at the cold fl ame boundary, which can be given as

 cm r= 2a vw  (6.4.12)

Inside the fl ame, the acceleration grows from zero to the 
above value. The timescale for this process is equal to 
the timescale of the fl ame
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=
S
d

t
 

(6.4.13)

where d is the fl ame thickness. The acceleration causes 
sliding of the progress variable iso-surfaces in the fl ame 
relative to each other, leading to the tangential velocity 
of the fresh mixture relative to the burned gases, which 
is equal to

 t cm=v a t  (6.4.14)

where acm is the mean Coriolis acceleration in the fl ame. 
Approximating the temperature distribution in the 
fl ame by a linear function, we have

 

1
t L

2

=v S
r

w t
r  

(6.4.15)

leading to a ratio of the tangential velocity to normal 
velocity equal to
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In Table 6.4.1, rotational speeds (w1) of the system for 
which vt = vn are given for methane/air fl ames. We may 
expect that at those rotational speeds, strong effects of 
rotation on fl ame structure and speed will be observed. 
The angular velocities of importance are high, but not 
very high, considering the rotational motions in fl uids. 
It can be observed that lean fl ames are more sensitive to 
rotations than stoichiometric ones. It is presumed that 
the Coriolis effects present from the very beginning of 
the fl ame may provide additional reasons why the fl ame 
speeds of the rotating fl ames are smaller than of nonro-
tating fl ames from the start of the experiment (Figure 
6.4.3.) Physically, the Coriolis acceleration effects may 
be due to the deformation of fl uid elements in the pre-
heat zone equivalent to stretch. However, this aspect 
of fl ame behavior requires further studies. Dramatic 
fl ame-shape changes owing to the Coriolis acceleration 
can be observed for perturbed fl ames, which is shown 
in Figure 6.4.9. In this case, venting of the vessel was 
at the periphery, using just four orifi ces. This caused 
square-like deformation of the initial cylindrical shape 
as the fl ame approached the rim. The perturbation 
enhanced by the Coriolis acceleration behind the lead-
ing points converted the fl ame into a multispiral, mul-
tilayer structure. The effects will be permanent in the 
case of turbulent fl ames in the fl amelet regime, leading 
to strong changes in the fl ame perturbation structure, 
important for propagation and not considered in stan-
dard analysis.

6.4.7 Conclusions

 1. Mechanisms leading to fl ame speed changes 
and quenching in rotating vessels (cavities) 
were discussed.

TABLE 6.4.1

Methane/Air Flame Parameters and Rotational Speeds (w1) 
for Which the Tangential and Normal Speeds in an 
Expanding Flame are Equal

f    0.55     0.63    0.7    0.8    0.9    1

d [cm]    0.46     0.23    0.175    0.140    0.120    0.1

SL [cm/s]   12    17.5   22   29   36   43

Ta − T1 1270  1410 1500 1710 1835 1935

w1 [s
−1]   26.1    76  125.7  207  300  430

Note: Vessel vented at the periphery. f is the equivalence ratio.
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 2. It is shown that the Ekman layers behind the 
fl ame front, generated by the rotational speed 
changes of the gas owing to expansion, cause 
fl ame detachment from the walls and reduction 
in fl ame width in the rotating vessels, ultimately 
causing fl ame quenching.

 3. The mechanism is based on strong cooling of 
the products adjacent to the walls and injection 
of the cooled products in the form of an annular 
jet behind the fl ame, reducing its width as soon 
as the speed of the annular jet, proportional to 
the circumferential speed of the gas at the fl ame 
location becomes larger than the propagation 
speed of the edge fl ame.

 4. After detachment of the fl ame from the walls, 
the narrow ever-diminishing hot product 
zone behind the fl ame moves owing to the free 
 convection in the centrifugal acceleration fi eld 
toward the axis of rotation, with a speed scaling 
with circumferential velocity at the fl ame location, 
which reduces the observed fl ame speed to very 
low values, and in some cases negative ones.

 5. Heat losses may contribute to the process, but 
do not solely cause the observed fl ame speed 
reduction and fl ame quenching.

 6. The secondary fl ows in the vessels depend on 
the aspect ratio and venting systems, which 
does not allow generalizing the results with 
simple, universal formulas.

 7. Owing to the laminar nature of most of the 
fl ames in rotating vessels, numerical studies 
may be quite effective but require resolution 

of the fl ow in the Ekman layers and the fl ame, 
which is a numerically challenging task.

 8. The fl ames in the rotating vessels represent an 
interesting case, where the Coriolis effects are 
strong. However, further studies of the effects on 
fl ame propagation and structure are required.

 9. True challenges are fl ows with instabilities 
and, in particular, the turbulent fl ows where 
Coriolis effects change the fl ame perturbation 
geometry.
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7.1  Turbulent Premixed Flames: 

Experimental Studies over 

the Last Decades

Roland Borghi, Arnaud Mura, 
and Alexey A. Burluka

7.1.1 Introduction

There are several industrial devices in which energy 
conversion occurs through turbulent premixed fl ames. 
Gas turbine combustion chambers, afterburners of tur-
bojet engines, and spark-ignited reciprocating engines 
are the main examples, and they support the research 
for understanding such turbulent fl ames. The fi rst re-
search specifi cally devoted to turbulent premixed fl ames
has been conducted around 1940, by Damköhler [1] in 
Germany and Shchelkin and others in Russia [2]. Finally, 
in 1956 the fi rst special session of the (International) 
Symposium on Combustion devoted to the “structure 
and propagation of turbulent fl ames” was held during 
the sixth edition at the University of Yale (USA).

The fi rst visible example of turbulent premixed fl ame 
is the fl ame above a Bunsen burner, when a fl ow of pre-
mixed reactants is made turbulent within the burner 
tube because of its large velocity and often with the help 
of a turbulence-generating grid. Such a rig is very easy 
to build and it has been widely used to gather informa-
tion about the structure of turbulent fl ames with respect 
to laminar ones, see for instance Chapter VI of Ref. [3]. 
The apparent thickness of the corresponding turbulent 
fl ame is much larger than the thickness of a laminar 
fl ame of the same mixture. From the apparent “fl ame 
angle”, it is possible to deduce roughly a value of the so-
called “turbulent fl ame speed,” which is clearly larger 
than the laminar fl ame speed. This apparently larger 
thickness could be simply explained by the fact that tur-
bulence produces some wrinkling and fl apping of the 
classical thin fl ame sheet, but Damköhler [1] has been 
the fi rst who suggested that there exist at least two types 
of turbulent premixed fl ames. The fi rst one effectively 
contains a long wrinkled thin and laminar-like fl amelet, 
while chemical reactions take place in a quite thick zone 
in the other type of fl ame, which may appear like a very 
thick fl ame. Already at the time, several discussions had 
appeared to clarify whether only two types are possible, 
to select the most suitable names for them, and to evalu-
ate what are the conditions for their appearances. These 
discussions were initiated by Karlovitz, Shchelkin, 
Wohl, Summerfi eld, Scurlock, and many others. These 
discussions have later given birth to some synthetic dia-
grams (see Section 7.4.1 here), very popular even now 
for representing the different combustion regimes in 

terms of well-chosen nondimensional ratios built from 
relevant parameters that characterize both turbulence 
and laminar fl ame characteristics.

In the so-called “wrinkled fl ame regime,” the “tur-
bulent fl ame speed” ST was expected to be controlled 
by a characteristic value of the turbulent fl uctuations 
of velocity u', rather than by chemistry and molecular 
diffusivities. Shchelkin [2] was the fi rst to propose the 
law ST/SL= (1 + A(u'/SL)2)1/2, where A is a universal con-
stant and SL the laminar fl ame velocity of propagation. 
For the other limiting regime, called “distributed com-
bustion,” Summerfi eld [4] inferred that if the turbulent 
diffusivity simply replaces the molecular one, then the 
turbulent fl ame speed is proportional to the laminar 
fl ame speed but multiplied by the square root of the 
turbulence Reynolds number ReT.

The knowledge of turbulent premixed fl ames has 
improved from this very simple level by following the 
progress made in experimental and numerical tech-
niques as well as theoretical methods. Much employed 
in early research, the laboratory Bunsen burners are 
characterized by relatively low turbulence levels with 
fl ow properties that are not constant everywhere in the 
fl ame. To alleviate these restrictions, Karpov et al. [5] 
pioneered as early as in 1959 the studies of turbulent 
premixed fl ames initiated by a spark in a more intense 
turbulence, produced in a fan-stirred quasi-spherical 
vessel. Other experiments carried out among others by 
Talantov and his coworkers allowed to determine the 
so-called turbulent fl ame speed in a channel of square 
cross-section with signifi cant levels of turbulence [6].

New experiments devoted to stationary turbulent 
fl ames, similar to a Bunsen burner but at a larger scale, 
have been designed and studied: the so-called V-shaped 
fl ame anchored on a wire or rod, see for instance Escudié 
et al. [7], or a high-velocity fl ame stabilized, thanks to a 
bluff body, e.g., Wright and Zukovski [8], or a pilot fl ame 
as in the work of Moreau and Borghi [9]. Classical turbu-
lent Bunsen burners have also been used [10,11] as well 
as propagating unsteady turbulent fl ames in open fl ows 
or enclosures, see Boukhalfa and coworkers [12]. Need-
less to say that these experimental situations have been 
studied in much more details by using all the available 
modern and nonintrusive optical methods providing a 
deeper insight into the detailed local fl ame structure. 
At the same time, numerous theoretical works have 
been developed on this subject, as well for looking more 
deeply into the phenomena that are expected to play at 
small scales than for trying to build realistic models for 
the prediction of the fl ames in the different regimes.

At the beginning of the twenty-fi rst century, it is 
interesting to try to summarize what has been experi-
mentally established, and what remains partially or 
entirely unclear about turbulent premixed fl ames. The 
hope is that the results of this state of knowledge will 
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be in agreement with the existing state of the art in the 
fi eld of turbulent fl ames modeling, which can be found 
elsewhere [13,14]. However, it is necessary fi rst to defi ne 
precisely the framework of the present survey: we will 
discuss in Section 7.1.2 the methodology needed for 
the study of turbulent fl ames, considering three very 
basic questions about their nature, about the concept 
of “turbulent fl ame speed,” and what are the main and 
suffi cient quantities required to describe a turbulent 
premixed fl ame.

7.1.2 Three Basic Questions

7.1.2.1 What Is a “Turbulent Premixed Flame”?

Darrieus and Landau established that a planar laminar 
premixed fl ame is intrinsically unstable, and many stud-
ies have been devoted to this phenomenon, theoretically, 
numerically, and experimentally. The question is then 
whether a turbulent fl ame is the fi nal state, saturated but 
continuously fl uctuating, of an unstable laminar fl ame, 
similar to a turbulent inert fl ow, which is the product of 
loss of stability of a laminar fl ow. Indeed, should it exist, 
this kind of fl ame does constitute a clearly and simply 
well-posed problem, eventually free from any bound-
ary conditions when the fl ame has been initiated in one 
point far from the walls.

However, in practice, the term of turbulent premixed 
fl ame is given to fl ames that are developing in a fl ow, or 
a gaseous medium, which is already turbulent before 
it sees the fl ame. When the turbulent fl ame is consid-
ered anchored in a fl ow, the oncoming fl ow is already 
turbulent, owing to some walls or obstacles upstream. 
When the turbulent fl ame propagates into a premixed 
gaseous medium, the latter medium is not exactly at 
rest but its velocity is supposed to fl uctuate with clas-
sical characteristics of turbulence before the fl ame 
passes through. Of course, one should not assume that 
the presence of a fl ame will leave unchanged the veloc-
ity fl uctuation levels; on the contrary, because of the 
heat release and the instability of laminar fl ames, it is 
expected that this modifi cation does take place, and 
is important at least for some conditions. Indeed, the 
“fl ame-generated turbulence” has been envisaged very 
early by Karlovitz [15].

In fact, the clearly posed problem of the fi nal state of 
an unstable laminar fl ame is a limiting case of turbulent 
fl ame for vanishing initial turbulence of the oncoming 
fl ow, but the general case, for any initial velocity fl uc-
tuations, is clearly of great interest in practical devices 
such as spark-ignited engines, turbojet, or gas turbine 
combustion chambers.

Though, in practice, the composition of the incoming 
fl ow is not always perfectly known and controlled, we 
have to restrict the present analysis to turbulent reactive 

fl ows with spatially homogeneous compositions and 
negligible fl uctuations of equivalence ratio or compo-
sition. If it is not the case, additional phenomena will 
complicate the picture.

7.1.2.2  Is the “Turbulent Flame Speed” 
an Intrinsic Well-Defi ned Quantity?

The question here is twofold: fi rst, how to prescribe a 
precise experimental procedure for defi ning the “tur-
bulent fl ame speed”? and second, is this quantity inde-
pendent of the way used to initiate the fl ame? This is 
the case for a laminar fl ame, and the fl ame propagation 
velocity SL as well as the characteristic laminar fl ame 
thickness dL is an intrinsic quantity.

It has to be fi rst emphasized that similar to any tur-
bulent phenomenon, a turbulent fl ame must be defi ned 
statistically: we have to consider an ensemble of indi-
vidual fl ames, each one produced by apparently identi-
cal conditions, each one exhibiting strong fl uctuations 
in time and space, and the quantities in which we will 
be interested must be defi ned as the statistical averages 
of the corresponding quantities for all the individual 
fl ames. Averaged quantities can be defi ned in this way 
locally and at a given instant. But when a turbulent fl ame 
is statistically steady, time averages can be used instead 
of statistical averages, and when statistical homogene-
ity in one direction or along one plane or surface holds, 
spatial averages along this direction or surface can be 
used. Because of this necessary averaging process, it 
is more convenient to consider “mean turbulent fl ame 
speed” ST, or “mean turbulent fl ame thickness” dT. The 
term “mean” is usually omitted, and the mean turbulent 
fl ame thickness is often called “fl ame brush thickness.” 
Let us consider the possible ways for defi ning these 
quantities in greater details.

We consider a turbulent premixed fl ame produced in 
an isotropic homogeneous turbulent velocity fi eld with 
zero mean value and constant turbulence properties, 
i.e., nondecaying in time (then continuously stirred), not 
affected by gravity, ignited at an infi nite plane; notice 
that we do not claim that such a fl ame is easy to obtain 
experimentally! The phenomenon is then statistically 
homogeneous on any plane parallel to the ignition 
plane and therefore we can use spatial averages. Then, 
there are two distinct ways for defi ning the turbulent 
fl ame speed, following the previously given principles, 
one based on a Eulerian description and the other relying 
on a Lagrangian point of view.

The Eulerian approach requires a measurement of 
the temperature or the progress variable at many sam-
ple points at a given normal distance from the ignition 
plane, at a given time elapsed since ignition. The prog-
ress variable introduced here can be for instance a nor-
malized temperature or concentration that varies from
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c ≡ 0 in the fresh reactants to c ≡ 1 in the fully burnt 
products. Then, the average of these values over each 
plane may be calculated, enabling us to plot the profi les 
of mean temperature or mean progress variable as a 
function of distance to the ignition plane. In this pro-
cedure, the number of sample points needed must be 
large enough in such a way that the calculated averages 
do not depend any more on this number and for the 
fi rst-order statistical moments, 500 or 1000 points would 
normally suffi ce. Moreover, these sample points have to 
be suffi ciently far away from each other so that the mea-
surements are statistically independent; this implies 
that they must be separated by a distance larger than 
the turbulence length scale.

Then, the displacement velocity of the (mean) fl ame 
is defi ned as the displacement velocity, measured over 
a short period of time, of the position of these profi les. 
More exactly, we have to consider the displacement of 
a particular point on one of these profi les, where the 
mean temperature or the mean progress variable has 
a prescribed value. If the fl ame propagates in a steady 
regime, where the profi les move without any change 
in shape, the choice of point and profi le does not matter. 
On the contrary, if the fl ame does not have a steady prop-
agation, then a priori choice of the reference point and 
profi le has to be done. The displacement velocity dis-
cussed above is the mean speed of the fl ame with respect 
to the initiation plane or the quiescent burnt gases. The 
classical turbulent fl ame speed ST, with respect to the 
unburnt mixture, is not exactly this displacement veloc-
ity, because the unburned gases are pushed away by the 
expansion of burnt gases. For a steady propagation, it is 
simply the displacement speed divided by the unburnt-
to-burnt gases density ratio. A natural defi nition for the 
fl ame brush thickness in a Eulerian frame of reference 
is that it is simply the distance between two values of 
mean temperature or mean progress variables, one close 
to the burnt gases temperature or progress variable, the 
other close to the unburnt gas temperature or progress 
variable, on the profi les found for a given time. If the 
fl ame propagation is steady, such a fl ame brush thick-
ness is independent of time.

A Lagrangian framework is also easily conceivable. 
Let us consider, at any given time, one isothermal 
surface, or one surface where a progress variable, e.g., 
defi ned from a chemical species concentration, is con-
stant. Owing to the turbulence, this surface is not a plane 
but is wrinkled and, moreover, may not be simply con-
nected. We can calculate the averaged distance between 
the sample points on this surface and the ignition plane, 
and doing so at two close times, we can deduce the 
velocity of displacement of the mean fl ame surface. This 
velocity is the mean turbulent fl ame speed with respect 
to burnt gases and it must be corrected for the effect of 
gas expansion. Similar to the Eulerian description, the 

choice of the value for the temperature (between the 
unburnt mixture temperature and the adiabatic com-
bustion temperature), or equivalently the choice of the 
value of the progress variable between zero and unity, 
has no importance if the fl ame propagates with a con-
stant mean structure and mean thickness. To measure 
this fl ame brush thickness, it is necessary to choose two 
particular values of the progress variable, one close to 
zero and one close to unity, and to calculate at any time 
the difference between the two mean positions corre-
sponding to these two values.

In this simplifi ed situation, can we really consider that 
the mean fl ame structure and thickness are steady, after 
certain delay and distance from initiation, and then 
the “turbulent fl ame speed” is a well-defi ned intrinsic 
quantity? Indeed, with the present state of knowledge, 
there is no certainty in any answer to this question. 
Of course, it is hardly possible to build an experiment 
with nondecaying turbulence without external stirring. 
In decaying turbulence, the independence of the tur-
bulent fl ame speed on the choice of reference values of 
progress variable has been verifi ed in neither experiment 
nor theory.

Many attempts are known to construct a burner 
where the fl ow would approach the theoretical ideal 
conditions of homogeneous and isotropic turbulence; 
in addition to the already mentioned fan-stirred bombs, 
very recently a cruciform burner has been developed by 
Shy et al. [16] where the fl ame speed was determined 
from the time elapsed between the passage of the fl ame 
at the locations of two fi xed ionization sensors. However, 
the work by the same group later established that the 
fl ame speed varies by as much as 45% over a distance 
of 20 cm, see Figure 3 in Ref. [17]. This example is a very 
good illustration of many complex diffi culties associ-
ated in an attempt to reproduce a simple theoretical pic-
ture in an experimental test rig. Nevertheless, from the 
very beginning and again now, the idea that there exists 
an intrinsically valid turbulent fl ame speed has been 
implicitly accepted in the scientifi c community.

7.1.2.3  How to Describe a Turbulent Premixed 
Flame with a Few Well-Defi ned Quantities?

If the turbulent fl ame is ever proven to have asymp-
totically a constant fl ame brush thickness and constant 
speed in constant, i.e., nondecaying, turbulence, then 
the aforementioned turbulent fl ame speed ST and the 
fl ame brush thickness dT give a well-defi ned suffi cient 
characterization of the fl ame in its asymptotic behavior. 
However, it is not proven up to now that the studied 
experimental devices have been large enough to ensure 
that this asymptotic state can be reached. Besides, the 
correct defi nitions for the turbulent fl ame speed or 
fl ame brush thickness, as given above, are far from 
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being easy to apply in practice. As a consequence, many 
of the experiments have not used them, and the quanti-
ties that have been measured have been related to them 
only with additional hypothesis, the infl uence of which 
on results must be carefully considered.

In any circumstances, it can be expected that ST and 
dT are algebraic functions of turbulence length scale 
and kinetic energy, as well as chemical and molecular 
quantities of the mixture. Of course, it is expedient to 
determine these in terms of relevant dimensionless 
quantities. The simplest possible formula, in the case 
of very fast chemistry, i.e., large Damköhler num-
ber Da = (SL lT)/(dLu') and large Reynolds ReT = (u' lT)/
(dL SL) and Péclet numbers, i.e., small Karlovitz number 

T/Ka Re Da=  will be ST/SL = f(u' / SL), but other ratios 
are also quite likely to play a role in the general case.

Anyway, it has been found without any doubt that 
many experiments, if not all, do show that the fl ame 
brush thickness indeed is not constant in the domain 
where it is practically interesting to study the fl ame. 
This does not necessarily imply that the fl ame has no 
asymptotic behavior and that ST and dT do not exist, 
but this implies that an eventual asymptotic behavior 
is not the only one that deserves interest. Before the 
fl ame reaches an asymptotic state, its speed and thick-
ness can be defi ned, though with more arbitrariness, 
but their values shall depend on time or position or 
both. In principle, these transient variables cannot be 
deduced from an algebraic formula in terms of the 
parameters describing turbulence, molecular pro-
cesses, and chemistry, simply because the distance 
(duration or spatial distance) from the fl ame initiation 
has to play a role. Then, ST and dT lose their interest. 
In this case, the mean structure of the turbulent fl ame 
must be calculated locally by using partial differential 
evolution equations in which a mathematical model 
of turbulent combustion replaces the simple knowl-
edge of ST and d T. The mathematical models already 
proposed are developed in terms of Eulerian averaged 
variables because this point of view is more suitable 
for experiments. The reader is referred to Refs. [13,14], 
or to the relevant chapters of this book, for a deeper 
insight into this methodology. Any such mathematical 
model must contain two sub-models: (1) one describ-
ing the turbulent transport, namely the scalar fl uxes 
and Reynolds stresses, and (2) the other the so-called 
“mean reaction rate.” To build these sub-models, neces-
sary are the experiments that put clearly into evidence 
the governing physical factors. For the turbulent trans-
port submodel, the phenomena of “fl ame-generated 
turbulence” and “counter-gradient diffusion” must be 
studied in adequately oriented experiments. For the 
“mean reaction rate” submodel, the small-scale struc-
ture of the turbulent fl ame, under different conditions, 
must be studied.

The numerous experimental studies that have been 
performed since 1940s do bring each their individual 
contribution to the task of studying each of these sub-
models; some of them brought a larger contribution, 
other ones a smaller contribution. We will present in 
the two following sections selected results obtained 
through such experimental studies. Only the clear-
est results, whose physical explanation appears well 
based, and which allow to understand the main and 
simplest features of turbulent premixed fl ames, are 
presented here. Many works are not mentioned, often 
with the reason that it will complicate unnecessarily 
the picture, for the purpose of the present short chap-
ter and the selection has been guided, above all, by the 
simplicity of arguments.

7.1.3 Propagating Turbulent Flames

7.1.3.1 Spherical Propagation in a Stirred Enclosure

Use of such kind of experimental device, i.e., a 
quasi spherical enclosure in which turbulence is 
continuously produced by fans has been pioneered 
by Sokolik, Karpov, and Semenov [5,18] and was 
followed by many other research groups; it is worth 
noting that a large amount of results have been 
gathered by the group of Bradley and his colleagues at 
Leeds University [19]. The rotational speed of the fans 
controls the turbulence kinetic energy, i.e., the velocity 
fl uctuation levels, and the electrical power dissipated is 
directly related to the dissipation rate of the turbulence. 
The turbulent fl ame is ignited at the center of the bomb 
after fi lling the volume with a given mixture, and the 
pressure rise is measured, giving the mass burning rate 
and, with a few additional hypothesis, the “turbulent 
burning rate,” which is supposed to be proportional to 
the turbulent fl ame speed previously defi ned.

The infl uence of turbulence has commonly been 
studied in terms of u', which is the square root of the 
turbulence kinetic energy, and the Taylor scale l, and the 
so-called Karlovitz number Ka = (u'dL)/(lSL) character-
izing the small-scale features of turbulent combustion. 
A typical set of results is given in Figure 7.1.1, showing 
clearly the tendency to “smoothed combustion” when 
the value of the Karlovitz number becomes large. In 
addition to this, it has also been found that the Lewis 
number Le = D/k of the defi cient reactant has a strong 
infl uence on both fl ame speed and local extinctions of 
fl amelets [12,18]. On the visualizations, such as the one 
presented in Figure 7.1.1, we can see that the structure 
of the fl ame brush seems to display “fl amelets” struc-
tures when the Karlovitz number is not too large, in 
agreement with the structure of wrinkled fl ame. On 
the other hand, an increase in this parameter, usually 
obtained by an increase in turbulence, leads to a visual 
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disappearance, or a scrambling, of these fronts. This 
has been attributed to the fl ame stretching by turbu-
lence, which can even lead to local fl amelet extinctions; 
this response to fl ame-stretching effects is “naturally” 
sensitive to the Lewis number. However, this simple 
representation of turbulent fl ame as an ensemble of 
stretched laminar fl amelets is also defi cient in many 
respects.

The turbulent burning rate has been measured in 
these experiments for many different cases, as shown 
in Figure 7.1.2, displaying fi rst an increase in the veloc-
ity fl uctuations. Then, a saturation and even a decrease 
are observed for increasing values of the velocity fl uc-
tuations; this is attributed to fl amelet extinctions. From 
these results, one could have thought that turbulent 
premixed fl ames are very likely to extinguish in the 
distributed combustion regime, but this question is 
not so simple: the recent experimental investigation of 
Shy et al. [16] seems to show that methane–air fl ames 
are very resistant to extinction even for remarkably 
large values of the strain rates (i.e., high values of the 
Karlovitz number Ka).

It is worth noticing that the “turbulent burning rates” 
reported in Figure 7.1.2 have been defi ned similarly but 
not exactly as the “turbulent fl ame speed” mentioned 
in Section 7.1.2. The mixture has been ignited at the 
center of the bomb and the dependence of the pressure 
on time has been recorded. This has enabled to deter-
mine the derivative of the burned mixture volume. 
This derivative is ascribed to a spherical surface whose 
volume is simply equal to the volume of fully burned 
products, thus leading to an estimate of the turbulent 
combustion rate.

7.1.3.2 Propagation in a Turbulent Box

The visualization of the turbulent fl ame is easier for the 
experiments carried out by Trinité et al. [20].

FIGURE 7.1.1
Experiments in closed vessels by Abdel-Gayed and Bradley [19], left: Ka.Le = 0.003 continuous laminar fl ame sheet, right: Ka.Le = 0.238 

breakup of the continuous fl ame sheet. (Reprinted from Lewis, B. and Von Elbe, G., Combustion, Flames and Explosions of Gases, Academic Press, 

New York, 1961. With permission. Figure 204, p. 401, copyright New York Academic Press (Elsevier editions).)
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FIGURE 7.1.2
Turbulent mass burning rate versus the turbulent root-mean-square 

velocity by Karpov and Severin [18]. Here, a is the air excess coeffi cient 

that is the inverse of the equivalence ratio. (Reprinted from Abdel-

Gayed, R., Bradley, D., and Lung, F.K.-K., Combustion regimes and 

the straining of turbulent premixed fl ames, Combust. Flame, 76, 213, 

1989. With permission. Figure 2, p. 215, copyright Elsevier editions.)
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In this instance, the fl ame is produced by a line of 
sparks located in a square cross-section combustion 
chamber equipped with quartz windows after it has 
been fi lled through a perforated plate. Figure 7.1.3a 
shows the image obtained by the direct shadowgraphy; 
the light crosses the entire 10 cm wide vessel and both 
the apparent thickness of the fl ame and the turbulent 
fl ame brush can thus be directly estimated.

It is perhaps worth noticing that a measurement of 
fl ame displacement speed is trivial in this confi gura-
tion; however, a measurement of the fl ame burning rate, 
which is the fl ame speed relative to the fresh mixture, 
would require an additional set of measurements deter-
mining the fl ow velocity. This is quite different from 
the measurements performed in a “bomb,” shown in 
Figure 7.1.2, where the burning rate readily deduced 
from the pressure rise is a nonlocal quantity averaged 
over the entire fl ame.

An individual isothermal surface can be traced with 
the help of laser tomography, also known as laser sheet 
imaging, where a laser sheet and oil droplets are com-
bined to visualize the instantaneous fl ame surface in 
a plane. This technique is ideal when wrinkling of an 
isoline is of interest; besides, typically it shows the area 
occupied by the combustion products if the instanta-
neous fl ame thickness is small, such as a black area in 

Figure 7.1.3b. Furthermore, Figure 7.1.4 clearly shows 
that the amount and size of wrinkles depend on the 
parameter u'/SL. These photographs can also be used 
to investigate whether this isothermal surface that we 
can probably identify with a “fl amelet” exhibits a frac-
tal behavior and if so, what is its fractal dimension. The 
result obtained has been that the surface is not really 
a fractal because its fractal dimension varies with the 
scale of measurement, and this is directly related to the 
fact that the wrinkling factor depends on the ratio of 
turbulent kinetic energy to the fl amelet propagation 
velocity u'/SL, see Figure 7.1.4; also further details can be 
found in Ref. [21].

7.1.3.3 Spherical Propagation in a Grid Turbulence

An interesting alternative to closed volume apparatus 
is provided by an arrangement where a fl ame is ignited 
in a (large) homogeneous fl ow behind a turbulence-
generating grid. The turbulence is slowly decaying 
downstream the grid, and the growing fl ame is carried 
by the mean fl ow velocity, but many detailed instanta-
neous images of the fl amelets, as well as velocity mea-
surements by particle image velocimetry (PIV), can be 
obtained.

(a) (b)

FIGURE 7.1.3
(a) Direct shadowgraphy of a turbulent fl ame propagating in a square cross-section combustion chamber. (b) Temporal evolution after ignition 

imaged thanks to Laser tomography, from top (right) to bottom (left). (Reprinted from Karpov, V.P. and Severin E.S., Fizika Goreniya I Vzryva, 

16, 45, 1980. With permission. Figures 1 and 2, p. 42, copyright Plenum Publishing Corporation (Springer editions).)

(a) (b) (c) (d)

FIGURE 7.1.4
Tomographic (laser sheet) cuts of turbulent premixed fl ame fronts. Propane–air mixture is studied at the equivalence ratio 0.9. Case (a) u'/SL = 

2.48, case (b) u'/SL = 1.55, case (c) u'/SL = 1.22, case (d) u'/SL = 0.68.
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Spherical expanding fl ames. Left: CH4–air stoichiometric (f = 1) fl ames in nearly homogeneous grid turbulence. The turbulence intensity 

It = u'/U is 4% (top) and 12% (bottom). Right: u'/SL = 0.9, infl uence of molecular diffusion through the Lewis number. Top: H2–air (f = 0.27), 

middle: CH4–air (f = 1), bottom: C3H8–air (f = 1). (Reprinted from Pocheau, A. and Queiros-Condé, D., Phys. Rev. Lett., 76, 3352, 1996. With 

permission. Figure 2, p. 3353, copyright American Physical Society (APS).)
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Figure 7.1.5 by Boukhalfa and his coworkers [12,22,23] 
do show the infl uence of both turbulence intensity 
(left) and molecular diffusion properties (right). The pic-
tures on the left side agree with the fi ndings of Figure 
7.1.4. The pictures on the right side are obtained by using 
three distinct mixtures of hydrogen, methane, and pro-
pane from the top to the bottom. This corresponds to 
different values of the Lewis number and its infl uence 
is clearly delineated in the results: for Lewis number 
values lower than unity, the fl ame front displays succes-
sive lobes or cusps structures likely to give rise to the 
formation of hot products pockets in the fresh gases. 
It is also worth noticing that the wrinkling rate and con-
sequently the available fl ame surface density appear to 
be signifi cantly infl uenced by those molecular proper-
ties. However, this does not necessarily imply that the 
mean consumption rate increases since the local con-
sumption rate can decrease owing to local curvature 
and strain rate effects.

The turbulent fl ame brush is easily measured in these 
experiments. Figure 7.1.6 clearly shows that the previ-
ously discussed steady state of propagation has not been 
reached with the present experiments. Nevertheless, it 
is clear that again the Lewis number (much lower for 
hydrogen fl ames) has a signifi cant infl uence on this quan-
tity. This infl uence is supposed to be related to the so-
called thermal-diffusional instabilities of the fl amelets, 
arising in these conditions. Many interesting features 
have been evidenced in those different studies: the main 
results are related to the topology of the fl ame front and 
its sensitivity to a large number of parameters related to 
both turbulence and molecular properties [12,22,23].

7.1.4 Stabilized Oblique Turbulent Flames

7.1.4.1 Turbulent Bunsen Flames

Turbulent Bunsen burners, although they have relatively 
low turbulence levels, are also good tools for studying 
the structure of turbulent premixed fl ames. Gülder et al. 
[11] and Gökalp et al. [24] have successfully employed 
this type of experiment to study wrinkled fl ames and 
their properties. Figure 7.1.7 displays the global structure 
of such a fl ame revealed by Laser tomography applied 
by Dumont, Durox, and Borghi [25]. This beautiful pic-
ture shows the large-scale wrinkles of the fl ame front 
with possible disruptions at the top of the fl ame. The 
green color is due to the 15 ns duration pulse at a 532 nm 
wavelength of the YAG laser used to obtain instanta-
neous tomographic images.

In this study, the fl ame can be classifi ed as a wrinkled 
fl ame throughout most of the fl ow fi eld. The main fi nd-
ings of [25] are related to both (1) the question of how 
the turbulent velocity fi eld is affected by the chemical 
reaction and induced expansion phenomena and (2) the 
measurements of mean fl ame surface density and the 
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FIGURE 7.1.6
Temporal evolution of the fl ame brush thickness for the previously 

described mixtures of hydrogen, methane, and propane with air. 

(Reproduced from Renou, B. and Boukhalfa, M., Combust. Sci. Technol., 
162, 347, 2001. With permission. Figure 2, p. 353, copyright Gordon 

Breach Science Publishers (Taylor and Francis editions).)

FIGURE 7.1.7
Methane–air Bunsen burner turbulent premixed fl ame.

              



146 Combustion Phenomena

evaluation of the mean chemical rate. Concerning the 
former point, it has been found that in this kind of open 
fl ow, the turbulence kinetic energy is only very slightly 
affected by the various heat release effects, which prove 
to be small and seem to compensate for each other in 
some way. A more interesting point is that a signifi cant 
increase in turbulence length scale caused by the dilata-
tion of the fl ow fi eld has been evidenced in the fl ame 
brush. Another interesting result has been obtained from 
the measurements of the fl ame surface density. No sub-
stantial infl uence of stretching and curvature on fl ame-
lets has been found in this case, and this has allowed to 
evaluate the mean combustion rate rw  as proportional 
to ru SL ∑

−
 with SL the planar and unstretched velocity 

of propagation of the laminar fl amelet, r u and ∑
−

 being, 
respectively, the density of the fresh mixture and the 
available mean fl ame surface density. Finally, the eddy 
breakup (EBU) representation has shown a surprisingly 
good agreement with the obtained data.

More recently, experimental studies have been carried 
out using a similar device but with an annular external 
hot cofl ow of burned gases that allowed one to  operate 
within a much larger velocity range. Chen et al. [26] and 
more recently Chen and Bilger [27,28] have studied the 
perturbations that the smallest scales of turbulence can 
impose to the local fl amelet structures. Those studies 
are of paramount importance, fi rst because they have 
allowed to get deeper insights into the local structure 

of turbulent premixed fl ames and second because they 
evidenced turbulent combustion regimes signifi cantly 
different from the oversimplifi ed picture of a thin fl ame 
front with constant thickness just wrinkled by the 
turbulence fl ow fi eld.

In the work of Chen et al. [26], premixed stoichiomet-
ric turbulent methane–air fl ames have been investigated 
with varying fuel–air mixture nozzle jet exit velocities: 
30 (case F3), 50 (case F2), and 65 m s−1 (case F1). In terms 
of their location on the turbulent premixed combustion 
diagram, the three fl ames cover a large range of regimes 
in the turbulent combustion diagram from the fl amelet 
regime to the borderline of the perfectly stirred reactor 
(PSR) regime. Thanks to advanced Laser diagnostics, 
the fl ow fi elds as well as the scalar fi elds have been char-
acterized using two points and two components, laser 
Doppler anemometry (ADL) together with 2D Rayleigh 
thermometry and line Raman–Rayleigh laser-induced 
predissociation fl uorescence (LIPF)-OH techniques, 
respectively.

From the 2D instantaneous Rayleigh temperature 
fi elds, such as shown in Figure 7.1.8, isotemperature 
contours can be obtained and they clearly show that 
the distance between the isothermal contours strongly 
varies at different locations, being deeply perturbed by 
turbulence, especially on the fresh reactants side.

The more recent work of Chen and Bilger [27,28] 
attempted to provide a criterion for the transition from 
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Perturbed fl amelet structure as obtained from 2D instantaneous Rayleigh temperature fi elds for the case F1 (jet exit velocity is 65 m/s). 

(Reproduced from Dumont, J.P., Durox, D., and Borghi, R., Combust. Sci. Tech., 89, 219, 1993. With permission. Figure 3.1, p. 233, copyright Gordon 
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fl amelet to nonfl amelet behavior. In this work, OH 
concentrations and three-dimensional gradients of 
the reaction progress variable have been measured in 
Bunsen fl ames with a combined two-sheet Rayleigh 
scattering and planar LIF-OH imaging technique. 
Instantaneous as well as conditional average of progress 
variable gradients have been evaluated; this revealed 
that noticeable fl ame thickening when compared with 
a premixed laminar fl ame of reference, both in preheat-
ing and in reaction zones, can be observed as turbulent 
intensity is increased. However, for suffi ciently low lev-
els of turbulence, strong correlations are found between 
the progress variable based on temperature cT and its 
gradient |∇cT|, which qualitatively follows the laminar 
fl amelet behavior.

The results reproduced from Ref. [28] and presented 
in Figure 7.1.9 show that the internal structure of the 
“fl amelets” within the studied fl ames displays strong 
departures from both unstretched laminar fl amelet and 
stretched counterfl ow fl amelets. Figure 7.1.9 supports 
the picture of the perturbed fl amelet model recently 
introduced in Ref. [29]. In this model, depending on the 
local value of the ratio of laminar fl ame thickness and 

Kolmogorov length scale, the conditional probability 
density function (PDF) of the reactive scalar gradient is 
eventually decomposed into two distinct parts: (1) one 
following the laminar fl amelet behavior within the reac-
tion zone where the progress variable is greater than a 
given progress variable value c

T
* (approximately 0.7 for 

the results presented in Figure 7.1.9), (2) the other where 
reactive scalar gradients are determined by turbulent 
mixing representation, within the preheating zone for 
progress variable below c

T
*.

Such experiments have also allowed a better under-
standing concerning the turbulent combustion regimes, 
which extends the earlier foundation works mentioned 
in the introduction, and revisited by Barrère and Borghi 
[30,31] and others [32,33]. New intermediate combustion 
regimes have been delineated, thanks to the instanta-
neous fl ame front imaged through simultaneous 2D 
measurements.

This recent attempt differs from the previous classi-
fi cation where the wrinkled fl amelet regime has been 
considered up to hK = dL. Chen and Bilger have proposed 
to tentatively classify the different turbulent premixed 
fl ame structures they observed among four different 
regimes:

 1. Wrinkled laminar fl amelet regime. The well-
known ideal regime where the laminar fl ame 
structure is only wrinkled by turbulence with-
out any modifi cation of its internal structure.

 2. Complex strain fl ame-front regime. Where the 
fl ame fronts are still lamella-like but thickened 
due to enhanced turbulent diffusivity. Scalar 
transport is expected to be counter-gradient in 
this regime.

 3. Turbulent fl ame-front regime. Eddy-like con-
tortions of the fl ame preheat and burned gases 
zones give rise to “out of front” islands and 
peninsula structures of intermediate prog-
ress variable values. Scalar transport becomes 
gradient-like.

 4. Distributed fl ame-front regime. The instanta-
neous fl ame front and the average fl ame brush 
occupy approximately the same volume with 
energy containing eddies that can enter it. 
The fuel consumption zone may still be much 
thinner and lamella-like.

The authors introduced a new criterion to delineate the 
two intermediate regimes: lm/dL = 1, which is based on 
an interaction length scale: from Figure 7.1.10, it appears 
proportional to the Kolmogorov scale, but needs a 
Reynolds number higher than 10. This criterion defi nes 
the evolution from a lamella-like pattern (fl ame PM1 for 
instance) to a nonfl amelet disrupted one (fl ame PM4). 
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value; the structure corresponding to a one-dimensional planar 

unstretched fl ame and to a Tsuji counterfl ow (unburnt to air) geometry 

is also depicted. (Reprinted from Chen, Y.C., Peters, N., Schneemann, 

G.A., Wruck, N., Renz, U., and Mansour, M.S., Combust. Flame, 107, 223, 

1996. With permission. Figure 11, p. 234, copyright Elsevier editions.)
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In this respect, Figure 7.1.9 confi rms that fl ames PM4 and 
PH3 lie in those highly perturbed regimes of turbulent 
premixed combustion. In this fi gure, we can also notice 
that intermediate states with progress variable values 
between 0.3 and 0.7 do appear (see case PM4 of Figure 
7.1.9 for instance): fi nite rate chemistry effects are more 
and more clearly visible. For the same conditions PM4, 
one can also notice that instantaneous gradient values 
are diminished; it is now rather fi xed by turbulence 
than by the laminar fl amelet structure itself, an internal 
fl amelet structure that is probably deeply modifi ed by 
small-scale structures that perturb it.

In the search of identifying the small-scale properties 
of highly turbulent premixed fl ames, another interest-
ing study has been recently carried out by Dinkelacker 
and coworkers [34]. In this work, highly resolved OH 
and temperature measurements have been compared to 
a compilation of recent experimental results including 
the one obtained by Chen and Bilger [28]. The respec-
tive infl uence of mean strain and of entrainment by 
small-scale eddies is discussed, and the fact that the 
fl amelets are very much varying with time, in the same 
fl ame, is emphasized. The essential conclusion is that 
low (between 1 and 600) Reynolds number effects are 
not well taken into account in the proposed diagrams of 
[31–33], in qualitative agreement with the discussion of 
Chen and Bilger (who addressed only the range 1–10 in 
Reynolds number). Indeed, the folding process between 
fl amelets, which is likely to give rise to fl ame thicken-
ing, is supposed to occur whatever the Reynolds num-
ber value in classical turbulent combustion diagrams 

[30–33], whereas this process is observed only for experi-
ments performed at suffi ciently large Reynolds number. 
This emphasizes that further work is needed since sev-
eral interrelated questions remain concerning, among 
others, the infl uence of mean strain rate on the fl ame 
structure and the Reynolds number dependency of the 
different limits used to delineate the different regimes 
of turbulent combustion.

Another question that has been largely discussed at 
least from the theoretical and modeling points of view 
is related to the occurrence of the so-called counter-
gradient diffusion effects. Indeed, under the assump-
tions of infi nitely fast chemistry and resulting infi nitely 
thin fl amelets, the early works of Libby and Bray [35] 
has shown that the turbulent transport of the reactive 
scalar progress variable follows:

 ( ) ( )″ ″ = − −b u 1i i iu c u u c c� �--r r
 

where 
b
iu  and 

u
iu  denote the conditional velocities in 

burnt and unburnt mixtures, respectively. This relation-
ship emphasizes the possibility that either gradient dif-
fusion (GD) or counter-gradient diffusion (CGD) occurs 
depending on the sign of the difference between condi-
tional velocities in burnt and unburnt gases.

A large amount of work has been devoted to study this 
phenomenon, especially using direct numerical simula-
tion (DNS) databases. From the experimental point of 
view, CGD has been evidenced as early as 1980 by Moss 
[36]. This pioneering work has been more recently fol-
lowed by others’ experimental investigations using more 
advanced laser diagnostics. Among them, the study by 
Frank et al. [37] has paid special attention to the charac-
terization of the turbulent fl ux of the reactive scalar vari-
able through the measurements of conditional velocities 
in a turbulent Bunsen burner geometry. Figure 7.1.11 
from Ref. [37] clearly evidences the possible occurrence 
of CGD depending on the experimental parameters as 
the normalized heat release rate t and the ratio u'/SL. 
In this respect, it is worth noticing that the transition 
from GD to CGD diffusion is now very often charac-
terized through the value of the Bray number defi ned 
as proportional to the ratio of these two parameters, 
namely t SL /u'. In spite of these recent works, many fea-
tures of CGD diffusion still remain to be investigated 
in details by using highly resolved optical diagnostics. 
Among them, the question of the turbulent premixed 
fl ame stabilization in the presence of CGD diffusion 
requires special attention.

Studying the infl uence of increased operating pressure 
on Bunsen turbulent fl ames, Kobayashi and coworkers 
[38,39] have recently put into evidence possible effects 
of fl amelets instability, including modifi cation of length 
scales, in particular. Figure 7.1.12 shows this remarkable 
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Radial and axial components of the Favre mean fl ux of progress variable obtained in a Bunsen burner geometry for different operating 

 conditions. (Reproduced from Chen, Y.C. and Bilger, R., Combust. Sci. Tech., 167, 187, 2001. With permission. Figure 19, p. 218, copyright Gordon 

Breach Science Publishers (Taylor and Francis editions).)

FIGURE 7.1.12
Instantaneous schlieren photographs of turbulent Bunsen burner 

fl ames at P = 0.1 MPa (left) and P = 1.0 MPa (right). The fl ow at 

U = 2.0 m/s is made turbulent, thanks to a perforated plate with hole 

diameter d = 2.0 mm. The burner exit diameter is 20 mm. (Reprinted 

from Frank, J.H., Kalt, P.A., and Bilger, R.W., Combust. Flame, 116, 220, 

1999. With permission. Figure 9, p. 238, copyright Elsevier editions.)

and quite surprising role of high operating pressure 
levels. Based on the classical works on hydrodynami-
cal and thermodiffusive instabilities of laminar fl ames, 
the authors have shown that the region of wave number 
where the fl ame front is unstable extends towards larger 
wave numbers by increasing pressure. More specifi -
cally, with increase in pressure, the fl ame front becomes 
unstable to smaller-scale disturbances. Consequently, a 
signifi cant infl uence on the turbulent burning velocity is 
observed at elevated pressures: ST/SL increases with u'/SL 
up to 30 at 3.0 MPa. The observed increase is very fast at 
high pressures, particularly for weak turbulence inten-
sity. This emphasizes how the effects associated to fl ame-
let instability are able to increase the turbulence levels, 
leading to an increase in the turbulent burning velocity.

7.1.4.2 V-Shaped Flames in Grid Turbulence

The so-called turbulent “V-shaped fl ames” are the 
fl ames anchored behind a rod or a catalytic wire in a 
fl ow where turbulence is generated by an upstream 
grid. Trinité et al. [7,40] and Driscoll and Faeth [41] 
have studied such fl ames. Instantaneous images of rare 
beauty have been obtained from which it is very clearly 
seen that the turbulent fl ame brush width is continu-
ously increasing downstream of the stabilizing rod, see 
Figure 7.1.13.

FIGURE 7.1.13
Instantaneous images obtained in a turbulent premixed V-shaped 

fl ame confi guration, methane and air in stoichiometric proportions. 

(Reproduced from Kobayashi, H., Tamura, T., Maruta, K., Niioka, T., 

and Williams, F.A., Proc. Combust. Inst., 26, 389, 1996. With permission. 

Figure 2, p. 291, copyright Combustion Institute.)
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A peculiarity of this experiment is that, even if turbu-
lence behind a grid is decaying and its scales are increas-
ing, fl ame-generated turbulence has to be considered. 
It has been shown that turbulence can be directly modi-
fi ed by confi ning the fl ame between lateral walls, and 
by varying the longitudinal mean pressure gradient 
with this confi nement. Such an experimental device has 
been studied among others by Trinité and his coworkers 
[7,40], see Figure 7.1.14.

Figure 7.1.15 shows a sample of turbulence fi elds, with 
and without combustion, measured in this confi gura-
tion. The turbulence levels are signifi cantly higher for 
the reactive than for the nonreactive fl ow. The authors 

have also tried to compare their measurements to the 
Bray–Moss–Libby (BML) representation, which is able 
to deal with counter-gradient phenomena and fl ame-
generated turbulence, but further discussions are 
needed for this problem, and the reader is referred to 
[42]. This study was probably one among the fi rst that 
evidenced fl ame-generated turbulence phenomena in 
turbulent premixed fl ames.

7.1.4.3 High Velocity Confi ned Oblique Flames

The interest of studying turbulent premixed fl ames 
for modern gas turbines and jet engine afterburners 
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stimulates experiments in high-velocity confi ned fl ows. 
The fl ame has then to be stabilized by either a suffi -
ciently large bluff body or by a backward facing step in 
a side wall, or a pilot co-fl owing fl ame. Such confi gura-
tions have been studied among others by Moreau and 
Borghi [9], Magre et al. [43], and Deshaies, Bruel, and 
Champion [44]. These studies have revealed the same 
structure of the fl ame as found in Bunsen burners or 
V-shaped fl ames, but for much stronger turbulence, 
owing to the high velocity and large velocity gradients. 
Such experiments do allow one to build detailed data-
bases for numerical modeling purposes. Fields of mean 
velocity, turbulence, temperature, and mean mass frac-
tion of chemical species for different operating condi-
tions have been measured. However, the particular 
feature of the turbulent fl ame in these devices is the 
occurrence of a large-scale fl uctuation that appears to 
result from a particular coupling with the acoustical 
longitudinal modes of the duct.

Figure 7.1.16 clearly evidences these large-scale oscil-
lations. In some cases, these oscillations can lead the 
fl ame to oscillate upstream and downstream of the bluff 
body, e.g., as found in the experimental study of Ganji 
and Sawyer [45,46]. This fl ame fl apping complicates 
signifi cantly the determination of statistical properties 
of combustion and the numerical calculation of such a 
fl ame. It may, however, be a good test case for large eddy 
simulation (LES) methods. Finally, it is worth noticing 
that such confi gurations have provided valuable experi-
mental databases that are now widely used to validate 
turbulent combustion models [47–49].

7.1.5 Conclusions

From the present survey, the following conclusions can 
be drawn. First, the cited experiments have allowed a 
continuous and comprehensive study of turbulent pre-
mixed fl ames through the last decades. Many progresses 
have been made in their knowledge, thanks to the in-
sight gained through experimental results, and it has led 
to the elaboration of experimental databases to test mod-
eling proposals. Today, the extensive use of nonintrusive 

optical diagnostics does allow not only a check of the 
model’s capabilities by comparing, for instance, cal-
culated and measured data but also an opportunity 
to evaluate directly the hypothesis on which a model 
would rely. This is a signifi cant progress to propose 
realistic closures of turbulent premixed combustion.

Nevertheless, despite all these remarkable achieve-
ments, some open questions still remain. Among them 
is the infl uence of the molecular transport properties, in 
particular Lewis number effects, on the structure of tur-
bulent premixed fl ames. Additional work is also needed 
to quantify the fl ame-generated turbulence phenomena 
and its relationship with the Darrieus–Landau instability. 
Another question is: what are exactly the conditions for 
turbulent scalar transport to occur in a counter-gradient 
mode? Finally, is it realistic to expect that a turbulent 
premixed fl ame reaches an asymptotic steady-state of 
propagation, and if so, is it possible, in the future, to 
devise an experiment demonstrating it?
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7.2 Nonpremixed Turbulent Combustion

Jonathan H. Frank and Robert S. Barlow

7.2.1 Introduction

In nonpremixed combustion, the fuel and oxidizer 
streams are introduced separately, and combustion 
occurs after the fuel and oxidizer mix on the  molecular 
scale. Many practical combustion devices, such as 
furnaces, steam boilers, diesel engines, liquid rocket 
motors, and gas turbine engines, involve turbulent non-
premixed combustion. In these devices, mixing occurs 
by a combination of turbulent stirring of the fuel and 
oxidizer streams and molecular diffusion. Turbulence 
greatly enhances the mixing process by increasing the 
surface area of the thin mixing layers where most of the 

molecular diffusion occurs. The interaction between 
 turbulent mixing and combustion chemistry is extremely 
complex and remains an active research area. In this 
chapter, we provide an overview of some basic char-
acteristics of turbulent nonpremixed combustion. The 
emphasis is on fundamental phenomena that have been 
experimentally studied in relatively simple burner con-
fi gurations, which are also relevant to the understand-
ing and predictive modeling of complex combustion 
systems. Detailed treatments of the theory, modeling, 
and applications of turbulent nonpremixed combustion 
are available elsewhere [1–5].

7.2.2 Basic Characteristics of Jet Flames

The structure of nonpremixed fl ames is governed by 
the coupling between mixing and chemical reaction. 
The relative importance of these processes is character-
ized by the Damköhler number, Da, which is the ratio 
of the rates of chemical reaction and fl uid dynamic mix-
ing. The extremes of the Damköhler number are des-
ignated as the “well-stirred” reactor (Da << 1) and the 
fast-chemistry (Da >> 1) regimes, and at each extreme, it 
is the slower process that limits or controls the behavior 
of the system. In the “well-stirred” reactor regime, the 
reactants and products rapidly mix, and the chemical 
reactions proceed over an extended region of the reac-
tor on a timescale that is much longer than the mixing 
time. In contrast, the fast-chemistry regime is character-
ized by thin reaction zones, in which reactions proceed 
to completion as soon as the reactants come in contact, 
such that the rate of conversion of reactants to products 
is limited by the rate of mixing. In their early theoreti-
cal work, Burke and Schumann modeled laminar non-
premixed fl ames as thin sheets using assumptions of an 
infi nitely fast, irreversible one-step reaction (Da = ∞) [6]. 
The next improvement on this simplifi ed model 
assumed infi nitely fast, reversible combustion reactions, 
with the species and temperature at each location in the 
fl ame determined by local thermochemical equilibrium 
conditions. However, turbulent nonpremixed fl ames 
exhibit signifi cant nonequilibrium behavior and involve 
a wide range of Damköhler numbers. The turbulent 
fl ow fi eld produces temporal and spatial fl uctuations 
in the mixing rates, which induce local fl uctuations in 
the chemical reaction rates. Further advances in the 
modeling have sought to account for nonequilibrium 
and fi nite-rate chemistry effects that occur when the 
relevant Damköhler number is near unity [1–4,7].

Jet fl ames provide a simple canonical geometry for 
illustrating the essential features of turbulent non-
premixed fl ames. In Figure 7.2.1, chemiluminescence 
images, using different camera-exposure times, show 
the mean and fl uctuating structure of a turbulent 
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nonpremixed jet fl ame. The fuel is an N2-diluted mix-
ture of CH4 and H2 that issues from the jet at an exit 
Reynolds number of Red = Ud/n = 15,200, where U is the 

bulk exit velocity, d = 8.0 mm is the nozzle diameter, 
and n is the kinematic viscosity. This particular fl ame 
has been the object of many experimental studies over 
the past 10 years, beginning with work by Bergmann 
et al. [8], and using a variety of measurement tech-
niques in several laboratories around the world [9]. 
The long-exposure image on the left of the fi gure shows 
the mean envelope of the reaction zone, which is distrib-
uted across the mixing layer of the jet and the cofl ow. 
The six short-exposure images illustrate the complex 
instantaneous structure of the turbulent fl ames. The 
turbulent fl ow distorts the shape of the fl ame and 
produces a convoluted reaction zone with a wide range 
of length scales. These perturbations to the fl ame can 
result in signifi cant variations in the local reaction 
rates. Because the reaction rates are highly nonlinear 
functions of the temperature, the measurements of 
the mean thermochemical properties of the fl ame are 
not adequate for predicting the production rates of the 
intermediate species and pollutants.

FIGURE 7.2.1
Chemiluminescence images of a turbulent CH4/H2/N2 jet fl ame (Red = 

15,200) measured with two different exposure times. The long-

exposure image (far left) indicates the mean fl ame structure, and the 

six shorter exposures to the right illustrate the instantaneous turbulent 

structure.

(a) (c)

(b)

FIGURE 7.2.2
(a) Chemiluminescence image of a turbulent lifted CH4/H2/N2 jet fl ame stabilized above the burner nozzle. The orange rectangle approxi-

mates the imaged area for (b) OH-LIF measurements and (c) temperature measurements by Rayleigh scattering.
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As the jet exit-velocity increases, the fl ame becomes 
increasingly turbulent, but remains anchored to the rim 
of the burner nozzle. However, for suffi ciently large jet 
velocities, the fl ame lifts off and stabilizes downstream 
of the nozzle, as illustrated in Figure 7.2.2a. The distance 
between the fl ame-stabilization location and the nozzle 
exit is referred to as the liftoff height. Partial premixing 
of the fuel and oxidizer occurs in the region upstream of 
the fl ame stabilization location, such that the stabiliza-
tion region consists of a turbulent edge fl ame that prop-
agates against the fl ow of a nonuniform mixture of fuel 
and air. An example of this complex fl ame structure is 
shown by the simultaneous OH-LIF and temperature 
measurements in Figure 7.2.2. This stabilization region 
has some characteristics of both nonpremixed and pre-
mixed fl ames, and this presents a challenge for combus-
tion models. The lift-off height fl uctuates as the local 
fl ow conditions vary in the turbulent jet. Detailed dis-
cussions of the stabilization mechanism of lifted fl ames 
are available elsewhere [2,10–12].

If the jet velocity increases further, after establishing 
a lifted fl ame, the fl ow reaches a condition for which a 
fl ame cannot be stabilized, and global extinction ensues. 
The velocity at which the fl ame extinguishes depends on 
the fuel composition and the degree of partial premixing. 
Global fl ame extinction should be avoided in both fun-
damental research and practical applications, and many 
approaches have been developed to stabilize fl ames. For 
the fl ames shown in Figures 7.2.1 and 7.2.2, the use of 
H2 in the fuel mixture signifi cantly increases the blowoff 
velocity relative to a CH4/N2 fuel mixture. Alternative 
approaches to increasing the robustness of CH4 jet fl ames 
include partial premixing with an oxidizer and the use 
of pilot fl ames to help anchor the jet fl ame to the nozzle. 
Figure 7.2.3 shows an example of a partially premixed 
CH4/air (1/3 by vol.) jet fl ame anchored by an annular 
pilot of lean premixed fl ames. At these fl ow conditions, 
the fuel-rich premixed chemistry is too slow to signifi -
cantly affect the fl ame structure, and the fl ame behaves 
as a nonpremixed fl ame, with a single reaction zone. 
Such fl ames can be operated at higher exit velocities and 
higher Reynolds numbers than the corresponding sim-
ple jet fl ames, and they have been used extensively to 
investigate fi nite-rate chemistry effects and to develop 
models that account for these effects [4,9].

7.2.3  Mixture Fraction, Dissipation, 
and Finite-Rate Chemistry

The state of mixing between the fuel and oxidizer streams 
in nonpremixed fl ames is quantifi ed by the mixture frac-
tion, x. Conceptually, the mixture fraction is the fraction 
of mass that originates in the fuel stream, with 0.0 cor-
responding to the oxidizer stream and 1.0 correspond-
ing to the pure fuel stream. The stoichiometric mixture 
fraction, x st, indicates the condition for which the fuel 

and oxidizer are mixed in stoichiometric proportions. If 
a nonpremixed fl ame is modeled as a two-stream mix-
ing problem with assumptions of fast chemistry, equal 
diffusivities of all species, and unit Lewis number (the 
ratio of thermal diffusivity to mass diffusivity), then the 
species mass fractions can be expressed solely as a func-
tion of the mixture fraction. The scalar dissipation rate, 
which is defi ned as c = 2Dx (∇x . ∇x), where Dx  is the 
corresponding diffusivity, quantifi es the rate of molecu-
lar mixing, and is prominent in the theory and model-
ing of turbulent nonpremixed combustion. The reaction 
rates are proportional to the scalar dissipation rate via 

the following relationship: ( )2 2( ) //2i iYw = − ∂∂r xxc  
where wi is the chemical production rate of species i, r is 
the density, and Yi(x) is the mass fraction of the species i 
as a function of mixture fraction [13].

The determination of mixture fraction in fl ames is 
challenging because it requires simultaneous measure-
ments of all major species. Mixture-fraction measure-
ment techniques use combinations of Raman scattering, 
Rayleigh scattering, and laser-induced fl uorescence (LIF). 
 Multidimensional mixture-fraction measurements are 
needed to determine the scalar dissipation. During the 
past two-and-a-half decades, the diagnostic capabili-
ties for measuring mixture fraction in turbulent non-
premixed fl ames have evolved signifi cantly, as described 
by Frank et al. [14]. The application of these techniques 
to a range of burner geometries has provided important

FIGURE 7.2.3
Chemiluminescence images of a turbulent partially premixed CH4/

air jet fl ame stabilized by premixed pilot fl ames.
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insights into turbulent nonpremixed fl ames, and well-
documented data sets are currently used for the devel-
opment and validation of  turbulent combustion models
through the Turbulent Nonpremixed Flame (TNF) 
Workshop [15].

One of the most challenging aspects of modeling tur-
bulent combustion is the accurate prediction of fi nite-
rate chemistry effects. In highly turbulent fl ames, the 
local transport rates for the removal of combustion radi-
cals and heat may be comparable to or larger than the 
production rates of radicals and heat from combustion 
reactions. As a result, the chemistry cannot keep up with 
the transport and the fl ame is quenched. To illustrate 
these fi nite-rate chemistry effects, we compare tempera-
ture measurements in two piloted, partially premixed 
CH4/air (1/3 by vol.) jet fl ames with different turbulence 
levels. Figure 7.2.4 shows scatter plots of temperature as 
a function of mixture fraction for a fully burning fl ame 
(Flame C) and a fl ame with signifi cant local extinction 
(Flame F) at a downstream location of x/d = 15 [16]. 
These scatter plots provide a qualitative indication of the 
probability of local extinction, which is characterized 

by samples with strongly depressed temperatures. 
In Flame C, there is a very small probability of extinction, 
and the bulk of the data points are distributed along the 
curve that is obtained from a laminar fl ame calculation 
with a strain parameter of a = 100 s−1. In contrast, Flame 
F has a high probability of localized  extinction with a 
signifi cant fraction of samples exhibiting reduced tem-
peratures. Accurate modeling of localized extinction 
and reignition is important for the development of prac-
tical combustion devices with low pollutant emissions 
and stable operating conditions.

Figure 7.2.5 provides a visualization of a localized 
extinction event in a turbulent jet fl ame, using a tem-
poral sequence of OH planar LIF measurements. The 
OH-LIF measurements, combined with particle image 
velocimetry (PIV) reveal that a distinct vortex within 
the turbulent fl ow distorts and consequently breaks the 
OH front. These localized extinction events occur inter-
mittently as the strength of the coupling between the 
turbulent fl ow and the fl ame chemistry  fl uctuates. The 
characteristics of the turbulent fl ame can be  signifi cantly 
altered as the frequency of these events increases.
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FIGURE 7.2.4
Scatter plots of temperature at x/d = 15 in turbulent CH4/air jet fl ames with Reynolds numbers of 13,400 (Flame C) and 44,800 (Flame F). The 

stoichiometric mixture fraction is x st = 0.351. The line shows the results of a laminar counterfl ow-fl ame calculation with a strain parameter of 

a = 100 s−1 and is included as a visual guide. (From Barlow, R.S. and Frank, J.H., Proc. Combust. Inst., 27, 1087, 1998. With permission.)
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FIGURE 7.2.5
Temporal sequence of OH-LIF measurements captures a localized extinction event in a turbulent nonpremixed CH4/H2/N2 jet fl ame 

(Re ~ 20,000) as a vortex perturbs the reaction zone. The time between frames is 125 μs. The velocity fi eld from PIV measurements is super-

imposed on the second frame and has the mean vertical velocity of 9 m/s subtracted. (From Hult, J. et al., Paper No. 26-2, in 10th International 
Symposium on Applications of Laser Techniques to Fluid Mechanics, Lisbon, 2000. With permission.)
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Several experiments and large eddy simulations of 
turbulent jet fl ames have revealed thin sheet-like struc-
tures of high strain rate and high scalar dissipation rate 
that tend to be inclined to the fl ow, as shown in Figure 
7.2.6. Two-dimensional (2D) imaging measurements of 
scalar dissipation in a piloted jet fl ame, obtained using 
the methods described by Frank et al. [14], are compared 
qualitatively with simulations of instantaneous scalar 
dissipation fi elds from two different LES models of a 
similar piloted jet fl ame, and the inclined structures of 
high scalar dissipation are evident in each frame. The 
importance of these structures in the overall combus-
tion process is not fully understood and is the subject of 
ongoing research. However, there is evidence that local 
extinction may be caused by such structures and that 
a disproportionate amount of heat release may occur 
in these structures, relative to the volume they occupy. 
Therefore, combustion models may have to account for 
the effects of these structures to accurately predict some 
combustion phenomena.

7.2.4 Turbulence Structure and Length Scales

Turbulent nonpremixed fl ames contain a wide range of 
length scales. For a given fl ame geometry, the largest 
scales of turbulence are determined by the overall width 
of an unconfi ned jet fl ame or by the dimensions of the 
hardware that contain the fl ow. Therefore, the largest 
scales of turbulent motion are typically independent of 
Reynolds number. As the Reynolds number increases, 

the turbulent fl uctuations in the velocity and mixture 
fraction cascade down to the progressively smaller 
eddies, increasing the dynamic range of the length 
scales. This extension to smaller scales is illustrated in 
Figure 7.2.7 by the OH-LIF measurements in turbulent 
H2/Ar jet fl ames with Reynolds numbers ranging from 
30,000 to 150,000. The largest length scales of the OH 
regions are comparable across the three sets of images. 
However, with increasing Reynolds number there is 
more fi ne-scale structure on the boundaries and within 
these large-scale structures.

The chemical reactions that drive combustion can 
occur only after the reactants are mixed at the molecular 
level by diffusion. While turbulent transport, or “stir-
ring,” takes place over a wide range of length scales, 
this fi nal molecular mixing process is left to the smallest 
scales of turbulence, called the dissipation range. Based 
on the knowledge of nonreacting turbulent fl ows, we 
expect that the experimental resolution must approach 
the smallest scales of turbulence for the measurements 
of the mean scalar-dissipation rate to be accurate. The 
relevant length scale for determining the local resolu-
tion requirement is the Batchelor scale, lB. This scale 
represents, in an average sense, the smallest length over 
which turbulent fl uctuations in a scalar quantity, such 
as mixture fraction or temperature, can occur. Scalar 
fl uctuations at length scales near the Batchelor scale are 
rapidly dissipated by diffusion and must be continually 
fed by “energy” from turbulent fl uctuations at larger 
scales (the corresponding scale for velocity fl uctuations 
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FIGURE 7.2.6
Qualitative comparison of the inclined structure of thin layers of high scalar dissipation in a piloted CH4/air jet fl ame as revealed by 
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is the Kolmogorov scale, h). Methods for estimating the 
Kolmogorov and Batchelor scales have been developed 
for nonreacting fl ows, but the applicability of such esti-
mates to fl ames has been uncertain, because relatively 
little is known about the structure of small-scale turbu-
lence in reacting fl ows.

Recent research has signifi cantly improved our 
quantitative understanding of the structure of non-
premixed jet fl ames at the smallest scales of turbu-
lence. Simultaneous line imaging of Raman scattering, 
Rayleigh scattering, and two-photon LIF of CO have 
been used to investigate the energy and dissipation 
spectra of turbulent fl uctuations in temperature and 
mixture fraction [17,18]. When properly normalized, as 
shown in Figure 7.2.8, the measured spectra for tem-
perature fl uctuations at various fl ame locations have 
the same shape in the dissipation range as the model 
spectrum of Pope [19] for turbulent kinetic-energy dis-
sipation in nonreacting fl ows. This similarity enables 
determination of a cutoff wavenumber, κlB = κ1

* = 1, 
in the 1D dissipation spectrum. The local length scale 
inferred from this cutoff is analogous to the Batchelor 
scale in the nonreacting fl ows. Furthermore, with Lewis 
number near unity in these fl ames, the 1D dissipa-
tion spectra for temperature and mixture fraction fol-
low nearly the same roll off. These results represent a 

breakthrough in the development of quantitative diag-
nostics for scalar-dissipation measurements in fl ames, 
because they suggest that local resolution requirements 
can be determined for complex fl ames using the rela-
tively simple technique of Rayleigh scattering.

High-resolution, 2D Rayleigh-scattering imaging 
in turbulent jet fl ames has revealed intricate layered 
structures of high thermal dissipation and has pro-
vided measurements of dissipation spectra and length 
scales in both the radial and axial directions [20,21]. 
The spatial resolution that is required to resolve the 
thin-layered structures is greater than the resolution 
that is needed to measure the mean dissipation, and 
these measurements provide new insight into the 
detailed structures of the dissipation fi eld. Figure 7.2.9 
shows the samples of single-shot temperature and 
thermal dissipation measurements in the near fi eld of 
a CH4/H2/N2 jet fl ame (Red = 15,200). The variations 
in the thickness and spatial orientation of the dissipa-
tion structures refl ect the interaction of the turbulent 
jet fl ow with the heat released by the fl ame. The low-
temperature gases near the jet centerline at these 
upstream locations exhibit small turbulent structures 
with relatively isotropic orientations. In contrast, the 
high-temperature regions contain larger-scale struc-
tures with a preferred orientation. Consequently, the 
contributions of axial- and radial-temperature gradi-
ents to the dissipation fi eld are similar near the jet cen-
terline, but differ signifi cantly in the high-temperature 
regions of the jet fl ame.
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FIGURE 7.2.7
Composite OH-LIF images of turbulent nonpremixed H2/Ar jet 

fl ames with Reynolds numbers of (a) Red = 30,000, (b) Red = 75,000, 

and (c) Red = 150,000. Numbers on right indicate the streamwise dis-

tance in the nozzle diameters (d = 5 mm). (Adapted from Clemens, 
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With permission.)
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The ability to resolve the dissipation structures allows a 
more detailed understanding of the interactions between 
turbulent fl ows and fl ame chemistry. This information 
on spectra, length scales, and the structure of small-scale 
turbulence in fl ames is also relevant to computational 
combustion models. For example, information on the 
locally measured values of the Batchelor scale and the 
dissipation-layer thickness can be used to design grids 
for large-eddy simulation (LES) or evaluate the relative 
resolution of LES results. There is also the potential to 
use high-resolution dissipation measurements to evalu-
ate subgrid-scale models for LES.

7.2.4.1 Complex Geometries

Advancements in our fundamental understanding of 
turbulent nonpremixed combustion through studies 
of simple, canonical burner geometries are essential for 
developing and validating computational models that 
can predict the effects of interactions between turbulence 
and chemistry in fl ames. However, practical combus-
tion devices often use complex burner geometries with 
swirling and recirculating fl ows that stabilize intense, 
highly turbulent fl ames with very high power densi-
ties. Consequently, the combustion research  community 
has directed signifi cant effort toward detailed studies 

of fl ames and burners that have recirculating fl ows, 
 swirling fl ows, and stabilization of detached fl ames by 
mixing with combustion products at high temperatures. 
Two examples are described here, and some additional 
examples are outlined by Barlow [9].

One method of stabilizing a fl ame in a high-
velocity fl ow of air is to trap the combustion products 
in the recirculation zone, that forms downstream of a 
bluff body. The extended residence time of the recir-
culating fl ow allows time for combustion reactions to 
proceed, and the high-temperature products serve as a 
stable ignition source for the fl ame. Figure 7.2.10 shows 
a photograph of a bluff-body fl ame of CH4/H2 (equal 
parts by volume) and three computationally generated 
views of the structure of the recirculation zone. Fuel is 
injected through a 3.6 mm tube at the center of the bluff 
body, which is 50 mm in diameter and is surrounded 
by an air fl ow of up to 40 m/s [22]. The white rectan-
gle in Figure 7.2.10a indicates the region represented 
in Figures 7.2.10b through d, which are obtained from 
LES [23]. The streamlines in Figure 7.2.10b represent the 
time-averaged structure of the recirculation zone, which 
has two annular vortices. Figure 7.2.10c is generated by 
integrating an instantaneous line-of-sight view of the 
simulated OH-radical concentration, and movies of 
such images can yield useful insights into the dynamics 
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Instantaneous temperature and thermal dissipation measurements in a CH4/H2/N2 jet fl ame (Red = 15,200) at x/d = 10 and 20. The thermal 
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of complex turbulent fl ames. Figure 7.2.10d shows a sim-
ulated, instantaneous temperature fi eld and provides 
an indication of the range of resolved length scales in 
this fl ame.

Bluff-body fl ames can also exhibit local extinction, 
and the combination of recirculating fl ow, large-scale 
dynamics, and local extinction is a contemporary chal-
lenge for the advanced combustion models. However, 
these fl ames are still much simpler than those in a gas 
turbine combustor, for example. There is a strong moti-
vation to perform detailed experiments on nonpremixed 
and partially premixed burners that include features of 
practical combustors. One such research target is the 
model gas turbine combustor, shown in Figure 7.2.11. 
This burner is designed to operate on gaseous fuels 
at atmospheric pressure. However, it is modeled after 
a liquid-fueled combustor used in small gas-turbine 
engines. In this combustor, two annular swirling fl ows 
of air surround a ring that injects fuel. The turbulent 
fl ame spreads out as a cone, and there are inner and 
outer recirculation zones. Detailed measurements of 
species and temperature revealed the detachment of the 
fl ame from the injector and the incidence of a signifi cant 
degree of mixing between fuel and air before combus-
tion [24]. Furthermore, combustion products from the 
inner- and outer-recirculation zones were also entrained 
into this mixing region just above the fuel injector.

Figure 7.2.12 shows scatter plots of instantaneous 
measurements of temperature and CH4 mole fraction 
obtained at a height of 5 mm and at several radial loca-
tions, which are color-coded in the fi gure. The foremost 
observable characteristics are that there are no samples 
richer than 0.2 in the mixture fraction (1.0 being pure 
fuel) and that many samples remain at room temper-
ature even within the limits of fl ammability. Many 

samples also show an intermediate progress of reaction, 
with temperatures well below the calculated equilib-
rium (black) or strained laminar fl ame (orange) curves. 
These unreacted and partially reacted  samples are 
from the highly strained mixing region above the injec-
tor jets. For measurement locations near the  centerline 
(r = 0–2 mm) or outside the mixing layer (r = 16–30 mm), 
many samples are fully reacted and close to the equilib-
rium lines in the fi gures. These locations are in the inner 
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A bluff-body stabilized fl ame of CH4/H2 in air (designated HM1 by Dally et al. [22]): (a) time-averaged photograph of fl ame luminosity, 

(b) time-averaged streamlines from LES, (c) instantaneous visualization of OH “luminosity” from LES, and (d) instantaneous temperature 
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FIGURE 7.2.11
Diagram and photograph of a model gas turbine combustor operating 

on CH4/air at atmospheric pressure. Fuel is injected from an annulus 

separating two swirling air streams. (From Meier, W., Duan, X.R., and 
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and outer recirculation zones, respectively, where the 
mixing rates are slower than in the high shear regions 
of the burner.

In this burner confi guration, fuel is injected directly 
into the combustion chamber and hence, one would ini-
tially categorize it as a nonpremixed burner. However, 
the overall combustion process is quite complex and 
involves features of nonpremixed, partially premixed, 
and stratifi ed combustion, as well as the possibility that 
the autoignition of hot mixtures of fuel, air, and recircu-
lated combustion products may play a role in stabilizing 
the fl ame. Thus, while one may start from simple con-
cepts of nonpremixed turbulent fl ames, the inclusion 
of local extinction or fl ame lift-off quickly increases the 
physical and computational complexity of fl ames that 
begin with nonpremixed streams of fuel and oxidizer.

7.2.5 Summary

In this chapter, we described some of the basic char-
acteristics of nonpremixed fl ames and provided a few 

examples of both simple and moderately complex fl ames 
and burner geometries for turbulent nonpremixed com-
bustion. The central theme in nonpremixed combus-
tion is that the structure and stability of a given fl ame 
depend on the coupling between turbulent mixing and 
chemical reactions. Mixture fraction (the state of mixing 
between fuel and oxidizer) and scalar dissipation (the 
rate of mixing at the molecular level) were identifi ed as 
fundamental concepts and quantities. Local extinction, 
fl ame lift-off and stabilization, length scales of turbu-
lent fl ames, and the structure of thin dissipation layers 
were discussed as examples of important interactions 
between fl uid dynamics and chemistry. Piloted fl ames, 
bluff-body fl ames, and swirling fl ames were used to 
illustrate a range of methods for stabilizing fl ames in 
which the turbulent mixing rates were competitive with 
the critical rates of combustion reactions. These exam-
ples point towards the very complex nature of combus-
tion in practical systems.

Nonpremixed combustion will continue to be impor-
tant for many applications in power generation, trans-
portation, and industrial processing. The need to 
develop advanced combustion systems with high effi -
ciency and very low pollutant emissions places increas-
ing demands on the computational design tools. Models 
for turbulent combustion systems will be predictive 
only if their underlying assumptions are soundly based 
on science and validated against well-documented test 
cases. Much of what is currently known about turbulent 
nonpremixed fl ames is based on experiments that use 
nonintrusive laser diagnostic techniques. However, the 
role of direct numerical simulations (DNS) and highly 
resolved LES in fundamental combustion research is 
increasing as a result of rapid advancements in compu-
tational hardware and methods for detailed simulations 
of fl ames (Westbrook et al. [25], Oefelein et al. [26]). The 
combination of closely coupled experiments and simu-
lations is expected to signifi cantly accelerate the devel-
opment of predictive models for complex combustion 
systems over the next several years.
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7.3  Fine Resolution Modeling 

of Turbulent Combustion

Laurent Selle and Thierry Poinsot

7.3.1 Scope of This Chapter

Most of the combustion devices in engineering applica-
tions operate in the turbulent regime. Turbulent fl ames 
are more compact and more powerful than their lami-
nar counterpart, mainly because of enhanced mixing 
and fl ame-surface wrinkling caused by turbulence. 
Turbulent combustion can be described as the study of 
the coupled interactions between turbulent fl uid motion 
and chemical reactions. One way to classify numeri-
cal methods for turbulent combustion is to rank them 
according to the level of description for the turbulence: 
three categories can be roughly defi ned. The most accu-
rate technique is the direct numerical simulation (DNS), 
in which all the structures of the fl ow are resolved in both 
space and time. The other extreme is the Reynolds aver-
aged Navier–Stokes (RANS) methodology that solves 
the mean properties of all fl ow variables. A wide vari-
ety of methods offer an intermediate level of description, 
the most famous being the large-eddy simulation (LES), 
very-large-eddy simulation (VLES), detached-eddy sim-
ulation (DES), and unsteady RANS (U-RANS) [1]. Hybrid 
methods, coupling two or more of these models have also 
been explored [2]. Essentially, the driving idea of all these 
methods is to explicitly solve some of the nonstation-
ary motion of the fl ow when or where the steady-state 
computations fail. Since the focus of this chapter is on 
“fi ne resolution” techniques, steady-state modeling (i.e., 
“classical” RANS) will not be discussed. Also, despite 
its undisputable practical usefulness for industrial com-
putations, RANS modeling is not the state-of-the-art 
technique for quantitative predictions of turbulent react-
ing fl ows. Finally, stationary methods cannot address a 
number of crucial issues in turbulent combustion, such 
as ignition, extinction, and combustion instabilities.
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Once the level of description for the turbulence is set, 
the same must be done for the chemistry. This leads to 
subclasses of numerical methods that are too numerous 
to discuss here [3], but rely on two major sets of assump-
tions. The fi rst one is the number of species and reactions 
taken into account: simple chemistry models that use only 
a few species—oxidizer and fuel being the mandatory 
ones—opposed to the detailed chemistry models, taking 
into account hundreds of species and thousands of reac-
tions. As it is appealing to believe that a more detailed 
model for chemistry will give “better” results, it must be 
pointed out that in many cases a very simple description 
of the fl ame preserving only global quantities, such as 
fl ame speed and fi nal temperature can be strikingly pre-
dictive. The second set of assumptions is about the time 
and length scales of the reaction zone with respect to 
those of turbulence. The different combustion regimes 
control the type of model that must be developed. 
Predicting regimes in turbulent combustion is also a dif-
fi cult task, as shown by the numerous diagrams found 
in the literature.

Last but not the least, on top of the fundamental con-
siderations on the modeling of turbulent combustion, 
there is one technical aspect that should be pointed 
out: the advances in numerical simulations are tied in 
with those in computational power. Even though expo-
nential, the increasing number of operations per sec-
ond a single CPU can perform would have not allowed 
most of the computations presented in this chapter. 
It is the invention of parallel computing, with thou-
sands of computers simultaneously working on the 
same problem, that truly unleashed the computational 
fl uid dynamics for reacting fl ows.

This chapter is organized in the following manner: 
DNS techniques and their range of applicability are fi rst 
described, then some successes of the U-RANS and LES 
methodologies are presented and fi nally, perspectives 
are offered about the future challenges of the computa-
tional turbulent combustion.

7.3.2 DNS

7.3.2.1 What Is the Use of DNS?

DNS results are usually considered as references provid-
ing the same level of accuracy as  experimental data. The 
maximum attainable Reynolds number (Re) in a DNS 
is, however, too low to duplicate most practical turbu-
lent reacting fl ows, and hence, the use of DNS is neither 
to replace experiments nor for direct comparisons—
not yet at least. However, DNS results can be used to 
investigate three-dimensional (3D) features of the fl ow 
(coherent structures, Reynolds stresses, etc.) that are 
extremely diffi cult, and sometimes impossible, to mea-
sure. One example of such achievement for  nonreacting 

fl ows is the description of homogeneous isotropic tur-
bulence (HIT) or of the boundary-layer structure [4–6]. 
Another valuable use of DNS is the realization of a 
priori studies, which consists of an evaluation of LES 
or RANS models from a DNS result [7–9]. Comparing 
DNS results with the LES of the exact same confi gura-
tion enables further validation: this is called an a poste-
riori study [10]. A successful example of this strategy for 
nonreacting fl ows can be found in the DNS results from 
the Center for Turbulence Research (NASA Ames and 
Stanford University), which provided a breakthrough in 
the understanding and modeling of turbulent nonreact-
ing fl ows in the early 1980s [11]. These successes were 
then reproduced in the 1990s in the fi eld of turbulent 
combustion with the study of fl ame/vortex and fl ame/
turbulence interactions, as well as in fl ame/wall inter-
action. A typical example of the use of DNS in reacting 
fl ows would be the investigation of the stabilization 
mechanism of diffusion fl ames through a triple-fl ame 
structure [12]. DNS was also useful in deriving turbu-
lent combustion models used in RANS [13] and LES 
codes [14].

7.3.2.2 Examples of Modern DNS of Reacting Flows

Owing to the exponential increase in the computational 
power, today’s DNS reaches fully turbulent Reynolds 
numbers and can use detailed chemical schemes, once 
affordable only for one-dimensional laminar fl ames 
computations.

7.3.2.2.1 Premixed Flame Front in HIT

The HIT—also referred to as grid turbulence—is the 
canonical confi guration for the study of turbulence, its 
properties are well known from both experiments and 
theory, which makes it a good candidate for the study 
of fl ame/turbulence interactions. In this confi guration 
(Figure 7.3.1), a turbulent fl ow of premixed gases is 
injected from the left and a V-shaped fl ame is stabilized 
on a “numerical wire,”—i.e., a hot spot at the tip of the 
fl ame [9]. In such a confi guration, the injection of turbu-
lence is a major challenge, because improper treatment 
of the boundary conditions can lead to spurious pressure 
oscillations and uncontrolled turbulence properties. In 
this example, the turbulent fi eld is generated with a 
separate Navier–Stokes solver that generates grid tur-
bulence and the boundary conditions are treated using 
the Navier Stokes Characteristic Boundary Conditions 
(NSCBC) technique [15].

7.3.2.2.2 Diffusion Flame in a Temporal Mixing-Layer

Together with HIT, the temporal mixing-layer (TML) is 
a useful confi guration for the numerical study of tur-
bulent fl ows. The TML confi guration can be thought 
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of as following the turbulent structures that develop 
on the edge of a jet at their convection speed. The com-
putation presented in Figure 7.3.2 corresponds to a 
nonpremixed plane jet fl ame with CO/H2 kinetics per-
formed at Sandia [16]. The inner stream is a mixture of 
fuel and nitrogen while the outer streams contain air. 
A diffusion fl ame develops at the interfaces between 
the streams and interacts with the turbulence generated 
by the shear. The mesh contains 500 million grid points, 
which makes it one of the largest DNS with detailed 
chemistry (11 species and 21 reactions). At a jet Reynolds 
number of 9200, this computation (Figure 7.3.2) displays 

the typical features of fully turbulent fl ows: intricate 
structures of very small size and high levels of scalar 
dissipation rate. This simulation was used to study 
fi nite-rate chemistry effects, such as extinction and 
reignition at an engineering-relevant Reynolds num-
ber. The size of this simulation makes the visualization 
and analysis of the results a challenge of its own: novel 
techniques using hardware-accelerated parallel visual-
ization software had to be developed. Variations in the 
initial Reynolds number on this confi guration revealed 
increasing levels of extinction and longer reignition 
times with increasing Re.

7.3.2.2.3 DNS of a Laboratory-Scale Flame

The detailed computation of a laboratory-scale fl ame 
poses several additional challenges when compared 
with the temporal simulations, such as HIT and TML. 
Of course, the ratio between the overall size of the 
fl ame and that of the fi nest turbulent and chemical 
structures requires a very large number of grid points. 
Consequently, the time for the whole fl ame to be sta-
tistically stationary often means that a great deal of 
computational time will be spent just to achieve a per-
manent regime. Finally, boundary conditions must be 
treated with great care for the fl ame not to be perturbed 
by numerical artifacts. The computation presented [17] 
is based on a setup used in experimental studies [18]. 
A preheated mixture of methane and air (800 K and 0.7 
equivalence ratio) is injected from a slot burner (bottom 
center of Figure 7.3.3). On both sides of the burner, a low-
speed cofl ow of burnt products is maintained to stabi-
lize the fl ame. To mimic the experimental conditions, 
turbulence generated in a separate solver is introduced 
in the reactants’ stream. Figure 7.3.3 presents a 3D view 
of the reaction zone. Typical features of premixed turbu-
lent fl ames, such as intense fl ame-front wrinkling and 
fresh-gases pockets at the tip of the fl ame are offered 
on this snapshot. This particular study is conducted in 
a regime called “thin reaction zone” where small turbu-
lent eddies can enter the preheat layer, but not the inner 
portion of the fl ame where chemical reactions occur. 
This particular regime poses several modeling issues 
that can be addressed with such DNS.

7.3.3 Unsteady RANS Methods

7.3.3.1 Concept and Use of U-RANS

The cornerstone of RANS methodology is to apply an 
operator of statistical averaging onto the DNS equa-
tions. Therefore, any fl ow for which the boundary 
conditions do not vary in time and does not keep the 
memory of its initial condition will become statistically 
stationary. This is why RANS results often consist of a 
single snapshot of the fl ow fi eld. However, for fl ows that 

Fresh
gases

+
turbulence

FIGURE 7.3.1
DNS of a premixed fl ame in turbulence. (From Vervisch, L., Hauguel, 

R., Domingo, P., Rullaud, M., J. Turbulence, 5, 004, 2004.)

FIGURE 7.3.2
Volume rendering of scalar dissipation rate in a DNS of a temporally 

evolving CO/H2 jet fl ame, Re = 9200 [16]. The highest values of scalar 

dissipation rate (shown in red) exceed 30,000 s−1.
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are not statistically stationary—because of time-varying 
boundary conditions or other transient phenomenon—
the RANS solution is time-dependent. Each solution 
then represents the averaged fl ow fi eld, over all pos-
sible realizations, at a given time, hence, U-RANS. Two 
straightforward examples of such fl ows would be piston 
engine fl ows—because of moving boundaries—or the 
ignition sequence of infl ammable gases—because of its 
transient nature.

7.3.3.2 Fire Safety: Pool Fires

Fire safety is a paradigm for which some, if not most, of 
the parameters that control combustion are unknown. 
For example, in a building fi re, uncertainties in the exact 
composition of the fuel (carpets, furniture, concrete, 
etc.) do not enable precise predictions of heat transfer or 
fl ame temperatures. Another issue is the variety of time 
and length scales involved: radiations propagate at the 
speed of light while the buoyancy-driven advection is of 
the order of a few meters per second. Finally, on top of 
turbulence and combustion, these fi res typically involve 

the nonlinear coupling of many phenomena, such as 
soot formation, radiation, and heat transfer into solids. 
This accumulation of modeling issues is one reason why 
state-of-the-art computations of real-life-size fi res are 
conducted within the U-RANS framework.

The example presented in Figure 7.3.4 simulates a 
large fi re from a transportation accident in a cross-wind 
with objects, which are fully engulfed, and therefore, 
not seen in the image. The U-RANS methodology is ade-
quate for this fl ow, because of its statistically transient 
nature—depletion of fuel with time. The simulation was 
conducted on 5000 processors on Red Storm supercom-
puter, which at the time of this computation was second 
in the world’s fastest computer list. This computation 
solves 40 variables, which is very large, but keeping in 
mind the variety of phenomena represented in this com-
putation, this number is still a great reduction from the 
actual number of independent variables. The reduction 
is the product of careful approximations based on the 
ratio of the timescales involved in this fi re.

7.3.4 Large Eddy Simulation

7.3.4.1 LES Philosophy

The cornerstone of LES methodology is the self- similarity 
theory of Kolmogorov stating that even though the large 
structures of a turbulent fl ow depend on the boundary 
and initial conditions, the fi ner scales have a universal 

Hot products Hot products
Fresh gases

+
turbulence

FIGURE 7.3.3
DNS of a slot-burner premixed fl ame. (From Sankaran, R. et al., 

Thirty-First International Symposium on Combustion, 2007.)

FIGURE 7.3.4
Simulation of a fi re resulting from a transport accident in a cross 

wind. The fl ame is visualized in yellow/red, while soot clouds are 

represented in black. (From Tieszen, S., private communication.)
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behavior. Therefore, in an LES, while the evolution of 
the large eddies is resolved on the mesh, eddies smaller 
than the mesh are modeled using a so-called subgrid 
scale (SGS) contribution. In mathematical formalism, 
LES equations are obtained by applying a  fi lter onto the 
DNS equations [19–21]. Because the fi ltering operation 
enables a drastic reduction in mesh size, LES is much 
cheaper than the DNS and the computation of a whole 
experimental setup becomes feasible.

There are, however, additional issues when one wants 
to perform the LES of an industrial device, and these 
are to be solved if the LES methodology is ever to be a 
useful tool. First, the geometric intricacy of most indus-
trial combustion chambers cannot be represented with 
a Cartesian mesh: high-order methods on unstructured 
grids must be developed. Moreover, many issues about 
the boundary conditions are raised, such as boundary 
movement for blades or pistons, turbulence injection, 
and acoustic properties. Such challenges are not to be 
underestimated, as their impact on the structure of the 
fl ow might sometimes be greater than that of the turbu-
lence model.

7.3.4.2 Examples of Practical Use of LES

This section presents a variety of reacting fl ows com-
puted with the LES methodology. The cases presented in 
this study were chosen, because each features a differ-
ent aspect of turbulent combustion and also addresses a 
specifi c technical diffi culty.

7.3.4.2.1 Aeronautic Turbines

The major goals for aeronautic turbines design are a 
compact fl ame, stable combustion over a wide operating 
range, and low emission levels. Another crucial point 

included in the certifi cation procedure of a turbine is 
ignition and reignition procedures. Figure 7.3.5 shows 
the computation of an ignition sequence in a helicopter 
engine performed by the Centre Européen de recher-
che et de Formation Avancée en Calcul Scientifi que 
(CERFACS) team, the unstructured LES solver AVBP 
[22]. The whole combustion chamber with 18 burners 
is resolved, along with the dilution holes and multiper-
foration in the chamber walls (20 million cells). As the 
computation of a single burner is already a cumbersome 
task, massively parallel software is needed to address 
the ignition of a whole engine [29]. Obviously, a code that 
handles complex geometries through the use of unstruc-
tured meshes is mandatory for such computation. 
On top of numerical issues raising from the intricacy of 
the confi guration, for this engine the fuel is injected in 
liquid phase, described in the solver in a Eulerian frame-
work [23,24]. In Figure 7.3.5, the combustion-chamber 
walls are colored with respect to the temperature; hot 
regions are yellow while cold gases are blue. The igni-
tion sequence goes as follows: the top and bottom burner 
inject hot gases while the others inject a cold mixture of 
air and fuel. Ignition occurs at the interface between hot 
and fuel-loaded regions. The fl ame then propagates to 
the neighboring burners until all of them are ignited.

7.3.4.2.2 Piston Engines

RANS codes were not unsuccessful for the study of pis-
ton engines [25–27]. However, it is only with LES [30], 
for example, that the study of cycle-to-cycle variations 
becomes possible. For such studies, the solver must have 
moving-grid capabilities for the piston and the valves, 
while retaining all the required properties for LES, such 
as a high-order numerical method. From the point of 
view of modeling, the combustion model must handle 

t = 28 ms t = 46 mst = 16 ms

FIGURE 7.3.5
Ignition sequence of a helicopter engine. Hot gases (yellow) are injected through two burners and the fl ame propagates so that all 18 burn-

ers are eventually ignited. (From Boileau, M., Ignition of two-phase fl ow combustors. PhD, Institut National Polytechnique de Toulouse and 

CERFACS, 2007.)
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ignition (by spark or by autoignition), fl ame/wall inter-
actions, and extinction properly. Figure 7.3.6 is an 
example of recent LES in piston engines: this top view 
displays a slice through the combustion chamber of a 
single-piston engine that is colored with respect to the 
reaction rate. The four images correspond to different 
cycles at the same crank angle of 10°: the fl ame position 
and wrinkling depend on the cycle resulting in varia-
tions in the instantaneous power of the engine. One can 
also point out regions where the combustion is almost 
quenched, as well as fl ame/wall interactions.

7.3.5 Perspectives

Over the past 15–20 years, the advances in numerical 
simulation of turbulent combustion have been more 
or less driven by the increase in computational power 
and the development of massively parallel computing, 
which have very good chances to continue.

The DNS in turbulent combustion has evolved from 
two-dimensional computations with simple chemistry 
to duplicate laboratory-scale experiments with detailed 

chemical schemes. Owing to its cost and the challenges 
in data processing and visualization, the DNS has 
remained as a tool for fundamental studies and labo-
ratory-scale experiments of turbulent reacting fl ows. 
Obviously, larger Reynolds numbers will be attained 
and very complex chemical schemes will be imple-
mented, but the computation of engineering devices 
with DNS should stay out of reach for some time. Also, 
DNS still has a key role to play as a validation tool for 
combustion models.

LES solvers, once devoted to academic confi gurations, 
can now handle the complex geometries and moving 
parts found in industrial applications. Thus, the LES 
is bound to replace RANS solvers in many industrial 
fi elds. Both the automotive and turbine industries are to 
switch to LES, because of its ability to predict transient 
phenomena as well as owing to its better performance 
globally in the prediction of the mean values. Massively 
parallel LES solvers will soon appear cost-competitive 
for these industries and the tremendous challenge of 
understanding and controlling combustion instabilities 
could be one of the tasks for LES in the future.

FIGURE 7.3.6
Top view of a piston engine at a crank angle of 10°. Cross-section colored by the reaction rate for four different cycles. (From Richard, S., Colin, O., 

Vermorel, O., Benkenida, A., Angelberger, C., and Veynante, D., Proc. Comb. Inst., 31, 3059, 2007.)
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8.1  Candle and Jet Diffusion Flames: 

Mechanisms of Combustion 

under Gravity and Microgravity 

Conditions

Fumiaki Takahashi

8.1.1 Introduction

In fl ames formed by the condensed or gaseous fuel 
sources burning in the atmosphere, the combustion pro-
cess is controlled by the mixing process rather than the 
rate of chemical reaction. The most familiar example is a 
candle fl ame, where the fl ow fi eld is laminar and mixing 
occurs by molecular diffusion. Burke and Schumann [1] 
developed a theory of simplest laminar diffusion fl ames, 
where a gaseous fuel jet was issued into air fl owing at 
the same velocity in a wider duct, with an infi nitely thin 
fl ame-sheet model. In diffusion fl ames, however, the 
fl ame structure (i.e., spatial variations of velocity, tem-
perature, and species concentrations) determines various 
characteristics, such as fl ame stabilization and pollutant 
formation. A detailed understanding of the structure, 
particularly the chemical aspect, of diffusion fl ames is 
only being achieved recently. Today, it is common to calcu-
late the coupled time-varying fl uid dynamics, heat trans-
fer, and mass transfer with numerous elementary reactions 
throughout the fl ame. These results are then compared 
with the detailed, nonintrusive laser-based measurements 
of velocity, temperature, and species concentrations, even 
within the fi nite-thickness reaction zone itself.

Despite the differences, there are striking similari-
ties in the physicochemical structure of the candle-like 
laminar diffusion fl ames of various hydrocarbons. 
Typically, the high-temperature reducing environment 
in the interior of the fl ame cracks the original fuel to the 
same smaller, unsaturated fragments that consequently 
diffuse to the oxidation region of the fl ame. Hence, the 
study of diffusion fl ames of much simpler fuels sheds 
light on many of the important phenomena present with 
fl ames of larger fuel molecules. Furthermore, experi-
ments in the absence of gravity uncovered previously 
unknown phenomena and helped to validate analytical 
and numerical models.

This Chapter highlights the physical and chemical 
mechanisms of combustion of candle-like laminar diffu-
sion fl ames: candles, gas jets, and liquid- or gas-fueled 
cup burners. First, a brief history on the understanding 
of candle-like fl ames is outlined, then general features of 
a burning candle are described, and fi nally, recent exper-
imental and computational results of (methane, ethane, 
and propane) gas-jet and (n-heptane) cup-burner fl ames 
are presented. Particular emphasis is placed on the 
effects of the type of fuel and gravity on the structure of 
the fl ame-stabilizing region (base) and the trailing dif-
fusion fl ame.

8.1.2 Historical Sketch

For thousands of Earth-years, candle-like fl ames were 
a leading lighting technology. Apart from providing 
light, the candle fl ame has been an object of fascina-
tion for centuries, inviting speculation on the nature of 
fi re and the natural world. Several historical accounts 
of the study of fl ames, fi re, or combustion can be seen 
in the literature [2–8]. Investigation of fi res or fl ames, 
among other natural phenomena, was intensifi ed dur-
ing the scientifi c revolution in the seventeenth century. 
Francis Bacon [7] (1561–1626) postulated, with respect 
to the structure of a candle fl ame, that space is required 
for the fi re to move, and if its motion is suppressed, for 
example, by a snuffer, it is instantly extinguished. Otto 
von Guericke (1602–1686) and Robert Boyle (1627–1691) 
independently demonstrated that a candle or charcoal 
did not burn in vessels exhausted of air, although it 
infl amed as soon as air was readmitted. By the early 
1660s, Robert Hooke [8] (1635–1703) developed a concept 
of combustion, in which air possessed two quite sepa-
rate components: reactive and inert parts. By inserting 
thin plates of glass and mica in a lamp or candle fl ame, 
he noticed that (1) the point of combustion appeared 
to be at the bottom part of the conical fl ame, where the 
oil rising up the wick became excited by the heat above 
it, and (2) the interior of the fl ame did not emit light. 
He also used powerful sunlight to project an image of 
a candle fl ame onto a whitewashed wall, whereby he 
could discern the dark interior and heat zones in the 
resulting shadow. John Mayow (1643–1679) observed 
that air is diminished in bulk by combustion and that 
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the residual air is inactive, through an experiment with 
a burning candle in a bell-jar of air enclosed over water. 
Although these early investigators may have been on 
the verge of the discovery of the gas now called oxy-
gen, they could not make it. Unfortunately, the phlogis-
ton theory [2,5,6], which postulated that the essence of 
fi re is a substance called phlogiston, dominated chem-
istry during the greater part of the eighteenth century. 
Finally, Antoine Lavoisier (1743–1794) overthrew the 
phlogiston theory and established his oxygen theory of 
combustion, after Scheele and Priestley independently 
discovered oxygen.

In the nineteenth century, Humphry Davy (1778–1829) 
speculated that the luminosity of fl ames is caused by 
the production and ignition of solid particles of carbon 
as a result of the decomposition of a part of the gas. 
Jöns Jakob Berzelius (1779–1848) is said to be the fi rst 
to describe an ordinary candle fl ame as consisting of 
four distinct zones. Davy’s protégé, Michael Faraday 
[9] (1791–1867) gave his Christmas lectures and accom-
panying demonstrations to a juvenile audience on “The 
Chemical History of a Candle” in 1848 and 1860. Around 
the turn of the century, modern combustion science was 
established based on the increased understanding of 
chemistry, physics, and thermodynamics.

In 1928, Burke and Schumann [1] gave a classic theory
 of circular and fl at gaseous fuel, jet diffusion fl ames in 
an air duct with an infi nitely thin fl ame-sheet model. 
Jost [10] pointed out that some of Burke and Schumann’s 
results could be derived without solving the differen-
tial equation to predict the height of fl ames [11]. A new 
era began in combustion research after WWII; signifi -
cant studies [12–16] were made of jet diffusion fl ames 
through improved measuring techniques. The picture 
of the Burke–Schumann fl ame was substantiated for a 
hydrogen fl ame by the gas composition data of Hottel 
and Hawthorne [12], obtained via gas chromatography. 
The detailed structure of a fl at diffusion fl ame was inves-
tigated spectroscopically by Wolfhard and Parker [15], 
who showed that local states of chemical equilibrium 
may exist in a fl ame zone of a distinctly fi nite thickness. 
Parker and Wolfhard [16] made schlieren observations 
of candle fl ames. Gaydon and Wolfhard [11] used thermo-
couples to study the temperature fi eld and revealed that 
the heat transfer to the wick is equal to the amount of heat 
required to heat up and vaporize the paraffi n. Smith and 
Gordon [17] analyzed the gaseous products from a candle 
using a small quartz probe and a mass spectrometer. They 
found that the mechanism of precombustion reactions 
involved mainly the cracking of hydrocarbons predomi-
nantly to unsaturated compounds before the fuel-species 
had contact with oxygen. More recently, candles have been 
used to study various aspects of combustion phenom-
ena: spontaneous near-extinction fl ame oscillations [18], 

fl ame fl ickering [19], electric-fi eld effects [20], elevated 
gravitational effects [21], fi re safety [22], and smoke-point 
measurements [23].

The original Burke–Schumann theory was later 
refi ned [24–26]. Roper [26] developed a new theory, by 
relaxing the requirement of a single constant velocity, 
and estimated the reasonable fl ame lengths for both 
circular and noncircular nozzles. Numerical analyses 
of laminar diffusion fl ames have advanced over the 
last three decades, based on progresses in the reaction 
mechanisms and computer technologies [27–30]. It is 
now feasible to simulate, with reasonable accuracy, the 
transient fl ame phenomena with full chemistry in sim-
ple confi gurations (burner geometry, fl ow, and fuel).

In normal earth gravity (1 g), buoyancy causes the hot 
gaseous products to rise, entraining air at the base of the 
fl ame. This air entrainment is of particular importance 
in the fl ame structure and stabilization [31–33]. In micro-
gravity (μg), because of lack of buoyancy, the hot gaseous 
products tend to accumulate, and the fl ame enlarges and 
produces soot more readily [34–41]. The behavior of μg 
candle fl ames was investigated in the drop tower and 
aboard the spacecraft [36,39,41].

8.1.3 Candle Burning Processes

A well-balanced candle burns itself in a clean, steady-
state, self-controlled fl ame. Figure 8.1.1 shows a pho-
tograph of a burning paraffi n (typically 20–30 carbon 
atoms) candle in 1g, exhibiting an elongated fl ame 

FIGURE 8.1.1
Photograph of a 21 mm diameter paraffi n candle fl ame in 1 g.
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shape as a result of a rising fl ow. A (fl at) wick curls itself 
sideways to burn out as it is exposed to the fl ame zone, 
and thereby, the wick length is kept constant to con-
trol the fuel vaporization rate and, in turn, the fl ame 
height. Allan et al. [23] found that soot emission was 
not possible for 13 different waxes tested when the 
wick size was below thresholds (diameter <1.8 mm or 
length <6 mm) and thus the fl ame height did not reach 
the smoke point [42].

The complex physical and chemical processes in a 
burning candle are reasonably well known. Figure 8.1.2 
shows a conceptual sketch of a steady-state burning can-
dle, showing various regions, major physical and chemi-
cal processes (right), and specifi c transport phenomena 
with arrows (left). The origin of the color of the dark-blue 
region at the base is chemiluminescence from the excited 
CH radicals in the reaction zone [11]. Heat transfer from 
the fl ame, by conduction and radiation, forms a pool of 
the melted wax at the top of the candle. The melting front 
moves steadily down the candle as the fl ame consumes 
the wax. The melted wax ascends through the wick by 
capillary action and vaporizes from the heat of the fl ame 
transferred primarily by conduction. Buoyancy induces 
an accelerating, ascending fl ow, thereby entraining the 
surrounding air into the lower part of the fl ame. The 
vaporized fuel ascends by convection and diffuses out-
wardly, while the fuel cracking (pyrolysis) reactions take 
place at high temperatures. The fuel fragments react with 
the oxygen from the surrounding air to form the diffu-
sion fl ame. There are heat losses by radiation (primarily 

from CO2 and H2O vapor, and soot) from the fl ame zone 
to the surroundings. The convective fl ow immediately 
removes the combustion products and heat away from 
the fl ame zone.

Soot is formed on the fuel side of the fl ame zone owing 
to cracking and pyrolysis of the vaporized fuel at high 
temperatures. The soot particles are convected upward 
and eventually penetrate the fl ame zone, where they 
burn out by the reaction with oxygen that is diffused 
in from the surrounding air. Recent laser-diagnostic 
measurements in laminar diffusion fl ames revealed 
that soot is formed in a limited range of temperatures 
(approximately between 1300 and 1600 K) on the fuel 
side of the fl ame zone and that the soot volume frac-
tion peaks in the middle heights of the fl ame [42]. The 
luminous part of the fl ame by soot incandescence may 
extend downstream beyond (i.e., higher than) the local 
stoichiometry contour for gaseous species. The heat and 
the major combustion products (H2O vapor and CO2) 
leave the fl ame primarily by convection at the tip.

In the absence of gravity, the properties of a candle 
fl ame change dramatically [36,39,41]. Figure 8.1.3 shows 
a candle fl ame on the Mir space station, in which the 
melt layer was hemispherical and much thicker than 
that in normal gravity, and the fl ame was smaller, 
spherical, and less sooty, uncovering the blue fl ame 
zone. There was signifi cant circulation in the liquid 
phase (as a result of surface-tension-driven fl ow caused 

FIGURE 8.1.3
10 mm diameter candle fl ame in μg on the Mir. (From Ross, H.D., 

Microgravity Combustion: Fire in Free Fall, Ross, H.D., Ed., Academic 

Press, San Diego, 2001.)

FIGURE 8.1.2
Physical and chemical processes in a candle in 1g.
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by the temperature difference between the liquid wax 
near the fl ame and wax at the candleholder). After 
sometime, the molten ball of wax collapsed suddenly 
and the liquid mass moved back along the candleholder. 
The blue fl ame zone is much farther away from the wick 
compared with those in the normal gravity. In addition, 
it was observed that aerosol (condensed paraffi n) was 
streaming out underneath the fl ame base and moving 
in the boundary layer produced by the liquid fl ow. The 
long life of the Mir candle fl ame (up to 45 min) burn-
ing in the oxygen-enriched atmosphere (mole fraction of 
0.22–0.25) suggests that a steady microgravity fl ame can 
be achieved even in a quiescent environment. An effort 
to model candle fl ames in low gravity continues [43].

8.1.4 Jet Diffusion Flame Structure

Insight into the behavior of candle fl ames in normal 
and low gravity can be obtained from experiments and 

modeling of jet diffusion fl ames with simpler gaseous 
fuels. The NASA Glenn 2.2-Second Drop Tower has pro-
vided μg data [44,45] for gaseous hydrocarbon fl ames 
for comparison with 1g conditions. Figure 8.1.4 shows 
video images of methane (top row), ethane (middle), and 
propane (bottom) jet diffusion fl ames in 1g (left column) 
and μg (middle and right), formed on a circular fuel tube 
(2.87 mm i.d.) in still air in a vented combustion cham-
ber (255 mm i.d. × 533 mm length). The fuel tube image 
is superimposed. The fl ames with “high” (left two col-
umns) and “low” (right) fuel fl ow-rate levels are shown, 
in which the ratios of the fl ow rates of different fuels 
are maintained to achieve a constant oxygen require-
ment for each fl ow level, based on the molar stoichio-
metric expression. The luminous zone of soot in the 1g 
and “high” fl ow-rate propane fl ames (Figure 8.1.4d, g, 
and h) extended beyond and covered the tip of the blue 
fl ame zone. The base of the fl ame was <1 mm away from 
the tip of the fuel tube in 1g, while in μg, it was 3–4 mm 

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

FIGURE 8.1.4
Video images of methane (top), ethane (middle), and propane (bottom) jet diffusion fl ames (2.87 mm i.d.) in still air in 1g (left) and μg (middle 

and right). The mean fuel jet velocity: (a, b) 13.5 cm/s, (c) 5.3 cm/s, (d, e) 7.7 cm/s, (f) 3.3 cm/s, (g, h) 5.6 cm/s, (i) 2.2 cm/s.
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away. As the overall oxygen-consumption rate was kept 
constant for different fuels, the size (height and width) 
of the blue fl ame zone at each fuel fl ow level in 1g or 
μg was nearly identical. The fl ames in 1g were much 
thinner (≈5.5 mm width) than their counterparts in μg 
(≈17 mm width), because the buoyancy-induced con-
vection moved the fl ame zone inward and resulted in 
higher oxygen transport rates per unit fl ame area. In the 
“low” fl ow-rate-level μg fl ames (right), the soot, formed 
initially at ignition transient, seemed to disappear even 
for propane, and their shape and size were comparable 
with those of the Mir fl ame (Figure 8.1.3).

Transient computations of methane, ethane, and pro-
pane gas-jet diffusion fl ames in 1g and 0g have been 
performed using the numerical code developed by Katta 
[30,46], with a detailed reaction mechanism [47,48] (33 
species and 112 elementary steps) for these fuels and a 
simple radiation heat-loss model [49], for the high fuel-
fl ow condition. The results for methane and ethane can 
be obtained from earlier studies [44,45]. For propane, 
Figure 8.1.5 shows the calculated fl ame structure in 1g 
and 0g. The variables on the right half include, velocity 
vectors (v), isotherms (T), total heat-release rate (q

.
), and 

the local equivalence ratio (f local); while on the left half: 
the total molar fl ux vectors of atomic hydrogen (MH), 
oxygen mole fraction ( )

2OX , oxygen consumption rate 
(−w

ô
O2

), and mixture fraction (x), including stoichiometry 
(x st = 0.06). General features of the propane fl ame are 
similar to those of methane and ethane fl ames [44,45]. 
Although soot formation is excluded in the model, the 
shape and size of the simulated fl ame match very well 
with the lower soot-free part of the observed fl ame 
(Figure 8.1.4g and h).

In 1g (Figure 8.1.5a), the velocity vectors show the lon-
gitudinal acceleration in the hot zone owing to buoy-
ancy, and surrounding air is entrained into the lower 
part of the fl ame. The heat-release rate and the oxygen-
consumption rate contours show a peak reactivity spot 
(called the reaction kernel) [44,45,50] at the fl ame base. 
The values at the reaction kernel were q

.
k = 196 J/cm3s, 

−w
ô

O2
,k = 0.000648 mol/cm3s, |vk| = 0.250 m/s, Tk = 1483 K, 

XO2
,k = 0.031, f local,k = 0.99, and xk = 0.060. Hydrogen atoms 

and other chain radicals diffused onto both sides of the 
fl ame zone and in every downward direction around 
the fl ame base against the incoming fl ow with higher 
oxygen concentrations and gradients. Consequently, the 
chain-branching reaction, H + O2 → OH + O, and other 
chain reactions were enhanced to maximize the reac-
tivity at the reaction kernel. Thus, the reaction kernel 
sustained stationary combustion processes within a 
residence time available in the fl ow, thereby holding the 
trailing diffusion fl ame (which had both lower reactiv-
ity and higher velocities) [44,45,50]. The thickness of the 
fl ammable (0.5 < f <2.551) fuel/air mixture layer nearby 
the base of the attached fl ame was much lesser than the 
minimum quenching distance of the propane/air mix-
ture (2 mm) [51], and not suffi ciently thick to form a 
combustion-wave reminiscent of the triple fl ame struc-
ture of lifted fl ames.

In 0g (Figure 8.1.5b), unlike in the 1g case, the fuel 
jet momentum dispersed and the centerline veloc-
ity decayed rapidly owing to the lack of buoyancy. 
As a result, the fuel molecules diffused in every direc-
tion and formed a quasi-spherical fl ame. The slow dif-
fusion processes (1) limited the transport rates of the 
fuel and oxygen into the fl ame zone and (2) decreased 
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the molar fl ux of hydrogen atoms by an order of 
magnitude as a result of lower concentration gradients, 
so that the reactivity in the reaction kernel decreased 
by an order of magnitude. The reaction kernel loca-
tion is closely coupled with the local fl ow velocity 
and mixture reactivity [44]. The values of various 
variables at the reaction kernel were q

.
k = 14.8 J/cm3s, 

−w
ô

O2
,k = 0.000042 mol/cm3 s, |vk|= 0.0045 m/s, Tk = 1299 K,

XO2
,k = 0.017, flocal,k = 0.51, and xk = 0.058. The reaction 

kernel temperature in 0g was almost 300 K lower than 
in 1g.

Figure 8.1.6 shows the variations of the species mole 
fractions (Xi), temperature, and total heat-release rate 
across the propane fl ame in 1g and 0g at a height from 
the jet exit of 3 mm (i.e., in the trailing diffusion fl ame). 
The thickness of the fl ame zone, determined from the 
locus of positive values for the total heat-release rate, 
was approximately 2 mm in 1g and 3 mm in 0g. Hence, 
the fl ame zone was far from an infi nitesimally thin 
fl ame-sheet model by Burke and Schumann [1]. In both 
1g and 0g, general trends in the species mole fractions 
were typical of diffusion fl ames, i.e., chain radicals were 
formed on the air side at high temperatures, diffused 
onto the fuel side and dissociated the fuel into frag-
mental hydrocarbons, and fi nally CO and H2 were oxi-
dized to products. A distinct feature of both 0g and 1g 
fl ames, not accounted for any of the analytical models 
of diffusion fl ame shape, was that oxygen from the air 
penetrated into the fuel side of the fl ame zone through 
the quenched space between the fl ame base and the 
burner rim. Furthermore, for ethane [45] and propane, 
major hydrocarbon fragments and oxygenates burning 
in the reaction zone were C2H2, CH4, C2H4, and CHCO, 
and thus the C2 species oxidation reactions, CHCO 
+O → CO + CO + H and C2H2 + O → CH2 + CO were 
major contributors to the total heat-release rate peak in 

the inner region. For methane [44,50], the CH3 + O → 
CH2O + H reaction was a dominant contributor to the 
heat-release rate peak. The exothermic fi nal- product 
formation reactions, CO + OH → CO2 and H2 + OH 
→ H2O + H, took place in a wide rage over the fl ame 
zone. On the air side, the O2 + H + M → HO2 + M and the 
subsequent HO2 + OH → H2O + O2 reactions were very 
much exothermic, thus contributing to a secondary 
heat-release rate hump in the outer region. In 0g, the 
relative contributions of these HO2 reactions with null 
activation energies became more signifi cant, because of 
the lower fl ame temperature and total heat-release rate 
than those in 1g.

8.1.5 Cup-Burner Flame Structure

By examining the experimental and computational 
results obtained [52] for n-heptane fl ames in 1g, a further 
attempt was made to extract a general trend in the struc-
ture of higher aliphatic hydrocarbon fl ames. Figure 8.1.7 
shows a photograph and the calculated fi elds of tem-
perature (left half) and soot mass fraction (right half) of 
n-heptane diffusion fl ames in the cofl owing air in the 
cup-burner apparatus (≈30 mm diameter). In the experi-
ment (Figure 8.1.7a), in which liquid n- heptane was 
used, the blue fl ame base was anchored at the burner 
rim with an inward inclination as a result of the incom-
ing buoyancy-induced fl ow. The color of the fl ame zone 
turned bright-yellow downstream owing to consider-
able soot formation. The computation (Figure 8.1.7b) 
of the gaseous n-heptane fl ame with a full-chemistry 
model [53] (197 species and 2757 elementary reaction 
steps), including global soot formation, captured well 
the transient fl ame fl ickering behavior, and the general 
trend in the soot fi eld observed in the liquid-fuel fl ame 
(Figure 8.1.7a).
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Figure 8.1.8 shows the calculated structure of a gas-
eous n-heptane fl ame in 1g at a height of 10.8 mm (in the 
trailing diffusion fl ame). Because of the negligibly small 
gaseous fuel velocity (0.1 cm/s), which modeled the liq-
uid pool fl ame, a near-stagnant recirculation zone was 
formed near the exit of the burner. As a result of high 
temperatures (>1000 K) and relatively long residence 
time, n-heptane pyrolyzed and disappeared by the fl ow 

arrival time at this height. A greater variety of predomi-
nantly unsaturated hydrocarbon fragments formed in 
the core region before the heat-release rate started to 
rise, when compared with the ethane [45] and propane 
(Figure 8.1.6a) fl ames. Nevertheless, there were striking 
similarities among these hydrocarbon fl ames. The com-
mon hydrocarbon fragments present in the fl ame zone 
were C2H2, CH4, and C2H4. Moreover, the calculated spe-
cies and their concentration levels for heptane fl ames 
were qualitatively consistent with the experimental spe-
cies data obtained from the study of a paraffi n candle 
fl ame by Smith and Gordon [17].

8.1.6 Conclusions

The advancement in research tools has increased the 
understanding of candle and gas-jet diffusion fl ames. 
Notable insights were gleaned from the Burke–Schumann 
theory and refi nements, a surge in the experimental work 
after WWII, nonintrusive laser diagnostics, progress in 
detailed computation, and low-gravity experiments. 
Similarities among diffusion fl ames of various hydrocar-
bons, including paraffi n candles, arise from the cracking 
of the original fuel predominantly to unsaturated com-
pounds on the fuel side of the fl ame zone. For higher 
(≥C2) hydrocarbons, the common species burning in the 
fl ame zone, besides major intermediates (CO and H2), 
are C2H2, CH4, and C2H4 in the inner region, and HO2 
in the outer region. Although lack of buoyancy-induced 
fl ow acceleration in 0g enlarges the fl ame and makes the 
rates of fl ame processes an order-of-magnitude lower 
than in 1g, the general trend in the chemical kinetic 
structure typical of diffusion fl ames is maintained.
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8.2 Combustion in Spark-Ignited Engines

James D. Smith and Volker Sick

8.2.1 Introduction

Spark-ignited internal-combustion engines have been 
in existence for well over 100 years, with the fi rst exam-
ple being presented by Nikolaus Otto in 1876. However, 
age should not be deceiving in this case, as signifi cant 
research and development efforts are still being applied 
to this concept to achieve more power, better effi ciency, 
and lower emissions. Fuel charge preparation and in-
cylinder motion are the two main parameters affecting 
ignition and combustion, and therefore, have a large 
degree of infl uence on the aforementioned quantities. 
Depending on the method used for preparing the fuel/
air mixture, the combustion regime ranges from near 
perfectly premixed to highly heterogeneous diffusion 
burning in a multiphase, liquid/vapor environment. 
In-cylinder motion is also crucial to engine opera-
tion at various speeds. As engine speed increases, so 
do in-cylinder turbulence levels, yielding faster burn-
ing velocities, without which engines cannot operate 

on normal speed scales of the thousands of cycles per 
minute. Fuel charge preparation and in-cylinder fl ow 
are invariably intertwined, as certain preparation strat-
egies rely on the directed fl ows to achieve reliable igni-
tion, in addition to having a large degree of infl uence 
on the motion itself.

This chapter will treat the three modes of combus-
tion in spark-ignited IC engines: homogeneous-charge 
spark-ignition (HCSI, premixed-turbulent combus-
tion), stratifi ed-charge spark-ignition (SCSI, partially 
premixed-turbulent combustion), and homogeneous-
charge compression-ignition with spark assist (SACI, 
premixed-turbulent combustion). This range of fuel 
preparation and in-cylinder motion strategies  covers 
the time span from the basic incarnation of the SI 
engine to future engine concepts that will probably 
play a major role in the future of ground transpor-
tation. The highlights and governing characteristics 
of each combustion mode will be discussed and visual 
examples of each case will be presented from a  running 
engine with optical accesses that were obtained with 
a high-speed camera (12000 frames/s) that recorded 
combustion luminosity. The viewing area within the 
engine is presented in Figure 8.2.1, which shows 
prominent features, such as the fuel injector, spark 
plug, and intake/exhaust valves. Further details of the 
engine can be found in the work by Smith and Sick [1]. 
These visual examples will help to explain the obser-
vations made from pressure-based measurements, 
such as ignition delay, combustion duration, and heat 
release rates.

8.2.2 Homogeneous-Charge Spark-Ignition Engines

HCSI engines are the most common spark-ignition 
engines in existence. While methods for mixture prepa-
ration have varied from carburetors to port fuel injection, 
the overall goal is the same: to have a well-mixed fuel/air 
charge at all locations in the combustion chamber. With 
this concept, the air/fuel ratio is close to stoichiometric  
to promote reliable combustion and facilitate emissions 
after treatment. Since the ratio of air and fuel must be 
kept nearly constant, intake-air throttling is used to 
control engine power output. At low engine-load con-
ditions, high throttling is necessary and has a negative 
consequence on the volumetric effi ciency. Conversely, at 
high loads, near-ambient intake manifold pressures are 
used to draw in the maximum possible amount of air/
fuel mixture to the combustion chamber.

Once the well-mixed air/fuel charge is inducted into 
the combustion chamber, the rising piston compresses 
and heats the mixture. At a point near the peak travel 
of the piston (top dead center; TDC), ignition is initiated 
through a spark plug. Normally, this occurs at a singu-
lar point; however, some instances of using two or more 
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FIGURE 8.2.1
Schematic of viewing area for subsequent images. Bottom (left) and side (right) views of the combustion chamber are used in this chapter.

spark plugs per cylinder have been observed in produc-
tion, most often to promote faster burning [2,3]. While 
the spark appears to be an instantaneous event, there 
are actually three distinct phases, each with unique tim-
escales and energy-deposition characteristics [4,5]. The 
breakdown phase is marked by the establishment of a 
plasma channel bridging the electrodes of the spark plug. 
Voltages in the order of 105 V are common owing to the 
high impedance of the gap. This phase tends to last only 
for about 100 ns, as the voltage rapidly falls and current 
rises once the highly conductive plasma channel is estab-
lished, which marks the beginning of the arc phase of the 
spark. Following this phase (usually 1–100 μs), the spark 
is characterized by a relatively long phase of energy dis-
charge at moderate voltages, in the order of 500 V, known 
as the glow phase. Overall, the entire event tends to last 
for about 1.5 ms in SI engines, which spans tens of degrees 
of crankshaft rotation (CAD) at normal engine speeds.

The function of the spark is to provide the necessary 
activation energy to initiate a series of self-sustaining 
chemical reactions, collectively comprising the combus-
tion process. In the HCSI engine, bulk fl ow in the region 
of the spark gap is generally low; however, steps are 
commonly taken to increase the turbulence levels, such 
as swirl and tumble fl ows. Owing to this low fl ow level, 
the initial reaction zone is nearly spherical between the 
spark-plug electrodes and expands radially outwards. 
Heat loss from the reaction zone to the electrodes has 
been found to be signifi cant [6–8], and therefore, has to 
be taken into account when designing the spark plug. 
This point in the development of the fl ame is very cru-
cial as a delicate balance is being struck between heat 
losses owing to radiation and conduction, and heat lib-
eration through chemical reaction. For the fl ame to suc-
cessfully grow, reactions must not only be fast enough 
to replenish energy lost through heat transfer, but also 
fast enough to expand the size of the fl ame. This process 
continues, relatively slowly, and is generally referred to 
as the ignition delay. This phase is marked by either 
2% or 10% of the fuel being consumed or mass fraction 
burned (0%–2% mfb or 0%–10% mfb).

The ignition delay is followed by a period of rapid 
growth. As the fl ame grows in diameter, the surface 
begins to get stretched and distorted by turbulence, 
and becomes what is generally referred to as a wrinkled 
fl ame front.

As stated previously, turbulence plays a major role in 
the combustion process. While the Reynolds number 
(Re) is generally low in fl uid mechanical terms (Re ~100–
10,000) [9], declining large-scale vortices left over from 
the air/fuel induction event produce relatively high 
turbulence levels. This distortion is favorable in that it 
increases the surface area of the fl ame allowing more 
reactions to happen simultaneously, thus increasing 
the burning velocity and heat-release rate. In addition, 
turbulence levels tend to scale with engine speed [10], 
a phenomenon which allows engines to operate at rates 
of several thousand cycles per minute. The name “fl ame 
front” is used, as majority of the  combustion-sustaining 
reactions occur in a thin region between the unburnt 
air/fuel mixture and the hot products of combustion. 
This hot zone in the middle of the fl ame is primarily 
responsible for thermal nitrogen-oxides (NOx) forma-
tion. Figure 8.2.2 shows an image sequence of the fl ame 
growth in an HCSI engine. The high level of fl ame-front 
distortion and thin spatial dimension of the fl ame are 
easily observable from this image. This period of com-
bustion is sometimes referred to as a “rapid burn phase” 
in which 80% of the mass of fuel is consumed (10%–90% 
mfb). It is during this phase that the piston will reach 
TDC and, therefore, begin the power stroke of the four-
stroke cycle. It is highly desirable to phase combustion, 
such that the peak level of burning and peak cylinder 
pressure occurs just after the piston begins the power 
stroke. This minimizes the heat losses and allows maxi-
mum expansion of the hot combustion gases. To achieve 
this combustion timing, the spark is initiated to a certain 
degree before top dead center (BTDC) and is referred to 
as spark advance. The optimum level of spark advance 
is normally experimentally determined to be the mini-
mum amount of spark advance yielding the maximum 
torque (MBT) for a given operating condition.
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Following the rapid-burn phase of engine combus-
tion, reaction rates tend to slow rapidly. This is owing 
to the decreasing local temperatures as the piston trav-
els downwards and also because the fl ame front begins 
to encounter the relatively cool walls and crevices of 
the combustion chamber and is, therefore, quenched. 
Any fuel not consumed owing to these effects con-
tributes to combustion ineffi ciency and is potentially 
emitted as unburnt hydrocarbons (HC) in the exhaust. 
Fortunately, modern engine design has relatively 
dealt with these issues with combustion effi ciencies, 
normally above 95% and near-zero HC emissions, 
successfully.

The development of models for HCSI combustion 
has been governed by the similarity of fl ame growth 
in HCSI engines and premixed turbulent fl ames. Thin 
laser-sheets of only 300 μm thickness were used to mea-
sure high-resolution cross sections of the temperature 
and OH radical distribution in fl ames of a propane-
fueled engine. Figure 8.2.3 illustrates the structure 
where temperature and OH concentration are closely 
coupled with super equilibrium values for the OH radi-
cal close to the fl ame front [11].

The fact that the fuel/air ratio is spatially constant 
in HCSI engines, at least within a reasonably close 
approximation, allows substantial simplifi cations in 
combustion models. The burn rate or fuel consump-
tion rate dmb/dt is expressed as a function of fl ame 
surface area Afl , the density of the unburnt fuel/air 
mixture ru, the laminar burning velocity sL, and the 
fl uctuations of velocities, i.e., E as a measure of turbu-
lence, u′.
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( )
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Embedded in such models, in which variations were 
developed [12] are further detailed. The laminar burn-
ing velocity is expressed as a function of fuel type, fuel/
air ratio, level of exhaust gas recirculation, pressure, 
temperature, etc. Furthermore, submodels have been 
developed to describe the impact of engine speed, port-
fl ow control systems, in-cylinder gross-fl ow motion 
(i.e., swirl, tumble, squish), and turbulent fl uctuations 
u′. Thus, with a wider knowledge base of the paramet-
ric impact of external variables, successful modeling of 
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FIGURE 8.2.2
Images of the fl ame propagation process in an HCSI engine. Color scale qualitatively represents burning intensity. The presence of the spark 

is highlighted in the fi rst image.
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FIGURE 8.2.3
Planar images obtained with laser-based imaging techniques in a 

propane-fueled research engine showing how closely coupled hydroxyl 

radical (OH) concentration is with temperature. (From Orth, A., Sick, V., 

Wolfrum, J., Maly, R.R., and Zahn, M., Proc. Combust. Inst., 25, 143, 1994. 

With permission.)
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HCSI combustion was possible. However, with newer 
combustion strategies that use strong fuel/air ratio 
stratifi cation or homogenous charge compression igni-
tion (HCCI)-like combustion, these simple relationships 
do no longer apply and modeling is far more complex 
[13,14].

8.2.2.1 Reprise

While the HCSI engine has proven itself to be a worthy 
powerplant, there are some plaguing issues that keep 
the overall thermal effi ciency below 30% in most cases. 
Autoignition, commonly known as knock, limits the 
compression ratio that can be used. The use of higher, 
more effi cient compression ratios causes the unburnt 
air/fuel mixture to autoignite before the fl ame front 
can consume the fuel. This creates damaging pressure 
spikes and unwanted driving characteristics and must 
therefore be avoided. Intake air-throttling also limits 
the effi ciency of the engine at low- and part-load condi-
tions where most driving is done. Finally, less precise 
fuel metering leads to increased wall-wetting, and con-
sequently, the HC emissions, particularly during cold-
starting. These are key concerns that must be addressed 
if the spark-ignition engine is going to remain competi-
tive with the compression-ignition engine (Diesel) and 
other more modern combustion devices. The next two 
combustion modes will attempt to address these issues.

8.2.3 Stratified-Charge Spark-Ignition Engines

SCSI engines are most commonly known as direct-
injected spark-ignition (DISI) engines. Since these 
engines can also be operated in a homogeneous charge 
regime, we will focus only on the stratifi ed-charge sub-
set of direct-injected engines. The name direct-injected 
(or direct-injection) refers to the fuel preparation strat-
egy used, where fuel and air are injected and inducted, 
respectively, into the combustion chamber separately. 
Unlike the HCSI engine, the ratio of air to fuel can be 
infi nitely varied, as long as it is within the  fl ammability 
limits. During the stratifi ed operation, a fl ammable mix-
ture is maintained in key areas, such as near the spark 
plug, while maintaining overall fuel-lean conditions. 
This allows the removal of the throttle plate, as the 
power output can now be governed by the mass of fuel 
introduced into the combustion chamber and the excess 
air has little effect on combustion.

The key challenge to SCSI engine operation is success-
ful fuel stratifi cation in the combustion chamber. Three 
methods for this stratifi cation are commonly referred to 
as wall guided, air guided, and spray guided [15]. Wall-
guided systems utilize injector targeting at specifi c 
features (such as the piston) to achieve a reliable fuel 

cloud around the spark plug. This creates high  levels 
of wall wetting (thus HC emissions) and is therefore 
less desirable. Air guiding uses complex combinations 
of in-cylinder bulk motion to achieve stratifi cation. 
Unfortunately, the methods for achieving this motion 
can sometimes offset any gains in effi ciency. The most 
promising candidate is the spray-guided system, which 
utilizes spray targeting directly at the spark plug. The 
spark is triggered close to the fuel-injection event and 
ignites a passing region of high fuel concentration. 
The key challenge in this concept is achieving reliable, 
stable operation. Cycle to cycle variations in fuel con-
centration can be large, and hence, signifi cant research 
efforts have gone into the study of fuel preparation in 
these engines [16–22]. In some cases, complete misfi re 
occurs, which impedes full-scale implementation in 
production. Even over the course of a single spark dis-
charge (~15 CAD), the fuel concentration varies signifi -
cantly in spatial distribution as highlighted in Figure 
8.2.4, which is a sequence of high-speed laser-induced 
fl uorescence imaging of the fuel distribution under 
motored conditions.

In contrast to ignition in the HCSI engine, strong bulk 
fl ow is introduced by the fuel-injection event. Since 
spark occurs within a short time-span of this event, 
residual fl ow through the gap is common and in the 
order of tens of meters per second [23]. This has the 
effect of stretching the spark plasma channel, sometimes 
to the point of detachment from the electrodes. It also 
makes the ignition process extremely sensitive to the 
relative orientation of spark plug and fuel injector, with 
some geometries yielding higher velocity conditions 
than the others. Figure 8.2.5 presents an image sequence 
of a single engine cycle under SCSI conditions. The 
spark can be seen to strike between the electrodes and 
immediately be stretched back by the residual fl ow left 
from the fuel-injection event. The geometry of the spark 
plug plays a major role in determining whether or not 
the spark would remain attached or stretch and re-strike 
throughout the discharge process [24]. This also has a 
key effect on the initial fl ame kernel. Cases in which the 
spark plug shields the fl ow lead to more spherical fl ame 
kernels, whereas less-protective spark plugs produce 
elongated fl ame kernels.

In addition to the spark occurring in a high-velocity 
environment, the conditions are also highly multiphase 
with both the liquid and vapor existing in the evapo-
rating fuel cloud. It is still unclear as how this affects 
the physics of the spark process. However, the cooling 
effects of the evaporating liquid may be responsible for 
the increased ignition delays when compared with the 
HCSI engines. Figure 8.2.6 compares the mass fraction 
burnt (mfb) times for the HCSI, SCSI, and spark-assisted 
HCCI engines. As in the HCSI engine, the initial reac-
tion zone is highly sensitive to both the heat transfer 
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Ign + 8� Ign + 9� Ign + 10� Ign + 11�

Ign + 4� Ign + 5� Ign + 6� Ign + 7�

Ign + 0� Ign + 1� Ign + 2� Ign + 3�

FIGURE 8.2.5
Side view of the ignition process in an SCSI engine showing the spark arc and early fl ame development.

from the zone and the heat release through chemical 
reaction. Cooler temperatures, owing to spray evapora-
tion, and lower heat release rates, owing to highly vari-
able, non-optimal fuel distribution, may explain why 
SCSI engines have longer ignition delays.

The rapid-burn phase of SCSI engine combustion is a 
combination of both premixed and diffusion combus-
tion. As in the HCSI engine, a typical premixed turbulent 
fl ame front propagates across the cylinder, originating 
from the spark plug. This phase tends to occur faster 

0.0 Normalized fuel concentration 5.0

t = 0 μs t = 83 μs t = 166 μs t = 249 μs t = 332 μs

t = 415 μs t = 498 μs t = 581 μs t = 664 μs t = 747 μs

FIGURE 8.2.4
Images showing the fuel concentration near the time of ignition in a stratifi ed charge direct-injected engine under motored conditions (1.0 rep-

resents stoichiometric). Time is relative to when spark would normally be initiated. (From Smith, J.D., Development and application of high-

speed optical diagnostic techniques for conducting scalar measurements in internal combustion engines, Mechanical Engineering, University 

of Michigan, Ann Arbor, 2006.)
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than that in the HCSI engine [25], which can be noted 
from the mfb curves shown in Figure 8.2.6. As the fl ame 
front progresses, the regions of varying fuel concentra-
tion are encountered leading to rich, diffusion-limited 
combustion in some regions, which leads to high soot 
production [26,27]. This is evident in the later images of 
Figure 8.2.7, where intense burning is visible in various 
regions of the combustion chamber, whereas the fl ame 
front is less visible. However, other imaging experi-
ments again focused on the OH radical and verifi ed 
the presence of a fl ame front. However, the signal was 
orders of magnitude lower than the soot luminosity and 
is therefore not visible in this string of images.

Combustion is generally confi ned to the inner regions 
of the combustion chamber during stratifi ed combus-
tion. This is mainly because the late fuel injection does 

not allow large amounts of fuel to reach extremities and 
crevices. This helps lower heat transfer to the wall, in 
addition to the unburnt hydrocarbon emissions owing to 
crevice volumes. However, combustion effi ciency tends 
to be lower with this concept, as not all fuels are present 
in fl ammable quantities and therefore, may not burn.

8.2.3.1 Reprise

SCSI engines offer signifi cant improvements in the vol-
umetric effi ciency, owing to the removal of the throttle 
plate. Furthermore, wall-heat transfer is lowered and 
the better control over the injection event leads to bet-
ter cold-starting and transient response. There are still 
concerns that need to be addressed before widespread 
usage can be realized. Reliable ignition and stable 
operation require highly repeatable and generally 
expensive fuel injectors. In addition, high fuel pres-
sures are necessary to yield proper fuel atomization. 
This leads to higher parasitic losses from powering 
higher-performance fuel pumps. Perhaps the most 
concerning issue is the inability to use conventional 
exhaust, after-treatment devices (i.e., catalytic convert-
ers). These devices work most effectively when the 
engine is run near the stoichiometric air/fuel condi-
tions. Since this concept operates on highly lean fuel, 
NOx emissions cannot be mitigated by a traditional 
three-way catalyst and must therefore be dealt with 
separately, adding cost and complexity to the vehicle.

8.2.4 Spark-Assisted Compression Ignition

SACI engines, or spark-assisted HCCI engines, present 
unique benefi ts and challenges from the two previous 
operating modes. Using this mode, many of the benefi ts 
in performance and effi ciency similar to SCSI can be 
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Mass fraction burnt (mfb) curves from each of the three engine con-

cepts discussed in this chapter. Time is presented as crank-angle-

degrees after ignition is initiated.
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FIGURE 8.2.7
Images of the rapid-burn phase of combustion in a DISI engine. Stratifi cation of the fuel distribution leads to areas of rich combustion and high 

soot production, as evidenced by areas of intense fl ame signal.
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realized without the need for advanced exhaust after-
treatment devices. Conversely, control of the combus-
tion process is governed mainly by the thermal state of 
the combustion chamber and, therefore, presents unique 
challenges.

Under normal HCCI operating conditions, the fuel/air 
mixture is compression heated and autoignites at one or 
more locations, similar to a normal compression- ignition 
(i.e., diesel) engine. This removes the strict requirement 
of placing a fl ammable mixture in the vicinity of the 
spark plug, such as in a SCSI engine. Unlike the diesel 
engine, however, the fuel and air are well mixed and 
therefore combustion phasing cannot be controlled by 
the fuel injection timing. As a result of this, and the lack 
of a spark event, the only way to control combustion 
is to manipulate the thermal state of the combustion 
chamber. This is most commonly done through intake-
air heating or inducting high amounts of hot exhaust 
gases. Both of these strategies work well in steady-state 
operation, but are less effective in transient operation, 
since changes in temperature tend to happen relatively 
slowly in comparison with an engine cycle. One method 
of addressing this shortcoming is to use a spark similar 
to that of a spark-ignition engine.

HCCI engines tend to operate at lean air/fuel ratios; 
therefore, the spark process is not enough to ensure 
reliable ignition. However, the combination of compres-
sion heating and the spark process allows for successful 
autoignition while still maintaining a method for con-
trolling combustion timing. This concept should not be 
confused with a conventional HCSI engine, however, 
as the mode of combustion is strikingly different. Most 
obvious is the absence of a propagating fl ame, or fl ame 
front, as in both the previously discussed combustion 
modes. Conversely, a comparatively long ignition delay 

is followed by almost simultaneous ignition throughout 
the combustion chamber. This leads to the bulk burning 
process occurring quickly, usually in the order of 10–20 
CAD, as opposed to a normal SI engine (40–50 CAD). 
This is evident through the comparison of the mfb 
curves from the three combustion concepts discussed in 
this chapter (Figure 8.2.6). The initial long, slow rise rep-
resents the time in which a small fl ame kernel, initiated 
by the spark, gradually grows. As the heat released by 
the fl ame and the compression process raises the local 
temperature, autoignition occurs and leads to the almost 
vertical rapid-burn phase of the curve. Figure 8.2.8 pres-
ents a visual representation of this process. Initially, the 
spark can be seen near the spark plug electrode followed 
by the slow development of a fl ame kernel. In contrast to 
the HCSI and SCSI concepts, this fl ame does not grow or 
move signifi cantly for the several crank angle degrees. 
In contrast, the bulk phase of combustion happens 
quickly and is most evident in images at 40 and 45 CAD 
after the start of ignition. To better illustrate this rapid-
combustion phase, a sequence of images is presented in 
Figure 8.2.9, which focuses only on this phase.

8.2.5 Conclusion

Each of the three spark-ignition engine concepts 
presents its own unique advantages and disadvan-
tages relating back to performance, emissions, and 
effi ciency. It is therefore logical that the next gener-
ation of engines will not be classifi ed as any of the 
aforementioned concepts, but rather as a multi-mode 
engine that combines all the three. Stratifi ed charge 
can be employed at light loads, where pumping losses 
are generally greatest, but NOx emissions are rela-
tively low. The HCCI/SACI can be utilized at moderate 

35� BTDC 30� BTDC 25� BTDC 20� BTDC 15� BTDC

10� BTDC 5� BTDC TDC  5� ATDC 10� ATDC

High 

Low

FIGURE 8.2.8
Images of combustion in a spark-assisted HCCI engine. Time is relative to the start of ignition. (Courtesy of Dr. Vinod Natarajan 

and Dr. Dave Reuss.)
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loading conditions (i.e., freeway cruise conditions) 
where the ability to reduce NOx using the three-way 
catalyst is desirable. Finally, homogeneous conditions 
can be realized by injecting fuel early in the intake 
stroke during high-load conditions. This provides 
the added benefi t of improved volumetric effi ciency 
through evaporative charge cooling.

The fruition of the multimode engine is relying on the 
advancement of engine technology. Better fuel injectors 
are needed for more repeatable fuel placement, par-
ticularly under stratifi ed conditions. New intake- and 
exhaust-valve actuation schemes are needed to promote 
better thermal conditions for HCCI/SACI running, in 
addition to better combustion control. Assuming that 
technology does progress to this spark-ignition engine 
effi ciency may rival that of a compression-ignition 
engine.
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8.3  Combustion in Compression-Ignition

Engines

Zoran Filipi and Volker Sick

8.3.1 Introduction

Compression-ignition (CI) engines are often called 
Diesel engines after their inventor Rudolf Diesel 
(1858–1913). The invention was a result of Diesel’s 
realization that high compression/expansion ratio 
is the key to increasing the engine effi ciency. The 
Otto engine was already introduced at the time, but 
its effi ciency was severely limited by the  occurrence 

of  knocking combustion, i.e., spontaneous, uncon-
trollable ignition. Diesel’s solution was simple: inject 
fuel late in the compression process, just before the 
desired ignition time. A combination of very high com-
pression ratios (CR), typically between 14 and 22, and 
unthrottled operation (the load is controlled by simply 
changing the amount of fuel injected), opened up the 
doors to the development of technology that to this day 
provides one of the most effi cient fuel-conversion dev
ices. Late injection results in very short mixture-prepara-
tion time and thus, the basic feature of a CI engine is 
operation with heterogeneous mixture. This enables 
operation with extremely lean overall fuel-to-air (F/A) 
ratio, since local values can be kept well within the fl am-
mability limits. However, the consequences are the two 
persistent problems with the diesel engine emissions: 
formation of nitric oxides (NOx) and soot particles.

Mixture preparation and in-cylinder motion have a 
critical impact on autoignition, combustion, and form-
ation of pollutants in a CI engine. Challenges arise from 
short timescales and transient nature of the processes, 
since combustion chamber volume, pressure, tempera-
ture, compositional and fl ow fi elds, all change rapidly 
during every cycle. Depending on the method used 
for preparing the fuel/air mixture, the combustion 
regimes range from near-perfectly premixed to highly 
heterogeneous diffusion burning in a multiphase liq-
uid/vapor environment. Fuel/air mixture preparation 
and in-cylinder fl ow are invariably intertwined, and 
certain preparation strategies rely on directed fl ows 
for enhanced mixing and suppression of emission 
formation. Particularly, in-cylinder motion plays an 
important role in small, high-speed CI engines, where 
thousands of cycles occur every minute in a very small 
space. Signifi cant increase in injection pressure up to 
2000 bars and multiple-injections have recently gained 
popularity as a great complement or alternative to orga-
nized charge motion. Over a period of time, the direct 
injection concept has achieved absolute dominance 
over the divided chamber (prechamber or swirl-cham-
ber) owing to the signifi cant effi ciency advantages.

This chapter will review the three main modes of 
combustion in a CI engine: (1) the conventional diesel pro-
cess, (2) the high-speed (HSCI) light-duty engine process 
characterized by space and time constraints, and (3) the 
low-temperature combustion in a premixed diesel (PCI). 
The conventional process typically provides enough 
space for complete development of the diesel spray 
and does not rely on intense air motion in the  cylinder. 
It currently dominates the heavy-duty truck engines, 
and is the main stay of large stationary and marine 
engines. Exhaust gas recirculation (EGR) can be used 
to reduce combustion temperatures and NOx, but the 
conditions in the cylinder are heterogeneous and 
the soot–NOx tradeoff limits the potential to reduce 
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engine-out emissions. The cylinder bore of a typical 
HSCI engine is small (< 90 mm) and the spray impinge-
ment on the surface of the piston bowl is inevitable. 
Timescales are extremely small owing to high speeds, 
and the engine needs to perform well over a very wide 
range of operating conditions. Hence, a careful opti-
mization of the piston-bowl shape, injection rates, and 
organized charge motion (swirl) is a prerequisite for 
achieving effi cient operation and limiting the exhaust 
emission. The thermal effi ciency is not as high as in 
the case of larger, conventional diesels, but is never-
theless superior to spark-ignition engines. Finally, the 
PCI engine offers the promise of preserving most of 
the high-effi ciency potential, while avoiding the infa-
mous soot–NOx tradeoff and providing a “clean die-
sel” option. The idea is to enhance mixing to the point 
of achieving near-homogenous conditions, thus avoid-
ing the soot-forming regions. Lean fuel/air mixture 
and dilution with recirculated residual keep the fl ame 
temperature low and allow simultaneous reduction of 
NOx. The concept has been successfully demonstrated 
in both heavy CI engines and HSCI engines, but the 
speed/load range appears to be limited by the mix-
ing phenomena and inability to avoid knocking com-
bustion at high loads. The three modes of combustion 
will be discussed in individual sections and each case 
will be illustrated with visual examples. Lastly, the 
chapter ends with the summary and outlook.

8.3.2 Conventional Compression-Ignition Engine

Conventional CI or diesel engines are the  prime-movers 
of choice for medium and heavy trucks, heavy con-
struction and farming machinery, locomotives, 
and ships. The main reason for their widespread 
use is high effi ciency of converting fuel energy to 
mechanical work, ranging from ~45% for smaller 
to >50% for large engines. Designs have been signi-
fi cantly refi ned over time, but the essence of the con-
cept remains fi rmly linked to the original invention. 
Fresh air enters the cylinder during the intake pro-
cess and mixes with whatever amount of exhaust 
residual might be present. The air often enters the 
cylinder at pressures higher than the ambient pres-
sure owing to turbocharging. After the intake valve 
(or port) closes, the fresh charge is compressed by 
the piston to very high pressures and temperatures. 
The fuel is injected at high velocities through small 
holes on the injector nozzle just before the piston 
reaches the top dead center (TDC – the position pro-
viding minimum clearance volume). The piston top 
is shaped in a way that allows development of the 
spray, fuel atomization, and good mixing with air. 
The typical quiescent piston bowl is shown in 
Figure 8.3.1 [1]. Multiple sprays are used to ensure 

good utilization of air in the chamber, as shown in 
Figure 8.3.2 [2]. The symmetry of sprays depends on 
the particular nozzle type, and possible asymmetric 
penetration can be exaggerated at low needle lifts [3]. 
Fuel evaporates and mixes with air, and owing to very 
high gas temperatures, autoignites after a delay of only a 
few crank-angles. Fuel/air mixture prepared during the 
ignition-delay period burns rapidly and this is referred 
to as a premixed phase of burning. The injection con-
tinues after ignition, and the subsequent stage of the 
process controlled by mixing rates is called a diffusion 
phase. Rate of heat release (RHR) given in Figure 8.3.3a 
illustrates the differences between two stages of combus-
tion. The distribution of the mass of fuel between the two 
phases changes with engine load, as illustrated in Figure 
8.3.3b, showing a sequence of RHR profi les obtained 
during a step-change of fueling [4]. The premixed burn-
ing is much more dominant at low loads (relatively small 
amount of fuel injected), and diffusion burning is more 
dominant at high load (large amount of fuel injected). 
The mixture remains heterogeneous throughout the 
process; therefore, the overall F/A ratio has to be leaner 
than stoichiometric even at full load. The local F/A ratios 
vary signifi cantly, with very rich hot pockets near the
liquid core and extremely lean pockets near the 
periphery and away from the spray axis. Figures 8.3.4a 

FIGURE 8.3.1
Cross section of the CI engine piston with a typical quiescent-bowl 

shape and a centrally located high-pressure fuel injector.
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and 8.3.4b illustrate the heterogeneity typically seen 
in a CI  combustion chamber. The fl ame image in 
Figure 8.3.4a is obtained in a production-style heavy 
duty CI engine with a high-speed camera and endo-
scope  integrated in a Videoscope instrument [5]. The 
area shown represents a top view of the combustion 
chamber slice, between the two sprays. The nozzle 
is located at the top of the image, and the conditions 
shown correspond to part-load operation. The fl ame is 
clearly located close to the sides, on the edges of the 

neighboring sprays. Analyzing the fl ame images using 
a two-color  pyrometry technique [6–8] provides fl ame 
temperature maps as shown in Figure 8.3.4b. Processing 
of the radiation signal from hot particles is the founda-
tion of the two-color pyrometry technique; hence, the 
existence of fl ame temperature maps indirectly con-
fi rms the presence of soot during the main phase of 
burning. Yellow and orange zones indicate hot pock-
ets, and they are likely to be locally rich in fuel. The 
fact that these pockets are close to the edge of the fl ame 
emphasizes the emissions challenge for CI engines, 
since hot zones close to oxygen-rich regions stimulate 
formation of NOx. In summary, the mixture prepara-
tion and combustion processes are extremely complex, 
and until recently, were not fully understood.

The advances of engine spray and combustion 
imaging techniques in the 1980s and 1990s provided 
a qualitatively new insight into the fundamentals of 
the diesel engine process, and indicated that analo-
gies with steady fl ames in furnaces and gas turbines 
do not apply to the highly transient processes in a 
CI engine. A major breakthrough in understand-
ing the diesel combustion phenomena came with the 
analysis performed by Dec [9] in 1997. He synthe-
sized the results of combustion visualization at Sandia 
National Laboratories and elsewhere into a coher-
ent conceptual model of diesel engine combustion. 
The idea about the temporal evolution of the fuel jet 
and a sequence of events occurring in a fully devel-
oped, reacting jet replaced the earlier notions of 
a diffusion fl ame that supposedly occurs around evap-
orating droplets or a pure-fuel spray core. The phenom-
enological model has been widely accepted and used 

FIGURE 8.3.2
View of the typical conventional CI-engine spray targeting from the 

bottom. The images of the nonevaporative spray were obtained in an 

engine with a transparent piston top, using a fast camera and a pulsed 

laser for illuminating the sprays from the same side as the camera. 

(From Cronhjort, A. and Wåhlin, F., Appl. Opt., 43(32), 5971, 2004. With 

permission.)

FIGURE 8.3.3
Rate of heat release obtained in a conventional CI engine: (a) the typical profi le demonstrating a premixed spike followed by a diffusion burn-

ing phase, (b) sequence of rate of heat-release profi les obtained during a fueling change, from low to high. Lower loads display relatively more 

premixed burning (back), while at high loads diffusion part becomes more dominant (front).
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as guidance in the experimental and modeling studies 
aimed at improving diesel combustion and emissions, 
and hence, provides an excellent starting point for 
more detailed discussion of CI engine combustion.

Detailed engine-visualization studies require  optical 
access to the combustion chamber, and one of the most 

advanced laboratory single-cylinder engine designed 
specifi cally for this purpose is shown in Figure 8.3.5a. 
Optical access is enabled through windows in the 
cylinder head and around the top of the cylinder 
liner, as well as through the quartz-glass piston top. 
A  mirror positioned at a 45° angle in the lower part 
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FIGURE 8.3.4
Images from a section of the heavy-duty CI engine’s combustion chamber, capturing edges of two neighboring reacting sprays and a lean, cool 

zone in between (a) raw fl ame images and (b) fl ame temperature maps extracted from raw images using a two-color pyrometry technique. 

Note the heterogeneous nature of the process in the CI engine’s cylinder. Obtained at 1200 rpm—30% load.
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FIGURE 8.3.5
The single-cylinder engine with optical access: (a) cross section showing quartz windows and the extended piston construction [8] and (b) 

view of the engine during testing. (Courtesy of Dec, J.)
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of the extended piston allows one to collect the 
bottom-view images, as shown in a photograph of the 
operational setup in Figure 8.3.5b. Imaging in high-
pressure vessels and rapid-compression machines can 
be a useful complement, as long as test parameters are 
representative of in-cylinder conditions. A range of 
visualization techniques used for the analysis of the 
CI engine includes, but is not limited to, direct imag-
ing with fast cameras, schlieren photography, chemilu-
minescence imaging, laser-induced fl uorescence (LIF), 
laser absorption scattering (LAS), and laser-induced 
incandescence (LII). Imaging in a plane, using a laser 
sheet has been particularly useful for understanding 
the phenomena taking place in a reacting diesel jet, as 
shown in Figure 8.3.6.

The schematic in Figure 8.3.6 captures the processes 
during the mixing-controlled burn following the pre-
mixed phase, as proposed by Dec [9]. The liquid core 
(dark brown in Figure 8.3.6) has been shown to per-
sist throughout the injection process. The turbulent air 
entrainment facilitates the evaporation of fuel droplets 
downstream of the liquid core. A zone of relatively uni-
form, rich mixture with F/A equivalence ratio of 2–4, 
extends ahead and around the liquid core. A standing 
premixed fl ame (light-blue in Figure 8.3.6) forms at 
the boundary of the gaseous fuel/air zone, and owing 
to excessively rich conditions, the premixed fl ame 
produces polycyclic aromatic hydrocarbons (PAH—a 
known soot precursor) and solid particles. The soot 
particles  are initially small, but both size and con-
centration increase further away and toward the head 
vortex. The particle accumulation process continues 
in the head-vortex zone surrounded by a thin diffu-
sion fl ame. Consequently, the diffusion fl ame differs 

from a  traditional fuel/air  burning model in a sense 
that it actually represents a reaction zone between the 
products of fuel-rich premixed fl ame and surrounding 
oxygen-rich charge. Particles that reach the outer edges 
of the diffusion fl ame are oxidized by the OH radicals 
and possibly by oxygen. The high temperature of the 
diffusion fl ame and proximity of oxygen molecules in 
the surrounding fresh charge create conditions very 
conducive for the production of NOx. The production of 
NOx will continue even after the end of injection, since 
temperatures remain high enough during the latter part 
of diffusion burning, and further mixing provides more 
oxygen for the reactions.

The conceptual model summarized in the previous 
paragraph is supported and further illustrated by the 
following selection of in-cylinder images obtained 
using advanced visualization techniques. Details of 
the events occurring prior to the full development 
of the reacting jet, such as initial spray development, 
autoignition, and premixed burning are discussed 
only briefl y owing to space limitations. Figure 8.3.7 
shows the images of the developing spray obtained 
in the high-pressure vessel under conditions typically 
seen in the CI engine cylinder. The visible-wavelength 
image determines the droplet optical thickness, while 
the UV image provides the joint optical thickness of 
the vapor and droplets. LAS analysis uses the two 
images to produce liquid and vapor concentrations, as 
shown in Figure 8.3.7c, with the F/A equivalence ratio 
iso-lines superimposed on the colored map obtained 
from the work of Gao et al. [10]. The color map indi-
cates that F/A equivalence values reach the fl amma-
bility range, thus autoignition typically occurs on the 
edge of the liquid core, which will be discussed in the 
subsequent section of this chapter. Measurements in 
optical engines provided evidence that the liquid core 
persists throughout the injection process in a fi ring 
engine, and a length of approximately 15–20 mm was 
determined for typical CI-engine conditions [9,11,12]. 
Figure 8.3.8 provides evidence of well-mixed, but 
excessively fuel-rich, zone downstream of the liquid 
core. Equivalence ratios of 3–4 were determined by 
Espey et al. [13] using the planar laser Rayleigh scatter 
(PLRS). Dec and coworkers [9,14] utilized the LII tech-
nique in the optical engine, shown in Figure 8.3.5a and 
obtained evidence of soot formation in the zone down-
stream of the liquid core (see Figure 8.3.9). Finally, 
the illustration of the diffusion fl ame surrounding 
the head vortex is given in Figure 8.3.10. The PLIF 
imaging produced contours of high OH concentration 
observed from the bottom, through a transparent pis-
ton crown [15]. The OH radicals are formed in hydro-
carbon fl ames and, hence, provide reliable detection of 
combustion. The red color inside indicates high soot 
concentrations. Figure 8.3.11 provides a visual way of 
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Soot oxidation zone
Thermal NO production zone
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FIGURE 8.3.6
Conceptual model of conventional CI combustion characterized by 

a sequence of processes occurring in a fully developed reacting jet. 

(From Dec, J., A Conceptual Model of DI Diesel Combustion Based on 

Laser Sheet Imaging, SAE, 970873, 1997. With permission.)
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summarizing this discussion, with a sequence of two 
images illustrating sprays right after ignition (Figure 
8.3.11a), and fully developed reacting sprays with high 
soot concentrations in the head vortex (Figure 8.3.11b). 
The images were obtained by Wang et al. [16] using 

a fast camera in an optical engine with a transparent 
piston crown.

The high rates of NOx formation in hot zones sur-
rounding the head vortex can be offset by introduc-
ing a diluent in the form of recirculated exhaust gas. 
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FIGURE 8.3.7
Diesel spray visualization in a high-pressure vessel: (a) raw image at UV wavelength, (b) raw image at visible wavelength, and (c) LAS-

processed images indicating liquid and vapor concentrations along the spray axis. Ambient gas was nitrogen, pressure 4 MPa, and tempera-

ture 760 K. Nozzle-hole diameter of 0.125 mm, injection pressure of 90 MPa. The images were recorded at 0.6 ms after start of injection, and the 

total duration was 0.85 ms. (Courtesy of Nishida, K., University of Hiroshima, Higashi-Hiroshima, Japan.)

FIGURE 8.3.8
Vapor-phase fuel-distribution image converted to an equivalence-

ratio fi eld downstream of the maximum liquid-phase fuel penetration. 

Quantitative planar images are obtained in the optical engine using 

PLRS. (From Espey, C., Dec, J.E., Litzinger, T.A., and Santavicca, D.A., 

Combust. Flame, 109, 65, 1997.)
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FIGURE 8.3.9
LII soot images indicating soot formation in the reacting jet and 

increased concentration downstream from the standing premixed 

reaction zone. (From Dec, J.E., SAE Trans., 106, 1319, 1997. With 

permission.)
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The fl ame maps shown in Figure 8.3.12 indicate reduc-
tion of peak temperatures with the increase in the EGR 
content, and this translates into tangible decrease in 
engine-out NOx. While using EGR is a very effective way 
of reducing NOx, its percentage and thus magnitude of 
NOx reduction in a practical application is limited by the 
increased soot formation.

8.3.2.1 Reprise

The conventional CI-engine operates with a relatively 
high compression ratio and in an unthrottled manner. 
Delayed direct injection of fuel in the compression pro-
cess prevents knocking combustion and enables load 

control via adjustment of the amount of fuel per cycle, 
but leads to heterogeneous conditions in the combus-
tion chamber. High CR, unthrottled operation, and 
overall lean combustion enable very high brake ther-
mal effi ciency, above 45% for automotive engines and 
above 50% for larger stationary and marine engines. 
The mixture formation and combustion process is 
extremely complex and transient in nature, owing to 
reciprocating engine operation. Advances in engine 
visualization techniques have shown that analogies to 
burning in furnaces and gas turbines do not hold true 
in case of a diesel engine, and led to an understand-
ing captured with a conceptual model of a reacting jet. 
The main features of the jet are a relatively short liq-
uid core, fuel vapor-rich premixed zone ahead of it, a 
standing premixed fl ame creating soot particles, a hot 
zone downstream and within the head vortex charac-
terized by accumulation and growth of soot particles, 
and a diffusion fl ame surrounding the vortex. The 
inevitable consequence of these conditions are soot 
and NOx emissions, since only a portion of soot oxi-
dizes on the outer edge of the diffusion fl ame, while 
at the same time high temperatures and proximity of 
oxygen molecules facilitate formation of NOx. The NOx 
emissions can be reduced by providing charge dilution 
with recirculated residual gas. The future of the CI 
engines, particularly heavy-duty, is bright because of 
their inherent ability to effi ciently convert fuel energy 
to mechanical work, as well as their high power den-
sity. The emission problems can be partially mitigated 
with in-cylinder measures, but aftertreatment devices 
will be required for meeting future extremely strin-
gent regulations. The in-cylinder measures include 
high-pressure injection and multiple injections for 
better mixing, EGR and/or premixed burning strate-
gies. The latter will be covered in a separate section in 
this chapter.

8.3.3 High-Speed Compression-Ignition Engines

The high-speed, direct injection CI engines provide 
a high-effi ciency option for propulsion of passenger 
cars. The high-speed, up to 5000 rpm, is required for 
achieving the target-specifi c power, i.e., a favorable 
power to weight ratio. Advanced turbocharging sys-
tems are used to increase the density of fresh charge 
and further improve the output power. The fuel 
economy advantage compared with the conventional 
SI engine is the result of the unthrottled operation, 
with high CR and lean mixture. The HSCI engine 
demonstrates the biggest advantage at part load, and 
this is where a typical passenger-car engine spends 
most of the time under realistic driving conditions. 
The biggest challenges are emissions, since passen-
ger-car regulations set very stringent limits in most 

(a) (b)

FIGURE 8.3.11
Images of the reacting jet in an optical CI engine: (a) evolving jet just 

after ignition and (b) fully developed reacting jet with dark zones 

indicating high-soot concentrations in the head vortex. (From Wang, 

T.-C., Han, J.S., Xie, S., Lai, M.-C., Henein, N., Schwartz, E., and Bryzik, 

W., Direct Visualization of High-Pressure Diesel Spray and Engine 

Combustion, SAE, 1999-01-3496, 1999. With permission.)

FIGURE 8.3.10
Combined PLIF images of OH (green) and PLII images of soot 

(red). The OH is an indication of the diffusion fl ame around the 

soot-rich zone. The fl ame is approaching the combustion chamber 

wall on the right. (From Dec, J.E. and Tree, D.R., SAE Trans., 110(3), 

1599, 2001. With permission.)
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FIGURE 8.3.12
Variations of fl ame temperatures with exhaust-gas recirculation. Flame temperature maps are obtained by processing images obtained from 

a combustion chamber of a heavy-duty diesel engine using two-color pyrometry. Images are taken at 2° after the TDC at 1200 rpm low-load 

condition.

FIGURE 8.3.13
Images of spray and combustion in the rapid compression machine obtained for conditions representative of typical HSCI-engine operation. 

The sequence of four images covers the period immediately after injection—far left, and until the full development of a reacting jet—far right. 

(From Lu, P.-H., Han, J.-S., Lai, M.-C., Henein, N., and Bryzik, W., Combustion Visualization of DI Diesel Spray Combustion inside a Small-Bore 

Cylinder under Different EGR and Swirl Ratios, SAE, 2001-01-2005, 2001. With permission.)

countries. In addition, the HSCI engine needs to per-
form favorably over a much wider range of speeds 
than a heavy-duty engine. The sturdier structure of 
the HSCI engine compared with the typical SI, as well 
as a very sophisticated and expensive high-pressure 
injection system, lead to increased cost. The fuel 
economy benefi ts outweigh the challenges in the mar-
kets with high fuel prices; hence, HSCI engines have 
already captured more than 50% of the European pas-
senger car market.

The process in the HSCI engine differs signifi cantly 
from what was described in the previous section in 
one important way. The dimensions of the cylinder 
are much smaller (Bore of 75–90 mm); therefore, the 
spray impingement on the combustion chamber wall 
is inevitable [17,18]. Figure 8.3.13 shows a sequence of 
spray and combustion images obtained in the rapid 
compression machine (RCM) using a fast camera [18]. 
The RCM combustion chamber and test parameters 
are designed to provide conditions representative of 
engine conditions. Observing from left to right, the 

fi rst image shows initial spray penetration, and the sec-
ond illustrates the ignition occurring on the side of the 
 liquid core. Experimentation in engines with high-swirl 
indicates that the ignition typically occurs in the recir-
culation zones on the lee side of the spray [17,19]. In the 
third image, the fl ames completely engulf the sprays 
even though the amount of energy release is still small. 
The last image illustrates a typical impinging reactive 
spray, with darker sooty regions near the wall owing 
to limited air entrainment. Careful combustion cham-
ber design and intensifi ed charge motion are needed to 
counteract the adverse effects. The re-entrant bowl in 
the piston (see Figure 8.3.14) is designed in a way that 
directs the impinging spray back toward the center, to 
better utilize the available air [20]. In addition, the intense 
swirl is generated to speed up mixing and enhance 
evaporation of the fuel fi lm on the wall. Near TDC, the 
squish fl ow is combined with swirl, thus creating a very 
complex fl ow fi eld [17]. Figure 8.3.15 provides the high-
lights of the effect of swirl intensity on main phases of 
HSCI combustion. Every horizontal  section consists of 
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three sets of combustion lumino-sity images, obtained 
by Miles [19] in an optical single-cylinder engine for 
different levels of swirl ratios, i.e., 1.5, 2.5, and 3.5. The 
piston-bowl outline is shown on both the bottom- and 
the side-view images. The shape is adjusted to com-
pensate for spatial distortions. Figure 8.3.15a illustrates 
the early part of premixed burning, with fl ames being 

swept away from the spray axis owing to swirling-air 
motion. High swirl enhances mixing and shortens the 
ignition delay, as indicated by the much brighter image 
on the far right. During the mixing-controlled phase 
(Figure 8.3.15b), the differences between the three cases 
diminish, perhaps with the exception of the fact that 
hot luminous gases seem to be more concentrated in 
the center for the high-swirl case. In the fi nal burnout 
phase, the images on the far right of the Figure 8.3.16c 
show increased patchiness, which is a sign of complete 
soot burnout and a benefi cial effect of high swirl. The 
current trends in HSCI development add three more 
measures to the arsenal of tools for improving com-
bustion and reducing emissions, namely the ultra-high 
pressure fuel injection, multiple injections, and exhaust 
gas recirculation.

8.3.4  Premixed CI Engine: An Ultra-Low
Emission Concept

The conventional CI combustion mode with highly 
stratified in-cylinder conditions creates a peren-
nial soot–NOx trade-off that severely limits the 

FIGURE 8.3.14
Typical re-entrant piston-bowl design for a small, high-speed direct-

injection CI engine. (From Kook, S., Bae, C., Miles, P.C., Choi, D., 

Bergin, M., and Reitz, R.D., The Effect of Swirl Ratio and Fuel Injection 

Parameters on CO emission and Fuel Conversion Effi ciency for High-

Dilution, Low-Temperature Combustion in an Automotive Diesel 

Engine, SAE, 2006-01-0197, 2006. With permission.)
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FIGURE 8.3.15
Images of combustion luminosity (luminous soot) obtained in the optical CI engine with a quartz-piston crown and intake-port arrangement, 

allowing variations of the swirl intensity. Every set of images contains three cases, pertaining to swirl ratio of 1.5, 2.5, and 3.5, respectively, 

from left to right. The images illustrate (a) early part of premixed burning at 4° CA after TDC, 8° CA after the start of injection, (b) early mix-

ing controlled burn—7.5° CA after TDC, and (c) fi nal burnout—27.5° CA after TDC. (From Miles, P., The Infl uence of Swirl on HSDI Diesel 

Combustion at Moderate Speed and Load, SAE, 2000-01-1829, 2000. With permission.)
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possibilities for cleaning up the diesel exhaust. 
A fundamental understanding about the underly-
ing phenomena was provided by Kamimoto and 
Bae [21] in the form of the F/A equivalence vs. flame 
temperature plot, shown in Figure 8.3.16. Locally 
high F/A ratios cause soot formation, while high-
temperature combustion at near-stoichiometric con-
ditions increases NOx production. The essence of the 
low-temperature combustion concept is the desire to 
avoid these regions and realize the idea of the homog-
enous charge compression-ignition (HCCI) engine 
using diesel-engine hardware. Providing enough time 
for mixing prior to ignition should reduce the local F/A 
ratio below the threshold critical for soot formation. 
Keeping the mixture lean and using dilution to reduce 
availability of oxygen will reduce the fl ame tempera-
ture and avoid NOx formation. The practical implemen-
tation is often called a premixed compression-ignition 
engine (PCI), and some of the best-known examples 
are already described ([22]—Nissan MK; [23]—Toyota 
UNIBUS; [24]—AVL HCLI; [25,26]). Regardless of the 
actual implementation, the idea is to extend the physi-
cal delay suffi ciently and allow chemical kinetics to 

take over and initiate the bulk burning in the cylinder. 
Mixing can be enhanced by prolonged ignition delay 
owing to very retarded injection (MK system), or using 
split injection with a very early fi rst squirt (UNIBUS 
system). Massive amounts of cooled EGR are essential 
for achieving the desired equivalence vs. temperature 
trajectory for MK system, described by Miles [27] and 
shown in Figure 8.3.16. Direct comparison of the conven-
tional HSCI engine process and the PCI – MK process in 
Figure 8.3.17 illustrates the major points [28]. The con-
ventional engine displays a typical rate of heat-release 
profi le with a premixed spike and the diffusion phase, 
and combustion images indicate very stratifi ed condi-
tions throughout the cycle. In contrast, the injection in 
the MK-type engine is late and ignition delay is extended 
owing to the relatively low gas-temperature and dilu-
tion. At the time of autoignition, the charge is well mixed 
and MK combustion images are very plain–there are 
no structured fl ame fronts, as combustion seems to be 
driven entirely by chemical kinetics. The NOx and soot 
emissions are reduced to almost negligible amounts. 
However, the low-temperature conditions lead to incom-
plete combustion and increased amounts of unburnt 
hydrocarbons (HC) and carbon monoxide (CO) in the 
exhaust. The HC and CO are much easier to remove 
using aftertreatment than the NOx and soot and hence, 
the PCI concept is attractive.

8.3.5 Conclusion

The CI internal combustion engine converts fuel 
energy to mechanical work with very high effi ciency, 
thanks to its ability to operate with a high compres-
sion ratio and in an unthrottled manner. The power 
density is high and in most cases enhanced through 
the use of turbocharging. The load is adjusted by 
directly changing the amount of fuel injected in the 
cylinder. Direct injection just before ignition and 
small timescales for mixture formation lead to hetero-
geneous conditions and a very complex combustion 
process. Local composition/temperature conditions 
cause formation of soot and NOx—a major challenge 
of CI engines, particularly for automotive applications. 
Advances of engine visualization techniques in the 
recent years provided  better understanding of the key 
phenomena and enabled  development of the concep-
tual model of diesel combustion. The pace of research 
accelerated beyond anything seen previously and led 
to the impressive achievements of emission reduction 
technologies.

The future of CI engines will be signifi cantly infl u-
enced by the efforts to develop clean diesel concepts. 
In the context of heavy-duty diesel engines, increasing 

FIGURE 8.3.16
An equivalence-temperature plot for diesel-engine combustion indi-

cating soot and NOx forming regions. The blue line indicates typical 

progress of mixing-combustion in conventional engine, while the red 

line illustrates one way of achieving low-emission premixed com-

bustion. (From Miles, P.C., Proceedings of the THIESEL 2006 Conference: 
Thermo- and Fluid-Dynamic Processes in Diesel Engines, Valencia, Spain, 

12–15 September, 2006.)
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the fuel injection pressure for better mixing, and addi-
tion of EGR already demonstrated signifi cant benefi ts. 
Organized air motion in the cylinder, such as swirl, can 
be added too. Swirl has proved to be very critical for 
small, high-speed engines (HSCI), owing to more severe 
space and timescale constraints. However, a novel mode 
of combustion brings a truly fundamental breakthrough 
and provides an ultra-low emission option for both the 
CI and HSCI engines. The PCI engine is a realization of 
the low-temperature combustion idea: enhanced mix-
ing and delayed ignition homogenizes the charge in the 
 cylinder to the level that allows avoiding compositional/
temperature regions responsible for the formation of 
NOx and soot. Careful optimization can sustain the LTC 
operation over a wide range of conditions, but there is 
typically an upper load limit imposed by the ringing 
combustion.

Advances of air, EGR, and fuel injection systems will 
support continuous improvements and development 
of clean and effi cient concepts. It is quite likely that 
future CI engine will operate with a mix of modes, 
clean PCI in the large part of the range, and advanced 
conventional under extreme conditions. The aftertreat-
ment devices will be necessary for achieving near-zero 
tailpipe emissions of pollutants, but their size and 
cost will decrease with further advances of combus-
tion strategies. In summary, the high effi ciency and 
low CO2-emission potential, combined with advanced 
measures for mitigating emissions of pollutants, will 
continue to make the CI engine a fuel-converter of 

choice for many automotive, industrial, and marine 
applications.
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8.4 Deflagration to Detonation Transition

Andrzej Teodorczyk

8.4.1 Introduction

A detonation wave in a gaseous combustible mixture 
can be initiated directly if suffi cient energy is released in 
a small volume. A strong shock wave of some required 
duration must be generated to initiate the chemical 
reactions, which rapidly couple with the wave to form 
detonation front. If energy lower than critical is used 
for ignition, the shock wave will progressively decou-
ple from the chemical reaction front. Such defl agration 
wave may under some favorable conditions accelerate 
and undergo transition to a detonation wave. This mode 
of detonation initiation in tubes or channels is referred 
to as defl agration to detonation transition (DDT).

The DDT can be observed in a variety of situations, 
including fl ame propagation in smooth tubes or chan-
nels, fl ame acceleration caused by repeated obstacles, 
and jet ignition. The processes leading to detonation can 
be classifi ed into two categories:

Detonation initiation resulting from shock • 
refl ection or shock focusing

Transition to detonation caused by instabilities • 
near the fl ame front, the fl ame interactions with 
a shock wave, another fl ame or a wall, or the 
explosion of a previously quenched pocket of 
combustible gas
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The fi rst category is essentially a direct initiation 
process where the shock strength is suffi cient to autoi-
gnite the gas with the reaction front rapidly coupled with 
the shock front forming detonation wave. For accidental 
explosions, where the shock is produced by an acceler-
ating fl ame, this process becomes much more probable 
when the shock interacts with a corner or a concave wall 
that can produce shock focusing. Shock initiation is an 
important mechanism in maintaining the propagation 
of quasi-detonations in a channel or a tube fi lled with 
obstacles. It has also been observed to promote detona-
tion for relatively slow fl ames propagating toward an 
orifi ce, a corner, or a concave wall.

The second category of DDT processes, which occur 
in smooth tubes, is considerably more complex, because 
it involves gas-dynamic coupling of turbulent fl ow 
with chemical reactions and a variety of instability 
processes.

It has been fi rst suggested theoretically by Zel’dovich 
et al. [1,2] and then experimentally observed by Lee 
et al. [3] that reactivity gradients (chemical induction-
time gradients), associated with temperature and con-
centration nonuniformities in the combustible mixture, 
may cause fl ame acceleration and DDT. The formation 
of an induction-time gradient can produce a spatial time 
sequence of energy release. This sequence can then pro-
duce a compression wave that is gradually amplifi ed 
into a strong shock wave that can autoignite the mix-
ture and produce DDT. This mechanism was named as 
SWACER (shock wave amplifi cation by coherent energy 
release) by Lee at al. [3]. The SWACER mechanism may 
also lead to DDT in a fl ame jet, because of a fl ame–
vortex interaction that promotes a suitable temperature 
and concentration gradient.

Few review papers have been published in the past, 
in which the different fundamental aspects of the DDT 
problem are discussed in detail [4–7].

8.4.2 DDT in Smooth Tubes

8.4.2.1 Introduction

Depending on the fuel concentration, initial and geo-
metrical conditions, fl ame propagation in smooth tube 
leading to DDT progresses through a series of regimes, 
as schematically shown in Figures 8.4.1 and 8.4.2.

The DDT process can be divided into four phases [5]:

Defl agration initiation. A relatively weak energy • 
source, such as an electric spark, ignites the 
mixture and a laminar fl ame is fi rst formed. The 
mechanism of laminar fl ame propagation is via 
molecular transport of energy and free radicals 
from the reaction zone to the unburnt mixture 
ahead of it.

Flame acceleration. The laminar fl ame expands • 
and generates the unsteady fl ow upstream. This 
fl ow becomes turbulent owing to the interac-
tion with tube wall and causes wrinkling and 
acceleration of the fl ame. At initial stages, the 
fl ow and fl ame acceleration is caused by ther-
mal expansion of hot combustion products. The 
accelerating fl ame generates acoustic waves, 
which coalesce in pressure waves and then 
shock waves. These waves interact with tur-
bulent vortices in the fl ow ahead of the fl ame 
and further increase turbulence intensity. They 
also increase the mixture temperature and 
pressure, thus increasing its chemical reaction 
rate. Pressure waves also create further vortic-
ity via multiple refl ections from the walls and 
between themselves. These pressure waves 
have a feedback to the fl ame front, because the 
burning rate depends on temperature, pressure, 
and turbulence intensity of the unburnt mix-
ture. At later stages, various processes, such as 
fl ame–vortex interactions, shock–fl ame interac-
tions, and microexplosions of vortices, as well 
as hydrodynamic instability mechanisms, such 
as Rayleigh–Taylor (RT), Richtmyer–Meshkov 
(RM), and Kelvin–Helmholtz (KH) become 
responsible for the increase in the fl ame surface 
area, energy release rate and fl ame speed, and, 
eventually, the strength of leading shock wave. 
Finally, a feedback mechanism is established in 
which an increase in the chemical reaction rate 
results in a greater effective fl ame-propagation 
velocity and velocity of unburnt mixture ahead 

Mild ignition

Laminar flame

Wrinkled flame

Turbulent flame

DDT

Detonation

Shock initiation or
SWACER

Generation of
pressure waves;

increase of
temperature
and pressure;

increase of
burning velocity

Increase of turbulence
intensity and decrease of

length scale

Hydrodynamic and
diffusion instabilities

FIGURE 8.4.1
Regimes of fl ame propagation leading to DDT.
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of the fl ame. Larger velocity in the upstream gas 
increases the turbulence intensity and vorticity, 
which in turn increases the reaction rate. This 
feedback process accelerates the fl ame to high 
velocities, up to approximately 1000 m/s. Figure 
8.4.3 shows the shadow photographs of the ini-
tial stages of fl ame propagation in smooth chan-
nel with rectangular cross-section of 50 mm2 × 
50 mm2 in stoichiometric hydrogen/oxygen 
mixture at initial pressure of 0.075 MPa [8].

Formation of explosion centers. A local explo-• 
sion center is formed as a pocket of combus-
tible mixture within the fl ame brush or ahead 
of it, but behind the leading shock wave. This 
pocket reaches the critical ignition conditions 
and explodes (explosion within the explosion as 
fi rst named by Oppenheim [9]). The laser-light 
schlieren photographs of Urtiew and Oppen-
heim [10] revealed details of DDT resulting 
from the volume explosion at random location 
between the shock wave and the fl ame, depend-
ing on local temperature and concentration.

Formation of a detonation wave. The explo-• 
sion of local pocket creates a strong shock wave, 
which rapidly merges with the reaction front 
into a supersonic detonation front, which is 
self-sustaining. Figure 8.4.4 presents a sequence 
of photographs obtained with a stoichiometric 
hydrogen/oxygen mixture initially at 0.073 MPa, 
demonstrating the transition with an explosion 
in the vicinity of the fl ame front at the upper wall. 
Its kernel is distinct in the frame corresponding 

to 55 μs. As a result of this explosion, a spherical 
wave is formed, which propagates transversely 
across the channel, burning all the mixtures 
between the highly turbulent fl ame front and 
the precursor shock. Subsequently, the spherical 
front of the “explosion in the explosion” pene-
trates through the shock wave, producing a self-
sustained detonation wave.

Figure 8.4.5 presents the streak, direct photograph illus-
trating the stages of transition to detonation after a 
weak ignition and fl ame acceleration phase. Four main 
regions may be identifi ed:

Initial shock-fl ame complex. A leading shock and • 
turbulent fl ames (4 and 5) propagate together. 
Energy release leads to the acceleration of the 
leading shock and the fl ame.

Local explosion leading to transition to deto• 
nation (8).

An overdriven detonation (6) after transition • 
and retonation wave (9).

Steady-state detonation (7) after decay of over-• 
driven detonation wave.

The bottom part of Figure 8.4.5 illustrates the pressure 
histories associated with the transition to detonation 
events in an unobstructed channel:

a. Slow defl agration—after rapid increase in 
pressure associated with a pressure wave, a 
slow pressure increase is seen.

(f)(e)

(d)(c)

(b)(a)

Burned
Unburned

FIGURE 8.4.2
Progress of a DDT event in a smooth tube with a closed ignition end: (a) the initial confi guration showing a smooth laminar fl ame front and 

the laminar fl ow ahead; (b) fi rst wrinkling of the fl ame and vortices in the boundary layer generated by the upstream fl ow; (c) breakdown 

into turbulent fl ow and a corrugated fl ame; (d) production of pressure waves ahead of the turbulent tulip fl ame; (e) local explosion within the 

fl ame; and (f) transition to detonation. (From Shepherd, J.E. and Lee, J.H., Major Research Topics in Combustion, Springer, New York, p. 439, 1992. 

With permission)
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b. Fast defl agration—the fl ame position is much 
closer to the precursor shock wave.

c. Overdriven detonation—a transition to 
detonation that has just occurred and the 
detonation is signifi cantly overdriven with 
the peak pressure, well in excess (2–3 times) 
of the value usually associated with a steady 
Chapman–Jouget (CJ) detonation. This peak 
pressure generated during the transition 
process is a particular point of concern in 
the industry.

d. Stable detonation—a steady detonation 
wave with velocity and pressure close to 
CJ values.

Transition to detonation in channels without obstacles 
was recently successfully simulated numerically [11,12]. 
In these simulations, it was shown that shock com-
pression of the unreacted mixture forms the hot spots 
resulting from shock–shock, shock–wall, and shock–
vortex interactions. The hot spots contain temperature 
gradients that produce spontaneous reaction waves and 
detonations.

8.4.2.2  Historical Review of DDT Studies 
in Smooth Tubes

The process of DDT is of intense interest ever since the 
discovery of the detonation wave in the 1880s [13,14].

(a)

d1

d2

d3

Flame
front

Boundary
layer

Boundary
layer

Boundary
layer

Boundary
layer

Shock
wave

12
1_

09
13

7_
23

13
7_

24
13

7_
25

(b)

FIGURE 8.4.3
(a) Shadow photograph of early stage of fl ame propagation (Pa = 0.075 MPa, window at 210–440 mm from ignition point). The mixture 

was ignited by means of a weak electric spark with the energy of 20 mJ. (b) Shadow photograph of the later stage of turbulent fl ame propaga-

tion from (a). (From Kuznetsov, M., Maksukov, I., Alekseev, V., Breitung, W., and Dorofeev, S., Proceedings of the 20th International Colloquium 
on the Dynamics of Explosions and Reactive Systems, Montreal, 2005.)
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In the 1930s, Bone et al. [15] using rotating mirror 
camera observed the action of shock waves propagat-
ing into the unburnt mixture ahead of the accelerating 
fl ame, and postulated that the detonation wave was ini-
tiated as a result of preignition of the shock-compressed 
mixture.

In the 1950s, the more descriptive schlieren records 
of the interactions between pressure waves and defl a-
gration fronts were obtained [16–18], and Oppenheim 
[9] introduced the hypothesis of the “explosion in the 
explosion” (of the detonating mixture) occurring in 
the regime of accelerating fl ame to explain the sudden 
change in the velocity of the combustion wave observed 
in the experiments.

In the 1960s, Oppenheim et al. [10,19,20] succeeded 
in obtaining photographs with better resolution by 
means of schlieren technique with microsecond fl ash 
and then with the very short (less than 10−8 s) laser 
light pulses. This facilitated the attainment of a strobo-
scopic set of essentially still photographs that revealed 
many details of DDT. At the same time, Soloukhin [21] 
published a series of streak photographs taken with 
schlieren system and Denisov and Troshin [22] dis-
covered that detonation leaves a record of its passage 
in the form of imprint on a wall coated with the thin 
layer of soot.

8.4.2.3 Experimental DDT Distances

There are some experimental data available on the 
effects of tube diameter, initial pressure, and tempera-
ture on the run-up distance to detonation for smooth 
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FIGURE 8.4.4
Stroboscopic schlieren record of the DDT process with onset at fl ame 

front in 2H2 + O2 initially at a pressure of 0.073 MPa. (From Urtiew, P.A. 

and Oppenheim, A.K., Proc. R. Soc. A, 295, 13, 1966. With permission)
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Streak direct image showing the general phases observed during a 

transition to detonation event following turbulent fl ame acceleration; 

4—slow fl ame, 5—fast accelerating fl ame, 8—explosion in front of the 

fl ame, 9—retonation wave, 6—overdriven detonation, 7—steady det-

onation wave (From Lee, J.H., Advances in Chemical Reaction Dynamics, 
Rentzepis, P.M. and Capellos, C., Eds., 246, 1986.); Below the image: 

the sketch showing the typical pressure histories expected at loca-

tions (a)–(d). (Courtesy of G. Thomas.)
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tubes [23–26]. These data show a decrease in run-up 
distance with initial pressure according to the expres-
sion x DDT = f(p−m) where m depends on the properties of 
the mixture and lies in the range 0.4–0.8 for the pressure 
range from 0.01 to 0.65 MPa.

In some studies, an increase in the run-up distance 
with tube diameter was reported, but this may be owing 
to the hidden infl uence of such factor as tube roughness. 
The ratio of the run-up distance to the tube diameter 
xDDT/D was found to be in the range of 15–40.

The DDT process in short tubes may occur at shorter 
distances than in long tubes owing to mixture precom-
pression and fl ame interaction with the pressure waves 
refl ected from the far end. This effect, together with 
surface roughness, plays a key role in the fl ame accelera-
tion process.

8.4.3 DDT in Obstructed Channels

8.4.3.1 Introduction

Numerous experimental studies and accidents have 
shown that if a combustible gas mixture is not too close 
to the fl ammability limits, then a fl ame propagating in an 
obstacle fi eld can accelerate very rapidly to high supersonic 
velocities. Such high-speed fl ames can drive shock waves 
with substantial overpressures. If the mixture is suffi -
ciently sensitive, the highly accelerated fl ame may undergo 
transition to detonation. Numerous research studies have 
been performed on the accelerated fl ame phenomenon in 
obstructed tubes [27–34]. The reason for the interest is with 
respect to concerns related to safety. Depending on the 
fuel concentration and initial and geometrical conditions, 
steady fl ame propagation in obstructed tubes progresses 
in a one of the following regimes:

Flame quenching—fl ame fails to propagate• 

Subsonic low-velocity fl ame—fl ame propagates • 
at a speed much lower than sound speed in the 
combustion products

Choked fl ame (CJ defl agration)—high-speed • 
fl ame propagating with the velocity close 
to sound speed in the combustion products 
(600–1200 m/s)

Quasi-detonation—fl ame propagates with the • 
velocity between the sound speed in the com-
bustion products and CJ value

Detonation—fl ame velocity is close to CJ value• 

From the practical point of view, the most important 
aspects of the accelerated fl ame phenomenon are with 
respect to the steady-state propagation of very high-
speed fl ames, transition to detonation, and propagation 
of sub-CJ detonations (quasi-detonations).

Figure 8.4.6 shows the plot of terminal fl ame veloc-
ity versus fuel concentration for hydrogen/air mixture 
[7]. After ignition, the fl ame accelerates rapidly and after 
propagating past a number of obstacles over a distance 
of about half to one meter, it approaches a steady-state 
velocity. The self-quenching regime of the fl ame was not 
observed in these experiments owing to the blockage 
ratios that were not suffi ciently high. The low-velocity 
defl agration regime was observed and transition to the 
choking regime was distinct to occur at about 12.5% 
H2. Subsequently, the quasi-detonation regime was 
observed for the mixtures 20%–50% H2. For the 30 cm 
tube and low obstacle-blockage ratio, the normal CJ 
detonation was also observed.

8.4.3.2 Fast Defl agrations

The high-speed fl ames propagate in a tube with repeat-
able obstacles with the steady-state velocity, which is 
maintained for the rest of their passage over the obsta-
cles. In some cases, the steady-state fl ame propagation 
velocity of the combustion products may approach the 
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FIGURE 8.4.6
Flame velocity versus fuel concentration for H2/air mixtures in the 

10 m long tubes of 5, 15, and 30 cm internal diameter with obstacles 

(orifi ce plates); BR = 1 − d2/D2 – blockage ratio, where d is the orifi ce 

diameter and D is the tube diameter. (From Lee, J.H., Advances in 
Chemical Reaction Dynamics, Rentzepis, P.M. and Capellos, C., Eds., 

246, 1986.)
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speed of sound. This level of fl ame velocity appears to 
be the maximum achievable by a turbulent fl ame in the 
non-detonative mode of combustion. It has been sug-
gested that such maximum fl ame speed is prescribed, 
which limited the gas dynamically by the process of 
frictional and thermal choking [33].

Figure 8.4.7 illustrates the two time sequences of 
schlieren photographs of fast defl agration regime in 
the channel with obstacles. The pictures clearly show 
the decoupled structure of the leading shock wave fol-
lowed by a reaction front, and both propagate with an 
averaged steady velocity of about 700 m/s. The leading 
shock wave is formed by the coalescence of the pressure 
waves generated continuously in the violent turbulent-
fl ame brush.

No ignition was observed behind the leading shock 
wave, since for this shock velocity, the temperature 
behind the shock was only around 500 K. The leading 
shock wave, when refl ected from the bottom wall, fi rst 
appeared as a regular refl ection and later on under-
went the transition to a Mach refl ection. Ignition did not 
occur behind either the regular refl ected wave or in the 
Mach stem (in contrast to the quasi-detonation regime, 
as will be shown later). When the leading shock wave 
reached an obstacle and was partly refl ected from it, 

again ignition was not observed in the region close to 
the obstacle. The refl ection of the incident shock wave 
at the obstacle generated a cylindrical refl ected shock 
wave, which propagated transversely (upward toward 
the top wall as well as backward toward the fl ame front 
and interacted with it).

As the shock wave refl ected from the bottom wall 
passed through the fl ame, the turbulent fl ame structure 
became smoother after the shock interaction process. 
This is owing to the Markstein instability effect, which 
in this case is in the stabilizing direction (i.e., shock 
moves from high to low density fl uid), so that the fl ame 
perturbations were smoothened out. The process of 
fl ame stabilization is further continued by fl ame inter-
action with the curved cylindrical shock refl ected from 
the obstacle, which is clearly illustrated in Figure 8.4.7. 
The sudden change in the energy release rate associated 
with the shock wave–fl ame interaction also results in 
the generation of pressure waves, as was demonstrated 
fi rst by Markstein [35].

The pressure waves when refl ected from the top wall 
interact with the fl ame again and cause a destabilizing 
effect on the fl ame front. The fl ame is accelerated toward 
a denser medium and the growth of the perturbations 
thus turbulizes the fl ame front via Rayleigh–Markstein 
instability mechanism.

The last fi ve frames of Figure 8.4.7b show the fl ame 
propagation over the obstacle. Rapid acceleration of the 
fl ame and its turbulization are again clearly visible as 
the fl ame is convected along the accelerating converging 
fl ow, past the obstacle. The similar character of fl ame 
propagation over the obstacles has been observed exper-
imentally in a single obstacle confi guration by Wolanski 
and Wójcicki [36] and by Tsuruda and Hirano [37].

The structure of a turbulent high-speed defl agra-
tion in stoichiometric hydrogen/oxygen mixture in the 
channel is illustrated in Figure 8.4.8. The large rough-
ness of the top and bottom walls is modeled by small 
cylindrical obstacles 2.5 mm in diameter. The structure 
consists of a series of compression waves in the front, fol-
lowed by a highly turbulent reaction zone. The leading Shock wave 

Flame front 
(a) (b)

FIGURE 8.4.7
Propagation of a high-speed defl agration in obstacle-fi lled channel illus-

trating the stabilizing effect of the refl ected shock interaction with the 

fl ame front (a), and the accelerating effect and the turbulization of the 

fl ame as it passes over the obstacle (b). (From Teodorczyk, A., Lee, J.H.S., 

and Knystautas, R., Prog. Astr. Aeron., l38, 223, 1990. With permission.)

Shock wave Turbulent reaction zone

FIGURE 8.4.8
Structure of the turbulent high-speed defl agration propagating in a 

very rough channel; stoichiometric H2/O2 mixture at 150 torr.

              



204 Combustion Phenomena

compression waves are not strong enough to cause auto-
ignition, so that the trailing reaction zone propagates 
with the characteristic V-shape with the leading edges 
at the wall, where intense turbulence is generated by 
the wall roughness as well as shock refl ections on the 
obstacles take place. The shock-fl ame complex, which 
propagates with the velocity of about 1000 m/s is only 
40 cm apart the weak (~1 mJ) electric spark ignitor.

8.4.3.3 Transition from Defl agration to Detonation

A distinction should be made between DDT in smooth 
and rough tubes, since wall roughness plays a very 
strong part in both the propagation of defl agration and 
detonation. In smooth tubes, the onset of detonation is 
marked by an abrupt change in the propagation speeds. 
Typically, predetonation fl ame velocity is less than 
1000 m/s and the CJ detonation speed is over 2000 m/s. 
A very strong local explosion always occurs at the onset 
of detonation, so that the detonation wave formed is 
highly overdriven initially and decays subsequently to 
its CJ value. The shock wave from this local explosion 
that propagates back into the combustion product gases 
is always observed.

For very rough tubes, the fl ame acceleration is much 
more rapid as shown in the previous section. Transition 
to detonation is also clearly marked by a local explosion 
and abrupt change in the wave speed. The wall roughness 
controls the propagation of the wave by providing [5]:

 1. Means for generating strong large-scale turbu-
lence, thus a larger fraction of the average fl ow 
kinetic energy can be randomized

 2. Means for generating strong shock refl ections and 
diffractions and thus, an additional mechanism 
for the randomization of the average fl ow energy 
via these complex wave-interaction processes

 3. Means for generating high local temperatures for 
autoignition via shock refl ections (normal and 
Mach), which otherwise is not possible by the 
incident shock themselves (without refl ections)

Shepherd and Lee [5] concluded from their experimental 
observations that in the complete absence of boundaries 
for shear and wave generation, as in a pure spherical 
geometry, the fl ame through its own self-turbulization 
mechanism of instability cannot provide suffi cient ran-
domization of the mean fl ow kinetic energy to cause 
DDT, except in the extremely sensitive mixtures. With 
very rough-walled tubes, the obstacles provide an effi -
cient mode of fl ow randomization through large-scale 
turbulence and wave refl ections leading to DDT, much 
sooner than in the smooth tubes.

Figure 8.4.9 shows the time sequence of schlieren pho-
tographs of DDT in very rough channel. It is clearly seen 

that, as in the smooth tubes, the transition to detonation 
is associated with the abrupt change in the propagation 
velocity. The fast defl agration before DDT propagates 
with the speed of 1400 m/s; however, after transition, 
the detonation velocity becomes 3000 m/s. In contrast to 
the smooth tubes, in this case, the turbulent fl ame fully 
overcomes the leading shock at the moment of transi-
tion to detonation. The onset of detonation occurs at 
thick fl ame brush and no retonation wave is observed. 
This suggests that detonation is triggered by the grad-
ual amplifi cation of pressure disturbances, rather than 
through a local hot spot. Similar conclusions were for-
mulated by Yatsufusa et al. [38].

8.4.3.4 Quasi-Detonations

In the early studies [22,24,39] on propagation of detona-
tion in very rough tubes, the steady propagation veloc-
ities as low as 50% of the normal CJ value have been 
observed. Such low-velocity detonations have been 
referred to as quasi-detonations [4].

The studies by Teodorczyk et al. [40–42] and Chan 
et al. [30] conclusively demonstrated that the mechanism 
of detonation initiation in quasi-detonation regime is 
owing to autoignition via shock refl ections. These stud-
ies show that normal shock refl ections from the obstacle, 
Mach refl ection of the diffracted shock on the bottom 

DDT 

FIGURE 8.4.9
Time sequences of schlieren photographs showing DDT in very rough 

tube; stoichiometric H2/O2 mixture at 100 torr; 2 μs between frames.
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wall, and Mach refl ection of the refl ected shock from the 
top wall can lead to autoignition. The role of the obstacle is 
to promote strong shock refl ections leading to high local 
temperatures for autoignition. Detonations are initiated 
from these local “hot spots,” but are later destroyed by 
diffraction quenching around the obstacles themselves. 
Hence, for quasi-detonations, the diffraction around the 
obstacles destroys the initiated detonation while shock 
refl ections, resulting from the interactions of the decou-
pled shock with the obstacle and the tube, will give rise 
to local hot spots and reinitiate the detonation.

In the quasi-detonation regime, the continuous peri-
odic detonation failure owing to diffraction by the 
obstacles and reinitiation by shock refl ections consti-
tutes the principal mechanism of propagation.

Figure 8.4.10 shows two time sequences of schlieren 
photographs of quasi-detonation. In Figure 8.4.10a, det-
onation reinitiation occurs at the Mach stem on the bot-
tom wall. However, prior to complete reinitiation of the 
decoupled wave by the upward-growing detonation, 
refl ection and, subsequently, diffraction of the deto-
nation occur again by encountering another obstacle. 
In the sixth frame of Figure 8.4.10a, the curved, dif-
fracted, and refl ected shock with a reaction zone close 
behind is clearly evident. However, as this cylindrical 

defl agration expands, progressive decoupling of the 
reaction zone occurs. In the last frame, this entire shock 
and reaction-zone complex is decoupled. With higher 
obstacle density (i.e., more obstacles per unit length), 
more frequent attenuations by the diffraction of the 
reinitiated detonation occur. This explains the decrease 
in the “averaged” velocity of the quasi-detonations with 
increasing obstacle density.

Figure 8.4.10b shows the reinitiation process owing to 
refl ection of the Mach stem from the obstacle. The rapid 
expansion of the refl ected shock owing to auto-explosion 
is clearly evident from the comparison of frames 2 and 3. 
In the present case, the diffraction causes the reinitiated 
detonation to fail, and it becomes a cylindrical defl agra-
tion with progressive decoupling of the reaction zone 
from the shock front. However, the normal refl ection of 
the leading shock from the top wall causes a reinitiation 
process. The cellular detonation subsequently sweeps 
down to engulf the entire decoupled front.

Depending on the obstacle height and spacing, as well 
as on the vertical height of the channel, one or more of 
the above-described mechanisms can occur. However, 
the propagation mechanism comprises continuous rein-
itiation and attenuation by diffraction around the obsta-
cles. This mechanism essentially is identical to that of a 
normal detonation, where reinitiation occurs when the 
transverse waves collide and the reinitiated wave fails 
between collisions. In quasi-detonations, the reinitiation 
is controlled by obstacles. In general, the obstacles and 
walls provide surfaces for the refl ection and diffraction 
of shock and detonation waves.

The main regimes of fl ame propagation observed in 
experiments with obstructed channels, choking fl ames, 
quasi-detonations, and detonation, were reproduced 
in the recent numerical simulations by Gamezo et al. 
[43]. The simulations have shown in detail that at ini-
tial stages, the fl ame and fl ow acceleration is caused 
by thermal expansion of hot combustion products. At 
later stages, shock–fl ame interactions, RT, RH, and KH 
instabilities, and fl ame–vortex interactions in the obsta-
cle wakes become responsible for the increase in the 
fl ame surface area, the energy release rate, and, eventu-
ally, the shock strength. Transition to detonation occurs 
at hot spots created by shock refl ections at the corners 
between obstacles and the wall. The fi rst DDT starting 
the quasi-detonation regime occurred when the Mach 
stem, created by the refl ection of the leading shock from 
the bottom wall, collided with an obstacle. The same 
reignition mechanism was observed in experiments pre-
viously described.

8.4.4 Criteria for DDT

Results of numerous DDT experiments in tubes with 
orifi ce plates and channels with obstacles have demon-
strated that the necessary criteria for DDT are

(a) (b)

FIGURE 8.4.10
Propagation of quasi-detonation in obstacle array in stoichiometric 

H2/O2 mixture; (a) initial pressure 140 torr, detonation reinitiation via 

Mach refl ection at the bottom wall; (b) initial pressure 120 torr, detona-

tion reinitiation by normal Mach stem refl ection from the obstacle with 

subsequent enhancement via refl ection from the top wall; 6 μs between 

frames. (From Teodorczyk, A., Lee, J.H.S., and Knystautas, R., Prog. 
Astr. Aeron., l38, 223, 1990. With permission.)
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 1. Minimum passage diameter d ≥ l, where d is 
the size of the unobstructed passage in a tube 
or channel with obstacles

 2. Minimum scale, L ≥ 7 l, where L is a general 
characteristic size defi ned as ( )/2

1 /

H S
L

d H
+= − , where

  H is the channel height and S is the distance 
between the obstacles

 3. Minimum tube diameter for smooth tubes, 
D ≥ l/π, where D is the internal tube diameter
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8.5 Detonations

Bernard Veyssiere

8.5.1 Introduction

The detonation phenomenon in a gaseous mixture pres-
ents, at fi rst sight, surprising features. It is possible to 
predict, with excellent accuracy, the average character-
istics of the detonation front on the basis of the classical 
Chapman–Jouguet theory. This well-known model is an 
oversimplifi ed description of detonation considering this 
supersonic combustion regime as a steady one-dimen-
sional (1D) plane wave, where the reaction of gaseous 
components into burnt products occurs instantaneously, 
so that the detonation wave has a zero thickness. In real-
ity, it has been established that the detonation wave 
has a fi nite thickness: the chemical energy is released in 
an extended zone behind a complex system of leading 
shock waves interacting with weak transverse shock 
waves,  giving rise to triple points continuously moving 
perpendicularly to the direction of detonation propaga-
tion. Thus, the detonation wave has a multidimensional 
structure and is intrinsically unstable. To conciliate these 

two apparently antagonist points of view, it is necessary 
to have a better knowledge of the mechanisms through 
which the coupling between the shock front and the 
exothermic reaction zone is achieved, and understand 
how it is maintained so that the detonation is able to 
continue to propagate.

Investigation of the fi ne structure of the detonation 
front is a diffi cult problem. Because of high pressure 
effects generated by the detonation, experiments in the 
laboratory must be performed in pressure-resistant con-
fi nements, which is not a favorable situation for using 
in situ diagnostic methods. However, this diffi culty can 
be partially avoided by conducting experiments at low 
initial pressure. Above all, real-time, high-resolution 
methods with fast characteristic response time (10−6 s
 or less) are required to explore the reaction zone. In 
the past, the schlieren technique was widely used. 
Currently, researchers have two main tools of very dif-
ferent nature at their disposal. One seems very rudi-
mentary in its principle: it involves of registering the 
tracking of triple-point trajectory on soot plates. On the 
contrary, the second one is based on numerical simu-
lations with high-performance computations using 
sophisticated numerical schemes. However, a limited 
number of studies have been performed using Rayleigh 
scattering or laser-induced fl uorescence (LIF), but until 
now they have not permitted to provide results of a 
quality comparable with what has been obtained for 
turbulent fl ames. In this short survey, we attempt to 
illustrate a few problems where efforts are made at the 
present time to acquire a better understanding of the 
detonation wave structure.

8.5.2 The Cellular Structure

The instability and nonplanar character of the detona-
tion front was fi rst exhibited by Manson [1] and Fay [2] 
in certain particular cases of detonation propagation, 
such as the “spinning detonations.” The multidimen-
sional nature of the detonation front has been estab-
lished by Voitsekhovskii [3], Denisov and Troshin [4], 

Trajectory of
triple points

Flame

λ Shock wave

Transverse wave

FIGURE 8.5.1
Schematic picture of the multidimensional structure of the detona-

tion wave.
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White [5], and, then, by many other researchers. They 
displayed that transverse shock waves existed behind 
the main shock front. The triple points resulting from 
the interaction of this complex system of shock waves 
periodically oscillate perpendicularly to the direction of 
the leading front propagation.

The denomination “cellular structure,” which is com-
monly used now in the literature, comes from the obser-
vation of the trajectory of these triple points by a special 
tracking technique. It is recorded on plates or foils dis-
posed along the propagation direction of the detonation, 
over which a thin coat of soot had been preliminarily 
deposited. Because of high temperature and pressure 
conditions existing at the triple points, they draw a two-
dimensional (2D) image of the history of their trajectory 
on the soot coating; the elementary picture of this draw-
ing is called “cell” (see Figure 8.5.1). An example among 
many others is shown in Figure 8.5.2 taken out from the 
well-known experiments of Strehlow [6,7]. The typi-
cal shape of the elementary cell resembles a fi sh shell. 
Many parametric studies have been conducted subse-
quently to investigate the dimensions and the regularity 
of this cellular structure [8,9] (see also the database [10]). 
It has been shown, fi rst by Schchelkin and Troshin [11] 
and other researchers [9,12], that the measure of the cell 
width l was a function of the induction length Li of the 
chemical reactions:

 iBL=l  (8.5.1)

Thus, the elementary cellular structure could be 
 regarded as an intrinsic characteristic of the detona-
tion in a mixture at given initial composition, tempera-
ture, and pressure. The dimension of l is of the order of 
magnitude of millimeters or less for gaseous mixtures 
with oxygen, but several centimeters for less sensitive 
mixtures (even larger, for methane/air at atmospheric 
pressure). It decreases when the initial pressure increases. 
Its variation with the initial temperature is more compli-
cated and depends on the value of the reduced activa-
tion energy of the chemical reactions. The value of 

l also decreases exponentially with the increase in the 
detonation strength (case of overdriven detonations). 
The regularity of the cellular network is linked to the 
activation energy of the chemical reactions [9]: mixtures 
with low activation energy display a regular structure 
with cells having the same size, whereas high activation 
energy results in more irregular structure with an impor-
tant dispersion of the cell-size values. Besides, the cellular 
structure is three-dimensional (3D) as attested by the few 
available frontal observations of the detonation front (see, 
e.g., Figure 8.5.3 obtained by Takai et al. [13]). However, 
the 3D cell-width is the same as in the 2D case.

8.5.3 Detonation Wave Structure

Many photographic records of the fl ow made using 
the schlieren technique have revealed its very high 

FIGURE 8.5.2
Typical soot patterns of the detonation in a 2H2 + O2 + 7Ar mixture at 90 torr initial pressure in a rectangular (3 ¼ in. × 1 ½ in.) tube. (Reprinted 

from Strehlow, R.A., Astronaut. Acta, 14, 539, 1969. With permission.)

FIGURE 8.5.3
Soot patterns, recorded at the end plate of a 27 mm × 27 mm square 

tube, of the detonation of 25% (2H2 + O2) + 70% Ar at 400 torr. 

(Reprinted from Takai, R., Yoneda, K., and Hikita, T., Proceedings 15th 
Symposium (International) on Combustion, The Combustion Institute, 

Pittsburg, 1974, 69–78. With permission.)
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complexity. But, the density variations that they pro-
vide are integrated over a test section and it is not 
obvious to extract local information about the local 
structure behind the triple points. Using Rayleigh scat-
tering, Dabora et al. [14] displayed (see Figure 8.5.4) that 
high-density regions at the wave front corresponded, 
spatially, to the points where the opposing transverse 
waves behind the front have just intersected and 
combustion has not yet occurred, as is revealed by 
schlieren observations.

Since the early works of Taki and Fujiwara [15], Oran 
et al. [16], or Markov [17], numerical simulations have 
been performed by several research teams to investi-
gate the fi ne structure of the detonation front. They are 
based on the solution of Euler or Navier–Stokes equa-
tions of the reactive fl ow. The detonation model is the 
classical Zel’dovich–Von Neumann–Döring (ZND) 
model, which assumes the detonation as a wave of 
fi nite thickness, where the chemical reactions are ther-
mally initiated by the leading shock. Arrhenius global 
(or simplifi ed schemes) kinetics laws are considered 
for chemical reactions. In numerical simulations, the 
instability leading to the formation of the cellular deto-
nation front from a planar detonation wave appears as 
a result of the nonlinearity of governing equations and 
may be triggered by numerical noise [18]. Stiffness of 
the  problem owing to the nonlinear coupling between 
the fl uid dynamics and the chemical kinetics (which 
is highly sensitive to temperature), together with the 
necessity of discretization of the reaction zone with 
a suffi ciently good accuracy, require very large num-
bers of meshes in the numerical grid, which rapidly 

leads to prohibitive computing times. Most of these 
computations have been made in 2D case, but several 
3D-numerical  simulations have also been performed 
[19]. These 2D simulations have displayed the exis-
tence of unburnt mixture pockets embedded in burnt 
gases behind the leading front, and also the role of 
turbulence attested by the generation of vortices at 
the interaction of transverse waves. Special attention 
has been devoted to these features in several numeri-
cal simulation works by Gamezo [20] and researchers 
of the Naval Research Laboratory [21]. An example is 
shown in Figure 8.5.5 in the case of marginal detona-
tions in an acetylene/oxygen mixture. In this case, 
the induction time is quite long and one can clearly 
observe on the temperature fi elds how the  transverse 
detonation formed behind the transverse wave inter-
acts with the induction zone and burns the gaseous 
mixture.

Shepherd et al. [22] experimentally investigated the 
reaction-zone structure by combining the schlieren tech-
nique with the PLIF technique to follow the evolution 
of the OH radical, which is an intermediate species of 
the chemical reactions. In hydrogen/oxygen/argon mix-
tures, they have clearly shown (see Figure 8.5.6) that the 
changes in OH-concentration front location can be cor-
related with the density changes observed on schlieren 
images, thus, with local changes in the shock strength. 
However, no clear evidence of the existence of unre-
acted gas pockets detached behind the detonation front 
can be established from these experiments. Numerical 
simulations performed by Gamezo et al. [23] with very 
high accuracy (mesh size of 5 μm) after formation of the 
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FIGURE 8.5.4
Example of Rayleigh and schlieren images acquired simultaneously from the same wave front. Mixture H2/O2/Ar stoichiometric at 0.374 atm 

initial pressure. (Reprinted from Anderson, T.J. and Dabora, E.K., Proceedings 24th Symposium (International) on Combustion, The Combustion 

Institute, Pittsburg, 1992, 1853–1860. With permission.)
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detonation in hydrogen/air mixture at atmospheric pres-
sure (see Figure 8.5.7) display the extreme complexity of 
the front structure even in the case of well-established 
detonations. Thus, comprehensive understanding of the 
detailed structure of the detonation wave remains an 
open issue of research in detonation.

FIGURE 8.5.5
Temperature fi eld behind the leading shock at different times obtained by the numerical simulations [21]. 1, transverse detonation; 2, strong 

part of the leading shock (overdriven detonation); 3, weak part of the leading shock (inert); 4, induction zone; 5, transverse shock; 6, unreacted 

tail; 7, primary unreacted pocket; and 8, secondary unreacted pockets. (Courtesy of V. Gamezo.)
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FIGURE 8.5.6
Simultaneous schlieren and OH-fl uorescence images behind detonation 

front in stoichiometric hydrogen/oxygen mixtures diluted with 85% 

argon (shots 1432 and 1433) and 87% argon (shot 1434) with initial pres-

sure of 20 kpa, (a) overlay of PLIF and schlieren images, (b) schlieren, 

(c) PLIF. (Reprinted from Pintgen, F., Eckett, C.A., Austin, J.M., and 

Shepherd, J.E., Combust. Flame, 133, 211, 2003. With permission.)
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FIGURE 8.5.7
Temperature fi eld obtained by numerical simulations [23] behind the 

front of a fully developed (0.3 ms after the detonation initiation) deto-

nation in hydrogen/air at 1 atm. Minimum computational cell size is 

5 μm. (Courtesy of V. Gamezo.)
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8.5.4 Role of Transverse Waves

Transverse waves appear to play a fundamental role in 
the mechanism of detonation propagation. It might be 
speculated that the presence of walls in the case of deto-
nations propagating in tubes is responsible for the forma-
tion of transverse waves owing to the interaction of triple 
points with the tube walls. This question was investigated 
mainly by Lee and his co-workers [24]. They performed 
experiments in tubes with sections equipped with porous 
walls to damp the transverse waves. An example is shown 
in Figure 8.5.8 for the detonation propagating in an acety-
lene/oxygen mixture, where the weakening of transverse 
waves is clearly observed at the entrance of the porous 
section when the triple points interact with the porous 
walls, leading to the failure of the entire wave structure. 
At the same time, the propagation velocity of the combus-
tion front drops down to 40% of the CJ detonation veloc-
ity. This behavior attests the determining importance of 
transverse waves in the process of detonation propaga-
tion. However, this explanation has been established 
valid for undiluted hydrocarbon/oxygen detonations. On 
the contrary, for mixtures diluted by argon, experiments 
have not established that transverse waves could play a 
signifi cant role in the mechanism of detonation propa-
gation. Moreover, it is important to remember that the 
existence of the cellular structure has also been exhibited 
in the case of unconfi ned diverging detonations; since in 
this case, the number of cells increases as the detonation 
front proceeds, the problem arises in understanding how 
additional cells are generated. Thus, the precise mecha-
nism of regeneration of new cells through the interaction 
of transverse waves and of the creation of extra cells in 
diverging detonation is far from being well understood.

8.5.5 Cellular Structure and Detonation Initiation

Since the cellular cell-width l is related to the induction 
length of the chemical reactions, this parameter,  intrinsic 

for each reactive mixture, is very useful to evaluate its 
detonability. Direct initiation of an unconfi ned detona-
tion by instantaneous energy release from a high power 
point source corresponds to the most severe conditions to 
achieve detonation initiation. It has been established [25] 
that at critical conditions for direct initiation, the detona-
tion was formed abruptly behind the leading spherical 
shock. This can be clearly observed on soot tracks, as dis-
played in Figure 8.5.9: fi rst, the soot coat deposited on the 
plate is not affected by the propagation of the spherical 
shock from the point source. But, suddenly, the cellular 

Solid wall Porous wall

FIGURE 8.5.8
Example of the failure of the cellular structure at the passage from solid walls to porous walls in the detonation of C2H2 + 2.5O2 mixture at 

2.6 kPa initial pressure. (Reprinted from Radulescu, M.I. and Lee, J.H.S., Combust. Flame, 131, 29, 2002. With permission.)

FIGURE 8.5.9
Soot patterns showing the predetonation radius in hemispherical 

critical detonation initiation of C2H2 + 2.5O2 mixture at 30 torr initial 

pressure. (Courtesy of D. Desbordes.)

Rc
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structure appears at the periphery of a circle of charac-
teristic radius Rc, which delineates the frontier between 
the predetonation zone and the zone of fully developed 
detonation. The value of the critical radius can be con-
nected to the cell width by the following relationship:

 =c c j R K l  
(8.5.2)

For classical hydrocarbons, the value of K is, according 
to Desbordes [25], approximately K = 20. In the same way, 
correlations between the critical energy for direct deto-
nation initiation and the dimension of the cell width l c j 
have been proposed by different authors [25–27].

8.5.6 Detonation Transmission

Another important problem related to detonation for-
mation is the transmission of a detonation propagating 
in a tube of constant cross section into a larger volume 
(either semi-infi nite or in a confi nement of larger size). 
The problem of critical conditions for detonation trans-
mission is analogous to that of direct initiation. Besides, 
it is of great interest from the practical points of view: 
in the safety of industrial plants for preventing deto-
nation transmission to the surrounding medium after 
an accident, as well as in the propulsion applications 
to reduce the predetonation distance needed to initiate 
the detonation regime in a combustion chamber. When 
the leading front exits from the tube, owing to the sud-
den lateral expansion of the fl ow, detonation failure 
may occur or, on the contrary, the detonation may be 
directly transmitted or reinitiated in the larger volume 
after an intermediate stage during which the leading 
shock and the reaction zone are decoupled. For the 
detonation to be transmitted, a minimum dimension dc 
of the tube diameter is required to balance the lateral 
expansion effects due to abrupt change in the cross sec-
tion and thus, to prevent detonation quenching. The 
well-known correlation proposed by Mitrofanov and 
Soloukhin [28]

 c 13d = l 
(8.5.3)

is applicable for a large variety of mixtures in the case of 
transmission to a semi-infi nite space. However, this cor-
relation between the critical value of the characteristic 
cross section of the tube and the cell size should rather 
be expressed as:

 =c cd k l 
(8.5.4)

The value of kc is not universal and depends on the nature 
of the reactive mixture (for example, the value of kc may 
be around 26 for mixtures highly diluted with a mono-
atomic gas [29], or around 20 for hydrogen/air mixtures 
[30]), as well as on the diffraction process at the tube 

exit. This diffraction process appears to play an essen-
tial role and illustrates the complex interaction between 
the detonation wave and the surrounding confi nement. 
For example, it has been displayed that for tubes hav-
ing a cross section different from the circular shape (e.g., 
square, polygonal, …) the value of kc could be smaller 
than 13 [31]. Furthermore, for  rectangular cross sections 
with one dimension much larger than the other, the criti-
cal height for detonation transmission through this kind 
of orifi ce is only 3l [31]. When the diffraction takes place 
through a diverging cone, the value of kc may drop sig-
nifi cantly for values smaller than 40° of the cone angle 
[32]. From the example of Figure 8.5.10 [33], it can be 
observed that the re-initiation of the detonation results 
from the interaction of the leading wave with the walls, 
and a so-called super-detonation propagates along the 
front before giving rise to the self-sustained detona-
tion once again. More complicated situations have been 
 investigated, such as the case of transmission with an 
obstacle at the tube exit [34], as shown in Figure 8.5.11. 
In this example, the obstacle has a conic shape and the 
detonation is extinguished at the exit of the annular 
space. However, re-initiation occurs through a compli-
cated process of interaction between the toroïdal shock 
transmitted and the rear wall of the obstacle. Numerical 
simulations performed for the same conditions as the 
experiments fi t very well with the experimental results: 
mechanism of detonation transmission, characteristic 
shape of the fl ow, and distances of detonation re-for-
mation, size of the different cellular structures, etc. With 

(a)

FIGURE 8.5.10
Soot patterns of detonation transmission from a tube through a 

cone (Ì = 25°) in a C2H2 + 2.5 O2 mixture at 30 mbar initial pressure. 

(Courtesy of V. Guilly.)
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such device at the tube exit, it is possible to divide the 
value of the transmission coeffi cient kc by a factor of 2.

8.5.7 Heat Release Process

Until recently, most of the classical models used to 
describe the detonation wave (and to perform  numerical 
simulations) assumed that the heat release in the deto-
nation wave occurred in “one stage” (whether a global 
or a detailed chemical-kinetic scheme was considered). 
Since the so-called cellular structure is related to the 
induction length of chemical reactions, this results in 
a characteristic size l of this structure typical for each 
mixture, as explained earlier. However, it appears that 
in certain mixtures with particular intermediate steps of 
chemical reactions, the heat-release process occurs non-
monotonously in “two stages” (or even several), clearly 
separated in time. Registration of the cellular structure 
on soot foils in the detonation in this particular kind 
of mixture, reveals the existence of two different net-
works of cells [35,36], each with its characteristic size, as 
shown in Figure 8.5.12. A fi rst network is composed of 
“large” cells, inside which a second network of “small” 
cells exists. The dimension of each cellular structure is 
related to the induction delay of the chemical reactions 
corresponding to the different stages of heat release, 
with the smallest cells corresponding to the fi rst stage. 
From these observations, it is obvious that the prob-
lem of detonation transmission is even more compli-
cated than what was believed previously, and more 

sophisticated correlations between the cell size and a 
characteristic dimension of the confi nement have to be 
considered.

8.5.8 Spinning Detonations

Spinning detonation is an interesting situation, because 
it corresponds to the limit case of detonation propaga-
tion with a unique triple point. When the propagation 
takes place in a tube of circular cross section, this triple 
point follows a helical trajectory along the wall and the 
leading front rotates around the tube axis as it proceeds 
in the longitudinal direction. Since its discovery at the 
end of the 1920s [37,38], the phenomenon of spinning 
detonations has been the subject of extensive experi-
mental studies in various conditions to determine the 
characteristic parameters of this propagation regime, 
such as spin pitch, track angle, variations of the deto-
nation velocity during one cycle, etc. Acoustic models 
were proposed by Manson [1] and Fay [2], explaining 
the periodic oscillations by the transverse vibration 
modes of the gases in the tube. However, the acous-
tic models cannot describe the detailed structure of the 
spinning detonations. Investigation of the detonation 
wave structure is a very diffi cult task on account of the 
large extent of the nonstationary-reaction zone behind 
the leading shock front. In recent years, 3D-numerical 
simulations of the spinning detonations [39] performed 
with reasonably good accuracy (see Figure 8.5.13) have 
permitted to progress in the understanding of how 
coupling between the leading shock front and the com-
bustion zone is achieved. The diffi culty to understand 
even this confi guration with a unique triple point 
indicates how far we are still from giving a compre-
hensive model of the mechanisms of detonation wave 
propagation.

FIGURE 8.5.12
Soot patterns of the double-cellular structure of detonation in a 

H2-NO2/N2O4 mixture at equivalent ratio 1.1 and 0.5 bar initial pres-

sure. (Courtesy of F. Joubert.)
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FIGURE 8.5.11
Diffraction of detonation from a tube (f = 52 mm) to half-space 

through an annular orifi ce with central conical obstacle (Ì = 15°) in 

a C2H2 + 2.5O2 mixture at 33 mbar initial pressure. Comparison of 

experimental soot patterns with numerical simulations. (Courtesy of 

B. A. Khasainov.)
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equivalence ratio effect, on 

minimum ignition 
energy, 33–34

numerical method, 26–27
spark ignition, 27–28

Nusselt number (Nu), 129

O

Optical access, in single-cylinder 
engine, 189–190

Otto engine, 186
Overall activation energy, 

determination of, 41–44
Overdriven detonation, 200
Oxygen theory of combustion, 

discovery of, 171

P

Particle imaging velocimetry 
(PIV), 4, 17, 18, 22, 23, 38, 
39, 51, 52, 88, 143, 156

Peclet number, 102, 106–107, 129
Perturbed fl ame dynamics 

and thermo-acoustic 
instabilities, 80–81

conical fl ame dynamics, 85
experiment setup with different 

fl ame confi gurations, 82–85
fl ame–fl ame interactions, 86–88
fl ame–plate interaction (FP), 85–86
fl ame–vortex interactions, 88
interactions with equivalence ratio 

perturbations, 91–92
mutual fl ame annihilation, 88
sound radiation and combustion 

acoustics, 81–82
time-trace analysis, 88–91

Phlogiston theory, of 
combustion, 171

Photoionization (PI), 5
Piston engines, 166–167
Planar laser Rayleigh 

scatter (PLRS), 190
Polycyclic aromatic hydrocarbons 

(PAHs), 3
Power spectral densities 

(PSDs), 84
Practical fuels, 40
Prandtl number, 71
Preheating of air, 40
Premixed compression-ignition 

engine (PCI), 195, 196
Premixed counterfl ow twin 

iso-octane/air fl ames, 37
Premixed edge fl ames, 63–64
Premixed fl ames propagating 

in tube, 56
Premixed fl ames propagation, 

in closed vessels, 
see Tulip fl ame

Premixed fl ame vs. 
diffusion fl ame, 37

Propene–oxygen–argon fl ame, 
temperature profi le in, 6–7

Q

Quasi-detonation, 202, 204–205
Quenching distance, 102–104

effect of walls on, 102
methods to measure, 102

R

Radiative heat loss (RHL), effect on 
global quenching, 112, 113, 116

Rapid burn phase, 179
Rapid compression machine 

(RCM), 193
Rate of heat release (RHR), 187, 188
Ratio of capacity spark energy, 

27–28, 30–33
Rayleigh criterion, 74, 134
Rayleigh–Markstein instability 

mechanism, 203
2D Rayleigh-scattering imaging, 

in turbulent jet fl ames, 158
Rayleigh–Taylor (RT) mechanism, 198
Red Storm supercomputer, 165
REMPI-MBMS ionization method, 6
Resonance-enhanced multiphoton 

ionization (REMPI), 5
Response function, in mechanism 

between acoustic wave 
and heat release rate, 77

Reynolds averaged Navier–Stokes 
(RANS) methodology, 
162, 164–165

Reynolds number, 37, 54, 110, 112, 
132, 134, 148, 154, 157, 158, 
163, 164, 179

Rich premixed fl ame (RPF), 56, 57
Richtmyer–Meshkov (RM) 

mechanism, 198
Runge–Kutta method, fourth-order, 27

S

Schlieren technique, 201, 207–209
Schmidt number, 61, 62
SCSI engines, 181–183
Shock initiation, 198
Shock wave amplifi cation by coherent 

energy release (SWACER), 198
Short-pulse techniques, for quantum 

yield, 5
Silicone droplets, 38
Single jet-wall geometry, 35
Slanted counterfl ow fl ame, 56
Sound emission, by gaseous 

combustion, 73–74
Sound pressure levels (SPLs), 84
Spark advance, 179
Spark electrodes, 26
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Spinning detonations, 
207, 213–214

Spinning premixed fl ames, in sudden 
expansion tube, 56

Stagnation-point fl ow, 35
Stagnation zone, 18, 21
Stretched premixed fl ames, studies 

of, see Counterfl ow premixed 
fl ames, extinction of

Stretch rate, 35, 38
Subgrid scale (SGS), 166
SWACER mechanism, 198

T

Taylor–Couette (TC) fl ow fi eld, 116
Taylor microscale, 51, 111
Temporal mixing-layer (TML), 163
The Chemical History of Candle, 1
Theory of Gas Combustion 

and Detonation, 1
Thin reaction zone, 164
Top dead center (TDC), 178, 179, 184, 

187, 193, 194, 196
Transverse waves, and detonation 

propagation, 211
Tribrachial fl ames, role in fl ame 

stabilization in 
laminar jets, 61–62

Tribrachial nonpremixed 
edge fl ame, 57

Triple fl ame, 36
Tsuji burner, 35
Tubular burner, 35
Tulip fl ame, 93–94

defl agration transitioning to 
detonations, 94

formation of, 94

historical description of, 94–96
in relatively short 

closed tubes, 96–97
trigger for, 97–98

Tulip fl ame phenomenon, 49
Turbulent Bunsen burners, 145
Turbulent burning rates, 141–142
Turbulent combustion, fi ne resolution 

modeling of, 162–163
DNS, 163–164
LES methodology, 165–167
unsteady RANS methods, 164–165

Turbulent high-speed defl agration, 
structure of, 203–204

Turbulent Karlovitz 
number (Ka), 111

Turbulent nonpremixed 
combustion, 153

fi nite-rate chemistry 
effects, 156–157

Jet fl ames, 153–155
mixture fraction and 

dissipation, 155–156
turbulence structure and length 

scales, 157–159
complex geometries, 159–161

Turbulent premixed fl ames, 138–139
propagating turbulent fl ames

propagation, in turbulent box, 
142–143

spherical propagation, in grid 
turbulence, 143–145

spherical propagation, in stirred 
enclosure, 141–142

quantities to describe, 140–141
stabilized oblique turbulent fl ames

high velocity confi ned oblique 
fl ames, 150–151

turbulent bunsen 
fl ames, 145–149

V-shaped fl ames, 149–150
turbulent fl ame speed

Eulerian approach, 139–140
Lagrangian framework, 140

Turbulent transport submodel, 141
Turbulent vortex rings, 54
Two-lip fl ame, see Tulip fl ame

U

Unsteady RANS (U-RANS), 
162, 164–165

V

Vacuum ultraviolet (VUV) radiation, 5
Vortex bursting mechanism, 46
Vortex ring, 45
Vortex ring combustion, of propane in 

open air, 50
V-shaped fl ames, 149–150
VUV-PI-MBMS ionization method, 6

W

Wrinkled fl ame front, 179
Wrinkled premixed fl ame, 

structure of, 70

Z

Zel’dovich–Frank-Kamenetskii (ZFK) 
model, 70, 74–75

Zel’dovich number (Ze), 116
Zel’dovich–Von Neumann–Döring 

(ZND) model, 209

              




