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## Preface

The deformation of elastic cylinders has been a subject of intensive study. In the theory of classical elasticity, the deformation of homogeneous elastic beams has been of interest for many years and has been studied from numerous aspects. In contrast, the case when the material is inhomogeneous has received relatively little attention. Recently, research activity on functionally graded materials, that is, materials with continuum varying material properties designed for specific engineering applications, has stimulated renewed interest in problems of inhomogeneous elasticity. A major part of this book is concerned with the study of inhomogeneous beams. Interest in the construction of a theory for the deformation of elastic cylinders dates back to Coulomb, Navier, and Cauchy. However, only Saint-Venant has been able to give a solution to the problem.

The importance of Saint-Venant's celebrated memoirs [291,292] on what has long since become known as Saint-Venant's problem requires no emphasis. To review the vast literature to which the work contained in Refs. 291 and 292 has given impetus is not our intention. An account of the historical developments as well as references to various contributions may be found in the books and some of the works cited. We recall that Saint-Venant's problem consists of determining the equilibrium of a homogeneous and isotropic linearly elastic cylinder loaded by surface forces distributed over its plane ends. SaintVenant proposed an approximation to the solution of the three-dimensional problem, which requires only the solution of two-dimensional problems in the cross section of the cylinder. Saint-Venant's formulation leads to the four basic problems of extension, bending, torsion, and flexure. His analysis is founded on physical intuition and elementary beam theory. Saint-Venant's approach to the problem is based on a relaxed statement in which the pointwise assignment of the terminal tractions is replaced by prescribing the corresponding resultant force and resultant moment. Justification of the procedure is twofold. First, it is difficult, in practice, to determine the actual distribution of applied stresses on the ends, although the resultant force and moment can be measured accurately. Second, one invokes Saint-Venant's principle. This principle states, roughly speaking, that if two sets of loadings are statically equivalent at each end, then the difference in stress fields and strain fields is negligible, except possibly near the ends. The precise meaning of Saint-Venant's hypothesis and its justification has been the subject of many studies, almost from the time of the original Saint-Venant's papers. References to some of the early investigations of the question can be found in [211, 313, and 315]. The classic
work on linear elasticity is given by Toupin [329] (see also Refs. 90, 91, 182, and 282 for further important developments). For the history of the problem and the detailed analysis of various results on Saint-Venant's principle, we refer to the works of Gurtin [119], Fichera [89], Horgan and Knowles [129], and Horgan $[130,131]$. Saint-Venant's problem continues to attract attention from both mathematical and technical points of view. Recently, elastic rods have been used as continuum-type model of DNA.

The relaxed statement of the problem fails to characterize the solution uniquely. This fact led various authors to establish characterizations of SaintVenant's solution. Clebsch [52] proved that Saint-Venant's solution can be derived from the assumption that the stress vector on any plane normal to the cross sections of the cylinder is parallel to its generators. Voigt [342] rediscovered Saint-Venant's solution by using another assumption regarding the structure of the stress field. Thus, Saint-Venant's extension, bending, and torsion solutions are derived from the hypothesis that the stress field is independent of the axial coordinate, and Saint-Venant's flexure solution is obtained if the stress field depends on the axial coordinate at most linearly.

Sternberg and Knowles [322] characterized Saint-Venant's solutions in terms of certain associated minimum strain-energy properties. Other intrinsic criteria that distinguish Saint-Venant's solutions from all the solutions of the relaxed problem were established in the work [159]. The work [159] presents a new method of deriving Saint-Venant's solutions. The advantage of this method is that it does not involve artificial a priori assumptions. The method permits construction of a solution of the relaxed Saint-Venant's problem for other kinds of constitutive equations (anisotropic media, Cosserat continua, etc.) where the physical intuition or semi-inverse method cannot be used. The work [159] points out the importance of the plane strain problem in solving Saint-Venant's problem.

Truesdell $[331,334,336]$ proposed a problem which, roughly speaking, consists of the generalization of Saint-Venant's notion of twist which could be applied to any solution of the torsion problem. An elegant solution of Truesdell's problem has been established by Day [62].

A generalization of Saint-Venant's problem consists of determining the equilibrium of an elastic cylinder which, in the presence of body forces, is subjected to surface tractions arbitrarily prescribed over the lateral boundary and to appropriate stress resultants over its ends. Study of this problem was initiated by Almansi [6] and Michell [221] and was developed in various later works $[68,163,175,313]$. Saint-Venant's results were established within the equilibrium theory of homogeneous and isotropic elastic bodies. A large number of works are concerned with the relaxed Saint-Venant's problem for other kinds of elastic materials [32,85,204,209].

This book attempts to present several results established in the theory of deformation of elastic cylinders from a unified point of view. An effort is made to provide a systematic treatment of the subject. The theory of prestressed cylinders and the case of finite deformations are not considered here. The
reader interested in these subjects will find an account in Refs. 7, 108, 164, 217,222 , and 280.

Chapter 1 is concerned mainly with results with which Saint-Venant's solutions are involved. We give a method of construction of these solutions and then we characterize them in terms of certain associated minimum strainenergy properties. A study of Truesdell's problem is presented. This chapter also includes a proof of Saint-Venant's principle and a study of the plane strain problem.

Chapter 2 deals with the generalization of Saint-Venant's problem to the case when the cylinder is subject to body forces and surface tractions on the lateral boundary. We study the problems of Almansi and Michell and present a scheme for deriving a solution of Almansi-Michell problem.

Chapter 3 is concerned with the deformation of nonhomogeneous and isotropic cylinders, where the elastic coefficients are independent of the axial coordinate. First, the plane strain problem is investigated. Then, the SaintVenant's problem is reduced to the study of certain plane strain problems. The method is used to study the deformation of elastic cylinders composed of different materials. The problems of Almansi and Michell are also investigated.

Chapter 4 is devoted to anisotropic elastic bodies. We first establish a solution of Saint-Venant's problem. The method does not involve artificial a priori assumptions and permits a treatment of the problem even for nonhomogeneous bodies. Then, the problem of loaded anisotropic elastic cylinders is studied. The deformation of cylinders composed of different anisotropic materials is also investigated. The results are specialized for orthotropic elastic cylinders.

In Chapter 5, we study the deformation of cylinders within the linearized theory of homogeneous Cosserat elastic solids. We first present some results concerning the plane strain problem. Then, a solution of Saint-Venant's problem is established. A generalization of the problems of Almansi and Michell is also investigated.

Chapter 6 is concerned with the deformation of nonhomogeneous Cosserat cylinders. Saint-Venant's problem and the problem of loaded cylinders are studied.

Chapter 7 is devoted to the study of porous elastic cylinders. In the first part of the chapter, we study the plane strain problem. Then, the solution to the problem of extension, bending, and torsion is expressed in terms of solutions of certain plane strain problems.

The applications included are problems considered relevant to the purpose of the text. By no means can any claim be made with regard to completeness of the coverage. We have tried to maintain the level of rigor now customary in applied mathematics. However, to ease the burden of the reader, many results are stated with hypotheses that are more stringent than necessary. No attempt is made to provide a complete list of works on Saint-Venant's problem. Neither the list of works cited nor the contents is exhaustive. Nevertheless, it is hoped that the developments presented reflect the state of knowledge in the study of the problem.

## Chapter 1

## Saint-Venant's Problem

### 1.1 Preliminaries

We consider a body that at some instant occupies the region $B$ of Euclidean three-dimensional space $E^{3}$. In what follows, unless specified to the contrary, $B$ will denote a bounded regular region [119]. We let $\bar{B}$ denote the closure of $B$, call $\partial B$ the boundary of $B$, and designate by n the outward unit normal of $\partial B$. The deformation of the body is referred to the reference configuration $B$ and a fixed cartesian coordinate frame. The cartesian coordinate frame consists of the orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ and the origin $O$. We identify a typical particle $x$ of the body $B$ with its position $\mathbf{x}$ in the reference configuration. Letters in boldface stand for tensors of an order $p \geq 1$, and if $\mathbf{v}$ has the order $p$, we write $v_{i j \ldots k}$ ( $p$ subscripts) for the rectangular cartesian components of $\mathbf{v}$. We shall employ the usual summation and differentiation conventions: Greek subscripts are understood to range over the integers ( 1,2 ), whereas Latin subscripts, unless otherwise specified, are confined to the range $(1,2,3)$; summation over repeated subscripts is implied and subscripts preceded by a comma denote partial differentiation with respect to the corresponding cartesian coordinate. The inner product of two vectors a and $\mathbf{b}$ will be designated by $\mathbf{a} \cdot \mathbf{b}$. We denote the vector product of the vectors $\mathbf{a}$ and $\mathbf{b}$ by $\mathbf{a} \times \mathbf{b}$.

We assume that the body occupying $B$ is a linearly elastic material. In what follows, we restrict our attention to the equilibrium theory of elastic bodies. Let $\mathbf{u}$ be a displacement field over $B$,

$$
\mathbf{u}=\mathbf{u}\left(x_{1}, x_{2}, x_{3}\right), \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
$$

The strain field associated with $\mathbf{u}$ is given by

$$
\begin{equation*}
e_{i j}(\mathbf{u})=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) \tag{1.1.1}
\end{equation*}
$$

The stress-strain relations for an anisotropic medium are

$$
\begin{equation*}
t_{i j}(\mathbf{u})=C_{i j r s} e_{r s}(\mathbf{u}) \tag{1.1.2}
\end{equation*}
$$

Here $\mathbf{t}(\mathbf{u})$ is the stress field associated with $\mathbf{u}$, whereas $\mathbf{C}$ stands for the elasticity field. We assume that $\mathbf{C}$ is positive-definite, smooth on $\bar{B}$, and satisfies
the symmetry relations

$$
\begin{equation*}
C_{i j r s}=C_{j i r s}=C_{r s i j} \tag{1.1.3}
\end{equation*}
$$

If the body is homogeneous, then $\mathbf{C}$ is independent of $\mathbf{x}$. For the particular case of an isotropic elastic medium, the tensor field $\mathbf{C}$ admits the representation

$$
C_{i j r s}=\lambda \delta_{i j} \delta_{r s}+\mu\left(\delta_{i r} \delta_{j s}+\delta_{i s} \delta_{j r}\right)
$$

where $\lambda$ and $\mu$ are the Lamé moduli and $\delta_{i j}$ is the Kronecker delta. In this case, the constitutive equations 1.1.2 reduce to

$$
\begin{equation*}
t_{i j}(\mathbf{u})=\lambda e_{r r}(\mathbf{u}) \delta_{i j}+2 \mu e_{i j}(\mathbf{u}) \tag{1.1.4}
\end{equation*}
$$

If the material is isotropic, then the positive definiteness of $\mathbf{C}$ is equivalent to

$$
\begin{equation*}
3 \lambda+2 \mu>0, \quad \mu>0 \tag{1.1.5}
\end{equation*}
$$

The stress-strain relations 1.1.4 may be inverted to give

$$
\begin{equation*}
e_{i j}(\mathbf{u})=\frac{1}{E}\left[(1+\nu) t_{i j}(\mathbf{u})-\nu \delta_{i j} t_{s s}(\mathbf{u})\right] \tag{1.1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu}, \quad \nu=\frac{\lambda}{2(\lambda+\mu)} \tag{1.1.7}
\end{equation*}
$$

The constitutive coefficient $E$ is known as Young's modulus and $\nu$ is known as Poisson's ratio.

The equations of equilibrium, in the absence of body forces, are

$$
\begin{equation*}
t_{j i}(\mathbf{u})_{, j}=0 \tag{1.1.8}
\end{equation*}
$$

on $B$. In view of Equations 1.1.1 and 1.1.3, the constitutive equations 1.1.2 can be written in the form

$$
\begin{equation*}
t_{i j}(\mathbf{u})=C_{i j r s} u_{r, s} \tag{1.1.9}
\end{equation*}
$$

Equation 1.1.8 imply the displacement equations of equilibrium

$$
\begin{equation*}
\left(C_{i j r s} u_{r, s}\right)_{, j}=0 \tag{1.1.10}
\end{equation*}
$$

on $B$. We call a vector field $\mathbf{u}$ an equilibrium displacement field for $B$ if $\mathbf{u} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ and $\mathbf{u}$ satisfies Equations 1.1.10 on $B$.

Let $\mathbf{s}(\mathbf{u})$ be the surface traction at regular points of $\partial B$ belonging to the stress field $\mathbf{t}(\mathbf{u})$ defined on $\bar{B}$, that is,

$$
\begin{equation*}
s_{i}(\mathbf{u})=t_{j i}(\mathbf{u}) n_{j} \tag{1.1.11}
\end{equation*}
$$

The strain energy $U(\mathbf{u})$ corresponding to a smooth displacement $\mathbf{u}$ on $\bar{B}$ is

$$
\begin{equation*}
U(\mathbf{u})=\frac{1}{2} \int_{B} C_{i j r s} e_{i j}(\mathbf{u}) e_{r s}(\mathbf{u}) d v \tag{1.1.12}
\end{equation*}
$$

In what follows, two displacement fields differing by an infinitesimal rigid displacement will be regarded identical.

The functional $U(\cdot)$ generates the bilinear functional

$$
\begin{equation*}
U(\mathbf{u}, \mathbf{v})=\frac{1}{2} \int_{B} C_{i j r s} e_{i j}(\mathbf{u}) e_{r s}(\mathbf{v}) d v \tag{1.1.13}
\end{equation*}
$$

The set of smooth vector fields over $\bar{B}$ can be made into a real vector space with the inner product

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle=2 U(\mathbf{u}, \mathbf{v}) \tag{1.1.14}
\end{equation*}
$$

This inner product generates the energy norm

$$
\begin{equation*}
\|\mathbf{u}\|_{e}^{2}=\langle\mathbf{u}, \mathbf{v}\rangle \tag{1.1.15}
\end{equation*}
$$

Let $\mathbf{u}$ and $\mathbf{v}$ be any equilibrium displacement fields. It follows from Equations 1.1.10 and the divergence theorem that

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle=\int_{\partial B} \mathbf{u} \cdot \mathbf{s}(\mathbf{v}) d a \tag{1.1.16}
\end{equation*}
$$

In view of Equations 1.1.3, 1.1.13, 1.1.14, and 1.1.16, we get the reciprocity relation

$$
\begin{equation*}
\int_{\partial B} \mathbf{u} \cdot \mathbf{s}(\mathbf{v}) d a=\int_{\partial B} \mathbf{v} \cdot \mathbf{s}(\mathbf{u}) d a \tag{1.1.17}
\end{equation*}
$$

We note that the strain field $\mathbf{e}(\mathbf{u})$ associated with a class $C^{3}$ displacement field over $B$ satisfies the following equations of compatibility

$$
\begin{equation*}
\varepsilon_{i p q} \varepsilon_{j r s} e_{p r, q s}=0 \tag{1.1.18}
\end{equation*}
$$

where $\varepsilon_{i j k}$ is the three-dimensional alternator. Conversely, let $B$ be simplyconnected, and let e be a class $C^{2}$ symmetric tensor field on $B$ that satisfies the Equations 1.1.18. Then there exists a displacement field $\mathbf{u}$ of class $C^{3}$ on $B$ such that $\mathbf{e}$ and $\mathbf{u}$ satisfy the strain-displacement relations 1.1.1 [119,241].

### 1.2 Formulation of Saint-Venant's Problem

We assume that the region $B$ from here on refers to the interior of a right cylinder of length $h$, with open cross section $\Sigma$ and the lateral boundary $\Pi$. The rectangular cartesian frame is supposed to be chosen in such a way that the $x_{3}$-axis is parallel to the generators of $B$ and the $x_{1} O x_{2}$ plane contains one of the terminal cross sections. We denote by $\Sigma_{1}$ and $\Sigma_{2}$, respectively, the cross section located at $x_{3}=0$ and $x_{3}=h$ (Figure 1.1).


FIGURE 1.1 A prismatic bar.
We assume that the generic cross section $\Sigma$ is a simply-connected regular region. We denote by $\Gamma$ the boundary of $\Sigma_{1}$. In view of the foregoing agreements, we have

$$
\begin{gathered}
B=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma, 0<x_{3}<h\right\} \\
\Pi=\left\{x:\left(x_{1}, x_{2}\right) \in L, 0 \leq x_{3} \leq h\right\} \\
\Sigma_{1}=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma, x_{3}=0\right\}, \quad \Sigma_{2}=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma, x_{3}=h\right\}
\end{gathered}
$$

We consider the equilibrium problem of the cylinder which, in the absence of body forces, is subjected to surface tractions prescribed over its ends and is free from lateral loading. Thus, the problem consists in the determination of an equilibrium displacement field $\mathbf{u}$ on $B$ subjected to the requirements

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad \mathbf{s}(\mathbf{u})=\mathbf{s}^{(\alpha)} \text { on } \Sigma_{\alpha}, \quad(\alpha=1,2) \tag{1.2.1}
\end{equation*}
$$

where $\mathbf{s}^{(\alpha)}$ is a vector-valued function preassigned to $\Sigma_{\alpha}$. Necessary conditions for the existence of a solution to this problem are given by

$$
\begin{equation*}
\int_{\Sigma_{1}} \mathbf{s}^{(1)} d a+\int_{\Sigma_{2}} \mathbf{s}^{(2)} d a=\mathbf{0}, \quad \int_{\Sigma_{1}} \mathbf{x} \times \mathbf{s}^{(1)} d a+\int_{\Sigma_{2}} \mathbf{x} \times \mathbf{s}^{(2)} d a=\mathbf{0} \tag{1.2.2}
\end{equation*}
$$

where $\mathbf{x}$ is the position vector of a point with respect to $O$.
Under suitable smoothness hypotheses on $\Gamma$ and on the given forces, a solution of the problem exists [88].

The importance of Saint-Venant's celebrated memoirs [291,292] in the study of this problem requires no emphasis. Saint-Venant's approach of the problem is based on a relaxed statement in which the pointwise assignment of the terminal tractions is replaced by prescribing the corresponding resultant force and resultant moment. Justification of the procedure is twofold. First, it is difficult in practice to determine the actual distribution of applied stresses on the ends, although the resultant force and moment can be measured accurately. Second, one invokes Saint-Venant's principle. This states, roughly speaking, that if two sets of loadings are statically equivalent at each end, then the difference in stress fields and strain fields are negligible, except possibly near the ends. The precise meaning of Saint-Venant's hypothesis and its justification has been the subject of many studies, almost from the time of the original Saint-Venant's works. A proof of Saint-Venant's principle is presented in Section 1.10.

In the formulation of Saint-Venant, the conditions 1.2.1 are replaced by

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad \mathbf{R}(\mathbf{u})=\mathbf{F}, \quad \mathbf{H}(\mathbf{u})=\mathbf{M} \tag{1.2.3}
\end{equation*}
$$

where $\mathbf{F}$ and $\mathbf{M}$ are prescribed vectors representing the resultant force and the resultant moment about $O$ of the tractions acting on $\Sigma_{1}$. Accordingly, $\mathbf{R}(\cdot)$ and $\mathbf{H}(\cdot)$ are the vector-valued linear functionals defined by

$$
\begin{equation*}
\mathbf{R}(\mathbf{u})=\int_{\Sigma_{1}} \mathbf{s}(\mathbf{u}) d a, \quad \mathbf{H}(\mathbf{u})=\int_{\Sigma_{1}} \mathbf{x} \times \mathbf{s}(\mathbf{u}) d a \tag{1.2.4}
\end{equation*}
$$

Saint-Venant's problem consists in the determination of an equilibrium displacement field $\mathbf{u}$ on $B$ subject to the conditions 1.2.3.

If $\varepsilon_{\alpha \beta}$ is the two-dimensional alternator, Equations 1.2.4 appear as

$$
\begin{gather*}
R_{i}(\mathbf{u})=-\int_{\Sigma_{1}} t_{3 i}(\mathbf{u}) d a \\
H_{\alpha}(\mathbf{u})=-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\beta} t_{33}(\mathbf{u}) d a, \quad H_{3}=-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}(\mathbf{u}) d a \tag{1.2.5}
\end{gather*}
$$

The necessary conditions 1.2 .2 for the existence of a solution to SaintVenant's problem lead to the following relations, which are needed subsequently

$$
\begin{gather*}
\int_{\Sigma_{2}} t_{3 i}(\mathbf{u}) d a=-R_{i}(\mathbf{u}), \quad \int_{\Sigma_{2}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}(\mathbf{u}) d a=-H_{3}(\mathbf{u}) \\
\int_{\Sigma_{2}} x_{\alpha} t_{33}(\mathbf{u}) d a=-h R_{\alpha}(\mathbf{u})+\varepsilon_{\alpha \beta} H_{\beta}(\mathbf{u}) \tag{1.2.6}
\end{gather*}
$$

It is obvious that the relaxed statement of the problem fails to characterize the solution uniquely.

By a solution of Saint-Venant's problem, we mean any equilibrium displacement field that satisfies Equations 1.2.3.

Saint-Venant's formulation leads to the four basic problems of extension, bending, torsion, and flexure, characterized by

1. Extension : $F_{\alpha}=0, M_{i}=0$
2. Bending : $\quad F_{i}=0, M_{3}=0$
3. Torsion: $F_{i}=0, M_{\alpha}=0$
4. Flexure : $F_{3}=0, M_{i}=0$

In the next section, we shall study the problems listed above by using the Saint-Venant's semi-inverse method of solution. This consists in making certain assumptions about the components of stress or displacement and leaving enough freedom to satisfy the basic equations and boundary conditions. Saint-Venant's results were established within the equilibrium theory of homogeneous and isotropic cylinders. In Section 1.7, we shall present a rational method of deriving Saint-Venant's solutions.

### 1.3 Saint-Venant's Solutions

Let $B$ be occupied by an isotropic and homogeneous material. In this case, Saint-Venant's problem consists in the determination of a solution of the Equations 1.1.1, 1.1.4, and 1.1.8 on $B$ which satisfies the boundary conditions 1.2.3. For convenience, in what follows, unless otherwise specified, we shall write $e_{i j}$ for $e_{i j}(\mathbf{u})$ and $t_{i j}$ for $t_{i j}(\mathbf{u})$. It follows from Equations 1.1.11 and 1.2.3 that the conditions on the lateral boundary can be written in the form

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=0 \text { on } \Pi \tag{1.3.1}
\end{equation*}
$$

### 1.3.1 Extension

In this case, the conditions on the ends reduce to

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 \alpha} d a= & 0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta} d a=0  \tag{1.3.2}\\
& \int_{\Sigma_{1}} t_{33} d a=-F_{3}  \tag{1.3.3}\\
& \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=0 \tag{1.3.4}
\end{align*}
$$

The extension problem consists in the determination of the functions $u_{i} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy the Equations 1.1.1, 1.1.4, and 1.1.8 on $B$ and the boundary conditions 1.3.1, 1.3.2, 1.3.3, and 1.3.4, where $F_{3}$ is a given constant.

Let us suppose that the rectangular cartesian coordinate frame is chosen in such a way that the origin $O$ coincides with the centroid of $\Sigma_{1}$. Thus, we have

$$
\begin{equation*}
\int_{\Sigma_{1}} x_{\alpha} d a=0 \tag{1.3.5}
\end{equation*}
$$

Following Saint-Venant, we try to solve the extension problem assuming that

$$
\begin{equation*}
t_{\alpha \beta}=0, \quad t_{33}=C, \quad t_{\alpha 3}=0 \tag{1.3.6}
\end{equation*}
$$

where $C$ is an unknown constant. Clearly, the equilibrium equations 1.1.8 are satisfied. From the constitutive equations 1.1.6, we find that

$$
\begin{equation*}
e_{\alpha \beta}=-\frac{\nu}{E} C \delta_{\alpha \beta}, \quad e_{33}=\frac{1}{E} C, \quad e_{3 \alpha}=0 \tag{1.3.7}
\end{equation*}
$$

The equations of compatibility are identically satisfied. From Equations 1.1.1 and 1.3.7, we obtain

$$
u_{\alpha, \beta}+u_{\beta, \alpha}=-\frac{2 \nu}{E} C \delta_{a \beta}, \quad u_{3, \alpha}+u_{\alpha, 3}=0, \quad u_{3,3}=\frac{1}{E} C
$$

A simple calculation gives

$$
\begin{equation*}
u_{\alpha}=-\frac{\nu}{E} C x_{\alpha}, \quad u_{3}=\frac{1}{E} C x_{3}, \quad\left(x_{1}, x_{2}, x_{3}\right) \in B \tag{1.3.8}
\end{equation*}
$$

modulo an infinitesimal rigid displacement. We eliminate the rigid displacement by assuming that $\mathbf{u}$ and curl $\mathbf{u}$ vanish at origin.

The conditions on the lateral boundary 1.3.1 and the conditions 1.3.2 are satisfied on the basis of the relations 1.3.6. It follows from Equations 1.3.5 that the conditions 1.3 .4 are identically satisfied. By Equations 1.3 .3 and 1.3 .6 we conclude that

$$
\begin{equation*}
C=-\frac{1}{A} F_{3} \tag{1.3.9}
\end{equation*}
$$

where $A$ is the area of the cross section.
Thus, the solution of the extension problem is given by the relations 1.3.8, where $C$ is determined by Equation 1.3.9.
Let $x_{i}$ be the coordinates of the point $P_{0}$ in the reference configuration, and let $y_{i}$ be the coordinates of the corresponding point $P$ in the deformed configuration. Then we have $y_{i}=x_{i}+u_{i}$. From Equations 1.3.8 and 1.3.9, we get

$$
y_{\alpha}=\left(1+\frac{\nu}{E A} F_{3}\right) x_{\alpha}, \quad y_{3}=\left(1-\frac{1}{E A} F_{3}\right) x_{3}
$$

Let $F_{3}=-p, p>0$. In this case the resultant force of the tractions acting on the end located at $x_{3}=h$ is $p \mathbf{e}_{3}$ and the point $O$ is fixed. The point $N_{0}$ which, prior to deformation, had the coordinates $(0,0, h)$ goes into point $N$ with the coordinates $\left(0,0, h^{\prime}\right)$, where

$$
h^{\prime}=\left(1+\frac{1}{E A} p\right) h
$$

A tensile test on an elastic specimen could be utilized to obtain the material constants.

### 1.3.2 Bending by Terminal Couples

We assume that $\mathbf{F}=\mathbf{0}$ and $\mathbf{M}=M_{1} \mathbf{e}_{1}$. The conditions on $\Sigma_{1}$ become

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta} d a=0  \tag{1.3.10}\\
\int_{\Sigma_{1}} x_{2} t_{33} d a=-M_{1}  \tag{1.3.11}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}} x_{1} t_{33} d a=0 \tag{1.3.12}
\end{gather*}
$$

The bending problem consists in the determination of a solution of the Equations 1.1.1, 1.1.4, and 1.1 .8 on $B$ which satisfies the conditions 1.3.1, 1.3.10, 1.3.11, and 1.3.12.

We choose the cartesian coordinate frame in such a way that the $x_{\alpha}$-axes are principal centroidal axes of the cross section $\Sigma_{1}$, that is,

$$
\begin{equation*}
\int_{\Sigma_{1}} x_{\alpha} d a=0, \quad \int_{\Sigma_{1}} x_{1} x_{2} d a=0 \tag{1.3.13}
\end{equation*}
$$

We seek the solution of the bending problem assuming that

$$
\begin{equation*}
t_{\alpha \beta}=0, \quad t_{33}=C_{1} x_{2}, \quad t_{3 \alpha}=0 \tag{1.3.14}
\end{equation*}
$$

where $C_{1}$ is an unknown constant. It is obvious that the equations of equilibrium 1.1.8 are satisfied. The conditions 1.3 .1 and 1.3 .10 are satisfied on the basis of the assumptions 1.3.14. It follows from Equations 1.3.13 and 1.3.14 that the conditions 1.3.12 are also satisfied. By Equations 1.3.11 and 1.3.14 we obtain

$$
\begin{equation*}
C_{1}=-\frac{1}{I} M_{1} \tag{1.3.15}
\end{equation*}
$$

where $I$ is the moment of inertia of the cross section about the $x_{1}$-axis,

$$
I=\int_{\Sigma_{1}} x_{2}^{2} d a
$$

From Equations 1.1.6 and 1.3.14, we get

$$
\begin{equation*}
e_{\alpha \beta}=-\frac{\nu}{E} C_{1} x_{2} \delta_{\alpha \beta}, \quad e_{33}=\frac{1}{E} C_{1} x_{2}, \quad e_{3 \alpha}=0 \tag{1.3.16}
\end{equation*}
$$

Thus, in view of Equations 1.1.1, we obtain the following equations for the functions $u_{i}$

$$
\begin{align*}
u_{\alpha, \beta}+u_{\beta, \alpha} & =-\frac{2 \nu}{E} C_{1} x_{2} \delta_{\alpha \beta} \\
u_{3, \alpha}+u_{\alpha, 3} & =0, \quad u_{3,3}=\frac{1}{E} C_{1} x_{2} \tag{1.3.17}
\end{align*}
$$

The equations of compatibility are satisfied. We assume that there is no rigid displacement at the origin. The integration of Equations 1.3.17 yields

$$
\begin{array}{ll}
u_{1}=\frac{M_{1} \nu}{E I} x_{1} x_{2}, & u_{2}=\frac{M_{1}}{2 E I}\left[x_{3}^{2}+\nu\left(x_{2}^{2}-x_{1}^{2}\right)\right]  \tag{1.3.18}\\
u_{3}=-\frac{M_{1}}{E I} x_{2} x_{3}, & \left(x_{1}, x_{2}, x_{3}\right) \in B
\end{array}
$$

The coordinates of a generic point in the deformed configuration are

$$
\begin{align*}
& y_{1}=\left(1+\frac{\nu}{E I} M_{1} x_{2}\right) x_{1} \\
& y_{2}=x_{2}+\frac{1}{2 E I} M_{1}\left[x_{3}^{2}+\nu\left(x_{2}^{2}-x_{1}^{2}\right)\right]  \tag{1.3.19}\\
& y_{3}=\left(1-\frac{1}{E I} M_{1} x_{2}\right) x_{3}, \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{align*}
$$

Since the displacements are infinitesimal we can see that $M_{1} /(E I)$ is infinitesimal. Then we can write

$$
y_{3}=\left(1-\frac{1}{E I} M_{1} y_{2}\right) x_{3}
$$

It follows that the points located at the plane $x_{3}=$ const. remain in a plane after deformation. By the relations 1.3.19, we see that the points on the $x_{3}$-axis go into the parabola

$$
y_{1}=0, \quad y_{2}=\frac{1}{2 E I} M_{1} x_{3}^{2}, \quad y_{3}=x_{3}
$$

The curvature of this curve is $M_{1} /(E I)$. This result is known as BernoulliEuler law.

Similarly, we can study the case when $\mathbf{M}=M_{2} \mathbf{e}_{2}$.

### 1.3.3 Torsion

We now suppose that $\mathbf{F}=\mathbf{0}$ and $\mathbf{M}=M_{3} \mathbf{e}_{3}$. Thus, the conditions for $x_{3}=0$ reduce to

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=0  \tag{1.3.20}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=0  \tag{1.3.21}\\
\int_{\Sigma_{1}}\left(x_{1} t_{32}-x_{2} t_{31}\right) d a=-M_{3} \tag{1.3.22}
\end{gather*}
$$

The torsion problem consists in the determination of the vector field $\mathbf{u} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ that satisfies the Equations 1.1.1, 1.1.4, and 1.1.8 on $B$ and the boundary conditions $1.3 .1,1.3 .20,1.3 .21$, and 1.3.22.

We seek the solution of the torsion problem in the form

$$
\begin{equation*}
u_{1}=-\tau x_{2} x_{3}, \quad u_{2}=\tau x_{1} x_{3}, \quad u_{3}=\tau \varphi\left(x_{1}, x_{2}\right) \tag{1.3.23}
\end{equation*}
$$

where $\varphi$ is an unknown function of $x_{1}$ and $x_{2}, \varphi \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$, and $\tau$ is an unknown constant. From Equations 1.1.1 and 1.3.23, we obtain

$$
e_{\alpha \beta}=0, \quad e_{33}=0, \quad 2 e_{13}=\tau\left(\varphi_{, 1}-x_{2}\right), \quad 2 e_{23}=\tau\left(\varphi_{, 2}+x_{1}\right)
$$

so that Equation 1.1.4 implies that

$$
\begin{equation*}
t_{\alpha \beta}=0, \quad t_{33}=0, \quad t_{13}=\mu \tau\left(\varphi_{, 1}-x_{2}\right), \quad t_{23}=\mu \tau\left(\varphi_{, 2}+x_{1}\right) \tag{1.3.24}
\end{equation*}
$$

The equations of equilibrium 1.1.8 reduce to

$$
\begin{equation*}
t_{13,1}+t_{23,2}=0 \tag{1.3.25}
\end{equation*}
$$

It follows from Equations 1.3.24 and 1.3.25 that the equilibrium equations will be satisfied if $\varphi$ satisfies the equation

$$
\begin{equation*}
\Delta \varphi=0 \text { on } \Sigma_{1} \tag{1.3.26}
\end{equation*}
$$

where $\Delta$ is the two-dimensional Laplacian. Since $t_{\alpha \beta}=0$, the conditions 1.3.1 reduce to

$$
\begin{equation*}
t_{13} n_{1}+t_{23} n_{2}=0 \text { on } \Gamma \tag{1.3.27}
\end{equation*}
$$

In view of Equations 1.3.24, the condition 1.3 .27 becomes

$$
\begin{equation*}
\frac{\partial \varphi}{\partial n}=x_{2} n_{1}-x_{1} n_{2} \text { on } \Gamma \tag{1.3.28}
\end{equation*}
$$

where $\partial \varphi / \partial n=\varphi_{, \alpha} n_{\alpha}$. Thus, the torsion function $\varphi$ satisfies the Neumann problem 1.3.26 and 1.3.28.

Let us consider the boundary-value problem

$$
\begin{equation*}
\Delta w=f \text { on } \Sigma_{1}, \quad \frac{\partial w}{\partial n}=g \text { on } \Gamma \tag{1.3.29}
\end{equation*}
$$

It is known that a necessary condition for the existence of a solution of this problem is

$$
\begin{equation*}
\int_{\Sigma_{1}} f d a-\int_{\Gamma} g d s=0 \tag{1.3.30}
\end{equation*}
$$

If $\Gamma$ is a regular curve $[119$, Section 5$], f$ is continuous on $\bar{\Sigma}$, and $g$ is piecewise continuous on $\Gamma$, then the condition 1.3.30 is sufficient [55] for the existence of a solution of the boundary-value problem 1.3.29.

We note that

$$
\int_{\Gamma}\left(x_{2} n_{1}-x_{1} n_{2}\right) d s=\int_{\Gamma} x_{1} d x_{1}+x_{2} d x_{2}=0
$$

Thus, in the case of the boundary-value problem 1.3.26 and 1.3.28, the condition 1.3.30 is satisfied. The function $\varphi$ is determined to within a constant. This constant is nonessential since it generates a rigid body translation.

The conditions 1.3 .20 are satisfied on the basis of the equilibrium equations and the conditions on the lateral boundary. Thus, with the aid of Equations 1.3.25, 1.3.27, and the divergence theorem, we have

$$
\int_{\Sigma_{1}} t_{3 \alpha} d a=\int_{\Sigma_{1}}\left(t_{3 \alpha}+x_{\alpha} t_{\beta 3, \beta}\right) d a=\int_{\Sigma_{1}}\left(x_{\alpha} t_{\beta 3}\right)_{, \beta} d a=\int_{\Gamma} x_{\alpha} t_{\beta 3} n_{\beta} d s=0
$$

Since $t_{33}=0$, it follows that the conditions 1.3.21 are satisfied. By Equations 1.3.22 and 1.3.24, we obtain

$$
\begin{equation*}
\tau D=-M_{3} \tag{1.3.31}
\end{equation*}
$$

where the constant $D$ is defined by

$$
\begin{equation*}
D=\mu \int_{\Sigma_{1}}\left(x_{1}^{2}+x_{2}^{2}+x_{1} \varphi_{, 1}-x_{2} \varphi_{, 1}\right) d a \tag{1.3.32}
\end{equation*}
$$

Let us show that $D$ is different from zero. If we take into account Equations 1.3.26, 1.3.28, and the divergence theorem, then we get

$$
\begin{aligned}
\int_{\Sigma_{1}}\left(x_{1} \varphi, 2-x_{2} \varphi, 1\right) d a & =\int_{\Sigma_{1}}\left[\left(x_{1} \varphi\right)_{, 2}-\left(x_{2} \varphi\right)_{, 1}\right] d a=\int_{\Gamma} \varphi\left(x_{1} n_{2}-x_{2} n_{1}\right) d s \\
& =-\int_{\Gamma} \varphi \frac{\partial \varphi}{\partial n} d s=-\int_{\Sigma_{1}} \varphi_{, \alpha} \varphi, \alpha
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\int_{\Sigma_{1}}\left(x_{1} \varphi_{, 2}-x_{2} \varphi_{, 1}+\varphi_{, \alpha} \varphi, \alpha\right) d a=0 \tag{1.3.33}
\end{equation*}
$$

It follows from Equations 1.3.32 and 1.3.33 that

$$
\begin{equation*}
D=\mu \int_{\Sigma_{1}}\left[\left(\varphi_{, 2}+x_{1}\right)^{2}+\left(\varphi_{, 1}-x_{2}\right)^{2}\right] d a \tag{1.3.34}
\end{equation*}
$$

If we take into account the relations 1.1.5 and the fact that $\varphi$ is of class $C^{2}$, then we conclude from Equation 1.3.34 that

$$
\begin{equation*}
D>0 \tag{1.3.35}
\end{equation*}
$$

Thus, the constant $\tau$ is determined by Equation 1.3.31. The constant $D$ is called the torsional rigidity of the cylinder.

The solution of the torsion problem is given by the relations 1.3.23, where $\varphi$ satisfies the boundary-value problem 1.3 .26 and 1.3 .28 , and $\tau$ is given by Equation 1.3.31.

Let us show that the Neumann problem 1.3.26 and 1.3.28 can be reduced to a Dirichlet problem. Since $\varphi$ is harmonic, there exists an analytic function $q$ such that $\varphi$ is the real part of $q$,

$$
q(z)=\varphi\left(x_{1}, x_{2}\right)+i \psi\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

where $z=x_{1}+i x_{2}$, and $\psi$ is related to $\varphi$ by Cauchy-Riemann equations

$$
\begin{equation*}
\psi_{, 1}=-\varphi_{, 2}, \quad \psi_{, 2}=\varphi_{, 1} \tag{1.3.36}
\end{equation*}
$$

The function $\psi$ satisfies the equation

$$
\begin{equation*}
\Delta \psi=0 \text { on } \Sigma_{1} \tag{1.3.37}
\end{equation*}
$$

We assume that the curve $\Gamma$ is a piecewise smooth curve parametrized by its arc length $s$,

$$
\begin{equation*}
x_{\alpha}=\widehat{x}_{\alpha}(s), \quad s \in\left[0, s_{*}\right] \tag{1.3.38}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
n_{1}=\frac{d x_{2}}{d s}, \quad n_{2}=-\frac{d x_{1}}{d s} \tag{1.3.39}
\end{equation*}
$$

so that the condition 1.3 .28 becomes

$$
\frac{d \psi}{d s}=\frac{1}{2} \frac{d}{d s}\left(x_{1}^{2}+x_{2}^{2}\right) \text { on } \Gamma
$$

The above condition can be written in the form

$$
\begin{equation*}
\psi=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)+k \text { on } \Gamma \tag{1.3.40}
\end{equation*}
$$

where $k$ is an arbitrary constant. From Equations 1.3.36, we see that the replacement of $\psi$ by $\psi+c$, where $c$ is an arbitrary constant, does not change the function $\varphi$. Since the domain $\Sigma_{1}$ is simply-connected, we can replace the above condition by

$$
\begin{equation*}
\psi=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) \text { on } \Gamma \tag{1.3.41}
\end{equation*}
$$

In the case of a multiply-connected domain, the constant $k$ in Equation 1.3.40 may have a different value on each contour forming the boundary of $\Sigma_{1}$ and only on one of these contours it can be fixed arbitrarily. For the study of the torsion problem in this case, we refer to the works of Mushelishvili [241] and Solomon [315].

We note that the function $\psi$ satisfies the Dirichlet problem 1.3.37 and 1.3.41. We introduce the stress function of Prandtl by

$$
\begin{equation*}
\Psi=\psi\left(x_{1}, x_{2}\right)-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{1.3.42}
\end{equation*}
$$

It follows from Equations 1.3.37, 1.3.41, and 1.3.42 that the function $\Psi$ satisfies the equation

$$
\begin{equation*}
\Delta \Psi=-2 \text { on } \Sigma_{1} \tag{1.3.43}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\Psi=0 \text { on } \Gamma \tag{1.3.44}
\end{equation*}
$$

In view of Equations 1.3.24, 1.3.36, and 1.3.42, we find that

$$
\begin{equation*}
t_{13}=\mu \tau \Psi_{, 2}, \quad t_{23}=-\mu \tau \Psi_{, 1} \tag{1.3.45}
\end{equation*}
$$

Moreover, by Equations 1.3.34, 1.3.36, 1.3.42, 1.3.44, and the divergence theorem we obtain

$$
\begin{align*}
D & =-\mu \int_{\Sigma_{1}}\left(x_{1} \Psi \Psi_{, 1}+x_{2} \Psi_{, 2}\right) d a \\
& =-\mu \int_{\Sigma_{1}}\left[\left(x_{1} \Psi\right)_{, 1}+\left(x_{2} \Psi\right)_{, 2}-2 \Psi\right] d a=2 \mu \int_{\Sigma_{1}} \Psi d a \tag{1.3.46}
\end{align*}
$$

Thus, instead of solving the boundary-value problem 1.3.37 and 1.3.41, we can solve the Dirichlet problem 1.3.43 and 1.3.44.

We denote by $P$ the magnitude of the stress vector

$$
\mathbf{t}_{3}=t_{13} \mathbf{e}_{1}+t_{23} \mathbf{e}_{2}
$$

It follows from Equations 1.3.45 that

$$
P^{2}=\mu^{2} \tau^{2}\left[\left(\Psi_{, 1}\right)^{2}+\left(\Psi_{, 2}\right)^{2}\right]=\mu^{2} \tau^{2} \Psi_{, \beta} \Psi_{, \beta}
$$

Let $f$ be a function of class $C^{2}$ on $\Sigma_{1}$ that satisfies the inequality

$$
\Delta f \geq 0 \text { on } \Sigma_{1}
$$

Then $f$ is either identically a constant or else it attains its maximum on the boundary of $\Sigma_{1}$. Clearly,

$$
\begin{aligned}
\Delta P^{2} & =\left(P^{2}\right)_{, \alpha \alpha}=\left(2 \mu^{2} \tau^{2} \Psi_{, \beta \alpha} \Psi_{, \beta}\right)_{, \alpha} \\
& =2 \mu^{2} \tau^{2}\left(\Psi_{, \beta \alpha} \Psi_{, \beta \alpha}+\Psi_{, \beta \alpha \alpha} \Psi_{, \beta}\right)=2 \mu^{2} \tau^{2} \Psi_{, \beta \alpha} \Psi_{, \beta \alpha} \geq 0
\end{aligned}
$$

We conclude that in the case of torsion, the maximum of the shear stress occurs on the boundary of $\Sigma_{1}$.

### 1.3.4 Flexure

Let us suppose that $\mathbf{F}=F_{1} \mathbf{e}_{1}$ and $\mathbf{M}=\mathbf{0}$. In this case, the conditions on $\Sigma_{1}$ become

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{31} d a=-F_{1}, \quad \int_{\Sigma_{1}} t_{32} d a=0  \tag{1.3.47}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=0  \tag{1.3.48}\\
\int_{\Sigma_{1}}\left(x_{1} t_{32}-x_{2} t_{31}\right) d a=0 \tag{1.3.49}
\end{gather*}
$$

where $F_{1}$ is a given constant.
The flexure problem consists in the determination of a solution of the Equations 1.1.1, 1.1.4, and 1.1.8 on $B$ which satisfies the conditions 1.3.1, 1.3.47, 1.3.48, and 1.3.49. We suppose that the cartesian coordinate frame is chosen in such a way that the relations 1.3 .13 hold.

We try to solve the problem assuming that

$$
\begin{equation*}
t_{\alpha \beta}=0 \text { on } B \tag{1.3.50}
\end{equation*}
$$

Then, the equations of equilibrium become

$$
\begin{equation*}
t_{31,3}=0, \quad t_{32,3}=0, \quad t_{j 3, j}=0 \tag{1.3.51}
\end{equation*}
$$

By Equations 1.1.6 and 1.3.50,

$$
\begin{array}{cc}
e_{11}=e_{22}=-\frac{\nu}{E} t_{33}, & e_{33}=\frac{1}{E} t_{33} \\
e_{\alpha 3}=\frac{1+\nu}{E} t_{\alpha 3}, & e_{12}=0 \tag{1.3.52}
\end{array}
$$

It follows from Equations 1.3 .51 that $t_{\alpha 3}$ are independent of $x_{3}$ and that $t_{33}$ is a linear function of $x_{3}$. Thus, in view of Equations 1.3.52, the equations of compatibility 1.1.18 reduce to

$$
\begin{align*}
t_{33,11}=0, \quad t_{33,22} & =0, \quad t_{33,12}=0  \tag{1.3.53}\\
\left(t_{23,1}-t_{13,2}\right)_{, 1} & =\frac{\nu}{1+\nu} t_{33,23}  \tag{1.3.54}\\
\left(t_{23,1}-t_{13,2}\right)_{, 2} & =-\frac{\nu}{1+\nu} t_{33,13}
\end{align*}
$$

Since $t_{33}$ depends on the axial coordinate at most linearly, from Equations 1.3.53, we obtain

$$
\begin{equation*}
t_{33}=E\left[\left(A_{1} x_{1}+B_{1} x_{2}+C_{1}\right) x_{3}+A_{2} x_{1}+B_{2} x_{2}+C_{2}\right] \tag{1.3.55}
\end{equation*}
$$

where $A_{\alpha}, B_{\alpha}$, and $C_{\alpha}$ are arbitrary constants. By Equations 1.3.13 and 1.3.48, we find that $A_{2}=B_{2}=C_{2}=0$, so that

$$
\begin{equation*}
t_{33}=E\left(A_{1} x_{1}+B_{1} x_{2}+C_{1}\right) x_{3} \tag{1.3.56}
\end{equation*}
$$

We note that on the basis of equations of equilibrium 1.1.8 and the boundary conditions 1.3.1, we can write

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 \alpha} d a & =\int_{\Sigma_{1}}\left[t_{\alpha 3}+x_{\alpha}\left(t_{13,1}+t_{23,2}+t_{33,3}\right)\right] d a \\
& =\int_{\Gamma} x_{\alpha} t_{\beta 3} n_{\beta} d s+\int_{\Sigma_{1}} x_{\alpha} t_{33,3} d a=\int_{\Sigma_{1}} x_{\alpha} t_{33,3} d a \tag{1.3.57}
\end{align*}
$$

Thus, the conditions 1.3.47 reduce to

$$
\begin{equation*}
\int_{\Sigma_{1}} x_{1} t_{33,3}=-F_{1}, \quad \int_{\Sigma_{1}} x_{2} t_{33,3} d a=0 \tag{1.3.58}
\end{equation*}
$$

From Equations 1.3.56 and 1.3.58, we obtain

$$
\begin{equation*}
A_{1}=-\frac{1}{E I^{*}} F_{1}, \quad B_{1}=0 \tag{1.3.59}
\end{equation*}
$$

where

$$
I^{*}=\int_{\Sigma_{1}} x_{1}^{2} d a
$$

In view of Equation 1.3.56, the relations 1.3.54 become

$$
\left(t_{23,1}-t_{13,2}\right)_{, 1}=0, \quad\left(t_{23,1}-t_{13,2}\right)_{, 2}=-\frac{\nu}{1+\nu} E A_{1}
$$

so that

$$
\begin{equation*}
t_{23,1}-t_{13,2}=\frac{E}{1+\nu}\left(\tau-A_{1} \nu x_{2}\right) \tag{1.3.60}
\end{equation*}
$$

where $\tau$ is an arbitrary constant. The relation 1.3 .60 can be written in the form

$$
\left[t_{23}-\frac{E}{2(1+\nu)} \tau x_{1}\right]_{, 1}=\left[t_{13}-\frac{E}{2(1+\nu)}\left(A_{1} \nu x_{2}^{2}-\tau x_{2}\right)\right]_{, 2}
$$

We conclude that there exists a function $G \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ such that

$$
\begin{align*}
t_{23} & =\frac{E}{2(1+\nu)}\left(G_{, 2}+\tau x_{1}\right) \\
t_{13} & =\frac{E}{2(1+\nu)}\left(G_{, 1}+A_{1} \nu x_{2}^{2}-\tau x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{1.3.61}
\end{align*}
$$

The stress tensor satisfies the equations of equilibrium 1.3.51 if the function $G$ satisfies the equation

$$
\begin{equation*}
\Delta G=-2(1+\nu)\left(A_{1} x_{1}+C_{1}\right) \tag{1.3.62}
\end{equation*}
$$

The first two conditions of Equations 1.3.1 are satisfied on the basis of the relation 1.3.50. From the last relation of Equations 1.3.1, we obtain the following condition for the function $G$,

$$
\begin{equation*}
\frac{\partial G}{\partial n}=-\nu A_{1} x_{2}^{2} n_{1}+\tau\left(x_{2} n_{1}-x_{1} n_{2}\right) \text { on } \Gamma \tag{1.3.63}
\end{equation*}
$$

If we take into account the relations 1.3 .30 and 1.3 .13 , then the necessary and sufficient condition to solve the boundary-value problem 1.3.62 and 1.3.63 implies that

$$
\begin{equation*}
C_{1}=0 \tag{1.3.64}
\end{equation*}
$$

We introduce the function $\Phi$ by

$$
\begin{equation*}
G=\Phi+\tau \varphi \tag{1.3.65}
\end{equation*}
$$

where $\varphi$ is the torsion function. It follows from Equations 1.3.26, 1.3.28, 1.3.62, 1.3.63, and 1.3.64 that the function $\Phi$ satisfies the equation

$$
\begin{equation*}
\Delta \Phi=-2(1+\nu) A_{1} x_{1} \text { on } \Sigma_{1} \tag{1.3.66}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\frac{\partial \Phi}{\partial n}=-\nu A_{1} x_{2}^{2} n_{1} \text { on } \Gamma \tag{1.3.67}
\end{equation*}
$$

The necessary and sufficient condition for the existence of a solution to the boundary-value problem 1.3 .66 and 1.3 .67 is satisfied. In what follows we assume that the functions $\varphi$ and $\Phi$ are known.

From the relations 1.3.61 and 1.3.65, we get

$$
t_{23}=\mu\left[\Phi_{, 2}+\tau\left(\varphi_{, 2}+x_{1}\right)\right], \quad t_{13}=\mu\left[\Phi_{, 1}+\tau\left(\varphi_{, 1}-x_{2}\right)+\nu A_{1} x_{2}^{2}\right]
$$

The condition 1.3.49 reduces to

$$
\begin{equation*}
\tau D=-M^{*} \tag{1.3.68}
\end{equation*}
$$

where $D$ is the torsional rigidity and $M^{*}$ is given by

$$
\begin{equation*}
M^{*}=\mu \int_{\Sigma_{1}}\left(x_{1} \Phi_{, 2}-x_{2} \Phi_{, 1}\right) d a \tag{1.3.69}
\end{equation*}
$$

Since $D \neq 0$, the relation 1.3.68 determines the constants $\tau$.
The equations of compatibility 1.1 .18 are satisfied so that we can determine the displacement field. From Equations 1.1.1, 1.3.52, 1.3.56, 1.3.59, 1.3.61, and 1.3.64, we obtain the following system of equations

$$
\begin{gathered}
u_{1,1}=-\nu A_{1} x_{1} x_{3}, \quad u_{2,2}=-\nu A_{1} x_{1} x_{3}, \quad u_{3,3}=A_{1} x_{1} x_{3} \\
u_{1,2}+u_{2,1}=0, \quad u_{2,3}+u_{3,2}=G_{, 2}+\tau x_{1} \\
u_{1,3}+u_{3,1}=G_{, 1}+\nu A_{1} x_{2}^{2}-\tau x_{2}
\end{gathered}
$$

The integration of the above equations yields

$$
\begin{align*}
& u_{1}=-\frac{1}{6} A_{1} x_{3}^{3}-\frac{1}{2} \nu A_{1} x_{3}\left(x_{1}^{2}-x_{2}^{2}\right)-\tau x_{2} x_{3} \\
& u_{2}=-\nu A_{1} x_{1} x_{2} x_{3}+\tau x_{1} x_{3}  \tag{1.3.70}\\
& u_{3}=\frac{1}{2} A_{1} x_{1} x_{3}^{2}+\frac{1}{2} \nu A_{1} x_{1}\left(\frac{1}{3} x_{1}^{2}+x_{2}^{2}\right)+\tau \varphi+\Phi, \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{align*}
$$

In a similar manner we can study the case in which $\mathbf{F}=F_{2} \mathbf{e}_{2}$ and $\mathbf{M}=\mathbf{0}$.

### 1.4 Unified Treatment

In Ref. 52, Clebsch proved that Saint-Venant's solution can be derived from the assumption that the stress vector on any plane normal to the cross sections of the cylinder is parallel to its generators. In this section, we present a unified
treatment of Saint-Venant's problem which rests only on the hypotheses 1.3.50. The solution is established without any special choice of the cartesian coordinate frame.

We consider the general problem in which the conditions for $x_{3}=0$ are

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=-F_{\alpha}  \tag{1.4.1}\\
\int_{\Sigma_{1}} t_{33} d a=-F_{3}  \tag{1.4.2}\\
\int_{\Sigma_{1}} x_{\alpha} t_{33} d a=\varepsilon_{\alpha \beta} M_{\beta}  \tag{1.4.3}\\
\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta} d a=-M_{3} \tag{1.4.4}
\end{gather*}
$$

where $F_{k}$ and $M_{k}$ are prescribed constants. In this case, the problem consists in the determination of the displacement field $\mathbf{u}$ which satisfies the Equations 1.1.1, 1.1.4, and 1.1 .8 on $B$ and the boundary conditions 1.3 .1 and the conditions for $x_{3}=0$. We try to solve the problem assuming that Equations 1.3.50 holds. Then, the equilibrium equations reduce to Equations 1.3.51, and the constitutive equations can be written in the form 1.3.52. The compatibility equations 1.1 .18 reduce to Equations 1.3 .53 and 1.3.54. We conclude, as in the preceding section, that Equation 1.3.55 holds.

Now, from Equations 1.3.54 and 1.3.55 we obtain

$$
t_{23,1}-t_{13,2}=\frac{E}{1+\nu}\left(B_{1} \nu x_{1}-A_{1} \nu x_{2}+\tau\right)
$$

where $\tau$ is an arbitrary constant. The above relation can be expressed as

$$
\left[t_{23}-\frac{E}{2(1+\nu)}\left(\nu B_{1} x_{1}+\tau\right) x_{1}\right]_{, 1}=\left[t_{13}-\frac{E}{2(1+\nu)}\left(\nu A_{1} x_{2}-\tau\right) x_{2}\right]_{, 2}
$$

Thus, there exists a function $S$ of class $C^{2}$ on $\Sigma_{1}$ such that

$$
\begin{align*}
t_{23} & =\frac{E}{2(1+\nu)}\left(S_{, 2}+\nu B_{1} x_{1}^{2}+\tau x_{1}\right) \\
t_{13} & =\frac{E}{2(1+\nu)}\left(S_{, 1}+\nu A_{1} x_{2}^{2}-\tau x_{2}\right) \tag{1.4.5}
\end{align*}
$$

From the equations of equilibrium, we find that $S$ satisfies the following equation

$$
\begin{equation*}
\Delta S=-2(1+\nu)\left(A_{1} x_{1}+B_{1} x_{2}+C_{1}\right) \text { on } \Sigma_{1} \tag{1.4.6}
\end{equation*}
$$

The first two conditions on the lateral boundary are identically satisfied. The third condition of the relations 1.3 .1 becomes

$$
\begin{equation*}
\frac{\partial S}{\partial n}=-\nu\left(A_{1} x_{2}^{2} n_{1}+B_{1} x_{1}^{2} n_{2}\right)+\tau\left(x_{2} n_{1}-x_{1} n_{2}\right) \text { on } \Gamma \tag{1.4.7}
\end{equation*}
$$

In view of Equation 1.3.30, the necessary and sufficient condition for the existence of a solution to the boundary-value problem 1.4.6 and 1.4.7 is

$$
\begin{equation*}
C_{1}=-A_{1} x_{1}^{0}-A_{2} x_{2}^{0} \tag{1.4.8}
\end{equation*}
$$

where $x_{\alpha}^{0}$ are the coordinates of the centroid of $\Sigma_{1}$,

$$
\begin{equation*}
A x_{\alpha}^{0}=\int_{\Sigma_{1}} x_{\alpha} d a, \quad A=\int_{\Sigma_{1}} d a \tag{1.4.9}
\end{equation*}
$$

It follows from the relations 1.4.2 and 1.3.55 that

$$
\begin{equation*}
C_{2}=-\frac{1}{E A} F_{3}-A_{2} x_{1}^{0}-B_{2} x_{2}^{0} \tag{1.4.10}
\end{equation*}
$$

In view of the relations 1.4.8 and 1.4.10,

$$
\begin{align*}
t_{33}= & E\left\{\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}\right. \\
& \left.+A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)\right\}-\frac{1}{A} F_{3} \tag{1.4.11}
\end{align*}
$$

If we use Equations 1.3.57 and 1.4.11, then the conditions 1.4.1 reduce to the following system for the constants $A_{1}$ and $B_{1}$,

$$
\begin{equation*}
J_{\alpha 1} A_{1}+J_{\alpha 2} B_{1}=-\frac{1}{E} F_{\alpha} \tag{1.4.12}
\end{equation*}
$$

where

$$
J_{\alpha \beta}=\int_{\Sigma_{1}}\left(x_{\alpha}-x_{\alpha}^{0}\right)\left(x_{\beta}-x_{\beta}^{0}\right) d a
$$

Since $J_{11} J_{22}-J_{12}^{2} \neq 0$, from Equations 1.4.12, we can determine the constants $A_{1}$ and $B_{1}$. By Equations 1.4.11 and 1.4.3, we obtain the system

$$
\begin{equation*}
J_{\alpha 1} A_{2}+J_{\alpha 2} B_{2}=\frac{1}{E}\left(\varepsilon_{\alpha \beta} M_{\beta}+x_{\alpha}^{0} F_{3}\right) \tag{1.4.13}
\end{equation*}
$$

which determines the constants $A_{2}$ and $B_{2}$. In what follows we assume that $A_{\alpha}$ and $B_{\alpha}$ are known.

Let us introduce the function $\chi$ by

$$
\begin{equation*}
S=\chi+\tau \varphi \tag{1.4.14}
\end{equation*}
$$

where $\varphi$ is the solution of the boundary-value problem 1.3.26 and 1.3.28. By Equations 1.4.6, 1.4.7, 1.4.14, 1.3.26, and 1.3 .28 we find that $\chi$ satisfies the equation

$$
\begin{equation*}
\Delta \chi=-2(1+\nu)\left(A_{1} x_{1}+B_{1} x_{2}+C_{1}\right) \text { on } \Sigma_{1} \tag{1.4.15}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\frac{\partial \chi}{\partial n}=-\nu\left(A_{1} x_{2}^{2} n_{1}+B_{1} x_{1}^{2} n_{2}\right) \text { on } \Gamma \tag{1.4.16}
\end{equation*}
$$

We note that $A_{1}$ and $B_{1}$ are given by Equations 1.4.12, and that the necessary and sufficient condition for the existence of a solution to the boundaryvalue problem 1.4.15 and 1.4.16 is satisfied. By Equations 1.4.5 and 1.4.14, we get

$$
\begin{aligned}
t_{23} & =\mu\left[\chi_{, 2}+\tau\left(\varphi_{, 2}+x_{1}\right)+\nu B_{1} x_{1}^{2}\right] \\
t_{13} & =\mu\left[\chi_{, 1}+\tau\left(\varphi_{, 1}-x_{2}\right)+\nu A_{1} x_{2}^{2}\right]
\end{aligned}
$$

so that the condition 1.4.4 reduces to

$$
\begin{equation*}
\tau D=-M_{3}-\widehat{M} \tag{1.4.17}
\end{equation*}
$$

where $D$ is given by Equation 1.3.34 and $\widehat{M}$ is defined by

$$
\widehat{M}=-\mu \int_{\Sigma_{1}}\left[x_{1}\left(\chi_{, 2}+\nu B_{1} x_{1}^{2}\right)-x_{2}\left(\chi_{, 1}+\nu A_{1} x_{2}^{2}\right)\right] d a
$$

In view of the relation 1.3.35, we can determine $\tau$ by Equation 1.4.17.
Since the equations of compatibility are satisfied, we can find the displacement field. It follows from Equations 1.1.1, 1.3.52, 1.4.5, and 1.4.11 that

$$
\begin{align*}
u_{1,1}= & -\nu\left\{\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}\right. \\
& \left.+A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)\right\}+\frac{\nu}{E A} F_{3} \\
u_{2,2}= & -\nu\left\{\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}\right. \\
& \left.+A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)\right\}+\frac{\nu}{E A} F_{3} \\
u_{3,3}= & {\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}+A_{2}\left(x_{1}-x_{1}^{0}\right) }  \tag{1.4.18}\\
& +B_{2}\left(x_{2}-x_{2}^{0}\right)-\frac{1}{E A} F_{3} \\
u_{1,2}+u_{2,1}= & 0 \\
u_{2,3}+u_{3,2}= & S_{, 2}+\nu B_{1} x_{1}^{2}+\tau x_{1} \\
u_{1,3}+u_{3,1}= & S, 1+\nu A_{1} x_{2}^{2}-\tau x_{2}
\end{align*}
$$

The first three equations of 1.4 .18 imply that

$$
\begin{align*}
u_{1}= & -\nu x_{1}\left\{\left[A_{1}\left(\frac{1}{2} x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}\right. \\
& \left.+A_{2}\left(\frac{1}{2} x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)\right\}+\frac{\nu}{E A} F_{3} x_{1}+f_{1}\left(x_{2}, x_{3}\right) \\
u_{2}= & -\nu x_{2}\left\{\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(\frac{1}{2} x_{2}-x_{2}^{0}\right)\right] x_{3}\right.  \tag{1.4.19}\\
& \left.+A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(\frac{1}{2} x_{2}-x_{2}^{0}\right)\right\}+\frac{\nu}{E A} F_{3} x_{2}+f_{2}\left(x_{1}, x_{3}\right) \\
u_{3}= & \left\{\frac{1}{2}\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{3}\right. \\
& \left.+A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)\right\} x_{3}-\frac{1}{E A} F_{3} x_{3}+f_{3}\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $f_{k}$ are arbitrary functions. Substituting the functions 1.4.19 into the last three equations of 1.4.18, we find

$$
\begin{align*}
f_{1,2}+f_{2,1}= & \nu x_{3}\left(A_{1} x_{2}+B_{1} x_{1}\right)+\nu\left(A_{2} x_{2}+B_{2} x_{1}\right) \\
f_{2,3}+f_{3,2}= & S_{, 2}+\nu\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(\frac{1}{2} x_{2}-x_{2}^{0}\right)\right] x_{2} \\
& +\nu B_{1} x_{1}^{2}+\tau x_{1}-B_{2} x_{3}-\frac{1}{2} B_{1} x_{3}^{2}  \tag{1.4.20}\\
f_{3,1}+f_{1,3}= & S_{, 1}+\nu\left[A_{1}\left(\frac{1}{2} x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] x_{1} \\
& +\nu A_{1} x_{2}^{2}-\tau x_{2}-A_{2} x_{3}-\frac{1}{2} A_{1} x_{3}^{2}
\end{align*}
$$

It follows from Equations 1.4.20 that

$$
\begin{array}{ll}
f_{1,22}=\nu\left(A_{1} x_{3}+A_{2}\right), \quad f_{1,33}=-A_{1} x_{3}-A_{2}, & f_{1,23}=\nu A_{1} x_{2}-\tau \\
f_{2,11}=\nu\left(B_{1} x_{3}+B_{2}\right), \quad f_{2,33}=-B_{1} x_{3}-B_{2}, & f_{2,13}=\nu B_{1} x_{1}+\tau \\
f_{3,11}=S_{, 11}+\nu\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right]  \tag{1.4.21}\\
f_{3,22}=S_{, 22}+\nu\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] \\
f_{3,12}=S_{, 12}+\nu\left(B_{1} x_{1}+A_{1} x_{2}\right) &
\end{array}
$$

It is easy to find the functions $f_{k}$ from Equations 1.4.21. These functions must be so determined as to satisfy Equation 1.4.20. Finally, from the
relations 1.4.19 we obtain

$$
\begin{align*}
u_{1}= & -\frac{1}{6} A_{1} x_{3}^{3}-\frac{1}{2} A_{2} x_{3}^{2} \\
& -x_{3}\left\{\nu x_{1}\left[A_{1}\left(\frac{1}{2} x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right]-\frac{1}{2} \nu A_{1} x_{2}^{2}\right\}-\tau x_{2} x_{3} \\
& -\nu x_{1}\left[A_{2}\left(\frac{1}{2} x_{1}-x_{1}^{0}\right)+B_{2}\left(x_{2}-x_{2}^{0}\right)-\frac{1}{E A} F_{3}\right]+\frac{1}{2} \nu A_{2} x_{2}^{2} \\
u_{2}= & -\frac{1}{6} B_{1} x_{3}^{3}-\frac{1}{2} B_{2} x_{3}^{2} \\
& -x_{3}\left\{\nu x_{2}\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right]-\frac{1}{2} \nu B_{1} x_{1}^{2}\right\}+\tau x_{1} x_{3} \\
& -\nu x_{2}\left[A_{2}\left(x_{1}-x_{1}^{0}\right)+B_{2}\left(\frac{1}{2} x_{2}-x_{2}^{0}\right)-\frac{1}{E A} F_{3}\right]+\frac{1}{2} \nu B_{2} x_{1}^{2} \\
u_{3}= & \frac{1}{2} x_{3}^{2}\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right]+x_{3}\left[A_{2}\left(x_{1}-x_{1}^{0}\right)\right. \\
& \left.+B_{2}\left(x_{2}-x_{2}^{0}\right)-\frac{1}{E A} F_{3}\right]+\frac{1}{2} \nu x_{1}^{2}\left[A_{1}\left(\frac{1}{3} x_{1}-x_{1}^{0}\right)+B_{1}\left(x_{2}-x_{2}^{0}\right)\right] \\
& +\frac{1}{2} \nu x_{2}^{2}\left[A_{1}\left(x_{1}-x_{1}^{0}\right)+B_{1}\left(\frac{1}{3} x_{2}-x_{2}^{0}\right)\right]+\tau \varphi+\chi \tag{1.4.22}
\end{align*}
$$

modulo an infinitesimal rigid displacement.
Thus, the solution of the problem is given by the relations 1.4.22, where $A_{\alpha}, B_{\alpha}$, and $C_{\alpha}$ are given by Equations 1.4.12, 1.4.13, 1.4.8, and 1.4.10, $\varphi$ is the torsion function, $\chi$ is characterized by Equations 1.4.15 and 1.4.16, and $\tau$ is defined by Equation 1.4.17.

### 1.5 Plane Deformation

In this section, we present some results concerning the plane strain problem of homogeneous and isotropic elastic cylinders. The relationship between the plane strain problem and Saint-Venant's problem will be discussed in Section 1.7.

### 1.5.1 Statement of Problem

Throughout this section, we assume that the body occupying the cylinder $B$ is a homogeneous and isotropic elastic material, and that a continuous body force $\mathbf{f}$ is prescribed on $B$. We consider that on the lateral boundary is prescribed the surface displacement $\widetilde{\mathbf{u}}$ or the surface force $\widetilde{\mathbf{t}}$. We suppose that the surface displacement $\widetilde{\mathbf{u}}$, the surface traction $\widetilde{\mathbf{t}}$, and the body force $\mathbf{f}$ are all independent of $x_{3}$ and parallel to the $x_{1}, x_{2}$-plane.

The state of plane strain, parallel to the $x_{1}, x_{2}$-plane, of the cylinder $B$ is characterized by

$$
\begin{equation*}
u_{\alpha}=u_{\alpha}\left(x_{1}, x_{2}\right), \quad u_{3}=0, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{1.5.1}
\end{equation*}
$$

The above restrictions, in conjunction with the strain-displacement relations 1.1.1 and the stress-strain relations 1.1.4, imply that $e_{i j}$ and $t_{i j}$ are all independent of $x_{3}$.

The nonzero components of the strain tensor are given by

$$
\begin{equation*}
e_{\alpha \beta}=\frac{1}{2}\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right) \tag{1.5.2}
\end{equation*}
$$

The constitutive equations show that the nonzero components of the stress tensor are $t_{\alpha \beta}$ and $t_{33}$. Further,

$$
\begin{equation*}
t_{\alpha \beta}=\lambda e_{\rho \rho} \delta_{\alpha \beta}+2 \mu e_{\alpha \beta} \tag{1.5.3}
\end{equation*}
$$

and $t_{33}=\lambda \mu_{\rho, \rho}$. The equilibrium equations reduce to

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}=0 \text { on } \Sigma_{1} \tag{1.5.4}
\end{equation*}
$$

If the displacement field is prescribed on the lateral boundary, then we have the boundary conditions

$$
\begin{equation*}
u_{\alpha}=\widetilde{u}_{\alpha} \text { on } \Gamma \tag{1.5.5}
\end{equation*}
$$

where $\widetilde{u}_{\alpha}$ are continuous functions. The associated problem is called the first boundary-value problem (or the displacement problem).

If the stress vector is prescribed on $\Pi$, then the boundary conditions reduce to

$$
\begin{equation*}
t_{\beta \alpha} n_{\beta}=\widetilde{t}_{\alpha} \text { on } \Gamma \tag{1.5.6}
\end{equation*}
$$

where $\widetilde{t}_{\alpha}$ are piecewise regular functions. In this case we refer to the resulting problem as the second boundary-value problem (or the traction problem).

In view of Equations 1.5.2, the relation 1.5.3 becomes

$$
\begin{equation*}
t_{\alpha \beta}=\lambda u_{\rho, \rho} \delta_{\alpha \beta}+\mu\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right) \tag{1.5.7}
\end{equation*}
$$

Thus, Equations 1.5.4 imply the following displacement equations of equilibrium for plane strain

$$
\begin{equation*}
\mu \Delta u_{\alpha}+(\lambda+\mu) u_{\beta, \beta \alpha}+f_{\alpha}=0 \text { on } \Sigma_{1} \tag{1.5.8}
\end{equation*}
$$

The first boundary-value problem consists in the determination of the functions $u_{\alpha} \in C^{2}\left(\Sigma_{1}\right) \cap C^{0}\left(\bar{\Sigma}_{1}\right)$ that satisfy Equations 1.5.8 on $\Sigma_{1}$ and the boundary conditions 1.5.5.

In view of Equations 1.5.7, the boundary conditions 1.5.6 can be expressed as

$$
\begin{equation*}
\left[\lambda u_{\rho, \rho} \delta_{\alpha \beta}+\mu\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right)\right] n_{\beta}=\widetilde{t}_{\alpha} \text { on } \Gamma \tag{1.5.9}
\end{equation*}
$$

The second boundary-value problem consists in finding of the functions $u_{\alpha} \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ which satisfy Equations 1.5 .8 on $\Sigma_{1}$ and the boundary conditions 1.5.9 on $\Gamma$.

The component $t_{33}$ can be determined after the displacements $u_{\alpha}$ are found. Thus, we can calculate the surface tractions over the ends, which maintain the cylinder in equilibrium. If the ends of the cylinder are free, the solution can be found by superposing, on the solution of the plane strain problem, the solution of a Saint-Venant's problem.

### 1.5.2 Uniqueness Results

The elastic potential associated with $\mathbf{u}$, in the case of the plane strain, is defined by

$$
\begin{equation*}
W_{*}(\mathbf{u})=\frac{1}{2} \lambda e_{\rho \rho}(\mathbf{u}) e_{\gamma \gamma}(\mathbf{u})+\mu e_{\alpha \beta}(\mathbf{u}) e_{\alpha \beta}(\mathbf{u}) \tag{1.5.10}
\end{equation*}
$$

To avoid repeated regularity assumptions, we suppose that
(i) $f_{\alpha}$ are continuous on $\bar{\Sigma}_{1}$
(ii) $\widetilde{u}_{\alpha}$ are continuous on $\Gamma$
(iii) $\tilde{t}_{\alpha}$ are piecewise regular on $\Gamma$
(iv) $\Gamma$ is a piecewise smooth curve

Theorem 1.5.1 Assume that the elastic potential $W_{*}$ is a positive definite quadratic form. Then
( $\alpha$ ) the first boundary-value problem has at most one solution;
( $\beta$ ) any two solutions of the second boundary-value problem are equal, modulo a plane rigid displacement.

Proof. It follows from Equations 1.5.3 and 1.5.10 that

$$
\begin{equation*}
t_{\alpha \beta} e_{\alpha \beta}=2 W_{*} \tag{1.5.11}
\end{equation*}
$$

On the other hand, by Equations 1.5.2, 1.5.3, and 1.5.4, we find

$$
\begin{equation*}
t_{\alpha \beta} e_{\alpha \beta}=t_{\alpha \beta} u_{\alpha, \beta}=\left(u_{\alpha} t_{\beta \alpha}\right)_{, \beta}+f_{\alpha} u_{\alpha} \tag{1.5.12}
\end{equation*}
$$

From the relations 1.5 .11 and 1.5 .12 , we get

$$
2 W_{*}=\left(u_{\alpha} t_{\beta \alpha}\right)_{, \beta}+f_{\alpha} u_{\alpha}
$$

If we integrate this relation over $\Sigma_{1}$, we conclude, with the aid of divergence theorem, that

$$
\begin{equation*}
2 \int_{\Sigma_{1}} W_{*} d a=\int_{\Gamma} u_{\alpha} t_{\beta \alpha} n_{\beta} d s+\int_{\Sigma_{1}} f_{\alpha} u_{\alpha} d a \tag{1.5.13}
\end{equation*}
$$

Suppose that there are two solutions of a boundary-value problem. Then their difference $\mathbf{u}^{0}$ is a solution of a plane strain problem corresponding to null external data. From Equation 1.5.13, we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} W_{*}\left(\mathbf{u}^{0}\right) d a=0 \tag{1.5.14}
\end{equation*}
$$

Since the elastic potential is positive definite, from Equation 1.5.14, we find $e_{\alpha \beta}\left(\mathbf{u}^{0}\right)=0$ and therefore

$$
\begin{equation*}
u_{1}^{0}=\alpha_{1}-\beta_{3} x_{2}, \quad u_{2}^{0}=\alpha_{2}+\beta_{3} x_{1} \tag{1.5.15}
\end{equation*}
$$

where $\alpha_{\rho}$ and $\beta_{3}$ are arbitrary constants. In the case of the first boundaryvalue problem, we get $\alpha_{\rho}=0, \beta_{3}=0$.

The functions $u_{\alpha}^{0}$ given by Equations 1.5.15 are the components of a plane rigid displacement.

Let us note that $W_{*}$ is positive definite if and only if

$$
\begin{equation*}
\mu>0, \quad \lambda+\mu>0 \tag{1.5.16}
\end{equation*}
$$

We record the following existence results [194,241].
Theorem 1.5.2 Assume that the hypotheses $(i)-(i v)$ hold and that $W_{*}$ is positive definite. Then
$\left(\alpha_{1}\right)$ the first boundary-value problem has solution;
$\left(\beta_{1}\right)$ the second boundary-value problem has solution if and only if $\mathbf{f}$ and $\widetilde{\mathbf{t}}$ satisfy the conditions

$$
\begin{equation*}
\int_{\Sigma_{1}} f_{\alpha} d a+\int_{\Gamma} \widetilde{t}_{\alpha} d s=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta} d s=0 \tag{1.5.17}
\end{equation*}
$$

The conditions 1.5.17 demand that the external forces be in equilibrium.

### 1.5.3 Airy Function

In what follows we assume that Equation 1.5.16 hold. Let us suppose that the body forces vanish. Then, the equilibrium equations become

$$
\begin{equation*}
t_{\beta \alpha, \beta}=0 \tag{1.5.18}
\end{equation*}
$$

Let $\chi$ be a scalar field of class $C^{4}$ on $\Sigma_{1}$, and let

$$
\begin{equation*}
t_{\alpha \beta}=\delta_{\alpha \beta} \Delta \chi-\chi, \alpha \beta \tag{1.5.19}
\end{equation*}
$$

Then, the stresses $t_{\alpha \beta}$ given by the relations 1.5.19 satisfy Equations 1.5.18. The representation 1.5.19 is due to G. Airy (1863). Since

$$
t_{\rho \rho}=2(\lambda+\mu) e_{\alpha \alpha}
$$

from Equations 1.5.3 and 1.5.19, we get

$$
\begin{equation*}
2 \mu e_{\alpha \beta}=t_{\alpha \beta}-\nu t_{\rho \rho} \delta_{\alpha \beta}=(1-\nu) \delta_{\alpha \beta} \Delta \chi-\chi, \alpha \beta \tag{1.5.20}
\end{equation*}
$$

where $\nu$ is defined by Equations 1.1.7. In the case of a plane strain, the compatibility equations 1.1 .18 reduce to

$$
\begin{equation*}
e_{11,22}+e_{22,11}=2 e_{12,12} \tag{1.5.21}
\end{equation*}
$$

It follows from Equations 1.5.20 and 1.5.21 that the function $\chi$ satisfies the equation

$$
\begin{equation*}
\Delta \Delta \chi=0 \text { on } \Sigma_{1} \tag{1.5.22}
\end{equation*}
$$

The relations 1.5.19 can be written in the form

$$
\begin{equation*}
t_{\alpha \beta}=\varepsilon_{\alpha \lambda} \varepsilon_{\beta \tau} \chi, \lambda \tau \tag{1.5.23}
\end{equation*}
$$

The function $\chi$ is called the Airy function. We note that any two Airy functions $\chi$ and $\widetilde{\chi}$ generating the same stresses differ by a linear function,

$$
\begin{equation*}
\chi\left(x_{1}, x_{2}\right)=\widetilde{\chi}\left(x_{1}, x_{2}\right)+C_{\alpha} x_{\alpha}+C_{0} \tag{1.5.24}
\end{equation*}
$$

where $C_{\alpha}$ and $C_{0}$ are arbitrary constants.
In the case of the second boundary-value problem, the conditions 1.5.6 become

$$
\begin{equation*}
\varepsilon_{\alpha \rho} \varepsilon_{\beta \gamma} \chi, \rho \gamma n_{\beta}=\widetilde{t}_{\alpha} \text { on } \Gamma \tag{1.5.25}
\end{equation*}
$$

Thus, if the body forces are absent, then the second boundary-value problem reduces to finding a biharmonic function $\chi$ that satisfies the boundary conditions 1.5.25.

The boundary conditions 1.5 .25 can be presented in another form. Thus, in view of Equations 1.3.39 and 1.5.19, we find that

$$
\begin{equation*}
t_{\beta 1} n_{\beta}=\frac{d}{d s}\left(\chi_{, 2}\right), \quad t_{\beta 2} n_{\beta}=-\frac{d}{d s}\left(\chi_{1}\right) \tag{1.5.26}
\end{equation*}
$$

on $\Gamma$. It follows from Equations 1.5.6 and 1.5.26 that

$$
\begin{equation*}
\chi{ }_{, \alpha}=g_{\alpha}+c_{\alpha} \text { on } \Gamma \tag{1.5.27}
\end{equation*}
$$

where $c_{\alpha}$ are constants of integration, and $g_{\alpha}$ are given by

$$
\begin{equation*}
g_{\alpha}(s)=-\int_{0}^{s} \varepsilon_{\alpha \beta} \tilde{t}_{\beta}(\sigma) d \sigma, \quad s \in\left[0, s_{*}\right] \tag{1.5.28}
\end{equation*}
$$

By Equation 1.5.27, we get

$$
\begin{equation*}
\chi=G_{1}+c_{\alpha} x_{\alpha}+c_{0}, \quad \frac{\partial \chi}{\partial n}=G_{2}+c_{1} \frac{d x_{2}}{d s}-c_{2} \frac{d x_{1}}{d s} \text { on } \Gamma \tag{1.5.29}
\end{equation*}
$$

where $c_{0}$ is an arbitrary constant, and $G_{\alpha}$ are defined by

$$
\begin{align*}
& G_{1}(s)=\int_{0}^{s} g_{\alpha}(\sigma) \frac{d x_{\alpha}}{d s}(\sigma) d \sigma \\
& G_{2}(s)=\int_{0}^{s}\left[g_{1}(\sigma) \frac{d x_{2}}{d s}(\sigma)-g_{2}(\sigma) \frac{d x_{1}}{d s}(\sigma)\right] d \sigma, \quad s \in\left[0, s_{*}\right] \tag{1.5.30}
\end{align*}
$$

In view of Equation 1.5.24, we can choose the constants $C_{\alpha}$ and $C_{0}$ such that $\chi$ satisfies the boundary conditions

$$
\begin{equation*}
\chi=G_{1}, \quad \frac{\partial \chi}{\partial n}=G_{2} \text { on } \Gamma \tag{1.5.31}
\end{equation*}
$$

Thus, the second boundary-value problem reduces to finding a biharmonic function $\chi$ that satisfies the boundary conditions 1.5 .31 . If $\Sigma_{1}$ is multiplyconnected, then its boundary is the union of a finite number of closed curves $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{M}$. In this case the relations 1.5 .29 will hold on each $\Gamma_{k}$, the constants of integration will, in general, be different on each curve forming the boundary of $\Sigma_{1}$,

$$
\begin{align*}
\chi & =G_{1}+c_{\alpha}^{(k)} x_{\alpha}+c_{0}^{(k)} \\
\frac{\partial \chi}{\partial n} & =G_{2}+c_{1}^{(k)} \frac{d x_{2}}{d s}-c_{2}^{(k)} \frac{d x_{1}}{d s} \text { on } \Gamma_{k} \quad(k=1,2, \ldots, M) \tag{1.5.32}
\end{align*}
$$

The constants $c_{\alpha}^{(k)}$ and $c_{0}^{(k)}$ can be set equal to zero on one of the curves $\Gamma_{k},(k=1,2, \ldots, M)$, while the other constants can be determined from the conditions that the displacements be single-valued (see, e.g., [113,119,241]).

Remark. From Equations 1.5.22, 1.5.23, and 1.5.31, we conclude that the stresses corresponding to a solution of the second boundary-value problem for a simply-connected domain $\Sigma_{1}$ are independent of the elastic constants. This result is due to M. Lévi (1898).

### 1.5.4 Complex Potentials

For the remainder of this section we continue to assume that the body forces are zero and that the relations 1.5.16 hold. We now establish a representation of the displacements in terms of a pair of complex analytic functions of the complex variable $z=x_{1}+i x_{2}$. The boundary-value problems can be reduced to the determination of these functions from prescribed values of certain combinations of these functions on the boundary of $\Sigma_{1}$. We introduce the complex coordinates $z$ and $\bar{z}$ on $\Sigma_{1}$ by

$$
\begin{equation*}
z=x_{1}+i x_{2}, \quad \bar{z}=x_{1}-i x_{2} \tag{1.5.33}
\end{equation*}
$$

We define the complex displacement $w$ by

$$
\begin{equation*}
w=u_{1}+i u_{2} \tag{1.5.34}
\end{equation*}
$$

The constitutive equations 1.5 .7 can be expressed in the form

$$
\begin{gather*}
t_{11}+t_{22}=2(\lambda+\mu) u_{\rho, \rho}  \tag{1.5.35}\\
t_{11}-t_{22}+2 i t_{12}=2 \mu\left[u_{1,1}-u_{2,2}+i\left(u_{1,2}+u_{2,1}\right)\right]
\end{gather*}
$$

We note that

$$
\begin{align*}
\frac{\partial w}{\partial z} & =\frac{1}{2}\left[u_{1,1}+u_{2,2}+i\left(u_{2,1}-u_{1,2}\right)\right] \\
\frac{\partial \bar{w}}{\partial \bar{z}} & =\frac{1}{2}\left[u_{1,1}+u_{2,2}-i\left(u_{2,1}-u_{1,2}\right)\right]  \tag{1.5.36}\\
\frac{\partial w}{\partial \bar{z}} & =\frac{1}{2}\left[u_{1,1}-u_{2,2}+i\left(u_{1,2}+u_{2,1}\right)\right]
\end{align*}
$$

where a bar over a letter designates the complex conjugate. Thus, the constitutive equations 1.5.35 can be written in the form

$$
\begin{gather*}
t_{11}+t_{22}=2(\lambda+\mu)\left(\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}\right)  \tag{1.5.37}\\
t_{11}-t_{22}+2 i t_{12}=4 \mu \frac{\partial w}{\partial \bar{z}}
\end{gather*}
$$

We note that

$$
\begin{equation*}
u_{\beta, \beta}=\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}, \quad \Delta=4 \frac{\partial^{2}}{\partial z \partial \bar{z}} \tag{1.5.38}
\end{equation*}
$$

In complex coordinates, the system of equations of equilibrium 1.5.8, with zero body forces, can be expressed in the form

$$
\begin{equation*}
2 \mu \frac{\partial^{2} w}{\partial z \partial \bar{z}}+(\lambda+\mu) \frac{\partial}{\partial \bar{z}}\left(\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}\right)=0 \tag{1.5.39}
\end{equation*}
$$

Equation 1.5.39 may be integrated to give the result

$$
\begin{equation*}
2 \mu \frac{\partial w}{\partial z}+(\lambda+\mu)\left(\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}\right)=\frac{2(\lambda+2 \mu)}{\lambda+\mu} \Omega^{\prime}(z) \tag{1.5.40}
\end{equation*}
$$

where $\Omega$ is an arbitrary analytic complex function on $z$, and $\Omega^{\prime}(z)=d \Omega(z) / d z$. The conjugate of this relation is

$$
\begin{equation*}
2 \mu \frac{\partial \bar{w}}{\partial \bar{z}}+(\lambda+\mu)\left(\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}\right)=\frac{2(\lambda+\mu)}{\lambda+\mu} \bar{\Omega}^{\prime}(\bar{z}) \tag{1.5.41}
\end{equation*}
$$

It follows from Equations 1.5.40 and 1.5.41 that

$$
\begin{equation*}
\frac{\partial w}{\partial z}+\frac{\partial \bar{w}}{\partial \bar{z}}=\frac{1}{\lambda+\mu}\left[\Omega^{\prime}(z)+\bar{\Omega}^{\prime}(\bar{z})\right] \tag{1.5.42}
\end{equation*}
$$

In view of Equation 1.5.42, Equation 1.5.40 becomes

$$
\begin{equation*}
2 \mu \frac{\partial w}{\partial z}=\kappa \Omega^{\prime}(z)-\bar{\Omega}^{\prime}(\bar{z}) \tag{1.5.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=3-4 \nu \tag{1.5.44}
\end{equation*}
$$

Equation 1.5.43 may be integrated to give

$$
\begin{equation*}
2 \mu w=\kappa \Omega(z)-z \bar{\Omega}^{\prime}(\bar{z})-\bar{\omega}(\bar{z}) \tag{1.5.45}
\end{equation*}
$$

where $\omega$ is an arbitrary analytic complex function on $z$. The relation 1.5.45 gives a representation of complex displacement in terms of the complex analytic functions $\Omega$ and $\omega$.

A simple calculation shows that the constitutive equations 1.5 .37 may be written as

$$
\begin{gather*}
t_{11}+t_{22}=2\left[\Omega^{\prime}(z)+\bar{\Omega}^{\prime}(\bar{z})\right]  \tag{1.5.46}\\
t_{11}-t_{22}+2 i t_{12}=-2\left[z \bar{\Omega}^{\prime \prime}(\bar{z})+\bar{\omega}^{\prime}(\bar{z})\right]
\end{gather*}
$$

The functions $\Omega$ and $\omega$ are called the complex potentials. The representations 1.5.45 and 1.5.46 were deduced by Kolosov [186] (see also Refs. 113, 119, 313, $315,324)$.

It follows from Equations 1.1.11 that

$$
\begin{equation*}
s_{1}+i s_{2}=\left(t_{\beta 1}+i t_{\beta 2}\right) n_{\beta} \tag{1.5.47}
\end{equation*}
$$

In view of the relations 1.3.39 and 1.5.33, we obtain

$$
\begin{equation*}
n_{1}=-\frac{1}{2} i\left(\frac{d z}{d s}-\frac{d \bar{z}}{d s}\right), \quad n_{2}=-\frac{1}{2}\left(\frac{d z}{d s}+\frac{d \bar{z}}{d s}\right) \tag{1.5.48}
\end{equation*}
$$

By Equations 1.5.47 and 1.5.48,

$$
\begin{equation*}
2\left(s_{1}+i s_{2}\right)=-i\left(t_{11}+t_{22}\right) \frac{d z}{d s}+i\left(t_{11}-t_{22}+2 i t_{12}\right) \frac{d \bar{z}}{d s} \tag{1.5.49}
\end{equation*}
$$

From Equations 1.5.46 and 1.5.49, we get

$$
\begin{equation*}
s_{1}+i s_{2}=-i \frac{d}{d s}\left[\Omega(z)+z \bar{\Omega}^{\prime}(\bar{z})+\bar{\omega}(\bar{z})\right] \tag{1.5.50}
\end{equation*}
$$

Let $\mathcal{R}_{\alpha}$ be the components of the resultant vector associated to the contour $\mathcal{C}$. It follows from Equation 1.5.50 that

$$
\begin{equation*}
\mathcal{R}_{1}+i \mathcal{R}_{2}=\int_{\mathcal{C}}\left(s_{1}+i s_{2}\right) d s=-i\left\{\Omega(z)+z \Omega^{\prime}(z)+\bar{\omega}(\bar{z})\right\}_{P}^{P} \tag{1.5.51}
\end{equation*}
$$

where $\{g\}_{P}^{P}$ denotes the change in value of the function $g$ on passing once round the contour $\mathcal{C}$ in the conventional sense.

Let us investigate the arbitrariness and the structure of complex potentials for several domains of interest. First, we investigate what is the difference in the forms of two sets of potentials $(\Omega, \omega)$ and $\left(\Omega_{*}, \omega_{*}\right)$ that correspond to the same stresses. The relations 1.5.46 demand that

$$
\begin{equation*}
\Re e\left[\Omega^{\prime}(z)\right]=\Re e\left[\Omega_{*}^{\prime}(z)\right], \quad \bar{z} \Omega^{\prime \prime}(z)+\omega^{\prime}(z)=\bar{z} \Omega_{*}^{\prime \prime}(z)+\omega_{*}^{\prime}(z) \tag{1.5.52}
\end{equation*}
$$

where $\Re e[f]$ denotes the real part of $f$. From Equation 1.5.52, we conclude that

$$
\begin{equation*}
\Omega(z)=\Omega_{*}(z)+i c z+\alpha, \quad \omega(z)=\omega_{*}(z)+\beta \tag{1.5.53}
\end{equation*}
$$

where $c$ is a real constant, and $\alpha$ and $\beta$ are complex constants. If the origin $O$ is taken within $\Sigma_{1}$, the functions $\Omega$ and $\omega$ will be determined uniquely if $c, \alpha$, and $\beta$ are chosen so that

$$
\begin{equation*}
\Omega(0)=0, \quad \Im m\left[\Omega^{\prime}(0)\right]=0, \quad \omega(0)=0 \tag{1.5.54}
\end{equation*}
$$

Here, $\Im m[f]$ denotes the imaginary part of $f$.
Consider now the situation in which the two sets of potentials correspond to the same displacements. In this case the extent of arbitrariness in choosing the potentials cannot be greater than that indicated in Equation 1.5.53. From Equation 1.5.45, the equality of displacements requires that

$$
\begin{equation*}
c=0, \quad \kappa \alpha=\bar{\beta} \tag{1.5.55}
\end{equation*}
$$

In this case we can choose $\alpha$ so that

$$
\begin{equation*}
\Omega(0)=0 \tag{1.5.56}
\end{equation*}
$$

We note that in a bounded simply-connected region, $\Omega$ and $\omega$ are single-valued analytic functions. Let us consider the case when the domain $\Sigma_{1}$ is multiplyconnected and bounded.

We assume that the boundary of $\Sigma_{1}$ consists of $m+1$ simple closed contours $\Gamma_{k}$ such that the exterior contour $\Gamma_{m+1}$ contains within it the contours $\Gamma_{k},(k=1,2, \ldots, m)$ (Figure 1.2).

In what follows we assume that the functions $u_{\alpha}$ and $t_{\alpha \beta}$ are single-valued. From Equation 1.5.461 we see that the real part of $\Omega^{\prime}$ is single-valued, but, in describing once each interior contour $\Gamma_{k}$, the imaginary part of $\Omega^{\prime}$ acquires a constant increment denoted by $2 \pi A_{k}$. Since the function $\Omega^{\prime}$ acquires the
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increment $2 \pi i A_{k}$, then the function

$$
\begin{equation*}
G(z)=\Omega^{\prime}(z)-\sum_{k=1}^{m} A_{k} \log \left(z-z_{k}\right) \tag{1.5.57}
\end{equation*}
$$

where $z_{k}$ is a point in the simply-connected region $S_{k}$, bounded by $\Gamma_{k}$, is single-valued and analytic in $\Sigma_{1}$. By integration of Equation 1.5.57 we get

$$
\begin{equation*}
\Omega(z)=z \sum_{k=1}^{m} A_{k} \log \left(z-z_{k}\right)+\sum_{k=1}^{m} \gamma_{k} \log \left(z-z_{k}\right)+\Omega_{0}(z) \tag{1.5.58}
\end{equation*}
$$

where $\gamma_{k}$ are complex constants, and $\Omega_{0}$ is an analytic and single-valued function on $\Sigma_{1}$. Since $\Omega^{\prime \prime}$ is a single-valued function and the left-hand members of Equations 1.5.46 are single-valued, it follows that $\omega^{\prime}$ is also single-valued on $\Sigma_{1}$. Thus, we have

$$
\begin{equation*}
\omega(z)=\sum_{k=1}^{m} C_{k} \log \left(z-z_{k}\right)+\omega_{0}(z) \tag{1.5.59}
\end{equation*}
$$

where $C_{k}$ are complex constants, and $\omega_{0}$ is analytic and single-valued on $\Sigma_{1}$.
If we assume that $u_{\alpha}$ are single-valued functions, then from Equations 1.5.45, 1.5.58, and 1.5.59, we find that

$$
2 \pi i\left[(1+\kappa) A_{k} z+\kappa \gamma_{k}+\bar{C}_{k}\right]=0
$$

so that

$$
\begin{equation*}
A_{k}=0, \quad \kappa \gamma_{k}+\bar{C}_{k}=0, \quad(k=1,2, \ldots, m) \tag{1.5.60}
\end{equation*}
$$

In the case of the second boundary-value problem we denote by $\left(X_{k}, Y_{k}\right)$ the resultant vector of external forces applied to the contour $\Gamma_{k}$,

$$
\begin{equation*}
X_{k}+i Y_{k}=\int_{L_{k}}\left(\widetilde{t_{1}}+\widetilde{t}_{2}\right) d s, \quad(k=1,2, \ldots, m) \tag{1.5.61}
\end{equation*}
$$

It follows from Equations 1.5.51, 1.5.58, 1.5.59, and 1.5.60 that

$$
\begin{equation*}
X_{k}+i Y_{k}=-2 \pi\left(\gamma_{k}-\bar{C}_{k}\right) \tag{1.5.62}
\end{equation*}
$$

By Equations 1.5.60 and 1.5.62, we find

$$
\begin{equation*}
\gamma_{k}=-\frac{1}{2 \pi(1+\kappa)}\left(X_{k}+i Y_{k}\right), \quad C_{k}=\frac{\kappa}{2 \pi(1+\kappa)}\left(X_{k}-i Y_{k}\right) \tag{1.5.63}
\end{equation*}
$$

Thus, in this case the complex potentials have the forms

$$
\begin{align*}
\Omega(z) & =-\frac{1}{2 \pi(1+\kappa)} \sum_{k=1}^{m}\left(X_{k}+i Y_{k}\right) \log \left(z-z_{k}\right)+\Omega_{0}(z) \\
\omega(z) & =\frac{\kappa}{2 \pi(1+\kappa)} \sum_{k=1}^{m}\left(X_{k}-i Y_{k}\right) \log \left(z-z_{k}\right)+\omega_{0}(z) \tag{1.5.64}
\end{align*}
$$

We suppose now that the domain $\Sigma_{1}$ is unbounded, with certain contours $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{m}$ as internal boundaries. We assume that the origin of coordinates is taken outside $\Sigma_{1}$, and that the stresses are bounded in the neighborhood of the point at infinity. We consider the circle $\mathcal{C}_{R}$ of equation $|z|=R$, and suppose that $R$ is so large that $\mathcal{C}_{R}$ contains within it the contours $\Gamma_{k},(k=$ $1,2, \ldots, m)$. Then, for any $z$ such that $|z|>R$, we have $|z|>\left|z_{k}\right|$, so that

$$
\log \left(z-z_{k}\right)=\log z-\frac{z_{k}}{z}-\frac{1}{2}\left(\frac{z_{k}}{z}\right)^{2}-\cdots=\log z+h(z)
$$

where $h$ is a single-valued analytic function in the region $|z|>R$. It follows from Equations 1.5.64 that

$$
\begin{align*}
\Omega(z) & =-\frac{1}{2 \pi(1+\kappa)}(X+i Y) \log z+\Omega^{*}(z)  \tag{1.5.65}\\
\omega(z) & =\frac{\kappa}{2 \pi(1+\kappa)}(X-i Y) \log z+\omega^{*}(z)
\end{align*}
$$

where

$$
\begin{equation*}
X=\sum_{k=1}^{m} X_{k}, \quad Y=\sum_{k=1}^{m} Y_{k} \tag{1.5.66}
\end{equation*}
$$

and $\Omega^{*}$ and $\omega^{*}$ are single-valued analytic functions for $|z|>R$. For sufficiently large $|z|$, the functions $\Omega^{*}$ and $\omega^{*}$ can be represented in the forms

$$
\Omega^{*}(z)=\sum_{-\infty}^{\infty} a_{n} z^{n}, \quad \omega^{*}(z)=\sum_{-\infty}^{\infty} b_{n} z^{n}
$$

Since the stresses are bounded at infinity, then

$$
\Re e \Omega^{\prime}(z) \text { and } \bar{z} \Omega^{\prime \prime}(z)+\omega^{\prime}(z)
$$

must be bounded at infinity. It follows that

$$
a_{n}=\bar{a}_{n}=0, \quad b_{n}=0 \quad \text { for } n \geq 2
$$

Thus, we find

$$
\begin{align*}
& \Omega(z)=-\frac{1}{2 \pi(1+\kappa)}(X+i Y) \log z+(B+i C)+\widetilde{\Omega}(z) \\
& \omega(z)=\frac{\kappa}{2 \pi(1+\kappa)}(X-i Y) \log z+\left(B_{1}+i C_{1}\right) z+\widetilde{\omega}(z) \tag{1.5.67}
\end{align*}
$$

where $\widetilde{\Omega}$ and $\widetilde{\omega}$ are single-valued analytic functions on $\Sigma_{1}$ including the point at infinity,

$$
\begin{equation*}
\widetilde{\Omega}(z)=\sum_{n=0}^{\infty} \frac{c_{n}}{z^{n}}, \quad \widetilde{\omega}(z)=\sum_{n=0}^{\infty} \frac{b_{n}}{z^{n}} \tag{1.5.68}
\end{equation*}
$$

Let $g^{(\infty)}$ be the limiting value of $g(P)$ as the point $P$ tends to infinity. It follows from Equations 1.5.46 that

$$
\begin{equation*}
2 B-B_{1}=t_{11}^{(\infty)}, \quad 2 B+B_{1}=t_{22}^{(\infty)}, \quad C_{1}=t_{12}^{(\infty)} \tag{1.5.69}
\end{equation*}
$$

The constant $C$ is related to the rigid rotation at infinity. We introduce the notation

$$
\begin{equation*}
\epsilon=\frac{1}{2}\left(u_{2,1}-u_{1,2}\right) \tag{1.5.70}
\end{equation*}
$$

It follows from Equations 1.5.36 and 1.5.45 that

$$
\begin{equation*}
\epsilon=\Im m\left(\frac{\partial D}{\partial z}\right)=\frac{1+\kappa}{4 \pi i}\left[\Omega^{\prime}(z)-\bar{\Omega}^{\prime}(\bar{z})\right] \tag{1.5.71}
\end{equation*}
$$

By Equations 1.5.67, 1.5.68, and 1.5.71, we get

$$
\begin{equation*}
\epsilon^{(\infty)}=\frac{1+\kappa}{2 \mu} C \tag{1.5.72}
\end{equation*}
$$

In view of the relations 1.5.67 and 1.5.68, from Equation 1.5.45 we find that

$$
\begin{aligned}
2 \mu w= & -\frac{\kappa}{2 \pi(1+\kappa)}(X+i Y) \log (z \bar{z}) \\
& +[(\kappa-1) B+i(1+\kappa) C] z-\left(B_{1}-i C_{1}\right) \bar{z}+g(z)
\end{aligned}
$$

where $g$ is bounded at infinity. If the displacements are to be bounded at infinity, then

$$
X=Y=0, \quad B=C=B_{1}=C_{1}=0
$$

We note that the requirement for the displacements to be bounded at infinity imply that the stresses vanish at infinity.

Let us show that the boundary-value problems can be reduced to the determination of the functions $\Omega$ and $\omega$ from prescribed values of certain combinations of these functions on $\Gamma$. We consider a generic point $P \in \Gamma$, and denote by $\widehat{x}_{\alpha}(s)$ the cartesian coordinates of $P$. Let

$$
\begin{equation*}
\sigma=\widehat{x}_{1}(s)+i \widehat{x}_{2}(s), \quad s \in\left[0, s_{*}\right] \tag{1.5.73}
\end{equation*}
$$

In the case of the second boundary-value problem, the boundary conditions 1.5.6 can be written in the form

$$
s_{1}+i s_{2}=\widetilde{t}_{1}+i \tilde{t}_{2} \text { on } \Gamma
$$

In view of Equation 1.5.50, these conditions reduce to

$$
\begin{equation*}
\Omega(\sigma)+\sigma \bar{\Omega}^{\prime}(\bar{\sigma})+\bar{\omega}(\bar{\sigma})=T(\sigma)+d \text { on } \Gamma \tag{1.5.74}
\end{equation*}
$$

where

$$
\begin{equation*}
T(\sigma)=T_{1}(\sigma)+i T_{2}(\sigma)=i \int_{0}^{s}\left[\widetilde{t}_{1}\left(s^{\prime}\right)+i \widetilde{t}_{2}\left(s^{\prime}\right)\right] d s^{\prime}, \quad s \in\left[0, s_{*}\right] \tag{1.5.75}
\end{equation*}
$$

and $d$ is an arbitrary complex constant. We saw that the replacement of $\Omega$ by $\Omega+i c z+\alpha$ and of $\omega$ by $\omega+\beta$ does not change the state of stress. The relation 1.5.74 becomes

$$
\Omega(\sigma)+\sigma \bar{\Omega}^{\prime}(\bar{\sigma})+\bar{\omega}(\bar{\sigma})+\alpha+\bar{\beta}=T(\sigma)+d \text { on } \Gamma
$$

We can choose $\alpha$ and $\beta$ so that $\alpha+\bar{\beta}=d$. With this choice we can impose only two conditions: $\Im m\left\{\Omega^{\prime}(0)\right\}=0$ and one of the conditions $\Omega(0)=0, \omega(0)=0$. If the domain $\Sigma_{1}$ is multiply-connected, the constant $d$ can be set equal to zero on one of the curves forming the boundary of $\Sigma_{1}$. On the remaining curves, the integration constants can be evaluated using the requirement that the displacement be single-valued [113,119,241].

In the case of the first boundary-value problem, from Equations 1.5.5 and 1.5.45, we obtain the following form of the boundary conditions

$$
\begin{equation*}
\kappa \Omega(\sigma)-\sigma \bar{\Omega}^{\prime}(\bar{\sigma})-\bar{\omega}(\bar{\sigma})=2 \mu\left(\widetilde{u}_{1}+i \widetilde{u}_{2}\right) \text { on } \Gamma \tag{1.5.76}
\end{equation*}
$$

Thus, the first boundary-value problem is reduced to the finding of the complex analytic functions $\Omega$ and $\omega$ on $\Sigma_{1}$ which satisfy the boundary condition 1.5.76.

The boundary conditions 1.5 .74 and 1.5 .76 can be used to obtain Fredholm integral equations for determination of the complex potentials. The existence of the functions $\Omega$ and $\omega$ which satisfy the above boundary conditions has been investigated in many studies (see, e.g., [241]). Existence theorems for the boundary-value problems of the plane strain problem follow directly from the results presented in Section 4.9.

We now investigate how the relations 1.5.74 and 1.5.76 transform under conformal representation. We suppose that $\Sigma_{1}$ is simply-connected. Let

$$
\begin{equation*}
z=\vartheta(\zeta) \tag{1.5.77}
\end{equation*}
$$

be the function that maps $\Sigma_{1}$ on the unit circle $|\zeta| \leq 1$. Clearly, $d \vartheta(\zeta) / d \zeta \neq 0$. We introduce the notations

$$
\begin{equation*}
\Omega_{1}(\zeta)=\Omega[\vartheta(\zeta)], \quad \omega_{1}(\zeta)=\omega[\vartheta(\zeta)] \tag{1.5.78}
\end{equation*}
$$

Since

$$
\Omega^{\prime}(z)=\frac{1}{\vartheta^{\prime}(\zeta)} \Omega_{1}^{\prime}(\zeta)
$$

the relations 1.5.45 and 1.5.50 become

$$
\begin{gathered}
2 \mu w=\kappa \Omega_{1}(\zeta)-\frac{\vartheta(\zeta)}{\bar{\vartheta}^{\prime}(\bar{\zeta})} \bar{\Omega}_{1}^{\prime}(\bar{\zeta})-\bar{\omega}_{1}(\bar{\zeta}) \\
s_{1}+i s_{2}=-i \frac{d}{d s}\left[\Omega_{1}(\zeta)+\frac{\vartheta(\zeta)}{\bar{\vartheta}^{\prime}(\bar{\zeta})} \bar{\Omega}_{1}^{\prime}(\bar{\zeta})+\bar{\omega}_{1}(\bar{\zeta})\right], \quad|\zeta| \leq 1
\end{gathered}
$$

The conditions 1.5.74 and 1.5.76 become

$$
\begin{gather*}
\Omega_{1}(\eta)+\frac{\vartheta(\eta)}{\bar{\vartheta}^{\prime}(\bar{\eta})} \bar{\Omega}_{1}^{\prime}(\bar{\eta})+\bar{\omega}_{1}(\bar{\eta})=N_{1}(\eta) \text { on }|\eta|=1 \\
-\kappa \Omega_{1}(\eta)+\frac{\vartheta(\eta)}{\bar{\vartheta}^{\prime}(\bar{\eta})} \bar{\Omega}_{1}^{\prime}(\bar{\eta})+\bar{\omega}_{1}(\bar{\eta})=N_{2}(\eta) \text { on }|\eta|=1 \tag{1.5.79}
\end{gather*}
$$

respectively, where $N_{\alpha}$ are uniquely determined by the prescribed data. From the relations 1.5.75 and 1.5.77, we get

$$
N_{1}(\eta)=T[\vartheta(\eta)]
$$

If $\Sigma_{1}$ is a bounded simply-connected region, then $\Omega_{1}$ and $\omega_{1}$ have the representations

$$
\begin{equation*}
\Omega_{1}(\zeta)=\sum_{n=0}^{\infty} a_{n} \zeta^{n}, \quad \omega_{1}(\zeta)=\sum_{n=0}^{\infty} b_{n} \zeta^{n}, \quad|\zeta| \leq 1 \tag{1.5.80}
\end{equation*}
$$

The substitution of $\Omega_{1}$ and $\omega_{1}$ from Equations 1.5.80 into 1.5.79 leads to a system of equations for the coefficients $a_{n}$ and $b_{n}$.

An account of the historical development of the complex variable technique as well as references to various contributions may be found in the works of Muskhelishvili [241], Green and Zerna [113], and Gurtin [119].

### 1.6 Properties of Solutions to Saint-Venant's Problem

In what follows we denote by (P) the Saint-Venant's problem corresponding to the resultants $\mathbf{F}$ and $\mathbf{M}$. Let $K(\mathbf{F}, \mathbf{M})$ denote the class of solutions to the problem (P). The classification of the problem rests on various assumptions concerning the resultants $\mathbf{F}$ and $\mathbf{M}$. Throughout this section it is convenient to use the decomposition of the problem into problems $\left(P_{1}\right)$ and $\left(P_{2}\right)$ characterized by
$\left(P_{1}\right)$ (extension-bending-torsion): $F_{\alpha}=0$
$\left(P_{2}\right) \quad$ (flexure): $F_{3}=M_{i}=0$
For further economy it is helpful to denote by $K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ the class of solutions to the problem $\left(P_{1}\right)$ and by $K_{I I}\left(F_{1}, F_{2}\right)$ the class of solutions to the problem $\left(P_{2}\right)$. We assume for the remainder of this chapter that the material is homogeneous and isotropic.

We denote by $\mathscr{D}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the condition $\mathbf{s}(\mathbf{u})=\mathbf{0}$ on the lateral boundary. Theorem 1.6 .1 will be of future use.

Theorem 1.6.1 ([159]). If $\mathbf{u} \in \mathscr{D}$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B})$, then $\mathbf{u}_{, 3} \in \mathscr{D}$ and

$$
\begin{equation*}
\mathbf{R}(\mathbf{u}, 3)=0, \quad H_{\alpha}\left(\mathbf{u}_{, 3}\right)=\varepsilon_{\alpha \beta} R_{\beta}(\mathbf{u}), \quad H_{3}\left(\mathbf{u}_{, 3}\right)=0 \tag{1.6.1}
\end{equation*}
$$

Proof. We note that the first assertion follows at once from the fact that $\mathbf{t}\left(\mathbf{u}_{, 3}\right)=\partial \mathbf{t}(\mathbf{u}) / \partial x_{3}$ and the proposition: if $\mathbf{u}$ is an elastic displacement field corresponding to null body forces, then so also is $\mathbf{u}_{, k}=\partial \mathbf{u} / \partial x_{k}$ (cf. [119], Section 42). Next, with the aid of the equations of equilibrium 1.1.8 we find that

$$
\begin{aligned}
t_{3 i}\left(\mathbf{u}_{, 3}\right) & =\left(t_{3 i}(\mathbf{u})\right)_{, 3}=-\left(t_{\rho i}(\mathbf{u})\right)_{, \rho} \\
\varepsilon_{\alpha \beta} x_{\beta} t_{33}\left(\mathbf{u}_{, 3}\right) & =-\varepsilon_{\alpha \beta} x_{\beta}\left(t_{\rho 3}(\mathbf{u})\right)_{, \rho}=-\varepsilon_{\alpha \beta}\left[\left(x_{\beta} t_{\rho 3}(\mathbf{u})\right)_{, \rho}-t_{\beta 3}(\mathbf{u})\right] \\
\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}\left(\mathbf{u}_{, 3}\right) & =-\varepsilon_{\alpha \beta} x_{\alpha}\left(t_{\rho \beta}(\mathbf{u})\right)_{, \rho}=-\varepsilon_{\alpha \beta}\left(x_{\alpha} t_{\rho \beta}(\mathbf{u})\right)_{, \rho}+\varepsilon_{\alpha \beta} t_{\alpha \beta}(\mathbf{u})
\end{aligned}
$$

In view of Equations 1.2.5, the divergence theorem, and the symmetry of $\mathbf{S}$, we find

$$
\begin{align*}
\mathbf{R}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} \mathbf{s}(\mathbf{u}) d s \\
H_{\alpha}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\beta} s_{3}(\mathbf{u}) d s+\varepsilon_{\alpha \beta} R_{\beta}(\mathbf{u})  \tag{1.6.2}\\
H_{3}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} s_{\beta}(\mathbf{u}) d s
\end{align*}
$$

The desired result follows from Equations 1.6.2 and hypothesis.
Since $\mathbf{u}$ is an equilibrium displacement field, $\mathbf{u}$ is analytic (cf. [119], Section 42). Theorem 1.6.1 has the following immediate consequences.

Corollary 1.6.1 If $\mathbf{u} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B})$, then $\mathbf{u}_{, 3} \in \mathscr{D}$ and

$$
\mathbf{R}\left(\mathbf{u}_{, 3}\right)=\mathbf{0}, \quad \mathbf{H}\left(\mathbf{u}_{, 3}\right)=\mathbf{0}
$$

Corollary 1.6.2 If $\mathbf{u} \in K_{I I}\left(F_{1}, F_{2}\right)$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B})$, then

$$
\mathbf{u}_{, 3} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)
$$

Corollary 1.6.3 If $\mathbf{u} \in \mathscr{D}$ and $\partial^{n} \mathbf{u} / \partial x_{3}^{n} \in C^{1}(\bar{B})$, then $\partial^{n} \mathbf{u} / \partial x_{3}^{n} \in \mathscr{D}$ and

$$
\mathbf{R}\left(\frac{\partial^{n} \mathbf{u}}{\partial x_{3}^{n}}\right)=\mathbf{0}, \quad \mathbf{R}=\mathbf{H}\left(\frac{\partial^{n} \mathbf{u}}{\partial x_{3}^{n}}\right)=\mathbf{0} \quad \text { for } n \geq 2
$$

### 1.7 New Method of Solving Saint-Venant's Problem

In this section, we shall prove that Corollary 1.6.1 allows us to establish a simple method of deriving Saint-Venant's solution to the problem $\left(P_{1}\right)$. We denote by $Q$ the class of solutions to the Saint-Venant's problem corresponding
to $\mathbf{F}=\mathbf{0}$ and $\mathbf{M}=\mathbf{0}$. We note that if $\mathbf{u} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ and $\mathbf{u}_{, 3} \in$ $C^{1}(\bar{B})$, then by Corollary $1.6 .1, \mathbf{u}_{, 3} \in Q$. Let us note that a rigid displacement field belongs to $Q$. It is natural to enquire whether there exists a solution $\mathbf{v}$ of the problem $\left(P_{1}\right)$ such that $\mathbf{v}, 3$ is a rigid displacement field. This question is settled in Theorem 1.7.1.

Theorem 1.7.1 Let $\mathbf{v} \in C^{1}(\bar{B}) \cap C^{2}(B)$ be a vector field such that $\mathbf{v}_{, 3}$ is a rigid displacement field. Then $\mathbf{v}$ is a solution of the problem $\left(P_{1}\right)$ if and only if $\mathbf{v}$ is Saint-Venant's solution.

Proof. We suppose that $\mathbf{v} \in C^{1}(\bar{B}) \cap C^{2}(B)$ is a vector field such that

$$
\begin{equation*}
\mathbf{v}_{, 3}=\boldsymbol{\alpha}+\boldsymbol{\beta} \times \mathbf{x} \tag{1.7.1}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are constant vectors. Then,

$$
\begin{align*}
& v_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+w_{\alpha}\left(x_{1}, x_{2}\right)  \tag{1.7.2}\\
& v_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+w_{3}\left(x_{1}, x_{2}\right)
\end{align*}
$$

except for an additive rigid displacement field. In Equations 1.7.2 w is an arbitrary vector field independent of $x_{3}$, and we have used the notations $a_{\alpha}=$ $\varepsilon_{\rho \alpha} \beta_{\rho}, a_{3}=\alpha_{3}, a_{4}=\beta_{3}$. Let us prove that the functions $w_{i}$ and the constants $a_{s},(s=1,2,3,4)$ can be determined so that $\mathbf{v} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$. The stress-displacement relations imply that

$$
\begin{align*}
t_{\alpha \beta}(\mathbf{v}) & =\lambda\left(a_{\rho} x_{\rho}+a_{3}\right) \delta_{\alpha \beta}+T_{\alpha \beta}(\mathbf{w}) \\
t_{3 \alpha}(\mathbf{v}) & =\mu\left(w_{3, \alpha}-a_{4} \varepsilon_{\alpha \rho} x_{\rho}\right)  \tag{1.7.3}\\
t_{33}(\mathbf{v}) & =(\lambda+2 \mu)\left(a_{\rho} x_{\rho}+a_{3}\right)+\lambda w_{\rho, \rho}
\end{align*}
$$

where

$$
\begin{equation*}
T_{\alpha \beta}(\mathbf{w})=\mu\left(w_{\alpha, \beta}+w_{\beta, \alpha}\right)+\lambda \delta_{\alpha \beta} w_{\rho, \rho} \tag{1.7.4}
\end{equation*}
$$

The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{gather*}
\left(T_{\alpha \beta}(\mathbf{w})\right)_{, \beta}+f_{\alpha}=0 \text { on } \Sigma_{1}, \quad T_{\alpha \beta}(\mathbf{w}) n_{\beta}=p_{\alpha} \text { on } \Gamma  \tag{1.7.5}\\
\Delta w_{3}=0 \text { on } \Sigma_{1}, \quad \frac{\partial w_{3}}{\partial n}=a_{4} \varepsilon_{\alpha \beta} n_{\alpha} x_{\beta} \text { on } \Gamma \tag{1.7.6}
\end{gather*}
$$

where

$$
\begin{equation*}
f_{\alpha}=\lambda a_{\alpha}, \quad p_{\alpha}=-\lambda\left(a_{\rho} x_{\rho}+a_{3}\right) n_{\alpha} \tag{1.7.7}
\end{equation*}
$$

Clearly, Equations 1.7.4, 1.7.5, and 1.7.7 constitute a two-dimensional boundary-value problem (cf. Section 1.6). The necessary and sufficient conditions to solve this problem are

$$
\begin{equation*}
\int_{\Sigma_{1}} f_{\alpha} d a+\int_{\Gamma} p_{\alpha} d s=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s=0 \tag{1.7.8}
\end{equation*}
$$

From Equations 1.7.7 and the divergence theorem, we see that the conditions 1.7.8 are satisfied. We note that the boundary-value problem 1.7.5 is satisfied if one chooses

$$
T_{\alpha \beta}(\mathbf{w})=-\lambda\left(a_{\rho} x_{\rho}+a_{3}\right) \delta_{\alpha \beta}
$$

The above stresses satisfy the compatibility condition. It follows from Equations 1.7.4 that

$$
w_{1,1}=w_{2,2}=-\frac{\lambda}{2(\lambda+\mu)}\left(a_{\rho} x_{\rho}+a_{3}\right), \quad w_{1,2}+w_{2,1}=0
$$

The integration of these equations yields

$$
w_{\alpha}=a_{1} w_{\alpha}^{(1)}+a_{2} w_{\alpha}^{(2)}+a_{3} w_{\alpha}^{(3)}
$$

where

$$
\begin{equation*}
w_{\alpha}^{(\beta)}=\nu\left(\frac{1}{2} x_{\rho} x_{\rho} \delta_{\alpha \beta}-x_{\alpha} x_{\beta}\right), \quad w_{\alpha}^{(3)}=-\nu x_{\alpha} \tag{1.7.9}
\end{equation*}
$$

modulo a plane rigid displacement. Here $\nu$ designates Poisson's ratio defined in Equations 1.1.7. It follows from Equations 1.7.6 that $w_{3}=a_{4} \varphi$, where $\varphi$ is the torsion function, characterized by

$$
\begin{equation*}
\Delta \varphi=0 \text { on } \Sigma_{1}, \quad \frac{\partial \varphi}{\partial n}=\varepsilon_{\alpha \beta} n_{\alpha} x_{\beta} \text { on } \Gamma \tag{1.7.10}
\end{equation*}
$$

The vector field $\mathbf{v}$ can be written in the form

$$
\begin{equation*}
\mathbf{v}=\sum_{j=1}^{4} a_{j} \mathbf{v}^{(j)} \tag{1.7.11}
\end{equation*}
$$

where the vectors $\mathbf{v}^{(j)},(j=1,2,3,4)$, are defined by

$$
\begin{align*}
& v_{\alpha}^{(\beta)}=-\frac{1}{2} x_{3}^{2} \delta_{\alpha \beta}+w_{\alpha}^{(\beta)}, \quad v_{3}^{(\beta)}=x_{\beta} x_{3}, \quad(\beta=1,2)  \tag{1.7.12}\\
& v_{\alpha}^{(3)}=w_{\alpha}^{(3)}, \quad v_{3}^{(3)}=x_{3}, v_{\alpha}^{(4)}=\varepsilon_{\beta \alpha} x_{\beta} x_{3}, \quad v_{3}^{(4)}=\varphi
\end{align*}
$$

It is easy to see that $\mathbf{v}^{(j)} \in \mathscr{D},(j=1,2,3,4)$. The conditions on the end $\Sigma_{1}$ furnish the following system for the unknown constants

$$
\begin{gather*}
E\left(I_{\alpha \beta} a_{\beta}+A x_{\alpha}^{0} a_{3}\right)=\varepsilon_{\alpha \beta} M_{\beta} \\
E A\left(a_{1} x_{1}^{0}+a_{2} x_{2}^{0}+a_{3}\right)=-F_{3}, \quad D a_{4}=-M_{3} \tag{1.7.13}
\end{gather*}
$$

where $A$ is the area of the cross section, $x_{\alpha}^{0}$ are the coordinates of the centroid of $\Sigma_{1}, E$ designates Young's modulus, $D$ is the torsional rigidity defined by Equation 1.3.32, and

$$
\begin{equation*}
I_{\alpha \beta}=\int_{\Sigma_{1}} x_{\alpha} x_{\beta} d a \tag{1.7.14}
\end{equation*}
$$

If the rectangular cartesian coordinate frame is chosen in such a way that the $x_{\alpha}$-axes are principal centroidal axes of the cross section $\Sigma_{1}$, then Equations 1.7.11 and 1.7.13 lead to the Saint-Venant's solutions presented in Section 1.3.

We present Saint-Venant's solution which are needed subsequently.

1. Saint-Venant's extension solution:

$$
\begin{array}{ccc}
\mathbf{v}=a_{3} \mathbf{v}^{(3)}, & v_{\alpha}^{(3)}=-\nu x_{\alpha}, & v_{3}^{(3)}=x_{3}  \tag{1.7.15}\\
t_{\alpha \beta}(\mathbf{v})=0, & t_{3 \alpha}(\mathbf{v})=0, & t_{33}(\mathbf{v})=E a_{3}
\end{array}
$$

where

$$
\begin{equation*}
F_{3}=-E A a_{3} \tag{1.7.16}
\end{equation*}
$$

The relation 1.7.16 is known as Saint-Venant's formula for extension.
2. Saint-Venant's bending solution:

$$
\begin{gather*}
\mathbf{v}=a_{1} \mathbf{v}^{(1)}, \quad v_{1}^{(1)}=\frac{1}{2}\left(\nu x_{2}^{2}-\nu x_{1}^{2}-x_{3}^{2}\right) \\
v_{2}^{(1)}=-\nu x_{1} x_{2}, \quad v_{3}^{(1)}=x_{1} x_{3}  \tag{1.7.17}\\
t_{\alpha \beta}(\mathbf{v})=0, \quad t_{3 \alpha}(\mathbf{v})=0, \quad t_{33}(\mathbf{v})=E a_{1} x_{1}
\end{gather*}
$$

where

$$
\begin{equation*}
M_{2}=E I_{11} a_{1} \tag{1.7.18}
\end{equation*}
$$

The relation 1.7.18 is called Saint-Venant's formula for bending.
3. Saint-Venant's torsion solution:

$$
\begin{gather*}
\mathbf{v}=a_{4} \mathbf{v}^{(4)}, \quad v_{\alpha}^{(4)}=\varepsilon_{\beta \alpha} x_{\beta} x_{3}, \quad v_{3}^{(4)}=\varphi  \tag{1.7.19}\\
t_{\alpha \beta}(\mathbf{v})=0, \quad t_{33}(\mathbf{v})=0, \quad t_{3 \alpha}(\mathbf{v})=\mu a_{4}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \rho} x_{\rho}\right)
\end{gather*}
$$

where

$$
\begin{equation*}
M_{3}=-D a_{4} \tag{1.7.20}
\end{equation*}
$$

The relation 1.7.20 is known as Saint-Venant's formula for torsion.
We note that the vectors $\mathbf{v}^{(j)},(j=1,2,3,4)$, defined by the relations 1.7.12 depend only on the cross section and the elasticity field. Let $\widehat{a}$ be the fourdimensional vector $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$. We will write $\mathbf{v}\{\widehat{a}\}$ for the displacement vector $\mathbf{v}$ defined by Equations 1.7.11 and 1.7.12, indicating thus its dependence on the constants $a_{s},(s=1,2,3,4)$.

On the basis of Corollaries 1.6.1 and 1.6.2 and Theorem 1.7.1, it is natural to seek a solution of the problem $\left(P_{2}\right)$ in the form

$$
\begin{equation*}
\mathbf{u}^{0}=\int_{0}^{x_{3}} \mathbf{v}\{\widehat{b}\} d x_{3}+\mathbf{v}\{\widehat{c}\}+\mathbf{w}^{0} \tag{1.7.21}
\end{equation*}
$$

where $\widehat{b}=\left(b_{1}, b_{2}, b_{3}, b_{4}\right)$ and $\widehat{c}=\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$ are two constant fourdimensional vectors, and $\mathbf{w}^{0}$ is a vector field independent of $x_{3}$ such that $\mathbf{w}^{0} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$.

Theorem 1.7.2 The vector field $\mathbf{u}^{0}$ defined by 1.7.21 is a solution of the problem $\left(P_{2}\right)$ if and only if $\mathbf{u}^{0}$ is Saint-Venant's solution.

Proof. We have to prove that the vector field $\mathbf{w}^{0}$ and the constants $b_{s}, c_{s},(s=$ $1,2,3,4)$, can be determined so that $\mathbf{u}^{0} \in K_{I I}\left(F_{1}, F_{2}\right)$. It is interesting to note that the determination of $\widehat{b}$ from the condition $\mathbf{u}^{0} \in K_{I I}\left(F_{1}, F_{2}\right)$ can be made in a simple way. Thus, if $\mathbf{u}^{0} \in K_{I I}\left(F_{1}, F_{2}\right)$, then by Corollary 1.6.2 and Equation 1.7.21

$$
\begin{equation*}
\mathbf{v}\{\widehat{b}\} \in K_{I}\left(0, F_{2},-F_{1}, 0\right) \tag{1.7.22}
\end{equation*}
$$

With the help of Equations 1.7.13 and 1.7.22, we get

$$
\begin{equation*}
E\left(I_{\alpha \beta} b_{\beta}+a x_{\alpha}^{0} b_{3}\right)=-F_{\alpha}, \quad b_{\rho} x_{\rho}^{0}+b_{3}=0, \quad b_{4}=0 \tag{1.7.23}
\end{equation*}
$$

From Equations 1.7.11, 1.7.12, 1.7.21, and 1.7.23, we obtain

$$
\begin{aligned}
& u_{\alpha}^{0}=-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{2} c_{\alpha} x_{3}^{2}-c_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+\sum_{j=1}^{3}\left(c_{j}+x_{3} b_{j}\right) w_{\alpha}^{(j)}+w_{\alpha}^{0} \\
& u_{3}^{0}=\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}+c_{4} \varphi+\psi
\end{aligned}
$$

where we have used the notation $w_{3}^{0}=\psi$. The stress-displacement relations imply that

$$
\begin{aligned}
t_{\alpha \beta}\left(\mathbf{u}^{0}\right) & =T_{\alpha \beta}\left(\mathbf{w}^{0}\right) \\
t_{\alpha 3}\left(\mathbf{u}^{0}\right) & =\mu\left[c_{4}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \beta} x_{\beta}\right)-\nu x_{\alpha}\left(b_{\rho} x_{\rho}+b_{3}\right)+\frac{1}{2} b_{\alpha} \nu x_{\rho} x_{\rho}+\psi_{, \alpha}\right] \\
t_{33}\left(\mathbf{u}^{0}\right) & =E\left[\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}+c_{\rho} x_{\rho}+c_{3}\right]+\lambda w_{\rho, \rho}^{0}
\end{aligned}
$$

where

$$
\begin{equation*}
T_{\alpha \beta}\left(\mathbf{w}^{0}\right)=\mu\left(w_{\alpha, \beta}^{0}+w_{\beta, \alpha}^{0}\right)+\lambda \delta_{\alpha \beta} w_{\rho, \rho}^{0} \tag{1.7.24}
\end{equation*}
$$

The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{align*}
& \left(T_{\alpha \beta}\left(\mathbf{w}^{0}\right)\right)_{, \beta}=0 \text { on } \Sigma_{1}, \quad T_{\alpha \beta}\left(\mathbf{w}^{0}\right) n_{\beta}=0 \text { on } \Gamma  \tag{1.7.25}\\
& \Delta \psi=-2\left(b_{\rho} x_{\rho}+b_{3}\right) \text { on } \Sigma_{1} \\
& \frac{\partial \psi}{\partial n}=b_{\alpha} \nu x_{\rho}\left(x_{\alpha} n_{\rho}-\frac{1}{2} n_{\alpha} x_{\rho}\right)+b_{3} \nu x_{\alpha} n_{\alpha} \text { on } \Gamma \tag{1.7.26}
\end{align*}
$$

We see from Equations 1.7 .24 and 1.7 .25 that $w_{\alpha}^{0}$ and $T_{\alpha \beta}\left(\mathbf{w}^{0}\right)$ characterize a plane elastic state corresponding to zero body forces and null boundary data.

We conclude that $w_{\alpha}^{0}=0$ (modulo a plane rigid displacement). Thus, the equations of equilibrium and the conditions on the lateral boundary are satisfied if and only if the function $\psi$ is characterized by Equations 1.7.26 and $w_{\alpha}^{0}=0$. The necessary and sufficient condition to solve the boundary-value problem 1.7.26 is satisfied on the basis of the second relation of Equation 1.7.23.

The conditions $R_{3}\left(\mathbf{u}^{0}\right)=0$ and $\mathbf{H}\left(\mathbf{u}^{0}\right)=\mathbf{0}$ are satisfied if

$$
\begin{gather*}
I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}=0, \quad c_{\rho} x_{\rho}^{0}+c_{3}=0 \\
D c_{4}=-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left(\psi_{, \beta}+\frac{1}{2} b_{\beta} \nu x_{\rho} x_{\rho}\right) d a \tag{1.7.27}
\end{gather*}
$$

Since $H_{\alpha}\left(\mathbf{u}^{0}, 3\right)=\varepsilon_{\alpha \beta} R_{\beta}\left(\mathbf{u}^{0}\right)$ and $\mathbf{u}_{, 3}^{0}=\mathbf{v}\{\widehat{b}\} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)$, it follows that $R_{\alpha}\left(\mathbf{u}^{0}\right)=F_{\alpha}$. We conclude that $\widehat{b}$ is determined by Equations 1.7.23, $\psi$ is characterized by Equations 1.7.26, $c_{i}=0$, and $c_{4}$ is given by Equations 1.7.27. If the rectangular cartesian coordinate frame is chosen in such a way that $x_{\alpha^{-}}$ axes are principal centroidal axes of the cross section $\Sigma_{1}$, then $\mathbf{u}^{0}$ reduces to Saint-Venant's solution.

We have established Equations 1.7.27 from the conditions $R_{3}\left(\mathbf{u}^{0}\right)=0$ and $\mathbf{H}\left(\mathbf{u}^{0}\right)=\mathbf{0}$. If we replace these conditions by $R_{3}\left(\mathbf{u}^{0}\right)=F_{3}$ and $\mathbf{H}\left(\mathbf{u}^{0}\right)=\mathbf{M}$, then we arrive at

$$
\begin{gather*}
E\left(I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}\right)=\varepsilon_{\alpha \beta} M_{\beta}, \quad A E\left(c_{\rho} x_{\rho}+c_{3}\right)=-F_{3} \\
D c_{4}=-M_{3}-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left(\psi_{, \beta}+\frac{1}{2} b_{\beta} \nu x_{\rho} x_{\rho}\right) d a \tag{1.7.28}
\end{gather*}
$$

If $\widehat{b}$ is given by Equations 1.7.23, $\psi$ is characterized by Equations 1.7.26, and $\widehat{c}$ is determined by Equations 1.7.28, then $\mathbf{u}^{0} \in K(\mathbf{F}, \mathbf{M})$. Thus, we have the following result.

Theorem 1.7.3 The vector field $\mathbf{u}^{0}$ defined by Equation 1.7.21 is a solution of the problem $(P)$ if and only if $\mathbf{u}^{0}$ is Saint-Venant's solution.

Theorem 1.7.4 presents a property of solutions of the problem of flexure.
Theorem 1.7.4 Let $\mathbf{u}$ be a solution of the problem $\left(P_{2}\right)$. Then $\mathbf{u}$ admits the decomposition

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}^{\prime}+\mathbf{u}^{\prime \prime} \tag{1.7.29}
\end{equation*}
$$

where $\mathbf{u}^{\prime} \in \mathscr{D}, \mathbf{u}_{, 3}^{\prime} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)$ and

$$
\mathbf{u}^{\prime \prime} \in K_{I}\left(-R_{3}\left(\mathbf{u}^{\prime}\right),-H_{1}\left(\mathbf{u}^{\prime}\right),-H_{2}\left(\mathbf{u}^{\prime}\right),-H_{3}\left(\mathbf{u}^{\prime}\right)\right)
$$

Proof. We suppose that $\mathbf{u}^{\prime} \in \mathscr{D}, \mathbf{u}_{, 3}^{\prime} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)$. In view of Theorem 1.6.1, we find

$$
R_{\alpha}\left(\mathbf{u}^{\prime}\right)=\varepsilon_{\beta \alpha} H_{\beta}\left(\mathbf{u}_{, 3}^{\prime}\right)=F_{\alpha}
$$

We consider $\mathbf{u} \in K_{I I}\left(F_{1}, F_{2}\right)$. If we define $\mathbf{u}^{\prime \prime}$ by $\mathbf{u}^{\prime \prime}=\mathbf{u}-\mathbf{u}^{\prime}$, then $\mathbf{u}^{\prime \prime} \in \mathscr{D}$ and

$$
\begin{aligned}
R_{\alpha}\left(\mathbf{u}^{\prime \prime}\right) & =R_{\alpha}(\mathbf{u})-R_{\alpha}\left(\mathbf{u}^{\prime}\right)=0 \\
R_{3}\left(\mathbf{u}^{\prime \prime}\right) & =-R_{3}\left(\mathbf{u}^{\prime}\right), \quad \mathbf{H}\left(\mathbf{u}^{\prime \prime}\right)=-\mathbf{H}\left(\mathbf{u}^{\prime}\right)
\end{aligned}
$$

We conclude that the decomposition 1.7.29 holds.
We assume for the remainder of this chapter that the $x_{\alpha}$-axes are principal centroidal axes of $\Sigma_{1}$. In this case, from $\mathbf{u}^{0} \in K_{I I}(F, 0)$ and Equations 1.7.23, it follows that $b_{1}=b, b_{2}=b_{3}=b_{4}=0$, where $b$ is given by

$$
\begin{equation*}
F=-E I_{11} b \tag{1.7.30}
\end{equation*}
$$

This is Saint-Venant's formula for flexure.
This method of deriving Saint-Venant's solutions has been established in Ref. 159.

### 1.8 Minimum Energy Characterizations of Solutions

In Ref. 322, Sternberg and Knowles have characterized Saint-Venant's solutions in terms of certain associated minimum strain-energy properties. Thus, the extension and bending solutions are uniquely determined by the fact that they render the total strain energy an absolute minimum over that subset of the solutions to the respective relaxed problem which results from holding the resultant load or bending couple fixed and from requiring the shearing tractions to vanish pointwise on the ends of the cylinder. Similarly, among all solutions of the torsion problem that correspond to a fixed torque and to vanishing normal tractions on the ends of the cylinder, Saint-Venant's solution is uniquely distinguished by the fact that it furnishes the absolute minimum of the total strain energy. Other results concerning the status of Saint-Venant's solutions as minimizers of energy have been established by Maisonneuve [213] and Ericksen [80]. In this section, we present the result of Sternberg and Knowles [322] concerning the minimum strain-energy characterizations of Saint-Venant's extension, bending, and torsion solutions.

Let $Y_{E}$ denote the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}, \quad R_{3}(\mathbf{u})=F \tag{1.8.1}
\end{equation*}
$$

Theorem 1.8.1 Let $\mathbf{v}$ be Saint-Venant's extension solution corresponding to a scalar load $F$. Then

$$
U(\mathbf{v}) \leq U(\mathbf{u})
$$

for every $\mathbf{u} \in Y_{E}$, and equality holds only if $\mathbf{u}=\mathbf{v}$ modulo a rigid displacement.

Proof. We consider $\mathbf{u} \in Y_{E}$ and define

$$
\begin{equation*}
\mathbf{u}^{\prime}=\mathbf{u}-\mathbf{v} \tag{1.8.2}
\end{equation*}
$$

Then $\mathbf{u}^{\prime}$ is an equilibrium displacement field that satisfies

$$
\begin{equation*}
\mathbf{s}\left(\mathbf{u}^{\prime}\right)=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}\left(\mathbf{u}^{\prime}\right)=0 \text { on } \Sigma_{\alpha}, \quad R_{3}\left(\mathbf{u}^{\prime}\right)=0 \tag{1.8.3}
\end{equation*}
$$

From Equations 1.1.12, 1.1.14, and 1.8.2, we get

$$
U(\mathbf{u})=U\left(\mathbf{u}^{\prime}\right)+U(\mathbf{v})+\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle
$$

It follows from Equations 1.1.16, 1.1.17, 1.2.6, 1.7.15, and 1.8.3 that

$$
\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle=\int_{\Sigma_{2}} t_{3 i}\left(\mathbf{u}^{\prime}\right) v_{i} d a-\int_{\Sigma_{1}} t_{3 i}\left(\mathbf{u}^{\prime}\right) v_{i} d a=-a_{3} h R_{3}\left(\mathbf{u}^{\prime}\right)=0
$$

Thus $U(\mathbf{u}) \geq U(\mathbf{v})$ and $U(\mathbf{u})=U(\mathbf{v})$ only if $\mathbf{u}^{\prime}$ is a rigid displacement.
We denote by $Y_{B}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}, \quad H_{2}(\mathbf{u})=M_{2} \tag{1.8.4}
\end{equation*}
$$

Theorem 1.8.2 Let $\mathbf{v}$ be Saint-Venant's bending solution corresponding to a couple of scalar moment $M_{2}$. Then

$$
U(\mathbf{v}) \leq U(\mathbf{u})
$$

for every $\mathbf{u} \in Y_{B}$, and equality holds only if $\mathbf{u}=\mathbf{v}$ modulo a rigid displacement.
Proof. We consider $\mathbf{u} \in Y_{B}$. Since $\mathbf{v} \in Y_{B}$ it follows that the field

$$
\mathbf{u}^{\prime}=\mathbf{u}-\mathbf{v}
$$

is an equilibrium displacement field that satisfies

$$
\begin{equation*}
\mathbf{s}\left(\mathbf{u}^{\prime}\right)=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}\left(\mathbf{u}^{\prime}\right)=0 \text { on } \Sigma_{\alpha}, \quad H_{2}\left(\mathbf{u}^{\prime}\right)=0 \tag{1.8.5}
\end{equation*}
$$

With the help of Equations 1.1.16, 1.1.17, 1.2.6, 1.7.17, and 1.8.5, we find

$$
\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle=\int_{\Sigma_{2}} t_{33}\left(\mathbf{u}^{\prime}\right) v_{3} d a-\int_{\Sigma_{1}} t_{33}\left(\mathbf{u}^{\prime}\right) v_{3} d a=h a_{1} H_{2}\left(\mathbf{u}^{\prime}\right)=0
$$

Thus,

$$
U(\mathbf{u})=U\left(\mathbf{u}^{\prime}\right)+U(\mathbf{v})
$$

The conclusion is immediate.

It is a simple matter to verify that the above minimum strain-energy characterizations also hold if the conditions

$$
t_{3 \beta}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}
$$

which appear in Equations 1.8.1 and 1.8.4 are replaced by

$$
R_{\alpha}(\mathbf{u})=0, \quad\left[t_{3 \beta}(\mathbf{u})\right]\left(x_{1}, x_{2}, h\right)=\left[t_{3 \beta}(\mathbf{u})\right]\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

We denote by $Y_{T}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{33}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}, \quad H_{3}(\mathbf{u})=M_{3} \tag{1.8.6}
\end{equation*}
$$

Theorem 1.8.3 Let $\mathbf{v}$ be Saint-Venant's torsion solution corresponding to the scalar torque $M_{3}$. Then

$$
U(\mathbf{v}) \leq U(\mathbf{u})
$$

for every $\mathbf{u} \in Y_{T}$, and equality holds only if $\mathbf{u}=\mathbf{v}$ modulo a rigid displacement.
Proof. Clearly, $\mathbf{v} \in Y_{T}$. We consider $\mathbf{u} \in Y_{T}$, and define $\mathbf{u}^{\prime}$ by $\mathbf{u}^{\prime}=\mathbf{u}-\mathbf{v}$. Then $\mathbf{u}^{\prime}$ is an equilibrium displacement field such that

$$
\begin{equation*}
\mathbf{s}\left(\mathbf{u}^{\prime}\right)=\mathbf{0} \text { on } \Pi, \quad t_{33}\left(\mathbf{u}^{\prime}\right)=0 \text { on } \Sigma_{\alpha}, \quad H_{3}\left(\mathbf{u}^{\prime}\right)=0 \tag{1.8.7}
\end{equation*}
$$

If we apply Equations 1.1.16 and 1.1.17, we conclude, with the aid of Equations 1.8.7 and 1.7.19, that

$$
\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle=-a_{4} h \int_{\Sigma_{2}} \varepsilon_{\alpha \beta} x_{\beta} t_{3 \alpha}\left(\mathbf{u}^{\prime}\right) d a=-a_{4} h H_{3}\left(\mathbf{u}^{\prime}\right)=0
$$

Thus,

$$
\begin{equation*}
U(\mathbf{u}-\mathbf{v})=U(\mathbf{u})-U(\mathbf{v}) \tag{1.8.8}
\end{equation*}
$$

The proof follows from Equation 1.8.8.
If we replace in Equations 1.8.6 the conditions

$$
t_{33}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}
$$

by

$$
\left[t_{33}(\mathbf{u})\right]\left(x_{1}, x_{2}, h\right)=\left[t_{33}(\mathbf{u})\right]\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

the above theorem also remains valid.
We denote by $Y_{F}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{gather*}
\mathbf{u}_{, 3} \in C^{1}(\bar{B}), \quad \mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad R_{\alpha}(\mathbf{u})=F_{\alpha} \\
{\left[t_{3 \beta}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right)=\left[t_{3 \beta}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}} \tag{1.8.9}
\end{gather*}
$$

Theorem 1.8.4 Let $\mathbf{u}^{0}$ be Saint-Venant's flexure solution corresponding to the scalar loads $F_{1}$ and $F_{2}$. Then

$$
U\left(\mathbf{u}_{, 3}^{0}\right) \leq U\left(\mathbf{u}_{, 3}\right)
$$

for every $\mathbf{u} \in Y_{F}$, and equality holds only if $\mathbf{u}_{, 3}=\mathbf{u}_{, 3}^{0}$.
Proof. We consider $\mathbf{u} \in Y_{F}$ and define $\mathbf{u}^{\prime}=\mathbf{u}-\mathbf{u}^{0}$. Then $\mathbf{u}^{\prime}$ is an equilibrium displacement field that satisfies

$$
\begin{gather*}
\mathbf{u}_{, 3}^{\prime} \in C^{1}(\bar{B}), \quad \mathbf{s}\left(\mathbf{u}^{\prime}\right)=\mathbf{0} \text { on } \Pi, \quad R_{\alpha}\left(\mathbf{u}^{\prime}\right)=0 \\
{\left[t_{3 \beta}\left(\mathbf{u}_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, h\right)=\left[t_{3 \beta}\left(\mathbf{u}_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}} \tag{1.8.10}
\end{gather*}
$$

With the help of Equations 1.1.12 and 1.7.21 and Theorem 1.7.1, we find

$$
U\left(\mathbf{u}_{, 3}\right)=U\left(\mathbf{u}_{, 3}^{\prime}+\mathbf{u}_{, 3}^{0}\right)=U\left(\mathbf{u}_{, 3}^{\prime}+\mathbf{v}\{\widehat{b}\}\right)=U\left(\mathbf{u}_{, 3}^{\prime}\right)+U\left(\mathbf{u}_{, 3}^{0}\right)+\left\langle\mathbf{u}_{, 3}^{\prime}, \mathbf{v}\{\widehat{b}\}\right\rangle
$$

On the basis of Theorem 1.6.1 and Equations 1.2.6 and 1.8.10, we get

$$
\left\langle\mathbf{u}_{, 3}^{\prime}, \mathbf{v}\{\widehat{b}\}\right\rangle=-\frac{1}{2} b_{\alpha} h^{2} R_{\alpha}\left(\mathbf{u}_{, 3}^{\prime}\right)+h\left[b_{1} H_{2}\left(\mathbf{u}_{, 3}^{\prime}\right)-b_{2} H_{1}\left(\mathbf{u}_{, 3}^{\prime}\right)\right]=0
$$

Thus,

$$
U\left(\mathbf{u}_{, 3}\right)-U\left(\mathbf{u}_{, 3}^{0}\right)=U\left(\mathbf{u}_{, 3}-\mathbf{v}\{\widehat{b}\}\right)
$$

The desired conclusion is immediate.
The above results concerning the minimum strain-energy characterizations of Saint-Venant's solutions are based on a comparison with a subset rather than with the complete class of solutions to the corresponding problem. It is natural to seek also those members of the class of solutions to each of the four problems that minimize the strain energy over the complete class of solutions to the corresponding problem.

### 1.9 Truesdell's Problem

It is well-known that in the Saint-Venant's solution of the torsion problem, corresponding to a couple of scalar moment $M_{3}$, the specific angle of twist $a_{4}$ is given by Equation 1.7.20. We denote by $K_{T}$ the set of all displacement fields that correspond to the solutions of the foregoing torsion problem. In Refs. 331, 334, and 336, Truesdell proposed the following problem: to define the functional $\tau(\cdot)$ on $K_{T}$ such that

$$
M_{3}=-D \tau(\mathbf{u}), \quad \text { for each } \mathbf{u} \in K_{T}
$$

Following Day [62], $\tau(\mathbf{u})$ is called the generalized twist at u. In Ref. 62, Day established a solution of Truesdell's problem. A study of Truesdell's problem
rephrased for extension and bending is presented in Ref. 271. Solution of Truesdell's problem for flexure has been established in Ref. 159. In this section we present these results.

We denote by $Q_{T}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{33}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}, \quad R_{\alpha}(\mathbf{u})=0, \quad H_{3}(\mathbf{u})=M_{3} \tag{1.9.1}
\end{equation*}
$$

If $\mathbf{u} \in Q_{T}$, then $R_{3}(\mathbf{u})=0, H_{\alpha}(\mathbf{u})=0$, so that $\mathbf{u} \in K_{T}$. Day [62] considered the real function

$$
\begin{equation*}
\alpha \rightarrow\left\|\mathbf{u}-\alpha \mathbf{v}^{(4)}\right\|_{e}^{2} \tag{1.9.2}
\end{equation*}
$$

where $\mathbf{u} \in Q_{T}$ and $\mathbf{v}^{(4)}$ is the displacement field given by the relations 1.7.19. The field $\alpha \mathbf{v}^{(4)}$ is called the torsion field with twist $\alpha$.

The function 1.9.2 attains its minimum at

$$
\begin{equation*}
\gamma(\mathbf{u})=\frac{\left\langle\mathbf{u}, \mathbf{v}^{(4)}\right\rangle}{\left\|\mathbf{v}^{(4)}\right\|_{e}^{2}} \tag{1.9.3}
\end{equation*}
$$

Thus, $\gamma(\mathbf{u})$ is the twist of that torsion field which approximates $\mathbf{u}$ most closely. Let us prove that

$$
\gamma(\mathbf{u})=\tau(\mathbf{u}), \quad \text { for every } \mathbf{u} \in Q_{T}
$$

With the help of Equations 1.1.16, 1.1.17, 1.2.6, 1.7.19, and 1.9.1, we find

$$
\begin{align*}
\left\langle\mathbf{u}, \mathbf{v}^{(4)}\right\rangle & =\int_{\partial B} \mathbf{s}(\mathbf{u}) \cdot \mathbf{v}^{(4)} d a=\int_{\Sigma_{2}}\left[h \varepsilon_{\beta \alpha} x_{\beta} t_{3 \alpha}(\mathbf{u})+\varphi t_{33}(\mathbf{u})\right] d a \\
& =h \int_{\Sigma_{2}} \varepsilon_{\beta \alpha} x_{\beta} t_{3 \alpha}(\mathbf{u}) d a=-h H_{3}(\mathbf{u})  \tag{1.9.4}\\
\left\|\mathbf{v}^{(4)}\right\|_{e}^{2} & =h \int_{\Sigma_{2}} \varepsilon_{\beta \alpha} x_{\beta} t_{3 \alpha}\left(\mathbf{v}^{(4)}\right) d a=h D
\end{align*}
$$

From Equations 1.9.3 and 1.9.4, we get

$$
H_{3}(\mathbf{u})=-D \gamma(\mathbf{u})
$$

for any $\mathbf{u} \in Q_{T}$. Clearly, $\gamma(\mathbf{u})=\tau(\mathbf{u})$ for each $\mathbf{u} \in Q_{T}$. Thus, Saint-Venant's formula 1.7.20 applies to the displacement fields $\mathbf{u}$ which belong to $Q_{T}$.

By Equations 1.1.16 and 1.7.19, we find

$$
\begin{equation*}
\left\langle\mathbf{u}, \mathbf{v}^{(4)}\right\rangle=\mu\left[\int_{\Sigma_{2}} u_{\alpha}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \rho} x_{\rho}\right) d a-\int_{\Sigma_{1}} u_{\alpha}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \rho} x_{\rho}\right) d a\right] \tag{1.9.5}
\end{equation*}
$$

We conclude from Equations 1.9.3, 1.9.4, and 1.9.5 that the generalized twist $\tau(\mathbf{u})$ associated with any $\mathbf{u} \in Q_{T}$ is given by

$$
\tau(\mathbf{u})=\frac{\mu}{h D}\left[\int_{\Sigma_{2}} u_{\alpha}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \rho} x_{\rho}\right) d a-\int_{\Sigma_{1}} u_{\alpha}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \rho} x_{\rho}\right) d a\right]
$$

Since $\operatorname{div} \mathbf{v}^{(4)}=0$, it follows that

$$
\left\langle\mathbf{u}, \mathbf{u}^{(4)}\right\rangle=\mu \int_{B} e_{i j}(\mathbf{u}) e_{i j}\left(\mathbf{v}^{(4)}\right) d v
$$

Thus, the energy norm which appears in the relation 1.9.2 can be replaced by the strain norm.

We consider now Saint-Venant's formula 1.7.16. Truesdell's problem can be set also for the extension problem. Let $Q_{E}$ denote the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}(\mathbf{u})=0 \text { on } \Sigma_{\alpha}, \quad H_{\alpha}(\mathbf{u})=0, \quad R_{3}(\mathbf{u})=F_{3} \tag{1.9.6}
\end{equation*}
$$

Clearly, if $\mathbf{u} \in Q_{E}$, then $R_{\alpha}(\mathbf{u})=0$ and $H_{3}(\mathbf{u})=0$, so that $\mathbf{u} \in K_{I}\left(F_{3}, 0,0,0\right)$. Following Ref. 62, we consider the function

$$
\begin{equation*}
\beta \rightarrow\left\|\mathbf{u}-\beta \mathbf{v}^{(3)}\right\|_{e}^{2} \tag{1.9.7}
\end{equation*}
$$

where $\mathbf{u} \in Q_{E}$ and $\mathbf{v}^{(3)}$ is the displacement field given by Equations 1.7.15. The field $\beta \mathbf{v}^{(3)}$ is called the extension field with axial strain $\beta$. The function 1.9.7 attains its minimum at

$$
\begin{equation*}
\varepsilon(\mathbf{u})=\frac{\left\langle\mathbf{u}, \mathbf{v}^{(3)}\right\rangle}{\left\|\mathbf{v}^{(3)}\right\|_{e}^{2}} \tag{1.9.8}
\end{equation*}
$$

From Equations 1.1.16, 1.1.17, 1.2.6, 1.7.15, and 1.9.6, we get

$$
\begin{align*}
\left\langle\mathbf{u}, \mathbf{v}^{(3)}\right\rangle & =\int_{\partial B} \mathbf{s}(\mathbf{u}) \cdot \mathbf{v}^{(3)} d a=h \int_{\Sigma_{2}} t_{33}(\mathbf{u}) d a=-h R_{3}(\mathbf{u})  \tag{1.9.9}\\
\left\|\mathbf{v}^{(3)}\right\|_{e}^{2} & =h E A
\end{align*}
$$

In view of the relations 1.9.8 and 1.9.9,

$$
R_{3}(\mathbf{u})=-E A \varepsilon(\mathbf{u})
$$

for each $\mathbf{u} \in Q_{E}$. Thus, Saint-Venant's formula 1.7.16 applies to any displacement field $\mathbf{u} \in Q_{E}$. We call $\varepsilon(\mathbf{u})$ the generalized axial strain associated with the displacement field $\mathbf{u}$. From the relations 1.1.16 and 1.7.15, we have

$$
\begin{equation*}
\left\langle\mathbf{u}, \mathbf{v}^{(3)}\right\rangle=\int_{\partial B} \mathbf{s}\left(\mathbf{v}^{(3)}\right) \cdot \mathbf{u} d a=E\left(\int_{\Sigma_{2}} u_{3} d a-\int_{\Sigma_{1}} u_{3} d a\right) \tag{1.9.10}
\end{equation*}
$$

In view of Equations 1.9.8 and 1.9.9, we conclude that the generalized axial strain $\varepsilon(\mathbf{u})$ associated with any $\mathbf{u} \in Q_{E}$ is given by

$$
\varepsilon(\mathbf{u})=\frac{1}{h A}\left(\int_{\Sigma_{2}} u_{3} d a-\int_{\Sigma_{1}} u_{3} d a\right)
$$

Let us consider the bending problem. We denote by $Q_{B}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{gathered}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad t_{3 \beta}(\mathbf{u})=0 \text { on } \Sigma_{\alpha} \\
R_{3}(\mathbf{u})=0, \quad H_{1}(\mathbf{u})=0, \quad H_{2}(\mathbf{u})=M_{2}
\end{gathered}
$$

If $\mathbf{u} \in Q_{B}$, then $\mathbf{u} \in K_{I}\left(0,0, M_{2}, 0\right)$. In the same manner, we are led to generalized axial curvature $\kappa(\mathbf{u})$, associated with any $\mathbf{u} \in Q_{B}$,

$$
\kappa(\mathbf{u})=\frac{1}{h I_{11}}\left(\int_{\Sigma_{2}} x_{1} u_{3} d a-\int_{\Sigma_{1}} x_{1} u_{3} d a\right)
$$

Moreover, the formula of Saint-Venant's type

$$
H_{2}(\mathbf{u})=E I_{11} \kappa(\mathbf{u})
$$

applies for each $\mathbf{u} \in Q_{B}$.
Next, we study Truesdell's problem for flexure. Let $Q_{F}$ denote the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{array}{lrl}
\mathbf{u}_{, 3} \in C^{1}(\bar{B}), & t_{3 \beta}\left(\mathbf{u}_{, 3}\right)=0 \text { on } \Sigma_{\alpha} & (1.9 .11)  \tag{1.9.11}\\
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, & R_{1}(\mathbf{u})=F, & R_{2}(\mathbf{u})=0,
\end{array} R_{3}(\mathbf{u})=0, \quad \mathbf{H}(\mathbf{u})=\mathbf{0} .4 .
$$

Clearly, if $\mathbf{u} \in Q_{F}$, then $\mathbf{u} \in K_{I I}(F, 0)$. Moreover, if $\mathbf{u} \in Q_{F}$, then by Corollary 1.6.2, $\mathbf{u}_{, 3} \in K_{I}(0,0,-F, 0)$ and $t_{3 \rho}\left(\mathbf{u}_{, 3}\right)=0$ on $\Sigma_{\alpha}$. In view of Theorem 1.8.4 we are led to consider the function

$$
\begin{equation*}
\xi \rightarrow\left\|\mathbf{u}_{, 3}-\xi \mathbf{v}^{(1)}\right\|_{e}^{2} \tag{1.9.12}
\end{equation*}
$$

where $\mathbf{u} \in Q_{F}$ and $\mathbf{v}^{(1)}$ is the displacement field defined by Equations 1.7.17. The function 1.9.12 attains its minimum at

$$
\begin{equation*}
\eta(\mathbf{u})=\frac{\left\langle\mathbf{u}_{, 3}, \mathbf{v}^{(1)}\right\rangle}{\left\|\mathbf{v}^{(1)}\right\|_{e}^{2}} \tag{1.9.13}
\end{equation*}
$$

From Equations 1.1.16, 1.1.17, 1.2.6, 1.7.17, and 1.9.11, we find that

$$
\left\langle\mathbf{u}_{, 3}, \mathbf{v}^{(1)}\right\rangle=\int_{\partial B} \mathbf{s}\left(\mathbf{u}_{, 3}\right) \cdot \mathbf{v}^{(1)} d a=h H_{2}\left(\mathbf{u}_{, 3}\right)-h^{2} R_{1}\left(\mathbf{u}_{, 3}\right)
$$

With the help of Theorem 1.6.1, we get

$$
\begin{equation*}
\left\langle\mathbf{u}_{, 3}, \mathbf{v}^{(1)}\right\rangle=-h R_{1}(\mathbf{u}) \tag{1.9.14}
\end{equation*}
$$

A simple calculation using $t_{3 i}\left(\mathbf{v}^{(1)}\right)=E x_{1} \delta_{i 3}$ yields

$$
\begin{equation*}
\left\|\mathbf{v}^{(1)}\right\|_{e}^{2}=h E I_{11} \tag{1.9.15}
\end{equation*}
$$

From the relations 1.9 .13 and 1.9.14, we get

$$
R_{1}(\mathbf{u})=-E I_{11} \eta(\mathbf{u})
$$

for every $\mathbf{u} \in Q_{F}$. Thus, we have obtained a formula of Saint-Venant's type applicable to any displacement field $\mathbf{u} \in Q_{F}$.

In view of Equation 1.1.16 we find

$$
\begin{equation*}
\left\langle\mathbf{u}_{, 3}, \mathbf{v}^{(1)}\right\rangle=\int_{\partial B} \mathbf{s}\left(\mathbf{v}^{(1)}\right) \cdot \mathbf{u}_{, 3} d a=E\left(\int_{\Sigma_{2}} x_{1} u_{3,3} d a-\int_{\Sigma_{1}} x_{1} u_{3,3} d a\right) \tag{1.9.16}
\end{equation*}
$$

We conclude from Equations 1.9.13, 1.9.15, and 1.9.16 that

$$
\eta(\mathbf{u})=\frac{1}{h I_{11}}\left(\int_{\Sigma_{2}} x_{1} u_{3,3} d a-\int_{\Sigma_{1}} x_{1} u_{3,3} d a\right)
$$

and interpret the right-hand side as the global measure of strain appropriate to flexure, associated with the displacement field $\mathbf{u} \in Q_{F}$.

### 1.10 Saint-Venant's Principle

In this section we present a study of Saint-Venant's principle. The broader significance of Saint-Venant's solutions to the problem for load distributions that are statically equivalent to, but distinct from those implied by SaintVenant's results, depends on the validity of the principle bearing his name. Saint-Venant's principle was originally enunciated in order to justify the use of Saint-Venant's solutions. This principle is usually taken to mean that a system of loads having zero resultant force and moment at each end produces a strain field that is negligible away from the ends. The first general statement of Saint-Venant's principle was given by Boussinesq [29]. Mises [232] pointed out that the formulation presented in Ref. 29 is ambiguous, and suggested an amended version of the principle.

The first precise general treatment of any version of Saint-Venant's principle was that of Sternberg [321], who formulated and proved the version suggested by Mises. Two alternative versions of Saint-Venant's principle were established by Toupin [329] and Knowles [182]. These authors arrived at estimates for the strain energy $U_{z}$ contained in that portion of the body which lies beyond a distance $z$ from the load region. The idea of using $U_{z}$ in the formulation of Saint-Venant's principle is due to Zanaboni [343,344]. Knowles' results are
confined to the case of the two-dimensional problems. Toupin considered the problem of an anisotropic elastic cylinder of arbitrary length subject to selfequilibrated surface tractions on one of its ends, and free of surface tractions on the remainder of its boundary. In Ref. 90, Fichera extended Toupin's result to the case of an elastic cylinder subject to self-equilibrated surface tractions on each of its ends, and free of surface traction on the lateral boundary. This is the case involved by Saint-Venant's conjecture.

Various authors have studied a nonlinear version of Saint-Venant's principle. We mention the works by Roseman [283], Breuer and Roseman [31], Muncaster [236], Horgan and Knowles [128], and Knops and Payne [180]. For the history of the problem and the detailed analysis of various results on Saint-Venant's principle, we refer to the works of Gurtin [119], Djanelidze [68], Fichera [89], Horgan and Knowles [129], and Horgan [130].

In what follows, we present the results due to Toupin [329] and Fichera [90], which provide the mathematical formulation and proof of Saint-Venant's principle in the context for which it was originally intended.

Let $\mathbf{u}^{\prime}$ be Saint-Venant's solution of the relaxed Saint-Venant's problem, and let $\mathbf{u}^{\prime \prime}$ be the solution of Saint-Venant's problem with the pointwise assignment of the terminal tractions. We define the displacement field $\mathbf{u}$ on $B$ by $\mathbf{u}=\mathbf{u}^{\prime \prime}-\mathbf{u}^{\prime}$. Then, $\mathbf{u}$ is an equilibrium displacement field that satisfies the conditions

$$
\begin{gather*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi \\
\int_{\Sigma_{\alpha}} \mathbf{s}(\mathbf{u}) d a=\mathbf{0}, \quad \int_{\Sigma_{\alpha}} \mathbf{x} \times \mathbf{s}(\mathbf{u}) d a=\mathbf{0}, \quad(\alpha=1,2) \tag{1.10.1}
\end{gather*}
$$

We conclude that $\mathbf{u}$ is a displacement field corresponding to null body forces and to surface tractions which vanish on the lateral boundary and are selfequilibrated at each end.

We denote by $B_{z}$ the cylinder defined by

$$
\begin{equation*}
B_{z}=\left\{\mathbf{x}:\left(x_{1}, x_{2}\right) \in \Sigma_{1}, z<x_{3}<h-z\right\}, \quad\left(0 \leq z<\frac{h}{2}\right) \tag{1.10.2}
\end{equation*}
$$

We denote by $U_{z}(\mathbf{u})$ the strain energy corresponding to the equilibrium displacement field $\mathbf{u}$ on $B_{z}$,

$$
\begin{equation*}
U_{z}(\mathbf{u})=\frac{1}{2} \int_{B_{z}} C_{i j r s} e_{i j}(\mathbf{u}) e_{r s}(\mathbf{u}) d v \tag{1.10.3}
\end{equation*}
$$

The positive-definiteness of $\mathbf{C}$ implies that $U_{z}(\mathbf{u})$ is a nonincreasing function of $z$.

Theorem 1.10.1 Assume that $B$ is homogeneous and anisotropic, and assume that the elasticity tensor is symmetric and positive definite. Let $\mathbf{u}$ be an equilibrium displacement field that satisfies the conditions 1.10.1. Then the strain energy $U_{z}(\mathbf{u})$ satisfies the inequality

$$
\begin{equation*}
U_{z}(\mathbf{u}) \leq U_{0}(\mathbf{u}) e^{-(z-\ell) / k(\ell)}, \quad(z \geq \ell) \tag{1.10.4}
\end{equation*}
$$

for any $\ell>0$, where

$$
k(\ell)=\left(\mu_{M} / \lambda(\ell)\right)^{1 / 2}
$$

$\mu_{M}$ is the maximum elastic modulus, and $\lambda(\ell)$ is the lowest nonzero characteristic value of free vibration for a slice of the cylinder, of thickness $\ell$, taken normal to its generators and that has its boundary traction-free.

Proof. From Equations 1.1.12, 1.1.14, 1.1.16, and 1.10.1, we get
$U_{z}(\mathbf{u})=\frac{1}{2} \int_{\partial B_{z}} \mathbf{s}(\mathbf{u}) \cdot \mathbf{u} d a=\frac{1}{2}\left\{\int_{S_{h-z}} u_{i} t_{3 i}(\mathbf{u}) d a-\int_{S_{z}} u_{i} t_{3 i}(\mathbf{u}) d a\right\}$
Here $S_{z}$ denotes the cross section located at $x_{3}=z$.
The resultant force and resultant moment on every part of the cylinder must vanish in equilibrium. We denote by $B\left(t_{1}, t_{2}\right),\left(0 \leq t_{1}<t_{2} \leq h\right)$, the cylinder

$$
B\left(t_{1}, t_{2}\right)=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma_{1}, t_{1}<x_{3}<t_{2}\right\}
$$

The conditions of equilibrium for the parts $B(0, z)$ and $B(h-z, h)$ of the cylinder, and the conditions 1.10 .1 imply that

$$
\begin{align*}
\int_{S_{z}} \mathbf{s}(\mathbf{u}) d a & =\mathbf{0}, & & \int_{S_{z}} \mathbf{x} \times \mathbf{s}(\mathbf{u}) d a=\mathbf{0} \\
\int_{S_{h-z}} \mathbf{s}(\mathbf{u}) d a & =\mathbf{0}, & & \int_{S_{h-z}} \mathbf{x} \times \mathbf{s}(\mathbf{u}) d a=\mathbf{0} \tag{1.10.6}
\end{align*}
$$

We introduce the vector fields $\mathbf{u}^{(\alpha)},(\alpha=1,2)$, defined by

$$
\begin{equation*}
\mathbf{u}^{(\alpha)}=\mathbf{u}+\mathbf{a}^{(\alpha)}+\mathbf{b}^{(\alpha)} \times \mathbf{x}, \quad(\alpha=1,2) \tag{1.10.7}
\end{equation*}
$$

where $\mathbf{a}^{(\alpha)}$ and $\mathbf{b}^{(\alpha)}$ are arbitrary constant vectors. Clearly, the vector fields $\mathbf{u}^{(\alpha)}$ differ from $\mathbf{u}$ by a rigid displacement. In view of Equations 1.10.6, the displacement field $\mathbf{u}$ which appears in the integrands of Equation 1.10.5 may be replaced by $\mathbf{u}^{(\alpha)}$ such that

$$
\begin{equation*}
U_{z}(\mathbf{u})=\frac{1}{2}\left\{\int_{S_{h-z}} u_{i}^{(1)} t_{3 i}(\mathbf{u}) d a-\int_{S_{z}} u_{i}^{(2)} t_{3 i}(\mathbf{u}) d a\right\} \tag{1.10.8}
\end{equation*}
$$

If we apply the Schwartz inequality, we find that

$$
\begin{align*}
U_{z}(\mathbf{u}) \leq & \frac{1}{2}\left\{\left(\int_{S_{h-z}}\left|\mathbf{u}^{(1)}\right|^{2} d a \int_{S_{h-z}}|\mathbf{t}(\mathbf{u})|^{2} d a\right)^{1 / 2}\right. \\
& \left.+\left(\int_{S_{z}}\left|\mathbf{u}^{(2)}\right|^{2} d a \int_{S_{z}}|\mathbf{t}(\mathbf{u})|^{2} d a\right)^{1 / 2}\right\} \tag{1.10.9}
\end{align*}
$$

where $|\mathbf{t}|=(\mathbf{t} \cdot \mathbf{t})^{1 / 2}$.

We shall use the geometric-arithmetic mean inequality

$$
\sqrt{a b} \leq \frac{1}{2}\left(\alpha a+\frac{b}{\alpha}\right)
$$

for all nonnegative scalars $a, b$, and $\alpha$, with $\alpha>0$. If we apply this inequality to Equation 1.10.9, we obtain

$$
\begin{align*}
U_{z}(\mathbf{u}) \leq & \frac{1}{4}\left\{\alpha \int_{S_{h-z}}|\mathbf{t}(\mathbf{u})|^{2} d a+\frac{1}{\alpha} \int_{S_{h-z}}\left|\mathbf{u}^{(1)}\right|^{2} d a+\alpha \int_{S_{z}}|\mathbf{t}(\mathbf{u})|^{2} d a\right.  \tag{1.10.10}\\
& \left.+\frac{1}{\alpha} \int_{S_{z}}\left|\mathbf{u}^{(2)}\right|^{2} d a\right\}
\end{align*}
$$

where $\alpha$ is an arbitrary positive constant.
Since $\mathbf{C}$ is symmetric and positive definite, the characteristic values of $\mathbf{C}$ (considered as a linear transformation on the six-dimensional space of all symmetric tensors) are all strictly positive. Following Toupin [329], we call the largest characteristic value the maximum elastic modulus, the smallest the minimum elastic modulus. We denote the maximum and minimum elastic moduli by $\mu_{M}$ and $\mu_{m}$, respectively. It follows that

$$
\begin{equation*}
\mu_{m}|\mathbf{A}|^{2} \leq \mathbf{A} \cdot \mathbf{C}[\mathbf{A}] \leq \mu_{M}|\mathbf{A}|^{2} \tag{1.10.11}
\end{equation*}
$$

for any symmetric tensor $\mathbf{A}$. The elastic potential associated with the displacement field $\mathbf{u}$ is defined by

$$
\begin{equation*}
W(\mathbf{u})=\frac{1}{2} C_{i j r s} e_{i j}(\mathbf{u}) e_{r s}(\mathbf{u}) \tag{1.10.12}
\end{equation*}
$$

It follows from Equations 1.1.11 and 1.1.3 that

$$
W(\mathbf{u})=\frac{1}{2} \nabla \mathbf{u} \cdot \mathbf{C}[\nabla \mathbf{u}]
$$

where $\nabla \mathbf{u}$ denotes the displacement gradient.
Since the characteristic values of $\mathbf{C}^{2}$ are the square of the characteristic values of $\mathbf{C}$, we have

$$
\begin{equation*}
|\mathbf{t}(\mathbf{u})|^{2}=\mathbf{C}[\nabla \mathbf{u}] \cdot \mathbf{C}[\nabla \mathbf{u}]=\nabla \mathbf{u} \cdot \mathbf{C}^{2}[\nabla \mathbf{u}]<\mu_{M} \nabla \mathbf{u} \cdot \mathbf{C}[\nabla \mathbf{u}]=2 \mu_{M} W(\mathbf{u}) \tag{1.10.13}
\end{equation*}
$$

From the relations 1.10 .5 and 1.10 .13 , we get

$$
\begin{align*}
U_{z}(\mathbf{u}) \leq & \frac{1}{4}\left\{2 \alpha \mu_{M} \int_{S_{h-z}} W(\mathbf{u}) d a+\frac{1}{\alpha} \int_{S_{h-z}}\left|\mathbf{u}^{(1)}\right|^{2} d a\right. \\
& \left.+2 \alpha \mu_{M} \int_{S_{z}} W(\mathbf{u}) d a+\frac{1}{\alpha} \int_{S_{z}}\left|\mathbf{u}^{(2)}\right|^{2} d a\right\} \tag{1.10.14}
\end{align*}
$$

We choose $\ell$ such that $0<\ell<h / 2$ and let

$$
\begin{equation*}
Q(z, \ell)=\frac{1}{\ell} \int_{z}^{z+\ell} U_{t}(\mathbf{u}) d t \tag{1.10.15}
\end{equation*}
$$

If we integrate the inequality 1.10 .14 between the limits $z$ and $z+\ell$, then we find that

$$
\begin{align*}
\ell Q(z, \ell) \leq & \frac{1}{4}\left\{2 \alpha \mu_{M} \int_{V_{1}} W(\mathbf{u}) d v+\frac{1}{\alpha} \int_{V_{1}}\left|\mathbf{u}^{(1)}\right|^{2} d v\right. \\
& \left.+2 \alpha \mu_{M} \int_{V_{2}} W(\mathbf{u}) d v+\frac{1}{\alpha} \int_{V_{1}}\left|\mathbf{u}^{(2)}\right|^{2} d v\right\} \tag{1.10.16}
\end{align*}
$$

where

$$
V_{1}=B(h-z-\ell, h-z), \quad V_{2}=B(z, z+\ell)
$$

We denote by $\lambda(\ell)$ the lowest nonzero characteristic value of free vibration for the portion $V=B(0, \ell)$ of $B$. According to the minimum principle from the theory of free vibrations (cf. [119], Section 76),

$$
\lambda(\ell) \int_{V} \mathbf{v}^{2} d v \leq 2 \int_{V} W(\mathbf{v}) d v
$$

for every $\mathbf{v} \in C^{1}(\bar{V}) \cap C^{2}(V)$ that satisfies

$$
\int_{V} \mathbf{v}^{2} d v \neq 0, \quad \int_{V} \mathbf{v} d v=\mathbf{0}, \quad \int_{V} \mathbf{x} \times \mathbf{v} d v=\mathbf{0}
$$

The constant vectors $\mathbf{a}^{(\alpha)}$ and $\mathbf{b}^{(\alpha)},(\alpha=1,2)$, can be chosen so that

$$
\begin{array}{llrl}
\int_{V_{1}} \mathbf{u}^{(1)} d v & =\mathbf{0}, & & \int_{V_{1}} \mathbf{x} \times \mathbf{u}^{(1)} d v=\mathbf{0} \\
\int_{V_{2}} \mathbf{u}^{(2)} d v & =\mathbf{0}, & & \int_{V_{2}} \mathbf{x} \times \mathbf{u}^{(2)} d v=\mathbf{0}
\end{array}
$$

We can write

$$
\begin{equation*}
\int_{V_{1}}\left|\mathbf{u}^{(1)}\right|^{2} d v \leq \frac{2}{\lambda(\ell)} \int_{V_{1}} W(\mathbf{u}) d v, \quad \int_{V_{2}}\left|\mathbf{u}^{(2)}\right|^{2} d v \leq \frac{2}{\lambda(\ell)} \int_{V_{2}} W(\mathbf{u}) d v \tag{1.10.17}
\end{equation*}
$$

By using the relations 1.10.16 and 1.10.17, we find

$$
\begin{equation*}
\ell Q(z, \ell) \leq \frac{1}{2}\left(\alpha \mu_{M}+\frac{1}{\alpha \lambda(\ell)}\right)\left[\int_{V_{1}} W(\mathbf{u}) d a+\int_{V_{2}} W(\mathbf{u}) d v\right] \tag{1.10.18}
\end{equation*}
$$

With the help of the relations $1.10 .3,1.10 .12$, and 1.10 .15 , we obtain

$$
\begin{equation*}
\ell \frac{\partial}{\partial z} Q(z, \ell)=U_{z+\ell}(\mathbf{u})-U_{z}(\mathbf{u})=-\int_{V_{1}} W(\mathbf{u}) d v-\int_{V_{2}} W(\mathbf{u}) d v \tag{1.10.19}
\end{equation*}
$$

From inequality 1.10 .18 and 1.10 .19 , we get

$$
\begin{equation*}
g(\alpha, \ell) \frac{\partial}{\partial z} Q(z, \ell)+Q(z, \ell) \leq 0 \tag{1.10.20}
\end{equation*}
$$

where

$$
g(\alpha, \ell)=\frac{1}{2}\left(\alpha \mu_{M}+\frac{1}{\alpha \lambda(\ell)}\right)
$$

From the geometric-arithmetic mean inequality, we have

$$
g(\alpha, \ell) \geq\left[\mu_{M} / \lambda(\ell)\right]^{1 / 2}=k(\ell)
$$

for any $\alpha>0$. The inequality 1.10 .20 implies that

$$
k(\ell) \frac{\partial}{\partial z} Q(z, \ell)+Q(z, \ell) \leq 0
$$

Therefore, one has

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(e^{z / k(\ell)} Q(z, \ell)\right) \leq 0 \tag{1.10.21}
\end{equation*}
$$

The relation 1.10.21 implies that

$$
\begin{equation*}
Q\left(t_{2}, \ell\right) \leq e^{-\left(t_{2}-t_{1}\right) / k(\ell)} Q\left(t_{1}, \ell\right) \tag{1.10.22}
\end{equation*}
$$

for $t_{2} \geq t_{1}$. Since $U_{z}(\mathbf{u})$ is a nonincreasing function of $z$, and $Q(z, \ell)$ is the mean value of $U_{z}(\mathbf{u})$ in the interval $[z, z+\ell]$, we have

$$
\begin{equation*}
U_{z+\ell}(\mathbf{u}) \leq Q(z, \ell) \leq U_{z}(\mathbf{u}) \tag{1.10.23}
\end{equation*}
$$

From the inequalities 1.10 .22 and 1.10 .23 , we obtain

$$
\begin{equation*}
U_{t_{2}+\ell}(\mathbf{u}) \leq e^{-\left(t_{2}-t_{1}\right) / k(\ell)} U_{t_{1}}(\mathbf{u}) \tag{1.10.24}
\end{equation*}
$$

The inequality 1.10.24 implies the relation 1.10.4.
According to Toupin, the parameter $\ell>0$ is to be chosen in a manner which will provide a small value for $k(\ell)$. From the inequality 1.10 .4 , we see that, given $\varepsilon>0$, we have

$$
\frac{U_{z}(\mathbf{u})}{U_{0}(\mathbf{u})}<\varepsilon
$$

provided

$$
z>\ell+k(\ell) \ln \frac{1}{\varepsilon}
$$

In Ref. 329, Toupin employs a mean value theorem due to Diaz and Payne [67], to obtain a pointwise estimate for the magnitude of the strain tensor at interior points of the cylinder. A similar estimate was established by Fichera [90] for an isotropic cylinder. We present here the estimate obtained in Ref. 90. Let $D_{0}$ be a bounded regular region.

Lemma 1.10.1 Let $f$ be a biharmonic scalar field on $D_{0}$, and suppose that $f \in L^{2}\left(D_{0}\right)$. Let $d$ be the distance of the point $\mathbf{x}$ of $D_{0}$ from $\partial D_{0}$. Then, the following estimate holds

$$
\begin{equation*}
|f(\mathbf{x})| \leq 1.9144 d^{-3 / 2}\left(\int_{D_{0}}|f|^{2} d v\right)^{1 / 2} \tag{1.10.25}
\end{equation*}
$$

Proof. We denote by $\Omega$ the ball of center $\mathbf{x}$ and unit radius. For each $\mathbf{y} \in D_{0}$ we set $\mathbf{y}=\mathbf{x}+r \boldsymbol{\zeta}$, where $\boldsymbol{\zeta} \in \partial \Omega$. With the help of spherical coordinates, the Laplacian operator

$$
\Delta=\frac{\partial^{2}}{\partial y_{i} \partial y_{i}}
$$

appears as

$$
\begin{aligned}
& \Delta=\Delta_{0}+\Delta_{*}, \quad \Delta_{0}=r^{-2} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r}\right) \\
& \Delta_{*}=\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}
\end{aligned}
$$

On the basis of the relation

$$
\int_{\partial \Omega} \Delta_{*} f(\mathbf{y}) d a=0
$$

the equation

$$
\Delta \Delta f=0
$$

yields

$$
\Delta_{0} \Delta_{0} \int_{\partial \Omega} f d a=0
$$

Thus we obtain,

$$
\int_{\partial \Omega} f(\mathbf{y}) d a=c_{1} r^{-1}+c_{2}+c_{3} r+c_{4} r^{2}
$$

where $c_{1}, c_{2}, c_{3}$, and $c_{4}$ are real constants. Since

$$
\lim _{r \rightarrow 0} f(\mathbf{y})=f(\mathbf{x}), \quad \lim _{r \rightarrow 0} r \Delta_{0} f(\mathbf{y})=0
$$

uniformly with respect to $\zeta$, we obtain $c_{1}=c_{3}=0$, and $c_{2}=4 \pi f(\mathbf{x})$. Thus, we find

$$
\int_{\partial \Omega} f(\mathbf{y}) d a=4 \pi f(\mathbf{x})+r^{2} c_{4}
$$

If $\mathbf{y}^{*}=\mathbf{x}+\alpha r \boldsymbol{\zeta}$, with $0<\alpha<1$, then

$$
\int_{\partial \Omega} f\left(\mathbf{y}^{*}\right) d a=4 \pi f(\mathbf{x})+\alpha^{2} r^{2} c_{4}
$$

Thus, we obtain

$$
f(\mathbf{x})=\frac{1}{4 \pi\left(1-\alpha^{2}\right)}\left(\int_{\partial \Omega} f\left(\mathbf{y}^{*}\right) d a-\alpha^{2} \int_{\partial \Omega} f(\mathbf{y}) d a\right)
$$

Multiplying the last equality by $r^{2}$ and integrating with respect to $r$ from $r=0$ to $r=d$, we find

$$
\frac{1}{3} d^{3} f(\mathbf{x})=\frac{1}{4 \pi\left(1-\alpha^{2}\right)}\left(\frac{1}{\alpha^{3}} \int_{S(\alpha d)} f d v-\alpha^{2} \int_{S(d)} f d v\right)
$$

where $S(\rho)$ is the ball with radius $\rho$ and center at $\mathbf{x}$. If we apply the Schwartz inequality, we obtain

$$
|f(\mathbf{x})| \leq g(\alpha) d^{-3 / 2}\left(\int_{D_{0}}|f|^{2} d v\right)^{1 / 2}
$$

where

$$
g(\alpha)=\frac{\sqrt{3}}{2 \sqrt{\pi}} \frac{1+\alpha^{7 / 2}}{\left(1-\alpha^{2}\right) \alpha^{3 / 2}}, \quad 0<\alpha<1
$$

The function $g$ attains an absolute minimum which is less that 1.9144. The last inequality implies the estimate 1.10.25.

The proof of the inequality 1.10 .25 can be obtained by the mean value theorem of Nicolesco [250]. The derivation used here follows that in Ref. 90.

If $\mathbf{u}$ is an equilibrium displacement field for a homogeneous and isotropic body, then the strain tensor $\mathbf{e}(\mathbf{u})$ is biharmonic (cf. [119], Section 42).

If we use Lemma 1.10.1 for the function $\mathbf{e}(\mathbf{u})$ on $B_{z}$, we obtain

$$
\begin{equation*}
|\{\mathbf{e}(\mathbf{u})\}(\mathbf{x})| \leq 1.9144 d^{-3 / 2}\left[\int_{B_{z}}|\mathbf{e}(\mathbf{u})|^{2} d v\right]^{1 / 2} \tag{1.10.26}
\end{equation*}
$$

From the relations 1.10 .11 and 1.10 .26 , we get

$$
|\{\mathbf{e}(\mathbf{u})\}(\mathbf{x})| \leq 1.9144\left[\frac{2}{\mu_{m} d^{3}} U_{z}(\mathbf{u})\right]^{1 / 2}
$$

When combined with energy inequality 1.10 .4 , the above inequality yields pointwise exponential decay for the magnitude of the strain tensor at interior points of the cylinder.

Pointwise estimates near the boundary have been obtained by Roseman [282] and Fichera [90]. Roseman established a pointwise estimate for the stress in a homogeneous and isotropic cylinder. When combined with Toupin's energy inequality, this gives pointwise exponential decay for the stress throughout the cylinder.

### 1.11 Exercises

1.11.1 Study the torsion of a homogeneous and isotropic elastic cylinder which occupies the domain

$$
B=\left\{x: \frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}<1, \quad 0<x_{3}<h\right\}, \quad(a>0, b>0)
$$

1.11.2 Investigate the torsion problem for a homogeneous and isotropic right cylinder whose cross section $\Sigma_{1}$ is bounded by the circles $C_{1}$ and $C_{2}$ defined by
$\left(C_{1}\right): \quad x_{1}^{2}+x_{2}^{2}-2 a x_{2}=0$
$\left(C_{2}\right): \quad x_{1}^{2}+x_{2}^{2}=b^{2}, \quad(0<b<2 a)$
1.11.3 Study the flexure of an elliptical right cylinder made of a homogeneous and isotropic material.
1.11.4 A homogeneous and isotropic elastic material occupies a right hollow cylinder $B$ with the cross section $\Sigma_{1}=\left\{x: R_{1}^{2}<x_{1}^{2}+x_{2}^{2}<R_{2}^{2}\right.$, $\left.x_{3}=0\right\}$. The body is in equilibrium in the absence of body forces. Investigate the plane strain of the cylinder when the lateral boundaries are subjected to constant pressures.
1.11.5 Show that

$$
\begin{aligned}
\chi= & \frac{1}{40 a^{3}} q x_{2}^{5}-\frac{1}{8 a^{3}} q x_{1}^{2} x_{2}^{3}-\frac{1}{4 a^{3}}\left(m+\frac{1}{5} q a^{2}-\frac{1}{2} q h^{2}\right) x_{2}^{3} \\
& +\frac{3}{8 a} q x_{1}^{2} x_{2}+\frac{1}{4} q x_{1}^{2}
\end{aligned}
$$

where $a, q, h$, and $m$ are constants, is suitable for use as an Airy stress function and investigate the stress state in the plane domain $\Sigma_{1}=\left\{\left(x_{1}, x_{2}\right):-h<x_{1}<h,-a<x_{2}<a\right\}$.
1.11.6 Determine, with the use of the complex potentials, the solution of the plane strain traction problem for a circular region in the absence of the body forces.
1.11.7 Investigate, with the use of the complex potentials, the solution of the plane strain traction problem for a circular ring.
1.11.8 A homogeneous and isotropic elastic right cylinder with the cross section $\Sigma_{1}=\left\{x: x_{1}^{2} / a^{2}+x_{2}^{2} / b^{2}<1, x_{3}=0\right\},(a>0, b>0)$, is subjected to extension and bending by terminal couples. Determine the displacement field and the stress tensor.
1.11.9 Investigate the torsion of a homogeneous and isotropic right cylinder whose cross section is an equilateral triangle.
1.11.10 Study the flexure of a homogeneous and isotropic right cylinder with rectangular cross section.
1.11.11 A homogeneous and isotropic elastic material occupies the domain $B=\left\{x: a_{2}^{2}<x_{1}^{2}+x_{2}^{2}<a_{1}^{2}, 0<x_{3}<h\right\},\left(a_{1}>a_{2}>0\right)$. Investigate the torsion of the tube.
1.11.12 Investigate the flexure of a homogeneous and isotropic right cylinder whose cross section is bounded by two confocal ellipses.

## Chapter 2

## Theory of Loaded Cylinders

### 2.1 Problems of Almansi and Michell

This chapter is concerned with the generalization of Saint-Venant's problem to the case when the cylinder is subjected to body forces and surface tractions on the lateral boundary. This problem was initiated by Almansi [6] and Michell [221] and was developed in various later works [28,163,175,313].

We assume that a continuous body force field $\mathbf{f}$ is prescribed on $B$. By an equilibrium displacement field on $B$, corresponding to the body force field $\mathbf{f}$, we mean a vector field $\mathbf{u} \in C^{2}(B) \cap C^{1}(\bar{B})$ that satisfies the displacement equations of equilibrium

$$
\begin{equation*}
t_{j i}(\mathbf{u})_{, j}+f_{i}=0 \tag{2.1.1}
\end{equation*}
$$

on $B$. We assume that the boundary conditions 1.2 .3 are replaced by

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\widetilde{\mathbf{t}} \text { on } \Pi, \quad \mathbf{R}(\mathbf{u})=\mathbf{F}, \quad \mathbf{H}(\mathbf{u})=\mathbf{M} \tag{2.1.2}
\end{equation*}
$$

where $\widetilde{\mathbf{t}}$ is a vector-valued function preassigned on $\Pi$, and $\mathbf{F}$ and $\mathbf{M}$ are prescribed vectors. Suppose that $\widetilde{\mathbf{t}}$ is piecewise regular on $\Pi$.

When $\mathbf{f}$ and $\widetilde{\mathbf{t}}$ are independent of the axial coordinate, the problem was first considered by Almansi [6] and Michell [221]. This particular case defines what is nowadays known in the literature as the Almansi-Michell problem.

In Ref. 6, Almansi also studied the case when the prescribed forces are polynomials in the axial coordinate. This problem is known as the Almansi problem.

We assume that the body is homogeneous and isotropic. Let us suppose that

$$
\begin{array}{ll}
f_{i}=\sum_{k=1}^{r} F_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k}, & \left(x_{1}, x_{2}, x_{3}\right) \in B \\
\widetilde{t}_{i}=\sum_{k=1}^{r} p_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k}, \quad\left(x_{1}, x_{2}, x_{3}\right) \in \Pi \tag{2.1.3}
\end{array}
$$

where $F_{i k}$ and $p_{i k}$ are prescribed functions.
Almansi problem consists in finding an equilibrium displacement filed on $B$ that corresponds to the body force field $\mathbf{f}$ and satisfies the boundary conditions 2.1.2, when $\mathbf{f}$ and $\widetilde{\mathbf{t}}$ have the form 2.1.3.

Let $(A)$ denote the problem of determination of the functions $u_{k} \in C^{2}(B) \cap$ $C^{1}(\bar{B})$ that satisfy the Equations $1.1 .1,1.1 .4$, and 2.1.1 on $B$ and the boundary conditions 2.1.2, when $\mathbf{f}$ and $\widetilde{\mathbf{t}}$ have the form

$$
\begin{array}{ll}
f_{i}=F_{i n}\left(x_{1}, x_{2}\right) x_{3}^{n}, & \left(x_{1}, x_{2}, x_{3}\right) \in B  \tag{2.1.4}\\
\tilde{t}_{i}=p_{i n}\left(x_{1}, x_{2}\right) x_{3}^{n}, & \left(x_{1}, x_{2}, x_{3}\right) \in \Pi
\end{array}
$$

where $n$ is a positive integer or zero, and $F_{i n}$ and $p_{i n}$ are prescribed functions. Obviously, if we know the solution of the problem $(A)$ for any $n$, then, according to the linearity of the theory, we can determine the solution of Almansi problem.

We denote by $\left(A_{0}\right)$ the problem $(A)$ for $n=0$, and by $\left(B^{(s)}\right)$ the problem $(A)$ when $n=s,(s=1,2, \ldots, r)$, and $\mathbf{F}=\mathbf{0}, \mathbf{M}=\mathbf{0}$. Let $\mathbf{U}^{(0)}$ be a solution of the problem $\left(A_{0}\right)$, and let $\mathbf{U}^{(s)}$ be a solution of the problem $\left(B^{(s)}\right)$, $(s=1,2, \ldots, r)$. Then, the solution $\mathbf{u}$ of Almansi's problem is given by

$$
\mathbf{u}=\sum_{m=0}^{r} \mathbf{U}^{(m)}
$$

To solve Almansi problem, we use the method of induction. In Section 2.2, we shall solve the Almansi-Michell problem $\left(A_{0}\right)$. Then, in Section 2.3, we shall establish the solution of the problem $\left(B^{(n+1)}\right)$ once a solution of the problem $\left(B^{(n)}\right)$ is known. Throughout this chapter, we assume that the cylinder is occupied by an isotropic and homogeneous material. Moreover, we suppose that the elastic potential is a positive definite quadratic form in the components of the strain tensor.

The researches devoted to the theory of loaded cylinders are based on the semi-inverse method. Generally, the authors used various assumptions regarding the structure of the stress field. In Ref. 145, the solution was presented, for the first time, in terms of displacement vector field. In Section 2.4, we shall present a generalization of the results from Section 1.7 to provide a rational tool to solve Almansi problem. The method offers a systematic approach which avoids artificial a priori assumptions.

### 2.2 Almansi-Michell Problem

We assume that

$$
\begin{equation*}
f_{i}=G_{i}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}, \quad \widetilde{t}_{i}=p_{i}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Gamma \tag{2.2.1}
\end{equation*}
$$

The Almansi-Michell problem consists in the determination of the vector field $\mathbf{u} \in C^{2}(B) \cap C^{1}(\bar{B})$ that satisfies Equations 1.1.1, 1.1.4, and 2.1.1 on $B$ and the boundary conditions 2.1.2, when $\mathbf{f}$ and $\widetilde{\mathbf{t}}$ have the form 2.2.1.

Following Ref. 161, we seek the solution of Almansi-Michell problem in the form

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\varepsilon_{\beta \alpha}\left(\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}\right) x_{\beta} \\
& +\sum_{k=1}^{3}\left(a_{k}+b_{k} x_{3}+\frac{1}{2} c_{k} x_{3}^{2}\right) w_{\alpha}^{(k)}+v_{\alpha}\left(x_{1}, x_{2}\right)  \tag{2.2.2}\\
u_{3}= & \left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\frac{1}{6}\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}^{3} \\
& +\left(\tau_{1}+\tau_{2} x_{3}\right) \varphi\left(x_{1}, x_{2}\right)+\psi\left(x_{1}, x_{2}\right)+x_{3} \chi\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{align*}
$$

where $w_{\alpha}^{(k)}$ are defined by the relations 1.7.9, $\varphi$ is the torsion function defined by Equations 1.3 .26 and $1.3 .28, a_{k}, b_{k}, c_{k}$, and $\tau_{\rho}$ are unknown constants, and $v_{\alpha}, \psi, \chi \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ are unknown functions. Justification of the form 2.2.2 of solution is presented in Section 2.4.

It follows from Equations 2.2.2, 1.1.1, 1.1.4, and 1.7.9 that

$$
\begin{align*}
t_{\alpha \beta}= & \lambda\left(\chi+\tau_{2} \varphi\right) \delta_{\alpha \beta}+s_{\alpha \beta} \\
t_{33}= & E\left[a_{\rho} x_{\rho}+a_{3}+\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}+\frac{1}{2}\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}^{2}\right] \\
& +(\lambda+2 \mu)\left(\chi+\tau_{2} \varphi\right)+\lambda \gamma_{\rho \rho}  \tag{2.2.3}\\
t_{\alpha 3}= & \mu\left[\left(\tau_{1}+\tau_{2} x_{3}\right)\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)+x_{3} \chi, \alpha+\psi_{, \alpha}\right] \\
& +\mu \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) w_{\alpha}^{(s)}
\end{align*}
$$

where

$$
\begin{align*}
s_{\alpha \beta} & =\lambda \gamma_{\rho \rho} \delta_{\alpha \beta}+2 \mu \gamma_{\alpha \beta} \\
\gamma_{\alpha \beta} & =\frac{1}{2}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right) \tag{2.2.4}
\end{align*}
$$

The first two equations of equilibrium 2.1.1 and the first two conditions on the lateral boundary become

$$
\begin{align*}
s_{\alpha \beta, \beta}+g_{\alpha} & =0 \text { on } \Sigma_{1}  \tag{2.2.5}\\
s_{\beta \alpha} n_{\beta} & =q_{\alpha} \text { on } \Gamma
\end{align*}
$$

where

$$
\begin{aligned}
& g_{\alpha}=G_{\alpha}+\lambda\left(\chi+\tau_{2} \varphi\right)_{, \alpha}+\mu\left[\tau_{2}\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)+\chi, \alpha\right]+\mu \sum_{s=1}^{3} c_{s} w_{\alpha}^{(s)} \\
& q_{\alpha}=p_{\alpha}-\lambda\left(\chi+\tau_{2} \varphi\right) n_{\alpha}
\end{aligned}
$$

Thus, from Equations 2.2.4 and 2.2.5, we conclude that $v_{\alpha}$ are the displacements in a plane strain problem corresponding to the body forces $g_{\alpha}$ and
to the surface forces $q_{\alpha}$. The necessary and sufficient conditions to solve the boundary-value problem 2.2.4 and 2.2.5 are

$$
\begin{equation*}
\int_{\Sigma_{1}} g_{\alpha} d a+\int_{\Gamma} q_{\alpha} d s=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} g_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} q_{\beta} d s=0 \tag{2.2.7}
\end{equation*}
$$

By the divergence theorem, and the relations 2.2.3 and 2.2.6, we get

$$
\begin{align*}
& \int_{\Sigma_{1}} g_{\alpha} d a+\int_{\Gamma} q_{\alpha} d s=\int_{\Sigma_{1}} G_{\alpha} d a+\int_{\Gamma} p_{\alpha} d s+\int_{\Sigma_{1}} t_{\alpha 3,3} d a \\
& \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} g_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} q_{\beta} d s  \tag{2.2.8}\\
& =\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s+\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta, 3} d a
\end{align*}
$$

In view of equations of equilibrium, we have

$$
\begin{equation*}
t_{\alpha 3,3}=\left[t_{\alpha 3}+x_{\alpha}\left(t_{j 3, j}+G_{3}\right)\right]_{, 3}=\left(x_{\alpha} t_{\beta 3}\right)_{, \beta 3}+x_{\alpha} t_{33,33} \tag{2.2.9}
\end{equation*}
$$

Thus, by using the divergence theorem and the conditions on the lateral boundary, we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{\alpha 3,3} d a=\int_{\Sigma_{1}} x_{\alpha} t_{33,33} d a \tag{2.2.10}
\end{equation*}
$$

In view of the relations 2.2 .3 and 2.2.10, the first two conditions from 2.2.7 reduce to

$$
\begin{equation*}
E\left(I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}\right)=-\int_{\Sigma_{1}} G_{\alpha} d a-\int_{\Gamma} p_{\alpha} d s \tag{2.2.11}
\end{equation*}
$$

where $I_{\alpha \beta}$ are defined in the relations 1.7.14, and $x_{\alpha}^{0}$ and $A$ are given by Equation 1.4.9. It follows from the relations 2.2.3, 2.2.8, and 1.7.9 that the third condition from Equations 2.2 .7 can be written in the form

$$
\begin{align*}
D \tau_{2}= & -\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a-\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d a \\
& -\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left(\chi_{, \beta}+\frac{1}{2} \nu c_{\beta} x_{\rho} x_{\rho}\right) d a \tag{2.2.12}
\end{align*}
$$

The third equation of equilibrium implies that $\psi$ and $\chi$ must satisfy the following equations

$$
\begin{gather*}
\mu \Delta \psi=-G_{3}-2 \mu\left(b_{\rho} x_{\rho}+b_{3}\right) \text { on } \Sigma_{1}  \tag{2.2.13}\\
\Delta \chi=-2\left(c_{\rho} x_{\rho}+c_{3}\right) \text { on } \Sigma_{1} \tag{2.2.14}
\end{gather*}
$$

In view of Equations 2.2.3 and 1.3.28, the last condition on the lateral boundary implies that

$$
\begin{equation*}
\mu \frac{\partial \psi}{\partial n}=p_{3}+\mu \nu n_{\alpha} x_{\alpha}\left(b_{\rho} x_{\rho}+b_{3}\right)-\frac{1}{2} b_{\alpha} \mu \nu n_{\alpha} x_{\rho} x_{\rho} \text { on } \Gamma \tag{2.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \chi}{\partial n}=c_{\alpha} \nu x_{\rho}\left(x_{\alpha} n_{\rho}-\frac{1}{2} n_{\alpha} x_{\rho}\right)+c_{3} \nu x_{\alpha} n_{\alpha} \text { on } \Gamma \tag{2.2.16}
\end{equation*}
$$

The necessary and sufficient condition to solve the boundary-value problem 2.2.13 and 2.2.15 is

$$
\begin{equation*}
A E\left(b_{\rho} x_{\rho}^{0}+b_{3}\right)=-\int_{\Sigma_{1}} G_{3} d a-\int_{\Gamma} p_{3} d s \tag{2.2.17}
\end{equation*}
$$

Let us consider now the boundary-value problem 2.2.14 and 2.2.16. The necessary and sufficient condition to solve this boundary-value problem reduces to

$$
\begin{equation*}
c_{\rho} x_{\rho}^{0}+c_{3}=0 \tag{2.2.18}
\end{equation*}
$$

The system 2.2 .11 and 2.2 .18 can always be solved for $c_{1}, c_{2}$, and $c_{3}$. Thus, from Equations 2.2.14 and 2.2.16, we can determine the function $\chi$. Then, the relation 2.2.12 determines the constant $\tau_{2}$.

We consider now the conditions 1.4.1. Let us note that

$$
\begin{align*}
\int_{\Sigma_{1}} t_{13} d a & =\int_{\Gamma}\left[t_{13}+x_{1}\left(t_{j 3, j}+G_{3}\right)\right] d a \\
& =\int_{\Sigma_{1}}\left[\left(x_{1} t_{\alpha 3}\right)_{, \alpha}+x_{1} t_{33,3}+x_{1} G_{3}\right] d a \\
& =\int_{\Sigma_{1}} x_{1} G_{3} d a+\int_{\Gamma} x_{1} p_{3} d s+\int_{\Sigma_{1}} x_{1} t_{33,3} d a  \tag{2.2.19}\\
\int_{\Sigma_{1}} t_{23} d a & =\int_{\Sigma_{1}} x_{2} G_{3} d a+\int_{\Gamma} x_{2} p_{3} d s+\int_{\Sigma_{1}} x_{2} t_{33,3} d a
\end{align*}
$$

In view of Equations 2.2.19 and 2.2.3, the conditions 1.4.1 reduce to

$$
\begin{equation*}
E\left(I_{\alpha \beta} b_{\beta}+A x_{\alpha}^{0} b_{3}\right)=-F_{\alpha}-\int_{\Sigma_{1}} x_{\alpha} G_{3} d a-\int_{\Gamma} x_{\alpha} p_{3} d s \tag{2.2.20}
\end{equation*}
$$

In what follows, we consider that the constants $b_{k}$ are determined by the system 2.2.17 and 2.2.20. We can assume that the functions $\psi$ and $v_{\alpha}$ are known.

In view of relations 2.2.3, the conditions 1.4.2 and 1.4.3 become

$$
\begin{align*}
E A\left(a_{\rho} x_{\rho}^{0}+a_{3}\right) & =-F_{3}-\int_{\Sigma_{1}}\left[(\lambda+2 \mu)\left(\chi+\tau_{2} \varphi\right)+\lambda \gamma_{\rho \rho}\right] d a \\
E\left(I_{\alpha \beta} a_{\beta}+A x_{\alpha}^{0} a_{3}\right) & =\varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma_{1}} x_{\alpha}\left[(\lambda+2 \mu)\left(\chi+\tau_{2} \varphi\right)+\lambda \gamma_{\rho \rho}\right] d a \tag{2.2.21}
\end{align*}
$$

The system 2.2.21 determines the constants $a_{j}$. From Equations 2.2.3 and 1.4.4, we obtain

$$
\begin{equation*}
D \tau_{1}=-M_{3}-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left(\chi_{, \beta}+\sum_{s=1}^{3} b_{s} w_{\beta}^{(s)}\right) d a \tag{2.2.22}
\end{equation*}
$$

The relation 2.2.22 determines the constant $\tau_{1}$.

Thus, the displacement field 2.2.2 is a solution of Almansi-Michell problem if the constants $a_{j}, b_{j}, c_{j}$, and $\tau_{\alpha}$ are given by Equations 2.2.21, 2.2.17, 2.2.20, 2.2.11, 2.2.18, 2.2.22, and 2.2.12, the functions $\psi$ and $\chi$ are characterized by the boundary-value problems $2.2 .13,2.2 .15,2.2 .14$, and 2.2 .10 , and the functions $v_{\alpha}$ are the displacements in the plane strain problem defined by Equations 2.2.4 and 2.2.5.

We call the displacement vector field 2.2.2 the Almansi-Michell solution.

### 2.3 Almansi Problem

In the case of Almansi's problem, the body forces $f_{i}$ and the tractions $\widetilde{t}_{i}$ have the form 2.1.3. In the previous section, we obtained a solution of the problem $\left(A_{0}\right)$. Our task is to establish a solution of the problem $\left(B^{(n+1)}\right)$ once a solution of the problem $\left(B^{(n)}\right)$ is known.

By induction hypothesis, we know to derive a solution of the problem in which

$$
f_{i}=F_{i(n+1)}\left(x_{1}, x_{2}\right) x_{3}^{n}, \quad \widetilde{t}_{i}=p_{i(n+1)}\left(x_{1}, x_{2}\right) x_{3}^{n}, \quad F_{i}=0, \quad M_{i}=0
$$

Thus, the problem can be presented as follows: to find the functions $u_{k} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ which satisfy the equations

$$
\begin{gather*}
2 e_{i j}(\mathbf{u})=u_{i, j}+u_{j, i}, \quad t_{i j}(\mathbf{u})=\lambda e_{r r}(\mathbf{u}) \delta_{i j}+2 \mu e_{i j}(\mathbf{u}) \\
\left(t_{j i}(\mathbf{u})\right)_{, j}+\Lambda_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0 \text { on } B \tag{2.3.1}
\end{gather*}
$$

and the boundary conditions

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 i}(\mathbf{u}) d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} t_{3 k}(\mathbf{u}) d a=0  \tag{2.3.2}\\
t_{\alpha i}(\mathbf{u}) n_{\alpha}=\sigma_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}, \quad\left(x_{1}, x_{2}, x_{3}\right) \in \Pi \tag{2.3.3}
\end{gather*}
$$

when we know the solution of the equations

$$
\begin{gather*}
2 e_{i j}\left(\mathbf{u}^{*}\right)=u_{i, j}^{*}+u_{j, i}^{*}, \quad t_{i j}\left(\mathbf{u}^{*}\right)=\lambda e_{r r}\left(\mathbf{u}^{*}\right) \delta_{i j}+2 \mu e_{i j}\left(\mathbf{u}^{*}\right)  \tag{2.3.4}\\
\left(t_{j i}\left(\mathbf{u}^{*}\right)\right)_{, j}+\Lambda_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}=0
\end{gather*}
$$

on $B$, with the boundary conditions

$$
\begin{align*}
& \int_{\Sigma_{1}} t_{3 i}\left(\mathbf{u}^{*}\right) d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} t_{3 k}\left(\mathbf{u}^{*}\right) d a=0  \tag{2.3.5}\\
& t_{\alpha i}\left(\mathbf{u}^{*}\right) n_{\alpha}=\sigma_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}, \quad\left(x_{1}, x_{2}, x_{3}\right) \in \Pi \tag{2.3.6}
\end{align*}
$$

In the above relations, $\Lambda_{i}$ and $\sigma_{i}$ are prescribed functions. We assume that $\Lambda_{i}$ are continuous on $\Sigma_{1}$ and that $\sigma_{i}$ are piecewise regular on $\Gamma$.

Following Ref. 6, we seek the solution in the form

$$
\begin{equation*}
u_{i}=(n+1)\left[\int_{0}^{x_{3}} u_{i}^{*} d x_{3}+\bar{w}_{i}\right] \tag{2.3.7}
\end{equation*}
$$

where $\bar{w}_{i} \in C^{2}(B) \cap C^{1}(\bar{B})$ are unknown functions. It follows from Equations 2.3.7 and 2.3.1 that

$$
\begin{equation*}
t_{i j}(\mathbf{u})=(n+1)\left[\int_{0}^{x_{3}} t_{i j}\left(\mathbf{u}^{*}\right) d x_{3}+\tau_{i j}(\overline{\mathbf{w}})+k_{i j}\right] \tag{2.3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{i j}(\overline{\mathbf{w}})=\lambda \gamma_{r r}(\overline{\mathbf{w}}) \delta_{i j}+2 \mu \gamma_{i j}(\overline{\mathbf{w}}), \quad \gamma_{i j}(\overline{\mathbf{w}})=\frac{1}{2}\left(\bar{w}_{i, j}+\bar{w}_{j, i}\right) \tag{2.3.9}
\end{equation*}
$$

and

$$
\begin{gather*}
k_{\alpha \beta}=\lambda \delta_{\alpha \beta} u_{3}^{*}\left(x_{1}, x_{2}, 0\right), \quad k_{33}=(\lambda+2 \mu) u_{3}^{*}\left(x_{1}, x_{2}, 0\right)  \tag{2.3.10}\\
k_{\alpha 3}=k_{3 \alpha}=\mu u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
\end{gather*}
$$

With the help of Equations 2.3.4 and 2.3.8, the equations of equilibrium reduce to

$$
\begin{equation*}
\tau_{j i}(\overline{\mathbf{w}})_{, j}+P_{i}=0 \text { on } B \tag{2.3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{i}=k_{\alpha i, \alpha}+\left[t_{3 i}\left(\mathbf{u}^{*}\right)\right]\left(x_{1}, x_{2}, 0\right) \tag{2.3.12}
\end{equation*}
$$

We note that the functions $P_{i}$ are independent of $x_{3}$. In view of Equations 2.3.6 and 2.3.8, the conditions 2.3.3 become

$$
\begin{equation*}
\tau_{\beta i}(\overline{\mathbf{w}}) n_{\beta}=\eta_{i} \text { on } \Pi \tag{2.3.13}
\end{equation*}
$$

where

$$
\eta_{i}=-k_{\alpha i} n_{\alpha}
$$

The functions $\eta_{i}$ are independent of the axial coordinate. By Equations 2.3.8 and 2.3.5, the conditions 2.3.2 reduce to

$$
\begin{equation*}
\int_{\Sigma_{1}} \tau_{3 i}(\overline{\mathbf{w}}) d a=-\mathcal{F}_{i}, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} \tau_{3 k}(\overline{\mathbf{w}}) d a=-\mathcal{M}_{i} \tag{2.3.14}
\end{equation*}
$$

where

$$
\mathcal{F}_{i}=\int_{\Sigma_{1}} k_{3 i} d a, \quad \mathcal{M}_{i}=\int_{\Sigma_{1}} \varepsilon_{i r s} x_{r} k_{3 s} d a
$$

We conclude that the functions $\bar{w}_{i}$ satisfy Equations 2.3 .9 and 2.3 .11 on $B$ and the boundary conditions 2.3 .13 and 2.3.14. Thus, $\bar{w}_{i}$ satisfy an AlmansiMichell problem. The solution of this problem was studied in the previous section. The justification of the form 2.3.7 of the solution is presented in the next section.

### 2.4 Characterization of Solutions

Since the Almansi problem fails to characterize the solution uniquely, it is natural to ask for intrinsic criteria that distinguish the above solutions among all solutions of the problem. In the first part of this section, we present a relation between the solutions of the Saint-Venant's problem and the solution of the Almansi-Michell problem. Then, a characterization of the AlmansiMichell solution is established. A justification of the solution 2.3.7 is also presented. The results we give here have been established in Ref. 161.

Let $K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$ denote the class of solutions to the Almansi-Michell problem $\left(A_{0}\right)$. Theorem 2.4.1 will be of future use.

Theorem 2.4.1 If $\mathbf{u} \in C^{2}(B) \cap C^{1}(\bar{B})$, then

$$
\begin{align*}
R_{i}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} s_{i}(\mathbf{u}) d s-\int_{\Sigma_{1}}\left[t_{j i}(\mathbf{u})\right]_{, j} d a \\
H_{\alpha}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\beta} s_{3}(\mathbf{u}) d s-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\beta}\left[t_{j 3}(\mathbf{u})\right]_{, j} d a+\varepsilon_{\alpha \beta} R_{\beta}(\mathbf{u})  \tag{2.4.1}\\
H_{3}\left(\mathbf{u}_{, 3}\right) & =\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} s_{\beta}(\mathbf{u}) d s-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[t_{j \beta}(\mathbf{u})\right]_{, j} d a
\end{align*}
$$

Proof. Let us note that $t_{j i}\left(\mathbf{u}_{, 3}\right)=\left[t_{i j}(\mathbf{u})\right]_{, 3}$. Thus, we have

$$
\begin{align*}
t_{3 i}\left(\mathbf{u}_{, 3}\right) & =\left[t_{j i}(\mathbf{u})\right]_{, j}-\left[t_{\alpha i}(\mathbf{u})\right]_{, \alpha} \\
\varepsilon_{\alpha \beta} x_{\beta} t_{33}\left(\mathbf{u}_{, 3}\right) & =\varepsilon_{\alpha \beta} x_{\beta}\left[t_{j 3}(\mathbf{u})\right]_{, j}-\varepsilon_{\alpha \beta}\left[x_{\beta} t_{\rho 3}(\mathbf{u})\right]_{, \rho}+\varepsilon_{\alpha \beta} t_{\beta 3}(\mathbf{u})  \tag{2.4.2}\\
\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}\left(\mathbf{u}_{, 3}\right) & =\varepsilon_{\alpha \beta} x_{\alpha}\left[t_{j \beta}(\mathbf{u})\right]_{, j}-\varepsilon_{\alpha \beta}\left[x_{\alpha} t_{\rho \beta}(\mathbf{u})\right]_{, \rho}
\end{align*}
$$

By Equations 1.2.5 and 2.4.2, the divergence theorem, and Equation 1.1.11, we obtain the desired result.

Recall that $K(\mathbf{F}, \mathbf{M})$ denotes the class of solutions to the Saint-Venant's problem corresponding to the resultants $\mathbf{F}$ and $\mathbf{M}$.

Theorem 2.4.2 If $\mathbf{u} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$ and $\mathbf{u}_{, 3} \in C^{2}(B) \cap C^{1}(\bar{B})$, then $u_{, 3} \in K(\mathbf{P}, \mathbf{Q})$, where

$$
\begin{align*}
\mathbf{P} & =\int_{\Sigma_{1}} \mathbf{G} d a+\int_{\Gamma} \mathbf{p} d s \\
Q_{\alpha} & =\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\beta} G_{3} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\beta} p_{3} d s+\varepsilon_{\alpha \beta} F_{\beta}  \tag{2.4.3}\\
Q_{3} & =\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s
\end{align*}
$$

Theorem 2.4.2 is a direct consequence of Theorem 2.4.1.

The preceding theorem allows us to establish a simple method of deriving Almansi-Michell's solution. Let $\mathbf{u}^{0} \in K(\mathbf{P}, \mathbf{Q})$ be Saint-Venant's solution corresponding to the resultant force $\mathbf{P}$ and the resultant moment $\mathbf{Q}$ of the tractions acting on $\Sigma_{1}$. Theorem 2.4.2 asserts that the partial derivative with respect to $x_{3}$ of any solution $\mathbf{u} \in C^{3}(B) \cap C^{2}(\bar{B})$ of the problem $\left(A_{0}\right)$ belongs to $K(\mathbf{P}, \mathbf{Q})$. It is natural to enquire whether there exists a solution $\mathbf{w}$ of the problem $\left(A_{0}\right)$ such that $\mathbf{w}, 3$ and $\mathbf{u}^{0}$ are equal modulo a rigid displacement. This question is settled in Theorem 2.4.3. We assume that the material is homogeneous and isotropic.

Theorem 2.4.3 Let $\mathbf{u}^{0} \in K(\mathbf{P}, \mathbf{Q})$ be Saint-Venant's solution. Let $\mathbf{w} \in$ $C^{3}(B) \cap C^{2}(\bar{B})$ be a displacement vector field such that $\mathbf{w}_{, 3}$ and $\mathbf{u}^{0}$ are equal modulo a rigid displacement. Then $\mathbf{w} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$ if and only if $\mathbf{w}$ is the Almansi-Michell solution.

Proof. Let $\mathbf{u}^{0}$ be Saint-Venant's solution in the class $K(\mathbf{P}, \mathbf{Q})$. Following Equation 1.7.21, the vector $\mathbf{u}^{0}$ has the form

$$
\begin{equation*}
\mathbf{u}^{0}=\int_{0}^{x_{3}} \mathbf{v}\{\widehat{c}\} d x_{3}+\mathbf{v}\{\widehat{b}\}+\mathbf{w}^{*} \tag{2.4.4}
\end{equation*}
$$

where $\widehat{b}=\left(b_{1}, b_{2}, b_{3}, b_{4}\right)$ and $\widehat{c}=\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$ are two constant fourdimensional vectors, and $\mathbf{w}^{*}$ is a vector field independent of $x_{3}$ such that $\mathbf{w}^{*} \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$.

In view of Theorem 1.7.3, Equations 1.7.23, 1.7.27, and 2.4.3, we conclude that

$$
\begin{align*}
& E\left(I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}\right)=-\int_{\Sigma_{1}} G_{\alpha} d a-\int_{\Gamma} p_{\alpha} d s  \tag{2.4.5}\\
& c_{\alpha} x_{\alpha}^{0}+c_{3}=0, \quad c_{4}=0
\end{align*}
$$

and $w_{\alpha}^{*}=0, w_{3}^{*}=\chi$, where $\chi$ is characterized by Equations 2.2.14 and 2.2.16. Moreover, from Equations 1.7.28 and 2.4.3, we obtain Equations 2.2.17, 2.2.20, and

$$
D b_{4}=-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\beta}\left[G_{\beta}+\mu\left(\chi_{, \beta}+\frac{1}{2} \nu c_{\beta} x_{\rho} x_{\rho}\right)\right] d a-\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s
$$

Let $\mathbf{w}$ be a vector field such that

$$
\begin{equation*}
\mathbf{w}_{, 3}=\mathbf{u}^{0}+\boldsymbol{\alpha}+\boldsymbol{\beta} \times \mathbf{x} \tag{2.4.6}
\end{equation*}
$$

where $\mathbf{u}^{0}$ is defined by Equation 2.4.4, and $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are constant vectors. Then, it follows from Equations 1.7.11, 1.7.12, 2.4.5, and 2.4.6 that

$$
\begin{aligned}
w_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\frac{1}{2} b_{4} \varepsilon_{\beta \alpha} x_{3}^{2} x_{\beta} \\
& -\tau_{1} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+\sum_{k=1}^{3}\left(a_{k}+b_{k} x_{3}+\frac{1}{2} c_{k} x_{3}^{2}\right) w_{\alpha}^{(k)}+v_{\alpha}\left(x_{1}, x_{2}\right) \\
w_{3}= & \left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\frac{1}{6}\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}^{3} \\
& +b_{4} x_{3} \varphi+\tau_{1} \varphi+x_{3} \chi+\psi\left(x_{1}, x_{2}\right)
\end{aligned}
$$

where $v_{\alpha}$ and $\psi$ are arbitrary functions independent of $x_{3}$, and we have used the notations $a_{\alpha}=\varepsilon_{\alpha \rho} \beta_{\rho}, a_{3}=\alpha_{3}, \tau_{1}=\beta_{3}$. For convenience, on the basis of the arbitrariness of the functions $v_{\alpha}$ and $\psi$, we have introduced the terms $\sum_{k=1}^{3} a_{k} w_{\alpha}^{(k)}$ and $\tau_{1} \varphi$. In Section 2.2, we have shown that we can determine the functions $v_{\alpha}, \psi$ and the constants $a_{k}$ and $\tau_{1}$, such that $\mathbf{w} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$. The proof is complete.

Let us present now a justification of the form 2.3.7 of the solution.
Let $Q_{n}\left\{\mathbf{F}_{n} x_{3}^{n}, \mathbf{p}_{n} x_{3}^{n}\right\},(n=1,2, \ldots, r)$, be the class of solutions to the problem $\left(B^{(n)}\right)$. By induction hypothesis, we know to derive a solution $\widehat{\mathbf{u}} \in$ $Q_{n}\left\{\mathbf{F}_{n} x_{3}^{n}, \mathbf{p}_{n} x_{3}^{n}\right\}$. It follows that we also know a solution $\mathbf{u}^{*} \in Q_{n}\left\{\mathbf{F}_{(n+1)} x_{3}^{n}\right.$, $\left.\mathbf{p}_{(n+1)} x_{3}^{n}\right\}$. Thus we are led to the following problem: to find a vector field $\mathbf{u}^{\prime \prime} \in Q_{n+1}\left\{\mathbf{F}_{(n+1)} x_{3}^{n+1}, \mathbf{p}_{(n+1)} x_{3}^{n+1}\right\}$ when $\mathbf{u}^{*} \in Q_{n}\left\{\mathbf{F}_{(n+1)} x_{3}^{n}, p_{(n+1)} x_{3}^{n}\right\}$ is given. We refer to this problem as the problem $(\mathcal{K})$. To solve this problem, we need the following result.

Lemma 2.4.1 If $\mathbf{u} \in Q_{n+1}\left\{\mathbf{F}_{(n+1)} x_{3}^{n+1}, \mathbf{p}_{(n+1)} x_{3}^{n+1}\right\}$ and $\mathbf{u}_{, 3} \in C^{2}(B) \cap$ $C^{1}(\bar{B})$, then

$$
(n+1)^{-1} \mathbf{u}_{, 3} \in Q_{n}\left\{\mathbf{F}_{(n+1)} x_{3}^{n}, \mathbf{p}_{(n+1)} x_{3}^{n}\right\}
$$

Proof. Let $\mathbf{u} \in Q_{n+1}\left\{\mathbf{F}_{(n+1)} x_{3}^{n+1}, \mathbf{p}_{(n+1)} x_{3}^{n+1}\right\}$ such that $\mathbf{u}_{, 3} \in C^{2}(B) \cap C^{1}(\bar{B})$. It follows from Equations 2.1.1 and 2.1.2 that

$$
\begin{aligned}
& t_{j i}\left(\mathbf{u}_{, 3}\right)_{, j}+(n+1) F_{i(n+1)} x_{3}^{n}=0 \text { on } B \\
& \mathbf{s}\left(\mathbf{u}_{, 3}\right)=(n+1) \mathbf{p}_{(n+1)} x_{3}^{n} \text { on } \Pi
\end{aligned}
$$

Since the theory under consideration is linear, the vector field $\mathbf{u}^{\prime}=$ $(n+1)^{-1} \mathbf{u}_{33}$ is an equilibrium displacement field on $B$ that corresponds to the body force field $\mathbf{F}_{(n+1)} x_{3}^{n}$ and satisfies the condition $\mathbf{s}\left(\mathbf{u}^{\prime}\right)=\mathbf{p}_{(n+1)} x_{3}^{n}$ on $\Pi$. In view of Theorem 2.4.1, we find $\mathbf{R}\left(\mathbf{u}^{\prime}\right)=\mathbf{0}, \mathbf{H}\left(\mathbf{u}^{\prime}\right)=\mathbf{0}$. This completes the proof of the lemma.

Lemma 2.4.1 allows us to solve the problem $(\mathcal{K})$. Thus, in view of this lemma, we are led to seek the vector field $\mathbf{u}^{\prime \prime}$ such that $(n+1)^{-1} \mathbf{u}_{, 3}^{\prime \prime}=\mathbf{u}^{*}$
modulo a rigid displacement, that is,

$$
\begin{equation*}
(n+1)^{-1} \mathbf{u}_{, 3}^{\prime \prime}=\mathbf{u}^{*}+\boldsymbol{\alpha}+\boldsymbol{\beta} \times \mathbf{x} \tag{2.4.7}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are constant vectors. Then it follows that

$$
\begin{align*}
& u_{\alpha}^{\prime \prime}=(n+1)\left[\int_{0}^{x_{3}} u_{\alpha}^{*} d x_{3}-\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+w_{\alpha}^{*}\left(x_{1}, x_{2}\right)\right] \\
& u_{3}^{\prime \prime}=(n+1)\left[\int_{0}^{x_{3}} u_{3}^{*} d x_{3}+\left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+w_{3}^{*}\left(x_{1}, x_{2}\right)\right] \tag{2.4.8}
\end{align*}
$$

except for an additive rigid displacement. Here $\mathbf{w}^{*}$ is an arbitrary vector field independent of $x_{3}$, and we have used the notations $a_{\alpha}=\varepsilon_{\rho \alpha} \beta_{\rho}, a_{3}=\alpha_{3}, \alpha_{4}=\beta_{3}$.

Theorem 2.4.4 Let $\mathbf{u}^{*} \in Q_{n}\left\{\mathbf{F}_{(n+1)} x_{3}^{n}, \mathbf{p}_{(n+1)} x_{3}^{n}\right\}$, and let $Y$ be the set of all vector fields of the form 2.4.8. Then there exists a vector field $\mathbf{u}^{\prime \prime} \in Y$ such that $\mathbf{u}^{\prime \prime} \in Q_{(n+1)}\left\{\mathbf{F}_{(n+1)} x_{3}^{n+1}, \mathbf{p}_{(n+1)} x_{3}^{n+1}\right\}$.

Proof. Let us prove that the functions $w_{i}^{*}$ and the constants $a_{s},(s=1,2,3,4)$, can be determined so that $\mathbf{u}^{\prime \prime} \in Q_{n+1}\left\{\mathbf{F}_{(n+1)} x_{3}^{n+1}, \mathbf{p}_{(n+1)} x_{3}^{n+1}\right\}$.

We introduce the vector field $\mathbf{w}^{\prime}$ by

$$
w_{\alpha}^{*}=\sum_{i=1}^{3} a_{i} \mathbf{w}_{\alpha}^{(i)}+w_{\alpha}^{\prime}, \quad w_{3}^{*}=a_{4} \varphi+w_{3}^{\prime}
$$

where the functions $w_{\alpha}^{(i)}$ have the form 1.7.9, and the function $\varphi$ is the torsion function.

From Equations 2.4.8, we obtain

$$
\begin{align*}
u_{1}^{\prime \prime}= & (n+1)\left[\int_{0}^{x_{3}} u_{1}^{*} d x_{3}-\frac{1}{2} a_{1} x_{3}^{2}-a_{4} x_{2} x_{3}-\frac{1}{2} a_{1} \nu\left(x_{1}^{2}-x_{2}^{2}\right)\right. \\
& \left.-a_{2} \nu x_{1} x_{2}-a_{3} \nu x_{1}+w_{1}^{\prime}\right] \\
u_{2}^{\prime \prime}= & (n+1)\left[\int_{0}^{x_{3}} u_{2}^{*} d x_{3}-\frac{1}{2} a_{2} x_{3}^{2}+a_{4} x_{1} x_{3}-a_{1} \nu x_{1} x_{2}\right.  \tag{2.4.9}\\
& \left.-\frac{1}{2} a_{2} \nu\left(x_{2}^{2}-x_{1}^{2}\right)-a_{3} \nu x_{2}+w_{2}^{\prime}\right] \\
u_{3}^{\prime \prime}= & (n+1)\left[\int_{0}^{x_{3}} u_{3}^{*} d x_{3}+\left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+a_{4} \varphi+w_{3}^{\prime}\right]
\end{align*}
$$

The stress-displacement relations imply

$$
\begin{align*}
t_{\alpha \beta}\left(\mathbf{u}^{\prime \prime}\right)= & (n+1)\left[\int_{0}^{x_{3}} t_{\alpha \beta}\left(\mathbf{u}^{*}\right) d x_{3}+T_{\alpha \beta}(\mathbf{w})+\lambda \delta_{\alpha \beta} u_{3}^{*}\left(x_{1}, x_{2}, 0\right)\right] \\
t_{33}\left(\mathbf{u}^{\prime \prime}\right)= & (n+1)\left[\int_{0}^{x_{3}} t_{33}\left(\mathbf{u}^{*}\right) d x_{3}+E\left(a_{\rho} x_{\rho}+a_{3}\right)+\lambda w_{\rho, \rho}^{\prime}\right. \\
& \left.+(\lambda+2 \mu) u_{3}^{*}\left(x_{1}, x_{2}, 0\right)\right]  \tag{2.4.10}\\
t_{\alpha 3}\left(\mathbf{u}^{\prime \prime}\right)= & (n+1)\left[\int_{0}^{x_{3}} t_{\alpha 3}\left(\mathbf{u}^{*}\right) d x_{3}+\mu a_{4}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \beta} x_{\beta}\right)\right. \\
& \left.+w_{3, \alpha}^{\prime}+\mu u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right)\right]
\end{align*}
$$

We have

$$
\begin{align*}
\left(t_{\alpha i}\left(\mathbf{u}^{\prime \prime}\right)\right)_{, i} & =(n+1)\left[\int_{0}^{x_{3}}\left(t_{\alpha i}\left(\mathbf{u}^{*}\right)\right)_{, i} d x_{3}+\left(T_{\alpha \beta}\left(\mathbf{w}^{\prime}\right)\right)_{, \beta}+g_{\alpha}\right] \\
\left(t_{3 i}\left(\mathbf{u}^{\prime \prime}\right)\right)_{, i} & =(n+1)\left[\int_{0}^{x_{3}}\left(t_{3 i}\left(\mathbf{u}^{*}\right)\right)_{, i} d x_{3}+\mu \Delta w_{3}^{\prime}+g\right] \tag{2.4.11}
\end{align*}
$$

where

$$
\begin{align*}
g_{\alpha} & =\left[t_{3 \alpha}\left(\mathbf{u}^{*}\right)\right]\left(x_{1}, x_{2}, 0\right)+\lambda u_{3, \alpha}^{*}\left(x_{1}, x_{2}, 0\right) \\
g & =\left[t_{33}\left(\mathbf{u}^{*}\right)\right]\left(x_{1}, x_{2}, 0\right)+\mu u_{\alpha, \alpha}^{*}\left(x_{1}, x_{2}, 0\right) \tag{2.4.12}
\end{align*}
$$

Since $\mathbf{u}^{*} \in Q_{n}\left\{\mathbf{F}_{(n+1)} x_{3}^{n}, \mathbf{p}_{(n+1)} x_{3}^{n}\right\}$, the equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{array}{r}
{\left[T_{\alpha \beta}\left(\mathbf{w}^{\prime}\right)\right]_{, \beta}+g_{\alpha}=0 \text { on } \Sigma_{1}, \quad T_{\alpha \beta}\left(\mathbf{w}^{\prime}\right) n_{\beta}=q_{\alpha} \text { on } \Gamma} \\
\mu \Delta w_{3}^{\prime}+g=0 \text { on } \Sigma_{1}, \quad \mu \frac{\partial w_{3}^{\prime}}{\partial n}=q \text { on } \Gamma \tag{2.4.14}
\end{array}
$$

where

$$
q_{\alpha}=-\lambda n_{\alpha} u_{3}^{*}\left(x_{1}, x_{2}, 0\right), \quad q=-\mu n_{\alpha} u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right)
$$

We conclude from Equations 2.4.13 that $\left\{w_{\alpha}^{\prime}, T_{\alpha \beta}\left(\mathbf{w}^{\prime}\right)\right\}$ is a plane elastic state corresponding to the body forces $g_{\alpha}$ and to the surface forces $q_{\alpha}$. It is a simple matter to see that the necessary and sufficient conditions to solve the plane strain problem 2.4.13 are satisfied.

The function $w_{3}^{\prime}$ is characterized by the boundary-value problem 2.4.14. On the basis of Theorem 2.4.1, we find that $R_{\alpha}\left(\mathbf{u}^{\prime \prime}\right)=\varepsilon_{\beta \alpha} H_{\beta}\left((n+1) \mathbf{u}^{*}\right)=0$. The
conditions $R_{3}\left(\mathbf{u}^{\prime \prime}\right)=0, \mathbf{H}\left(\mathbf{u}^{\prime \prime}\right)=\mathbf{0}$ reduce to

$$
\begin{align*}
E\left(I_{\alpha \beta} a_{\beta}+A x_{\alpha}^{0} a_{3}\right) & =-\int_{\Sigma_{1}} x_{\alpha}\left[\lambda w_{\rho, \rho}+(\lambda+2 \mu) u_{3}^{*}\left(x_{1}, x_{2}, 0\right)\right] d a \\
A E\left(a_{\rho} x_{\rho}^{0}+a_{3}\right) & =-\int_{\Sigma_{1}}\left[\lambda w_{\rho, \rho}^{\prime}+(\lambda+2 \mu) u_{3}^{*}\left(x_{1}, x_{2}, 0\right)\right] d a  \tag{2.4.15}\\
D a_{4} & =-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[w_{3, \beta}^{\prime}+u_{\beta}^{*}\left(x_{1}, x_{2}, 0\right)\right] d a
\end{align*}
$$

The system 2.4.15 determines $a_{1}, a_{2}, a_{3}$, and $a_{4}$.
Remark. It follows from Equations 1.7.11, 1.7.12, 2.4.8, and 2.4.9 that the solution $\mathbf{u}^{\prime \prime}$ may be written in the form

$$
\begin{equation*}
\mathbf{u}^{\prime \prime}=(n+1)\left[\int_{0}^{x_{3}} \mathbf{u}^{*} d x_{3}+\mathbf{v}\{\widehat{a}\}+\mathbf{w}^{\prime}\right] \tag{2.4.16}
\end{equation*}
$$

Here $w_{\alpha}^{\prime}$ are the components of the displacement filed in the plane strain problem 2.4.13, $w_{3}^{\prime}$ is characterized by the problem 2.4.14 and $\widehat{a}$ is determined by Equations 2.4.15.

The above results yield a rational scheme to derive a solution to the Almansi problem.

### 2.5 Direct Method

In this section, we present another method of solving Almansi problem. The advantage of this method is that it does not involve the method of induction and avoids the use of some auxiliary functions and constants. For convenience, we assume that the body forces and the tractions applied on the lateral surface are given in the form

$$
\begin{equation*}
f_{i}=\sum_{k=0}^{m} \frac{1}{k!} F_{i}^{(k)} x_{3}^{k}, \quad \widetilde{t}_{i}=\sum_{k=0}^{m} \frac{1}{k!} P_{i}^{(k)} x_{3}^{k} \tag{2.5.1}
\end{equation*}
$$

where $F_{i}^{(k)}$ and $P_{i}^{(k)}$ are prescribed functions independent of the axial coordinate.

The problem consists in the determination of a solution $\mathbf{u} \in C^{2}(B) \cap C^{1}(\bar{B})$ of Equations 1.1.1, 1.1.4, and 2.1.1 on $B$ that satisfies the boundary conditions on $\Sigma_{1}$ and

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=\widetilde{t}_{i} \text { on } \Pi \tag{2.5.2}
\end{equation*}
$$

when the body forces and the lateral loading have the form 2.5.1.

The recurrence process presented in Section 2.3 lead us to seek the solution in the form

$$
\begin{align*}
u_{\alpha}= & \sum_{k=0}^{m+2}\left[-\frac{1}{(k+2)!} C_{\alpha}^{(k)} x_{3}^{k+2}+\frac{1}{k!} x_{3}^{k} \sum_{j=1}^{3} C_{j}^{(k)} w_{\alpha}^{(j)}\right] \\
& +\sum_{k=0}^{m} \frac{1}{k!} v_{\alpha}^{(k)} x_{3}^{k}+\varepsilon_{\beta \alpha} x_{\beta} \sum_{k=1}^{m+2} \frac{1}{k!} T^{(k)} x_{3}^{k}  \tag{2.5.3}\\
u_{3}= & \sum_{k=0}^{m+2} \frac{1}{(k+1)!}\left(C_{1}^{(k)} x_{1}+C_{2}^{(k)} x_{2}+C_{3}^{(k)}\right) x_{3}^{k+1} \\
& +\sum_{k=0}^{m+1} \frac{1}{k!}\left(T^{(k+1)} \varphi+\psi^{(k+1)}\right) x_{3}^{k}
\end{align*}
$$

where $C_{j}^{(k)},(k=0,1,2, \ldots, m+2)$, and $T^{(s)},(s=1,2, \ldots, m+2)$, are unknown constants, $v_{\alpha}^{(k)}(k=0,1,2, \ldots, m)$ are unknown functions of class $C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$, independent of the axial coordinate, $w_{\alpha}^{(k)}$ are defined by relations 1.7.9, and $\psi^{(r)},(r=1,2, \ldots, m+2)$, are unknown functions of class $C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ which depend only on $x_{1}$ and $x_{2}$. Let us prove that the functions $v_{\alpha}^{(k)}$ and $\psi^{(r)}$ and the constants $C_{j}^{(k)}$ and $T^{(s)}$ can be determined so that $\mathbf{u}$ be a solution of Almansi problem.

We introduce the notations

$$
\begin{equation*}
\gamma_{\alpha \beta}^{(k)}=\frac{1}{2}\left(v_{\alpha, \beta}^{(k)}+v_{\beta, \alpha}^{(k)}\right), \quad(k=0,1,2, \ldots, m) \tag{2.5.4}
\end{equation*}
$$

It follows from Equations 1.1.1, 1.1.4, 1.7.9, and 2.5.3 that

$$
\begin{align*}
t_{\alpha \beta}= & \sum_{k=0}^{m} \frac{1}{k!}\left[\lambda\left(T^{(k+2)} \varphi+\psi^{(k+2)}\right) \delta_{\alpha \beta}+s_{\alpha \beta}^{(k)}\right] x_{3}^{k} \\
t_{33}= & \lambda \sum_{k=0}^{m} \frac{1}{k!} \gamma_{\rho \rho}^{(k)} x_{3}^{k}+E \sum_{k=0}^{m+2} \frac{1}{k!}\left(C_{1}^{(k)} x_{1}+C_{2}^{(k)} x_{2}+C_{3}^{(k)}\right) x_{3}^{k} \\
& +(\lambda+2 \mu) \sum_{k=0}^{m} \frac{1}{k!}\left(T^{(k+2)} \varphi+\psi^{(k+2)}\right) x_{3}^{k}  \tag{2.5.5}\\
t_{\alpha 3}= & \mu \sum_{k=0}^{m+1} \frac{1}{k!}\left[T^{(k+1)}\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)+\psi_{, \alpha}^{(k+1)}\right. \\
& \left.+\sum_{j=1}^{3} C_{j}^{(k+1)} w_{\alpha}^{(j)}\right] x_{3}^{k}+\mu \sum_{k=0}^{m-1} \frac{1}{k!} v_{\alpha}^{(k+1)} x_{3}^{k}
\end{align*}
$$

where

$$
\begin{equation*}
s_{\alpha \beta}^{(k)}=\lambda \gamma_{\rho \rho}^{(k)} \delta_{\alpha \beta}+2 \mu \gamma_{\alpha \beta}^{(k)}, \quad(k=0,1,2, \ldots, m) \tag{2.5.6}
\end{equation*}
$$

It follows from Equation 2.5.5 that the first two equations of equilibrium 2.1.1 and the first two conditions on the lateral surface 2.5.2 reduce to
$s_{\beta \alpha, \beta}^{(k)}+G_{\alpha}^{(k)}=0$ on $\Sigma_{1}, \quad s_{\beta \alpha}^{(k)} n_{\beta}=q_{\alpha}^{(k)}$ on $\Gamma, \quad(k=0,1,2, \ldots, m)$
where

$$
\begin{align*}
G_{\alpha}^{(k)}= & F_{\alpha}^{(k)}+\lambda\left(T^{(k+2)} \varphi_{, \alpha}+\psi_{, \alpha}^{(k+2)}\right)+\Gamma_{\alpha}^{(k)} \\
\Gamma_{\alpha}^{(k)}= & \mu\left[\psi_{, \alpha}^{(k+2)}+v_{\alpha}^{(k+2)}+T^{(k+2)}\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)\right. \\
& \left.+\sum_{j=1}^{3} C_{j}^{(k+2)} w_{\alpha}^{(j)}\right]  \tag{2.5.8}\\
q_{\alpha}^{(k)}= & p_{\alpha}^{(k)}-\lambda\left(T^{(k+2)} \varphi+\psi^{(k+2)}\right) n_{\alpha} \\
k= & 0,1,2, \ldots, m, \quad v_{\alpha}^{(m+\rho)} \equiv 0, \quad \rho=1,2
\end{align*}
$$

The last equation of equilibrium and the last condition on the lateral boundary become

$$
\begin{equation*}
\mu \Delta \psi^{(k)}=g^{(k)} \text { on } \Sigma_{1}, \quad \mu \frac{\partial \psi^{(k)}}{\partial n}=\Lambda^{(k)} \text { on } \Gamma, \quad(k=1,2, \ldots, m+2) \tag{2.5.9}
\end{equation*}
$$

where

$$
\begin{align*}
& g^{(k)}=-F_{3}^{(k-1)}-2 \mu\left(C_{1}^{(k)} x_{1}+C_{2}^{(k)} x_{2}+C_{3}^{(k)}\right) \\
&-(\lambda+2 \mu)\left(T^{(k+2)} \varphi+\psi^{(k+2)}\right)-(\lambda+\mu) v_{\rho, \rho}^{(k)} \\
& \Lambda^{(k)}= p_{3}^{(k-1)}-\mu v_{\alpha}^{(k)} n_{\alpha}-\mu n_{\alpha} \sum_{j=1}^{3} C_{j}^{(k)} w_{\alpha}^{(j)}, \quad(k=1,2, \ldots, m+2) \\
& F_{3}^{(m+1)} \equiv 0, \quad \psi^{(m+2+\rho)} \equiv 0, \quad T^{(m+2+\rho)} \equiv 0, \quad \rho=1,2 \tag{2.5.10}
\end{align*}
$$

The necessary and sufficient conditions to solve the boundary-value problems 2.5.9 are

$$
\begin{equation*}
\int_{\Sigma_{1}} g^{(k)} d a=\int_{\Gamma} \Lambda^{(k)} d s, \quad(k=1,2, \ldots, m+2) \tag{2.5.11}
\end{equation*}
$$

By using Equations 2.5.10, 1.7.9, and the divergence theorem, the conditions 2.5.11 reduce to

$$
\begin{align*}
& E A\left(C_{1}^{(k)} x_{1}^{0}+C_{2}^{(k)} x_{2}^{0}+C_{3}^{(k)}\right)=-\int_{\Sigma_{1}} F_{3}^{(k-1)} d a-\int_{\Gamma} p_{3}^{(k-1)} d s \\
& -\int_{\Sigma_{1}}\left[\lambda \gamma_{\rho \rho}^{(k)}+(\lambda+2 \mu)\left(T^{(k+2)} \varphi+\psi^{(k+2)}\right)\right] d a, \quad(k=1,2, \ldots, m+2) \tag{2.5.12}
\end{align*}
$$

From Equations 2.5.4, 2.5.6, and 2.5.7, we conclude that the functions $v_{\alpha}^{(k)}$, $(k=0,1,2, \ldots, m)$, are the displacements in the plane strain problems corresponding to the body forces $G_{\alpha}^{(k)}$ and the tractions $q_{\alpha}^{(k)}$. The necessary and sufficient conditions for the existence of the functions $v_{\alpha}^{(k)}$ are

$$
\begin{align*}
& \int_{\Sigma_{1}} G_{\alpha}^{(k)} d a+\int_{\Gamma} q_{\alpha}^{(k)} d s=0 \\
& \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta}^{(k)} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} q_{\beta}^{(k)} d s=0, \quad(k=0,1,2, \ldots, m) \tag{2.5.13}
\end{align*}
$$

It follows from Equations 2.5.8 and the divergence theorem that

$$
\begin{equation*}
\int_{\Sigma_{1}} G_{\alpha}^{(k)} d a+\int_{\Gamma} q_{\alpha}^{(k)} d s=\int_{\Sigma_{1}} F_{\alpha}^{(k)} d a+\int_{\Gamma} p_{\alpha}^{(k)} d s+\int_{\Sigma_{1}} \Gamma_{\alpha}^{(k)} d a \tag{2.5.14}
\end{equation*}
$$

By use of the same procedure as that used to prove Equations 2.2.9, we obtain

$$
t_{\alpha 3,3}=\left(x_{\alpha} t_{\beta 3,3}\right)_{, \beta}+x_{\alpha}\left(t_{33,33}+f_{3,3}\right)
$$

Thus, by using the divergence theorem and Equations 2.5.2, we find that

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{\alpha 3,3} d a=\frac{d}{d x_{3}} \int_{\Gamma} x_{\alpha} \widetilde{t}_{3} d s+\int_{\Sigma_{1}} x_{\alpha}\left(t_{33,33}+f_{3,3}\right) d a \tag{2.5.15}
\end{equation*}
$$

In view of the relations 2.5.5 and 2.5.8, from Equations 2.5.14, we get

$$
\begin{align*}
\int_{\Sigma_{1}} \Gamma_{\alpha}^{(k)} d a= & \int_{\Sigma_{1}} x_{\alpha} F_{3}^{(k+1)} d a+\int_{\Gamma} x_{\alpha} p_{3}^{(k+1)} d s \\
& +E\left(I_{\alpha 1} C_{1}^{(k+2)}+I_{\alpha 2} C_{2}^{(k+2)}+A x_{\alpha}^{0} C_{3}^{(k+2)}\right) \\
& +\int_{\Sigma_{1}} x_{\alpha}\left[\lambda \gamma_{\rho \rho}^{(k+2)}+(\lambda+2 \mu)\left(T^{(k+4)} \varphi+\psi^{(k+4)}\right)\right] d a \\
k= & 0,1,2, \ldots, m, \quad T^{(m+\rho)} \equiv 0, \quad \psi^{(m+\rho)} \equiv 0, \quad \rho=3,4 \tag{2.5.16}
\end{align*}
$$

By Equations 2.5.14 and 2.5.16, the first two conditions from Equations 2.5.13 reduce to

$$
\begin{align*}
& E\left(I_{\alpha 1} C_{1}^{(k+2)}+I_{\alpha 2} C_{2}^{(k+2)}+A x_{\alpha}^{0} C_{3}^{(k+2)}\right)=-\int_{\Sigma_{1}}\left\{F_{\alpha}^{(k)}\right. \\
& \left.+x_{\alpha} F_{3}^{(k+1)}+x_{\alpha}\left[\lambda \gamma_{\rho \rho}^{(k+2)}+(\lambda+2 \mu)\left(T^{(k+4)} \varphi+\psi^{(k+4)}\right)\right]\right\} d a \\
& -\int_{\Gamma}\left[p_{\alpha}^{(k)}+x_{\alpha} p_{3}^{(k+1)}\right] d s, \quad(k=0,1,2, \ldots, m) \tag{2.5.17}
\end{align*}
$$

In view of the relations 2.5.8, the remaining condition from Equations 2.5.13 reduces to

$$
\begin{align*}
D T^{(k+2)}= & -\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} F_{\beta}^{(k)} d a-\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(k)} d s-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[\psi_{, \beta}^{(k+2)}\right. \\
& \left.+v_{\beta}^{(k+2)}+\sum_{j=1}^{3} C_{j}^{(k+2)} w_{\beta}^{(j)}\right] d a, \quad(k=0,1,2, \ldots, m) \tag{2.5.18}
\end{align*}
$$

where $D$ is the torsional rigidity. Let us study now the conditions on $\Sigma_{1}$. We note that in the presence of body forces the relations 1.3 .57 become

$$
\int_{\Sigma} t_{3 \alpha} d a=\int_{\partial \Sigma} x_{\alpha} t_{\beta 3} n_{\beta} d s+\int_{\Sigma} x_{\alpha}\left(t_{33,3}+f_{3}\right) d a
$$

Thus, for $x_{3}=0$, we obtain

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 \alpha} d a= & \int_{\Gamma} x_{\alpha} p_{3}^{(0)} d s+\int_{\Sigma_{1}} x_{\alpha} F_{3}^{(0)} d a \\
& +\int_{\Sigma_{1}} x_{\alpha}\left[\lambda \gamma_{\rho \rho}^{(1)}+(\lambda+2 \mu)\left(T^{(3)} \varphi+\psi^{(3)}\right)\right] d a \\
& +E\left(I_{\alpha 1} C_{1}^{(1)}+I_{\alpha 2} C_{2}^{(1)}+A x_{\alpha}^{0} C_{3}^{(1)}\right) \tag{2.5.19}
\end{align*}
$$

In view of Equation 2.5.19, the conditions 1.4.1 reduce to

$$
\begin{align*}
& E\left(I_{\alpha 1} C_{1}^{(1)}+I_{\alpha 2} C_{2}^{(1)}+A x_{\alpha}^{0} C_{3}^{(1)}\right)=-F_{\alpha}-\int_{\Sigma_{1}} x_{\alpha} F_{3}^{(0)} d a \\
& \quad-\int_{\Gamma} x_{\alpha} p_{3}^{(0)} d s-\int_{\Sigma_{1}} x_{\alpha}\left[\lambda \gamma_{\rho \rho}^{(1)}+(\lambda+2 \mu)\left(T^{(3)} \varphi+\psi^{(3)}\right)\right] d a \tag{2.5.20}
\end{align*}
$$

From the condition 1.4.2 and 2.5.5, we obtain

$$
\begin{align*}
& E A\left(C_{1}^{(0)} x_{1}^{0}+C_{2}^{(0)} x_{2}^{0}+C_{3}^{(0)}\right) \\
& \quad=-F_{3}-\int_{\Sigma_{1}}\left[\lambda \gamma_{\rho \rho}^{(0)}+(\lambda+2 \mu)\left(T^{(2)} \varphi+\psi^{(2)}\right)\right] d a \tag{2.5.21}
\end{align*}
$$

The conditions 1.4.3 reduce to

$$
\begin{align*}
E\left(I_{\alpha 1} C_{1}^{(0)}\right. & \left.+I_{\alpha 2} C_{2}^{(0)}+A x_{\alpha}^{0} C_{3}^{(0)}\right)=\varepsilon_{\alpha \beta} M_{\beta} \\
& -\int_{\Sigma_{1}} x_{\alpha}\left[\lambda \gamma_{\rho \rho}^{(0)}+(\lambda+2 \mu)\left(T^{(2)} \varphi+\psi^{(2)}\right)\right] d a \tag{2.5.22}
\end{align*}
$$

It follows from the condition 1.4.4 and 2.5.5 that

$$
\begin{equation*}
D T^{(1)}=-M_{3}-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[\psi_{, \beta}^{(1)}+v_{\beta}^{(1)}+\sum_{j=1}^{3} C_{j}^{(1)} w_{\beta}^{(j)}\right] d a \tag{2.5.23}
\end{equation*}
$$

First, we determine the torsion function $\varphi$ and calculate the torsional rigidity $D$ from Equation 1.3.32. Since $\gamma_{\rho \rho}^{(m+2)}=0, T^{(m+4)}=0, \psi^{(m+4)}=0$, we see that from Equations 2.5.12, with $k=m+2$, and 2.5.17, with $k=m$, we can determine the constants $C_{j}^{(m+2)}$ in terms of the body forces and lateral tractions. Then, from Equations 2.5.9, for $k=m+2$, we determine the function $\psi^{(m+2)}$. We note that in the relations 2.5.10, we have $T^{(m+4)}=0, \psi^{(m+4)}=0$, $v_{\alpha}^{(m+2)}=0$. Next, from Equation 2.5.18, we can determine $T^{(m+2)}$. Since $C_{j}^{(m+2)}$, $T^{(m+2)}$ and $\psi^{(m+2)}$ are known, from the plane strain problem 2.5.4, 2.5.6, and 2.5.7, for $k=m$, we can obtain the functions $v_{\alpha}^{(m)}$. Then, from Equations 2.5.12, with $k=m+1$, and 2.5.17, with $k=m-1$, we determine the constants $C_{i}^{(m+1)}$. From Equations 2.5.9, we determine the function $\psi^{(m+1)}$. The constant $T^{(m+1)}$ is given by Equation 2.5.18. The plane strain problem 2.5.4, 2.5.6, and 2.5.7, with $k=m-1$, determines the functions $v_{\alpha}^{(m-1)}$, and so on. The constants $C_{j}^{(1)}$ are determined by Equations 2.5.12 and 2.5.20. The function $\psi^{(1)}$ is given by Equations 2.5.9 and the constant $T^{(1)}$ can be found from Equations 2.5.23. Finally, from Equations 2.5.11 and 2.5.22, we obtain the constants $C_{j}^{(0)}$. Thus, we conclude that the displacement vector field defined by Equations 2.5.3 is a solution of Almansi problem.

In the case of uniformly loaded cylinders, we have

$$
f_{i}=F_{i}^{(0)}, \quad \tilde{t}_{i}=p_{i}^{(0)}
$$

From Equations 2.5.3, for $m=0$, we obtain the following solution of Almansi-Michell problem

$$
\begin{align*}
u_{\alpha}= & \sum_{k=0}^{2}\left[-\frac{1}{(k+2)!} C_{\alpha}^{(k)} x_{3}^{k+2}+\frac{1}{k!} x_{3}^{k} \sum_{j=1}^{3} C_{j}^{(k)} w_{\alpha}^{(j)}\right] \\
& +\varepsilon_{\alpha \beta} x_{\beta}\left(T^{(1)} x_{3}+\frac{1}{2} T^{(2)} x_{3}^{2}\right)+v_{\alpha}^{(0)}  \tag{2.5.24}\\
u_{3}= & \sum_{k=0}^{2} \frac{1}{(k+1)!}\left(C_{1}^{(k)} x_{1}+C_{2}^{(k)} x_{2}+C_{3}^{(k)}\right) x_{3}^{k+1} \\
& +T^{(1)} \varphi+\psi^{(1)}+x_{3}\left(T^{(2)} \varphi+\psi^{(2)}\right)
\end{align*}
$$

From Equations 2.5.12 and 2.5.17, we find the following system for the constants $C_{j}^{(2)}$

$$
\begin{align*}
C_{1}^{(2)} x_{1}^{0}+C_{2}^{(2)} x_{2}^{0}+C_{3}^{(2)} & =0 \\
E\left(I_{\alpha 1} C_{1}^{(2)}+I_{\alpha 2} C_{2}^{(2)}+A x_{\alpha}^{0} C_{3}^{(2)}\right) & =-\int_{\Gamma} p_{\alpha}^{(0)} d s-\int_{\Sigma_{1}} F_{\alpha}^{(0)} d a \tag{2.5.25}
\end{align*}
$$

The function $\psi^{(2)}$ is characterized by

$$
\begin{align*}
\Delta \psi^{(2)} & =-2\left(C_{1}^{(2)} x_{1}+C_{2}^{(2)} x_{2}+C_{3}^{(2)}\right) \text { on } \Sigma_{1} \\
\frac{\partial \psi^{(2)}}{\partial n} & =-n_{\alpha} \sum_{j=1}^{3} C_{j}^{(2)} w_{\alpha}^{(j)} \text { on } \Gamma \tag{2.5.26}
\end{align*}
$$

It follows from Equation 2.5.18 that the constant $T^{(2)}$ is given by

$$
\begin{align*}
D T^{(2)}= & -\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(0)} d s-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} F_{\beta}^{(0)} d a \\
& -\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[\sum_{j=1}^{3} C_{j}^{(2)} w_{\beta}^{(j)}+\psi_{, \beta}^{(2)}\right] d a \tag{2.5.27}
\end{align*}
$$

The constants $C_{j}^{(1)}$ are determined from Equations 2.5.12 and 2.5.20, so that

$$
\begin{align*}
E A\left(C_{1}^{(1)} x_{1}^{0}+C_{2}^{(1)} x_{2}^{0}+C_{3}^{(1)}\right) & =-\int_{\Gamma} p_{3}^{(0)} d s-\int_{\Sigma_{1}} F_{3}^{(0)} d a \\
E\left(I_{\alpha 1} C_{1}^{(1)}+I_{\alpha 2} C_{2}^{(1)}+A x_{\alpha}^{0} C_{3}^{(1)}\right) & =-F_{\alpha}-\int_{\Gamma} x_{\alpha} p_{3}^{(0)} d s-\int_{\Sigma_{1}} x_{\alpha} F_{3}^{(0)} d a \tag{2.5.28}
\end{align*}
$$

From Equations 1.7.9 and 2.5.9, we obtain the following boundary-value problem for $\psi^{(1)}$

$$
\begin{gather*}
\mu \Delta \psi^{(1)}=-F_{3}^{(0)}-2 \mu\left(C_{1}^{(1)} x_{1}+C_{2}^{(1)} x_{2}+C_{3}^{(1)}\right) \text { on } \Sigma_{1} \\
\mu \frac{\partial \psi^{(1)}}{\partial n}=p_{3}^{(0)}-\mu n_{\alpha} \sum_{j=1}^{3} C_{j}^{(1)} w_{\alpha}^{(j)} \text { on } \Gamma \tag{2.5.29}
\end{gather*}
$$

In this case, the constant $T^{(1)}$ is given by

$$
\begin{equation*}
D T^{(1)}=-M_{3}-\mu \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[\sum_{j=1}^{3} C_{j}^{(1)} w_{\beta}^{(j)}+\psi_{, \beta}^{(1)}\right] d a \tag{2.5.30}
\end{equation*}
$$

It follows from Equations 2.5.4, 2.5.6, and 2.5.7 that $v_{\alpha}^{(0)}$ are the components of the displacement vector in the plane strain problem characterized by the geometrical equations

$$
\begin{equation*}
\gamma_{\alpha \beta}^{(0)}=\frac{1}{2}\left(v_{\alpha, \beta}^{(0)}+v_{\beta, \alpha}^{(0)}\right) \tag{2.5.31}
\end{equation*}
$$

the constitutive equations

$$
\begin{equation*}
s_{\alpha \beta}^{(0)}=\lambda \gamma_{\rho \rho}^{(0)} \delta_{\alpha \beta}+2 \mu \gamma_{\alpha \beta}^{(0)} \tag{2.5.32}
\end{equation*}
$$

the equilibrium equations

$$
\begin{equation*}
s_{\alpha \beta, \beta}^{(0)}+F_{\alpha}^{(0)}+(\lambda+\mu)\left(T^{(2)} \varphi_{, \alpha}+\psi_{, \alpha}^{(2)}\right)+\mu\left(T^{(2)} \varepsilon_{\beta \alpha} x_{\beta}+\sum_{j=1}^{3} C_{j}^{(2)} w_{\alpha}^{(j)}\right)=0 \tag{2.5.33}
\end{equation*}
$$

on $\Sigma_{1}$ and the boundary conditions

$$
\begin{equation*}
s_{\alpha \beta}^{(0)} n_{\beta}=p_{\alpha}^{(0)}-\lambda\left(T^{(2)} \varphi+\psi^{(2)}\right) n_{\alpha} \text { on } \Gamma \tag{2.5.34}
\end{equation*}
$$

The constants $C_{j}^{(0)}$ are determined from the system 2.5.21 and 2.5.22.
If $f_{i}=0$ and $\tilde{t}_{i}=0$, then the solution 2.5.24 reduces to Saint-Venant's solution to the relaxed Saint-Venant's problem.

### 2.6 Applications

### 2.6.1 Deformation of a Circular Cylinder Subject to Uniform Load

Let us study the deformation of a homogeneous and isotropic circular cylinder that occupies the region $B=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\},(a>0)$, and is subjected to a uniform load. We assume that the lateral surface is subjected to a constant pressure and that the body force is axial. Thus, we have

$$
\begin{equation*}
\tilde{t}_{\alpha}=P n_{\alpha}, \quad \tilde{t}_{3}=0, \quad f_{\alpha}=0, \quad f_{3}=Q \tag{2.6.1}
\end{equation*}
$$

where $P$ and $Q$ are given constants. Clearly, $n_{\alpha}=x_{\alpha} / a$ so that we can take $\varphi=0$. From Equation 1.3.32, we obtain

$$
\begin{equation*}
D=\frac{1}{2} \pi a^{4} \mu \tag{2.6.2}
\end{equation*}
$$

By using Equations 1.7.14 and 2.6.1, and taking into account that $p_{\alpha}^{(0)}=P n_{\alpha}$, $p_{3}^{(0)}=0, F_{\alpha}^{(0)}=0$, and $F_{3}^{(0)}=Q$, we have

$$
I_{\alpha \beta}=I \delta_{\alpha \beta}, \quad I=\frac{1}{4} \pi a^{4}, \quad x_{\alpha}^{0}=0, \quad \int_{\Gamma} p_{\alpha}^{(0)} d s=0
$$

so that the system 2.5.25 implies that

$$
\begin{equation*}
C_{j}^{(2)}=0 \tag{2.6.3}
\end{equation*}
$$

From Equation 2.5.26, we conclude that $\psi^{(2)}=0$ on $\Sigma_{1}$. Clearly, Equations 2.5.27 and 2.6.2 imply that $T^{(2)}=0$. It follows from Equation 2.5.28 that

$$
\begin{equation*}
C_{\alpha}^{(1)}=-\frac{1}{E I} F_{\alpha}, \quad C_{3}^{(1)}=-\frac{1}{E} Q \tag{2.6.4}
\end{equation*}
$$

The boundary-value problem 2.5.29 reduces to

$$
\begin{aligned}
& \Delta \psi^{(1)}=-\frac{1}{\mu} Q-2\left(C_{1}^{(1)} x_{1}+C_{2}^{(1)} x_{2}+C_{3}^{(1)}\right) \text { on } \Sigma_{1} \\
& \frac{\partial \psi^{(1)}}{\partial n}=\frac{1}{2} \nu a\left(C_{1}^{(1)} x_{1}+C_{2}^{(1)} x_{2}+2 C_{3}^{(1)}\right) \text { on } \Gamma
\end{aligned}
$$

The solution of this problem is given by

$$
\begin{align*}
\psi^{(1)}= & -\frac{1}{4 E I}\left\{F_{1}\left[a^{2}(3+2 \nu) x_{1}-\left(x_{1}^{3}+x_{1} x_{2}^{2}\right)\right]\right. \\
& \left.+F_{2}\left[a^{2}(3+2 \nu) x_{2}-\left(x_{2}^{3}+x_{1}^{2} x_{2}\right)\right]\right\} \\
& -\frac{\nu}{2 E} Q\left(x_{1}^{2}+x_{2}^{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{2.6.5}
\end{align*}
$$

In view of the relations 2.6.1, the equilibrium equations 2.5.33 reduce to

$$
\begin{equation*}
s_{\alpha \beta, \beta}^{(0)}=0 \text { on } \Sigma_{1} \tag{2.6.6}
\end{equation*}
$$

The boundary conditions 2.5 .34 become

$$
\begin{equation*}
s_{\alpha \beta}^{(0)} n_{\beta}=P n_{\alpha} \text { on } \Gamma \tag{2.6.7}
\end{equation*}
$$

The solution of the boundary-value problem 2.5.31, 2.5.32, 2.6.6, and 2.6.7 is given by

$$
\begin{equation*}
v_{\alpha}^{(0)}=\frac{1}{2(\lambda+\mu)} P x_{\alpha} \text { on } \Sigma_{1} \tag{2.6.8}
\end{equation*}
$$

In view of Equations 1.7.9 and 2.6.5, from Equation 2.5.30, we obtain

$$
\begin{equation*}
D T^{(1)}=-M_{3} \tag{2.6.9}
\end{equation*}
$$

It follows from Equations 2.5.21, 2.5.22, and 2.6 .8 that the constants $C_{j}^{(0)}$ are given by

$$
\begin{equation*}
C_{\alpha}^{(0)}=\frac{1}{E I} \varepsilon_{\alpha \beta} M_{\beta}, \quad C_{3}^{(0)}=-\frac{1}{E A} F_{3}-\frac{2 \nu}{E} P \tag{2.6.10}
\end{equation*}
$$

We conclude that the solution of the problem has the form

$$
\begin{aligned}
& u_{\alpha}=\sum_{k=0}^{1}\left[-\frac{1}{(k+2)!} C_{\alpha}^{(k)} x_{3}^{k+2}+\frac{1}{k!} x_{3}^{k} \sum_{j=1}^{3} C_{j}^{(k)} w_{\alpha}^{(j)}\right]+\varepsilon_{\alpha \beta} T^{(1)} x_{\beta} x_{3}+v_{\alpha}^{(0)} \\
& u_{3}=\sum_{k=0}^{1} \frac{1}{(k+1)!}\left(C_{1}^{(k)} x_{1}+C_{2}^{(k)} x_{2}+C_{3}^{(k)}\right) x_{3}^{k+1}+\psi^{(1)}
\end{aligned}
$$

Here, the constants $C_{j}^{(k)},(k=0,1)$, are given by Equations 2.6.4 and 2.6.10, $T^{(1)}$ and $D$ are given by Equations 2.6.2 and 2.6.9, the function $\psi^{(1)}$ is defined in Equations 2.6.5, $v_{\alpha}^{(0)}$ are given by Equation 2.6.8, and the functions $w_{\alpha}^{(j)}$ have the expressions 1.7.9. If $Q=0$ and $P=0$, then we obtain the solution of Saint-Venant's problem.

### 2.6.2 Thermoelastic Deformation of Cylinders

Let us use the results presented in Sections 2.2 and 2.3 to study the problem of thermal stresses in homogeneous and isotropic cylinders within the linear theory of thermoelastostatics.

Let $T$ be the absolute temperature measured from the constant absolute temperature in the reference configuration. In the equilibrium theory of linear thermoelasticity, the temperature field $T$ can be found by solving the heat boundary-value problem associated with the heat conduction and energy equations. In this section, we shall treat the temperature field $T$ as having already been so determined.

As is usual in thermoelastostatics, we assume that the mechanical loads are absent. Thus, the principal attention is devoted to the deformation due to the temperature field.

We consider a formulation of the problem in which the detailed assignment of the terminal tractions is abandoned in favor of prescribing merely the appropriate stress resultants.

According to the body force analogy (cf. [38], Section 11), the thermoelastic problem reduces to the problem of finding an equilibrium displacement field $\mathbf{u}$ on $B$ that corresponds to the body force field $\mathbf{f}=-\beta \operatorname{grad} T$ and satisfies the conditions

$$
\begin{gather*}
\mathbf{s}(\mathbf{u})=\mathbf{p} \text { on } \Pi, \quad R_{\alpha}(\mathbf{u})=0, \quad R_{3}(\mathbf{u})=-\int_{\Sigma_{1}} \beta T d a \\
H_{\alpha}(\mathbf{u})=-\int_{\Sigma_{1}} \beta \varepsilon_{\alpha \rho} x_{\rho} T d a,  \tag{2.6.11}\\
H_{3}(\mathbf{u})=0
\end{gather*}
$$

where $\mathbf{p}=\beta T \mathbf{n}$. Here $\beta$ is the stress-temperature modulus. We refer to the foregoing problem as the problem $(Z)$.

### 2.6.3 Plane Temperature Field

We now consider the case when the temperature field is independent of the axial coordinate, that is,

$$
T=T_{0}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

where $T_{0} \in C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ is a prescribed field.
Clearly, in this case, the problem $(\mathrm{Z})$ reduces to the Almansi-Michell problem which consists in finding a vector field $\mathbf{u} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{f}, \mathbf{p})$ where

$$
\begin{align*}
& F_{\alpha}=0, \quad F_{3}=-\int_{\Sigma_{1}} \beta T_{0} d a, \quad M_{\alpha}=-\int_{\Sigma_{1}} \beta \varepsilon_{\alpha \rho} x_{\rho} T_{0} d a  \tag{2.6.12}\\
& M_{3}=0, \quad f_{\alpha}=-\beta T_{0, \alpha}, \quad f_{3}=0, \quad p_{\alpha}=\beta T_{0} n_{\alpha}, \quad p_{3}=0
\end{align*}
$$

A solution of this problem is given by Equations 2.2.2. In view of the relations 2.6.12,

$$
\begin{equation*}
\int_{\Sigma_{1}} f_{\alpha} d a+\int_{\Gamma} p_{\alpha} d s=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s=0 \tag{2.6.13}
\end{equation*}
$$

It follows from Equations 2.2.11, 2.2.18, and 2.6.13 that $c_{i}=0$. Clearly, $\chi=0$ is a solution of the boundary-value problem 2.2.14 and 2.2.16. Then it follows from Equations 2.2.17, 2.2.20, and 2.6.13 that $b_{s}=0$. Now we can see that $\psi=0$ is a solution of the boundary-value problem 2.2.13 and 2.2.15. The functions $v_{\alpha}$ are characterized by the plane strain problem

$$
\begin{equation*}
\left(s_{\alpha \beta}(\mathbf{v})\right)_{, \beta}+f_{\alpha}=0 \text { on } \Sigma_{1}, \quad s_{\alpha \beta}(\mathbf{v}) n_{\beta}=p_{\alpha} \text { on } \Gamma \tag{2.6.14}
\end{equation*}
$$

where $f_{\alpha}$ and $p_{\alpha}$ are given by the relations 2.6.12. The system 2.2.21 reduces to

$$
\begin{align*}
E\left(I_{\alpha \beta} a_{\beta}+A x_{\alpha}^{0} a_{3}\right) & =\int_{\Sigma_{1}} \beta x_{\alpha} T_{0} d a-\lambda \int_{\Sigma_{1}} x_{\alpha} v_{\rho, \rho} d a \\
A E\left(a_{\alpha} x_{\alpha}^{0}+a_{3}\right) & =\int_{\Sigma_{1}} \beta T_{0} d a-\lambda \int_{\Sigma_{1}} v_{\rho, \rho} d a \tag{2.6.15}
\end{align*}
$$

Thus we conclude that a solution of the problem is given by

$$
\begin{align*}
& u_{1}=-\frac{1}{2} a_{1} x_{3}^{2}-\frac{1}{2} a_{1} \nu\left(x_{1}^{2}-x_{2}^{2}\right)-a_{2} \nu x_{1} x_{2}-a_{3} \nu x_{1}+v_{1} \\
& u_{2}=-\frac{1}{2} a_{2} x_{3}^{2}-a_{1} \nu x_{1} x_{2}-\frac{1}{2} a_{2} \nu\left(x_{1}^{2}-x_{2}^{2}\right)-a_{3} \nu x_{2}+v_{2}  \tag{2.6.16}\\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}
\end{align*}
$$

If $T=T^{*}$, where $T^{*}$ is a given constant, then

$$
\begin{equation*}
v_{\alpha}=\frac{\beta}{2(\lambda+\mu)} T^{*} x_{\alpha} \tag{2.6.17}
\end{equation*}
$$

Let us suppose that the coordinate frame is chosen in such a way that the origin $O$ coincides with the centroid of $\Sigma_{1}$. Then, it follows from Equations 2.6.15 and 2.6.17 that

$$
a_{\alpha}=0, \quad a_{3}=\beta T^{*} /(3 \lambda+2 \mu)
$$

### 2.7 Exercises

2.7.1 Study the deformation of an isotropic and homogeneous elastic cylinder which is subjected to a temperature field that is a polynomial in the axial coordinate.
2.7.2 Study the deformation of a homogeneous and isotropic circular cylinder which is subjected to the gravity force.
2.7.3 A homogeneous and isotropic material occupies the domain $B=\{x$ : $\left.a_{2}^{2}<x_{1}^{2}+x_{2}^{2}<a_{1}^{2}, 0<x_{3}<h\right\},\left(a_{1}>0, a_{2}>0\right)$. Investigate the extension and bending of the cylinder if the lateral surfaces are subjected to constant pressures.
2.7.4 Investigate the deformation of a circular cylinder when the lateral boundary is subjected to a pressure which is linear in the axial coordinate.
2.7.5 A homogeneous and isotropic elliptical cylinder is subjected to the loads $f_{j}=0, \widetilde{t}_{\alpha}=P n_{\alpha}, \widetilde{t}_{3}=0, F_{3}=Q, F_{\alpha}=0, M_{j}=0$, where $P$ and $Q$ are prescribed constants. Study the deformation of the body.
2.7.6 Investigate the deformation of the right circular cylinder $B=\{x$ : $\left.x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\},(a>0)$ which is subjected on the lateral surface to the tractions $\widetilde{t}_{1}=-p x_{2} x_{3}, \widetilde{t}_{2}=p x_{1} x_{3}, \widetilde{t}_{3}=0$, where $p$ is a constant.
2.7.7 Investigate the deformation of an isotropic and homogeneous elliptical cylinder which is subjected to a temperature field that is a polynomial in the axial coordinate, with constant coefficients.
2.7.8 Study the deformation of an isotropic and homogeneous circular cylinder subjected to the external loading $\left\{f_{\alpha}=0, f_{3}=G, \widetilde{t}_{\alpha}=\left(P_{0}+P_{1} x_{3}+\right.\right.$ $\left.\left.P_{2} x_{3}^{2}\right) n_{\alpha}, \widetilde{t}_{3}=H, F_{1}=R, F_{2}=F_{3}=0, M_{j}=0\right\}$, where $G, P_{0}, P_{1}, P_{2}, H$, and $R$ are prescribed constants.
2.7.9 An elliptical right cylinder is made of a homogeneous and isotropic elastic material. Let $\left(\tau_{1}, \tau_{2}, 0\right)$ designate the tangent unit vector along the boundary of the generic cross section. Study the deformation of the body which is subjected on the lateral boundary to the tractions $\widetilde{t}_{1}=P \tau_{1}, \widetilde{t}_{2}=P \tau_{2}, \widetilde{t}_{3}=0$, where $P$ is a given constant.

## Chapter 3

## Deformation of Nonhomogeneous Cylinders

### 3.1 Preliminaries

This chapter is devoted to the study of the deformation of nonhomogeneous and isotropic cylinders. Most of the works concerned with Saint-Venant's problem are restricted to homogeneous cylinders. However, some investigations are devoted to Saint-Venant's problem for nonhomogeneous cylinders where the elastic coefficients are independent of the axial coordinate, they being prescribed functions of the remaining coordinates. This theory is of interest from both the mathematical and technical points of view [3,75,88,130]. According to Toupin [329], the proof of Saint-Venant's principle presented in Section 1.10 also remains valid for this kind of nonhomogeneous elastic bodies. The study of Saint-Venant's problem for nonhomogeneous cylinders was initiated by Nowinski and Turski [256] and was developed in various later works [150,279,303,318]. An account of the historical developments of the theory of nonhomogeneous elastic bodies as well as references to various contributions may be found in Refs. 175, 209, 219, and 290. Many works concerned with Saint-Venant's problem for nonhomogeneous cylinders are restricted to the case when the Poisson's ratio is constant. A method to solve the problem, which avoids this restriction, was presented in Ref. 149.

The equilibrium problem for heterogeneous elastic bodies was studied in various works [88,196,241]. Fichera [88] was the first to consider the case of the bodies compounded of different nonhomogeneous and anisotropic elastic materials. The deformation of cylinders compounded of different homogeneous and isotropic materials was first studied by Muskhelishvili [241] and his treatment was extended in various works [28,175,204,313]. Most of the works dealing with this problem are restricted to piecewise homogeneous cylinders. In Refs. 151 and 152, we established a solution of Saint-Venant's problem for a cylinder composed of two different nonhomogeneous elastic materials, where the elastic coefficients are independent of the axial coordinate. The mathematical formulation of the problems of extension, bending, torsion, and flexure of compound cylinders differs from that for homogeneous cylinders only in added boundary conditions on the interfaces of the media with different
elastic properties. We shall assume that $\Sigma_{1}$ is a $C^{1}$-smooth domain ([88], p. 369). Let $\Gamma_{1}$ and $\Gamma_{2}$ be complementary subsets of $\Gamma$ and let $\Gamma_{0}$ be a curve contained in $\Sigma_{1}$ with the property that $\bar{\Gamma}_{0} \cup \bar{\Gamma}_{\rho},(\rho=1,2)$, is the boundary of a regular domain $A_{\rho}$ contained in $\Sigma_{1}$ such that $A_{1} \cap A_{2}=\emptyset$. We denote by $B_{\rho}$ the cylinder that is defined by $B_{\rho}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{\rho}, 0<x_{3}<h\right\}$, ( $\rho=1,2$ ). We assume that $B_{\rho}$ is occupied by an elastic material with the elasticity field $\mathbf{C}^{(\rho)},(\rho=1,2)$, and that $\mathbf{C}^{(\rho)}$ is symmetric, positive definite, and smooth on $\bar{B}_{\rho}$. Let $\Pi_{0}$ denote the surface of separation of the two materials. Clearly, $\Pi_{0}=\left\{x:\left(x_{1}, x_{2}\right) \in \Gamma_{0}, 0 \leq x_{3} \leq h\right\}$. We can consider that the cylinder $B$ is composed of two materials which are welded together along $\Pi_{0}$. Let $\Pi_{1}$ and $\Pi_{2}$ be the complementary subsets of $\Pi$ defined by $\Pi_{\rho}=\left\{x:\left(x_{1}, x_{2}\right) \in \Gamma_{\rho}, 0 \leq x_{3} \leq h\right\}$. Assume that in the course of deformation, there is no separation of material along $\Pi_{0}$. The displacement vector field and the stress vector field are continuous in passing from one medium to another. Accordingly, we have the conditions

$$
\begin{equation*}
\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[t_{i \beta}(\mathbf{u})\right]_{1} n_{\beta}^{0}=\left[t_{i \beta}(\mathbf{u})\right]_{2} n_{\beta}^{0} \text { on } \Pi_{0} \tag{3.1.1}
\end{equation*}
$$

where we have indicated that the expressions in brackets are calculated for the material corresponding to the regions $B_{1}$ and $B_{2}$, respectively, and $\left(n_{1}^{0}, n_{2}^{0}, 0\right)$ are the components of the unit normal $\mathbf{n}^{0}$ of $\Pi_{0}$, outward to $B_{1}$.

In the first part of this chapter, we study the deformation of nonhomogeneous and isotropic cylinders when the elastic coefficients are independent of the axial coordinate. Then, the case of elastic cylinders composed of different nonhomogeneous and isotropic materials is investigated. This chapter points out the importance of the plane strain problem in the treatment of Saint-Venant's problem.

### 3.2 Plane Strain Problem: Auxiliary Plane Strain Problems

### 3.2.1 Basic Equations

In Section 1.5, we have studied the plane strain problem for homogeneous and isotropic elastic cylinders. In this section, we suppose that the cylinder $B$ is made of a nonhomogeneous and isotropic elastic material for which the constitutive coefficients are independent of the axial coordinate, that is,

$$
\begin{equation*}
\lambda=\lambda\left(x_{1}, x_{2}\right), \quad \mu=\mu\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{3.2.1}
\end{equation*}
$$

We suppose that the domain $\Sigma_{1}$ is $C^{\infty}$-smooth [88], and that the functions $\lambda$ and $\mu$ belong to $C^{\infty}$ and satisfy the conditions 1.5 .16 . We restrict our attention to the second boundary-value problem and assume that $f_{\alpha}$ and $\widetilde{t}_{\alpha}$ are independent of $x_{3}$ and are prescribed functions of class $C^{\infty}$. We consider only a $C^{\infty}$-theory but it is possible to get a classical solution of the problem
for more general domains and more general assumptions of regularity for the above functions [88]. We have chosen these hypotheses to best emphasize the method for the solving of Saint-Venant's problem.

The second boundary-value problem consists in finding of the functions $u_{\alpha}$ of class $C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ that satisfy Equations $1.5 .2,1.5 .3$, and 1.5.4 and the boundary conditions 1.5.6, when $\lambda$ and $\mu$ are prescribed functions of the form 3.2.1. The first boundary-value problem can be introduced as in Section 1.5.

Under the above assumptions of regularity for the domain $\Sigma_{1}$ and the prescribed functions, Fichera [88] established the following result.

Theorem 3.2.1 The second boundary-value problem has solution belonging to $C^{\infty}\left(\bar{\Sigma}_{1}\right)$ if and only if the conditions 1.5.17 hold.

We note that Theorem 1.5.1 remains valid for the nonhomogeneous bodies considered in this section.

From the basic equations, we obtain the equations of equilibrium expressed in terms of the displacement vector field,

$$
\begin{align*}
\mu \Delta u_{1} & +(\lambda+\mu) \frac{\partial \vartheta}{\partial x_{1}}+\vartheta \frac{\partial \lambda}{\partial x_{1}}+2 \frac{\partial \mu}{\partial x_{1}} \frac{\partial u_{1}}{\partial x_{1}}+\frac{\partial \mu}{\partial x_{2}}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right)+f_{1}=0 \\
\mu \Delta u_{2} & +(\lambda+\mu) \frac{\partial \vartheta}{\partial x_{2}}+\vartheta \frac{\partial \lambda}{\partial x_{2}}+2 \frac{\partial \mu}{\partial x_{2}} \frac{\partial u_{2}}{\partial x_{2}}+\frac{\partial \mu}{\partial x_{1}}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right) \\
& +f_{2}=0 \text { on } \Sigma_{1} \tag{3.2.2}
\end{align*}
$$

where we have used the notation $\vartheta=u_{\rho, \rho}$. Thus, we have an alternative formulation of the second boundary-value problem: to find the functions $u_{\alpha}$ of class $C^{\infty}\left(\bar{\Sigma}_{1}\right)$ that satisfy Equations 3.2 .2 on $\Sigma_{1}$ and the boundary conditions 1.5.9 on $\Gamma$. It follows from Equations 1.1.7 that

$$
\begin{equation*}
\lambda=\frac{2 \nu \mu}{1-2 \nu} \tag{3.2.3}
\end{equation*}
$$

Let us assume that the Poisson's ratio is constant. Then, in view of Equation 3.2.3, Equations 3.2.2 reduce to

$$
\begin{align*}
\Delta u_{1} & +\eta \frac{\partial \vartheta}{\partial x_{1}}+2 \frac{\partial \ln \mu}{\partial x_{1}}\left(\frac{\partial u_{1}}{\partial x_{1}}+\nu \eta \vartheta\right)+\frac{\partial \ln \mu}{\partial x_{2}}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right)+\frac{1}{\mu} f_{1}=0 \\
\Delta u_{2} & +\eta \frac{\partial \vartheta}{\partial x_{2}}+2 \frac{\partial \ln \mu}{\partial x_{2}}\left(\frac{\partial u_{2}}{\partial x_{2}}+\nu \eta \vartheta\right)+\frac{\partial \ln \mu}{\partial x_{1}}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right) \\
& +\frac{1}{\mu} f_{2}=0 \text { on } \Sigma_{1} \tag{3.2.4}
\end{align*}
$$

where $\eta$ is defined by

$$
\eta=\frac{1}{1-2 \nu}
$$

### 3.2.2 Airy Function

If the body forces vanish, then the equations of equilibrium 1.5.4 reduce to Equations 1.5.18. These equations are satisfied if the stresses $t_{\alpha \beta}$ are expressed by Equation 1.5.19 in terms of the Airy function $\chi$. Let us impose the compatibility equation 1.5 .21 . As in Ref. 209, we express the constitutive equations 1.5.3 in the form

$$
\begin{equation*}
e_{\alpha \beta}=(\gamma-q) t_{\rho \rho} \delta_{\alpha \beta}+q t_{\alpha \beta} \tag{3.2.5}
\end{equation*}
$$

where

$$
\gamma=\frac{1-\nu^{2}}{E}, \quad q=\frac{1+\nu}{E}
$$

It follows from Equations 1.5.19 and 3.2.5 that

$$
\begin{equation*}
e_{\alpha \beta}=\delta_{\alpha \beta} \gamma \Delta \chi-q \chi_{, \alpha \beta} \tag{3.2.6}
\end{equation*}
$$

In view of Equation 3.2.6, the compatibility equation 1.5.21 reduces to the following equation [209]

$$
\begin{equation*}
\Delta(\gamma \Delta \chi)=q_{, 22} \chi, 11+q_{, 11} \chi, 22-2 q_{, 12} \chi, 12 \text { on } \Sigma_{1} \tag{3.2.7}
\end{equation*}
$$

When the body is homogeneous, Equation 3.2.7 takes the form 1.5.22.
We assume that $\Sigma_{1}$ is a simply-connected domain. Then, in the case of nonhomogeneous bodies, the second boundary-value problem reduces to finding of the Airy function $\chi$ that satisfies Equation 3.2.7 on $\Sigma_{1}$ and the boundary conditions 1.5.25 on $\Gamma$.

In contrast with the case of homogeneous bodies, the stresses $t_{\alpha \beta}$ depend on the constitutive coefficients. Other results concerning the plane strain problem and the solutions of particular problems may be found in the work of Lomakin [209].

### 3.2.3 Auxiliary Plane Strain Problems

We will have occasion to use three special problems $\mathcal{D}^{(k)},(k=1,2,3)$, of plane strain. The problem $\mathcal{D}^{(1)}$ is characterized by the body forces

$$
f_{\alpha}=\left(\lambda x_{1}\right)_{, \alpha} \text { on } \Sigma_{1}
$$

and the following tractions

$$
\widetilde{t}_{\alpha}=-\lambda x_{1} n_{\alpha} \text { on } \Gamma
$$

In the problem $\mathcal{D}^{(2)}$, the body forces are given by

$$
f_{\alpha}=\left(\lambda x_{2}\right)_{, \alpha} \text { on } \Sigma_{1}
$$

and the tractions are

$$
\tilde{t}_{\alpha}=-\lambda x_{2} n_{\alpha} \text { on } \Gamma
$$

The problem $\mathcal{D}^{(3)}$ is characterized by the body forces

$$
f_{\alpha}=\lambda_{, \alpha} \text { on } \Sigma_{1}
$$

and the tractions

$$
\tilde{t}_{\alpha}=-\lambda n_{\alpha} \text { on } \Gamma
$$

In what follows, we denote by $u_{\alpha}^{(k)}, e_{\alpha \beta}^{(k)}$, and $t_{\alpha \beta}^{(k)}$, respectively, the components of the displacement vector, the components of the strain tensor, and the components of the stress tensor from the problems $\mathcal{D}^{(k)}$. The problems $\mathcal{D}^{(k)}$ are characterized by the strain-displacement relations

$$
\begin{equation*}
e_{\alpha \beta}^{(k)}=\frac{1}{2}\left(u_{\alpha, \beta}^{(k)}+u_{\beta, \alpha}^{(k)}\right) \tag{3.2.8}
\end{equation*}
$$

the constitutive equations

$$
\begin{equation*}
t_{\alpha \beta}^{(k)}=\lambda e_{\rho \rho}^{(k)} \delta_{\alpha \beta}+2 \mu e_{\alpha \beta}^{(k)} \tag{3.2.9}
\end{equation*}
$$

the equations of equilibrium

$$
\begin{align*}
t_{\beta \alpha, \beta}^{(1)}+\left(\lambda x_{1}\right)_{, \alpha} & =0, \quad t_{\beta \alpha, \beta}^{(2)}+\left(\lambda x_{2}\right)_{, \alpha}=0  \tag{3.2.10}\\
t_{\beta \alpha, \beta}^{(3)}+\lambda_{, \alpha} & =0 \text { on } \Sigma_{1}
\end{align*}
$$

and the following boundary conditions

$$
\begin{equation*}
t_{\beta \alpha}^{(1)} n_{\beta}=-\lambda x_{1} n_{\alpha}, \quad t_{\beta \alpha}^{(2)} n_{\beta}=-\lambda x_{2} n_{\alpha}, \quad t_{\beta \alpha}^{(3)} n_{\beta}=-\lambda n_{\alpha} \text { on } \Gamma \tag{3.2.11}
\end{equation*}
$$

It is easy to prove that the necessary and sufficient conditions 1.5 .17 for the existence of the solution are satisfied for each boundary-value problem $\mathcal{D}^{(k)}$.

We note that the solutions of the problem $\mathcal{D}^{(k)}$ depend only on the domain $\Sigma_{1}$ and the elastic coefficients.

It is easy to see that for homogeneous and isotropic bodies, the solutions of the problems $\mathcal{D}^{(k)}$ are

$$
\begin{align*}
u_{1}^{(1)} & =-\frac{\lambda}{4(\lambda+\mu)}\left(x_{1}^{2}-x_{2}^{2}\right), \quad u_{2}^{(1)}=-\frac{\lambda}{2(\lambda+\mu)} x_{1} x_{2} \\
u_{1}^{(2)} & =-\frac{\lambda}{2(\lambda+\mu)} x_{1} x_{2}, \quad u_{2}^{(2)}=\frac{\lambda}{4(\lambda+\mu)}\left(x_{1}^{2}-x_{2}^{2}\right)  \tag{3.2.12}\\
u_{\alpha}^{(3)} & =-\frac{\lambda}{2(\lambda+\mu)} x_{\alpha}, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
\end{align*}
$$

Remark. In the case of homogeneous and isotropic elastic bodies, the solutions $u_{\alpha}^{(k)}$ of the problems $\mathcal{D}^{(k)}$ are identical with the functions $w_{\alpha}^{(k)}$ defined in Equations 1.7.9.

### 3.3 Extension and Bending of Nonhomogeneous Cylinders

Let the loading applied on $\Sigma_{1}$ be statically equivalent to a force $\mathbf{F}=F_{3} \mathbf{e}_{3}$ and a moment $\mathbf{M}=M_{\alpha} \mathbf{e}_{\alpha}$. Thus, the conditions on $\Sigma_{1}$ reduce to

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta} d a=0  \tag{3.3.1}\\
\int_{\Sigma_{1}} t_{33} d a=-F_{3}, \quad \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=\varepsilon_{\alpha \beta} M_{\beta} \tag{3.3.2}
\end{gather*}
$$

The problem consists in the finding of a displacement vector field that satisfies Equations 1.1.1, 1.1.4, and 1.1 .8 on $B$ and the boundary conditions 1.3.1, 3.3.1, and 3.3.2, when $\lambda$ and $\mu$ have the form 3.2.1.

The results presented in this section have been established in Ref. 149. We seek the solution in the form

$$
\begin{equation*}
u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}+\sum_{k=1}^{3} a_{k} u_{\alpha}^{(k)}, \quad u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3} \tag{3.3.3}
\end{equation*}
$$

where $u_{\alpha}^{(k)}$ are the components of displacement vector field from the problem $\mathcal{D}^{(k)},(k=1,2,3)$, and $a_{k}$ are unknown constants. From Equations 1.1.1 and 3.3.3, we obtain

$$
\begin{equation*}
e_{\alpha \beta}=\sum_{k=1}^{3} a_{k} e_{\alpha \beta}^{(k)}, \quad e_{\alpha 3}=0, \quad e_{33}=a_{1} x_{1}+a_{2} x_{2}+a_{3} \tag{3.3.4}
\end{equation*}
$$

where $e_{\alpha \beta}^{(k)}$ are given by Equation 3.2.8. By Equations 1.1.4 and 3.3.4, we get

$$
\begin{align*}
& t_{\alpha \beta}=\lambda\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) \delta_{\alpha \beta}+\sum_{k=1}^{3} a_{k} t_{\alpha \beta}^{(k)}, \quad t_{\alpha 3}=0 \\
& t_{33}=(\lambda+2 \mu)\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right)+\lambda \sum_{k=1}^{3} a_{k} e_{\alpha \alpha}^{(k)} \tag{3.3.5}
\end{align*}
$$

where $t_{\alpha \beta}^{(k)}$ are the stresses from the plane strain problem $\mathcal{D}^{(k)}$. The equations of equilibrium 1.1.8 and the boundary conditions 1.3.1 are satisfied on the basis of Equations 3.2.10 and 3.2.11.

The conditions 3.3 .1 are identically satisfied on the basis of the relations 3.3.5. By Equations 3.3 .2 and 3.3 .5 , we obtain the following system for the unknown constants $a_{1}, a_{2}$, and $a_{3}$

$$
\begin{equation*}
D_{i j} a_{j}=C_{i} \tag{3.3.6}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\alpha \beta} & =\int_{\Sigma_{1}} x_{\alpha}\left[(\lambda+2 \mu) x_{\beta}+\lambda e_{\rho \rho}^{(\beta)}\right] d a \\
D_{\alpha 3} & =\int_{\Sigma_{1}} x_{\alpha}\left[\lambda+2 \mu+\lambda e_{\rho \rho}^{(3)}\right] d a \\
D_{3 \alpha} & =\int_{\Sigma_{1}}\left[(\lambda+2 \mu) x_{\alpha}+\lambda e_{\rho \rho}^{(\alpha)}\right] d a  \tag{3.3.7}\\
D_{33} & =\int_{\Sigma_{1}}\left[\lambda+2 \mu+\lambda e_{\rho \rho}^{(3)}\right] d a
\end{align*}
$$

and

$$
\begin{equation*}
C_{\alpha}=\varepsilon_{\alpha \beta} M_{\beta}, \quad C_{3}=-F_{3} \tag{3.3.8}
\end{equation*}
$$

Clearly, the constants $D_{i j}$ can be calculated after the displacement $u_{\alpha}^{(k)}$ are determined. Let us prove that the system 3.3.6 can always be solved for $a_{1}, a_{2}$, and $a_{3}$. The relations 3.3.3 and 3.3.5 can be written in the form

$$
\begin{equation*}
u_{i}=\sum_{k=1}^{3} a_{k} \omega_{i}^{(k)}, \quad t_{i j}=\sum_{k=1}^{3} a_{k} \tau_{i j}^{(k)} \tag{3.3.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{\alpha}^{(b)}=-\frac{1}{2} x_{3}^{2} \delta_{\alpha \beta}+u_{\alpha}^{(\beta)}, \quad \omega_{\alpha}^{(3)}=u_{\alpha}^{(3)}, \quad \omega_{3}^{(\alpha)}=x_{\alpha} x_{3} \\
& \omega_{3}^{(3)}=x_{3}, \quad \tau_{\alpha \beta}^{(\rho)}=\lambda x_{\rho} \delta_{\alpha \beta}+t_{\alpha \beta}^{(\rho)}, \quad \tau_{\alpha \beta}^{(3)}=\lambda \delta_{\alpha \beta}+t_{\alpha \beta}^{(3)} \\
& \tau_{\alpha 3}^{(k)}=0, \quad \tau_{33}^{(\rho)}=(\lambda+2 \mu) x_{\rho}+\lambda e_{\alpha \alpha}^{(\rho)}, \quad \tau_{33}^{(3)}=\lambda+2 \mu+\lambda e_{\alpha \alpha}^{(3)}, \quad(\rho=1,2) \tag{3.3.10}
\end{align*}
$$

In view of Equations 1.1.12, 1.1.13, and 3.3.9,

$$
\begin{equation*}
U(\mathbf{u})=\sum_{i, j=1}^{3} U\left(\boldsymbol{\omega}^{(i)}, \boldsymbol{\omega}^{(j)}\right) a_{i} a_{j} \tag{3.3.11}
\end{equation*}
$$

By Equations 1.1.14, 1.1.16, and 1.1.17, we get

$$
\begin{align*}
U\left(\boldsymbol{\omega}^{(i)}, \boldsymbol{\omega}^{(j)}\right) & =U\left(\boldsymbol{\omega}^{(j)}, \boldsymbol{\omega}^{(i)}\right)  \tag{3.3.12}\\
2 U\left(\boldsymbol{\omega}^{(i)}, \boldsymbol{\omega}^{(j)}\right) & =\int_{\partial B} \omega_{k}^{(i)} \tau_{p k}^{(j)} n_{p} d a \tag{3.3.13}
\end{align*}
$$

Since the elastic potential is positive definite, we have

$$
\begin{equation*}
\operatorname{det}\left(U\left(\boldsymbol{\omega}^{(i)}, \boldsymbol{\omega}^{(j)}\right)\right) \neq 0 \tag{3.3.14}
\end{equation*}
$$

Let us apply the relations 3.3 .13 for $\boldsymbol{\omega}^{(1)}$ and $\boldsymbol{\omega}^{(2)}$. We note that on $\Sigma_{2}$ we have

$$
\begin{align*}
\omega_{\alpha}^{(\beta)} & =-\frac{1}{2} h^{2} \delta_{\alpha \beta}+u_{\alpha}^{(\beta)}, \quad \omega_{3}^{(\alpha)}=x_{\alpha} h  \tag{3.3.15}\\
\tau_{p \alpha}^{(\beta)} n_{p} & =\tau_{3 \alpha}^{(\beta)}=0, \quad \tau_{p 3}^{(\beta)} n_{p}=\tau_{33}^{(\beta)}=(\lambda+2 \mu) x_{\beta}+\lambda e_{\alpha \alpha}^{(\beta)}
\end{align*}
$$

Similarly, on $\Sigma_{1}$ we get

$$
\begin{equation*}
\tau_{p \alpha}^{(\beta)} n_{p}=0, \quad \omega_{\alpha}^{(\beta)}=u_{\alpha}^{(\beta)}, \quad \omega_{3}^{(\beta)}=0 \tag{3.3.16}
\end{equation*}
$$

It follows from Equations 1.3.1, 3.3.7, 3.3.13, 3.3.15, and 3.3.16 that

$$
\begin{aligned}
2 U\left(\boldsymbol{\omega}^{(1)}, \boldsymbol{\omega}^{(2)}\right) & =\int_{\partial B} \omega_{k}^{(1)} \tau_{p k}^{(1)} n_{p} d a \\
& =h \int_{\Sigma_{1}} x_{1}\left[(\lambda+2 \mu) x_{1}+\lambda e_{\rho \rho}^{(1)}\right] d a=h D_{11} \\
2 U\left(\boldsymbol{\omega}^{(1)}, \boldsymbol{\omega}^{(2)}\right) & =h D_{12}
\end{aligned}
$$

In a similar way, we find

$$
\begin{equation*}
2 U\left(\boldsymbol{\omega}^{(i)}, \boldsymbol{\omega}^{(j)}\right)=h D_{i j} \tag{3.3.17}
\end{equation*}
$$

We note that Equations 3.3 .12 and 3.3.17 imply that $D_{i j}=D_{j i}$. By Equations 3.3.14 and 3.3.17,

$$
\begin{equation*}
\operatorname{det}\left(D_{i j}\right) \neq 0 \tag{3.3.18}
\end{equation*}
$$

so that the system 3.3.6 uniquely determines the constants $a_{k}$. Thus, we conclude that the constants $a_{k}$ can be determined so that the functions 3.3.3 be a solution of the problem of extension and bending.

If the material is homogeneous and isotropic, then Equations 3.2.12 and 3.3.7 imply

$$
\begin{equation*}
D_{\alpha \beta}=E I_{\alpha \beta}, \quad D_{\alpha 3}=D_{3 \alpha}=E A x_{\alpha}^{0}, \quad D_{33}=E A \tag{3.3.19}
\end{equation*}
$$

where $I_{\alpha \beta}, x_{\alpha}^{0}$, and $A$ are defined by Equations 1.4.9 and 1.7.14. It is easy to see that in this case we rediscover the Saint-Venant's solution of the problem.

Remark. The form 3.3.3 of the solution is justified by Theorem 1.7.1, which holds also when $\lambda$ and $\mu$ are functions of the variables $x_{\alpha}$.

### 3.4 Torsion

The torsion problem consists in the determination of a displacement vector field that satisfies Equations 1.1.1, 1.1.4, and 1.1.8 on $B$ and the boundary conditions 1.3.1 and the condition for $x_{3}=0$, when the elastic coefficients are functions independent of $x_{3}$.

We seek a solution of the torsion problem in the form 1.3.23, where $\varphi$ is an unknown function of $x_{1}$ and $x_{2}$, and $\tau$ is an unknown constant. It follows from Equations 1.1.1, 1.1.4, and 1.3.23 that the components of the stress tensor are given by Equations 1.3.24. The equations of equilibrium 1.1.8 are satisfied if the function $\varphi$ satisfies the equation

$$
\begin{equation*}
\left(\mu \varphi_{, \alpha}\right)_{, \alpha}=\varepsilon_{\rho \beta}\left(\mu x_{\beta}\right)_{, \rho} \text { on } \Sigma_{1} \tag{3.4.1}
\end{equation*}
$$

In view of Equations 1.3.24, the conditions 1.3.1 on the lateral boundary reduce to

$$
\begin{equation*}
\frac{\partial \varphi}{\partial n}=\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma \tag{3.4.2}
\end{equation*}
$$

Let us consider the boundary-value problem

$$
\begin{equation*}
\left(\mu u_{, \alpha}\right)_{, \alpha}=F \text { on } \Sigma_{1}, \quad \mu u_{, \alpha} n_{\alpha}=G \text { on } \Gamma \tag{3.4.3}
\end{equation*}
$$

where $\mu, F$, and $G$ are prescribed functions of class $C^{\infty}$. Necessary and sufficient condition to solve the boundary-value problem 3.4.3 is (cf. [55,88])

$$
\begin{equation*}
\int_{\Sigma_{1}} F d a=\int_{\Gamma} G d s \tag{3.4.4}
\end{equation*}
$$

It is easy to see that in the case of the boundary-value problem 3.4.1 and 3.4.2, the condition 3.4 .4 is satisfied. In what follows, we shall assume that the function $\varphi$ is known.

In view of Equations 1.3.24 and 1.3.57, the conditions 1.3.20 and 1.3.21 are identically satisfied. The condition 1.3 .22 reduces to

$$
\begin{equation*}
D_{*} \tau=-M_{3} \tag{3.4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{*}=\int_{\Sigma_{1}} \mu\left(\varepsilon_{\alpha \beta} x_{\alpha} \varphi_{, \beta}+x_{\rho} x_{\rho}\right) d a \tag{3.4.6}
\end{equation*}
$$

By using Equations 3.4.1, 3.4.2, and divergence theorem,

$$
\left.\begin{array}{rl}
\int_{\Sigma_{1}} \mu \varepsilon_{\alpha \beta} x_{\alpha} \varphi, \beta \\
& d a
\end{array}=\int_{\Gamma} \mu \varepsilon_{\alpha \beta} x_{\alpha} \varphi n_{\beta} d s-\int_{\Sigma_{1}} \varphi\left(\mu \varepsilon_{\alpha \beta} x_{\alpha}\right)_{, \beta} d a\right)
$$

Thus, we can express the constant $D_{*}$ in the form

$$
\begin{align*}
D_{*} & =\int_{\Sigma_{1}} \mu\left(\varphi_{, \alpha} \varphi_{, \alpha}+2 \varepsilon_{\alpha \beta} x_{\alpha} \varphi_{, \beta}+x_{\rho} x_{\rho}\right)  \tag{3.4.7}\\
& =\int_{\Sigma_{1}} \mu\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)\left(\varphi_{, \alpha}+\varepsilon_{\rho \alpha} x_{\rho}\right) d a
\end{align*}
$$

It follows from the relations 1.1.5 and 3.4.7 that $D_{*}>0$. The relation 3.4.5 determines the constant $\tau$. We conclude that the displacement vector field 1.3.23, where $\varphi$ is the solution of the boundary-value problem 3.4.1, 3.4.2, and $\tau$ is given by Equation 3.4.5, is a solution of the torsion problem. Clearly, if the material is homogeneous, then we rediscover Saint-Venant's solution.

We note that Equation 3.4.1 can be written as follows

$$
\begin{equation*}
\Delta \varphi+(\ln \mu)_{, \alpha}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \beta} x_{\beta}\right)=0 \text { on } \Sigma_{1} \tag{3.4.8}
\end{equation*}
$$

A form for $\mu$ that is commonly used [209] is

$$
\begin{equation*}
\mu=\mu_{0} \exp \left(\alpha x_{1}+\beta x_{2}\right) \tag{3.4.9}
\end{equation*}
$$

where $\mu_{0}, \alpha$, and $\beta$ are prescribed constants. For the law 3.4.9, Equation 3.4.8 becomes

$$
\begin{equation*}
\Delta \varphi+\alpha\left(\varphi_{, 1}-x_{2}\right)+\beta\left(\varphi, 2+x_{1}\right)=0 \text { on } \Sigma_{1} \tag{3.4.10}
\end{equation*}
$$

The torsion problem can be formulated in terms of the stress function $\chi$ defined by

$$
\begin{equation*}
\mu\left(\varphi_{, 1}-x_{2}\right)=\chi_{, 2}, \quad \mu\left(\varphi_{, 2}+x_{2}\right)=-\chi_{, 1} \tag{3.4.11}
\end{equation*}
$$

It follows from Equation 3.4.11 that $\chi$ satisfies the following equation

$$
\begin{equation*}
\left(\frac{1}{\mu} \chi_{, \alpha}\right)_{, \alpha}=-2 \text { on } \Sigma_{1} \tag{3.4.12}
\end{equation*}
$$

In view of Equations 1.3.39 and 3.4.11, the function $\chi$ satisfies the following condition on the boundary of the simply-connected domain $\Sigma_{1}$

$$
\begin{equation*}
\chi=0 \text { on } \Gamma \tag{3.4.13}
\end{equation*}
$$

By Equations 1.3.24 and 3.4.11, we find that

$$
\begin{equation*}
t_{13}=\tau \chi_{, 2}, \quad t_{23}=-\tau \chi, 1 \tag{3.4.14}
\end{equation*}
$$

Using Equations 3.4.6, 3.4.11, and 3.4.13, we can express $D_{*}$ as follows

$$
\begin{equation*}
D_{*}=2 \int_{\Sigma_{1}} \chi d a \tag{3.4.15}
\end{equation*}
$$

Consider the family of curves in $\Sigma_{1}$ defined by

$$
\begin{equation*}
\chi\left(x_{1}, x_{2}\right)=0 \tag{3.4.16}
\end{equation*}
$$

By Equations 1.3.39, for any curve of this family we have

$$
\chi_{, 1} n_{2}-\chi_{, 2} n_{1}=0
$$

In view of Equation 3.4.14, the last relation implies that the stress vector $\mathbf{T}=t_{\alpha 3} \mathbf{e}_{\alpha}$ is directed along the tangent to the curve. The curves 3.4.16 are called the lines of shearing stress. The magnitude of the tangential stress $\mathbf{T}$ is

$$
|\mathbf{T}|=\mu\left(\chi_{, \alpha} \chi_{, \alpha}\right)^{1 / 2}
$$

We note that, instead of solving the Neumann problem 3.4.1 and 3.4.2, we can equally well solve the Dirichlet problem 3.4.12 and 3.4.13.

### 3.5 Flexure

We assume that the loading applied on $\Sigma_{1}$ is statically equivalent to the force $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and the moment $\mathbf{M}=\mathbf{0}$. The conditions on $\Sigma_{1}$ are given by Equations 1.3.48, 1.3.49, and 1.4.1. The flexure problem consists in the finding of a displacement vector field that satisfies the Equations 1.1.1, 1.1.4, and 1.1 .8 on $B$ and the boundary conditions $1.3 .1,1.3 .48,1.3 .49$, and 1.4.1, when $\lambda$ and $\mu$ have the form 3.2.1.

In view of Theorem 1.7.2, we seek the solution of the flexure problem in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{6} b_{\alpha} x_{3}^{3}+x_{3} \sum_{k=1}^{3} b_{k} u_{\alpha}^{(k)}-\tau \varepsilon_{\alpha \beta} x_{\beta} x_{3}  \tag{3.5.1}\\
& u_{3}=\frac{1}{2}\left(b_{1} x_{2}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\tau \varphi+G\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $u_{\alpha}^{(k)}$ are the components of displacement vector from the problem $\mathcal{D}^{(k)}$, $(k=1,2,3), \varphi$ is the solution of the boundary-value problem 3.4.1 and 3.4.2, $G$ is an unknown function of $x_{1}$ and $x_{2}$, and $b_{j}$ and $\tau$ are unknown constants.

By Equations 1.1.1, 1.1.4, and 3.5.1, we get

$$
\begin{align*}
& t_{\alpha \beta}=\lambda\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3} \delta_{\alpha \beta}+x_{3} \sum_{k=1}^{3} b_{k} t_{\alpha \beta}^{(k)} \\
& t_{\alpha 3}=\mu \tau\left(\varphi_{, \alpha}-\varepsilon_{\alpha \beta} x_{\beta}\right)+\mu\left[G_{, \alpha}+\sum_{k=1}^{3} b_{k} u_{\alpha}^{(k)}\right]  \tag{3.5.2}\\
& t_{33}=(\lambda+2 \mu)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}+\lambda x_{3} \sum_{k=1}^{3} b_{k} e_{\alpha \alpha}^{(k)}
\end{align*}
$$

where $t_{\alpha \beta}^{(k)}$ are given by Equations 3.2.8 and 3.2.9.
The first two equations of equilibrium 1.1.8 and the first two conditions 1.3.1 are satisfied on the basis of the relations 3.2 .10 and 3.2 .11 . In view of Equations 3.4.1 and 3.5.2, the third equation of equilibrium 1.1.8 reduces to

$$
\begin{equation*}
\left(\mu G_{, \alpha}\right)_{, \alpha}=p \text { on } \Sigma_{1} \tag{3.5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
p=-(\lambda+2 \mu)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)-\sum_{k=1}^{3} b_{k}\left[\left(\mu u_{\beta}^{(k)}\right)_{, \beta}+\lambda e_{\rho \rho}^{(k)}\right] \tag{3.5.4}
\end{equation*}
$$

By Equations 3.4.2 and 3.5.2, we see that the last of conditions 1.3 .1 on the lateral boundary becomes

$$
\begin{equation*}
\mu G_{, \alpha} n_{\alpha}=q \text { on } \Gamma \tag{3.5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
q=-\mu n_{\alpha} \sum_{k=1}^{3} b_{k} u_{\alpha}^{(k)} \tag{3.5.6}
\end{equation*}
$$

Thus, the function $G$ is solution of the boundary-value problem 3.5.3 and 3.5.5. It follows from Equations 3.3.7, 3.5.4, and 3.5.6 that

$$
\begin{aligned}
\int_{\Sigma_{1}} p d a-\int_{\Gamma} q d s & =-\int_{\Sigma_{1}}\left[(\lambda+2 \mu)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)+\lambda \sum_{k=1}^{3} b_{k} e_{\rho \rho}^{(k)}\right] d a \\
& =-D_{3 j} b_{j}
\end{aligned}
$$

so that the necessary and sufficient condition to solve the boundary-value problem 3.5.3 and 3.5.5 is

$$
\begin{equation*}
D_{3 j} b_{j}=0 \tag{3.5.7}
\end{equation*}
$$

In view of Equations 1.3.57, 3.3.7, and 3.5.2, we find that the conditions 1.4.1 reduce to

$$
\begin{equation*}
D_{\alpha j} b_{j}=-F_{\alpha} \tag{3.5.8}
\end{equation*}
$$

It follows from the relation 3.3.18 that the systems 3.5.7 and 3.5.8 determine the constants $b_{1}, b_{2}$, and $b_{3}$. We consider that in the functions 3.5.4 and 3.5.6, the constants $b_{k}$ are given by Equations 3.5.7 and 3.5.8. In what follows, we suppose that $G$ is known.

If we use Equations 3.4 .6 and 3.5.2, we find that the condition 1.3.49 reduces to

$$
\begin{equation*}
D_{*} \tau=-\mathfrak{M} \tag{3.5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{M}=\int_{\Sigma_{1}} \mu \varepsilon_{\alpha \beta} x_{\alpha}\left[G_{, \beta}+\sum_{k=1}^{3} b_{k} u_{\beta}^{(k)}\right] d a \tag{3.5.10}
\end{equation*}
$$

We conclude that the constant $\tau$ is determined by Equation 3.5.9. The conditions 1.3.48 are identically satisfied. Thus, the flexure problem has a solution of the form 3.5.1.

### 3.6 Elastic Cylinders Composed of Different Nonhomogeneous and Isotropic Materials

In this section, we study the deformation of composed cylinders introduced in Section 3.1. We suppose that $B_{\rho}$ is occupied by an isotropic material with the Lamé moduli $\lambda^{(\rho)}$ and $\mu^{(\rho)}$, and that

$$
\begin{equation*}
\lambda^{(\rho)}=\lambda^{(\rho)}\left(x_{1}, x_{2}\right), \quad \mu^{(\rho)}=\mu^{(\rho)}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in A_{\rho} \tag{3.6.1}
\end{equation*}
$$

We can consider $B$ as being occupied by an elastic medium which, in general, has elastic coefficients discontinuous along $\Pi_{0}$. We assume that $\lambda^{(\rho)}$ and $\mu^{(\rho)}$ belongs to $C^{(\infty)}$ and that the elastic potential corresponding to the material which occupies $B_{\rho}$ is positive definite.

Saint-Venant's problem for heterogeneous cylinders consists in finding of a displacement vector field $\mathbf{u} \in C^{2}\left(B_{1}\right) \cap C^{2}\left(B_{2}\right) \cap C^{1}\left(\bar{B}_{1}\right) \cap C^{1}\left(\bar{B}_{2}\right) \cap C^{0}(B)$ that satisfies Equations 1.1.1, 1.1.4, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, the conditions for $x_{3}=0$ and the boundary conditions 1.3.1.

### 3.6.1 Auxiliary Plane Strain Problems

Let us consider the state of plane strain of composed cylinders. The displacement field has the form 1.5.1. Given elastic coefficients $\lambda^{(\rho)}$ and $\mu^{(\rho)}$, body forces $\mathbf{f}^{(\rho)}$ on $B_{\rho}$, surface tractions $\widetilde{\mathbf{t}}^{(\rho)}$ on $\Pi_{\rho}$, with $\mathbf{f}^{(\rho)}$ and $\widetilde{\mathbf{t}}^{(\rho)}$ independent of $x_{3}$ and parallel to the $x_{1}, x_{2}$-plane, the second boundary-value problem consists in finding an elastic state on $B$ that satisfies the strain-displacement, the stress-strain relations, the equations of equilibrium, the conditions on the surface of separation, and the tractions condition. The first boundary-value problem can be defined as in Section 1.5. In what follows, we restrict our attention to the second boundary-value problem. The basic equations of the plane strain problem consist of the strain-displacement relations

$$
\begin{equation*}
e_{\alpha \beta}=\frac{1}{2}\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right) \tag{3.6.2}
\end{equation*}
$$

the stress-strain relations

$$
\begin{equation*}
t_{\alpha \beta}=\lambda^{(\rho)} e_{\eta \eta} \delta_{\alpha \beta}+2 \mu^{(\rho)} e_{\alpha \beta} \tag{3.6.3}
\end{equation*}
$$

and the equations of equilibrium

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}^{(\rho)}=0 \tag{3.6.4}
\end{equation*}
$$

on $A_{\rho}$. The conditions on the surface of separation $\Pi_{0}$ reduce to

$$
\begin{equation*}
\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[t_{\beta \alpha}\right]_{1} n_{\beta}^{0}=\left[t_{\beta \alpha}\right]_{2} n_{\beta}^{0} \text { on } \Gamma_{0} \tag{3.6.5}
\end{equation*}
$$

The conditions on the lateral boundary become

$$
\begin{equation*}
\left[t_{\beta \alpha} n_{\beta}\right]_{\rho}=\widetilde{t}_{\alpha}^{(\rho)} \text { on } \Gamma_{\rho} \tag{3.6.6}
\end{equation*}
$$

We assume that the functions $f_{\alpha}^{(\rho)}$ and $\widetilde{t}_{\alpha}^{(\rho)}$ belong to $C^{\infty}$. From the general theory developed by Fichera ([88], Section 13), it follows that under suitable smoothness hypotheses on the arcs $\Gamma_{\rho}$ and $\Gamma_{0}$, a solution $u_{\alpha} \in C^{(\infty)}\left(\bar{A}_{1}\right) \cap$ $C^{\infty}\left(\bar{A}_{2}\right) \cap C^{\infty}\left(\Sigma_{1}\right)$ of the second boundary-value problem exists if and
only if

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} \widetilde{t}_{\alpha}^{(\rho)} d s\right]=0 \\
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(\rho)} d s\right]=0 \tag{3.6.7}
\end{align*}
$$

In what follows, we assume that the requirements which insure this result are fulfilled. It can be shown that if the conditions 3.6 .5 are replaced by

$$
\begin{equation*}
\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[t_{\beta \alpha}\right]_{1} n_{\beta}^{0}=\left[t_{\beta \alpha}\right]_{2} n_{\beta}^{0}+g_{\alpha} \text { on } \Gamma_{0} \tag{3.6.8}
\end{equation*}
$$

where $g_{\alpha}$ are $C^{\infty}$ functions, then the conditions 3.6.7 are replaced by

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} \widetilde{t}_{\alpha}^{(\rho)} d a\right]+\int_{\Gamma_{0}} g_{\alpha} d s=0 \\
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(\rho)} d s\right]+\int_{\Gamma_{0}} \varepsilon_{\alpha \beta} x_{\alpha} g_{\beta} d s=0 \tag{3.6.9}
\end{align*}
$$

These conditions have been established by Sherman [308] and Muskhelishvili [241] within the theory of piecewise homogeneous cylinders.

We will have occasion to use three special problems $\mathcal{P}^{(\kappa)},(k=1,2,3)$, of plane strain for the composed cylinder $B$. In what follows we denote by $v_{\alpha}^{(k)}, \gamma_{\alpha \beta}^{(k)}$, and $\sigma_{\alpha \beta}^{(k)}$ the components of displacement vector, the components of the strain tensor, and the components of the stress tensor for the problem $\mathcal{P}^{(k)}$, respectively. The problems $\mathcal{P}^{(k)}$ are characterized by the equations

$$
\begin{gather*}
\gamma_{\alpha \beta}^{(k)}=\frac{1}{2}\left(v_{\alpha, \beta}^{(k)}+v_{\beta, \alpha}^{(k)}\right)  \tag{3.6.10}\\
\sigma_{\alpha \beta}^{(k)}=\lambda^{(\rho)} \gamma_{\eta \eta}^{(k)} \delta_{\alpha \beta}+2 \mu^{(\rho)} \gamma_{\alpha \beta}^{(k)}  \tag{3.6.11}\\
\sigma_{\beta \alpha, \beta}^{(\kappa)}+\left(\lambda^{(\rho)} x_{\kappa}\right)_{, \alpha}=0, \quad \sigma_{\beta \alpha, \beta}^{(3)}+\lambda_{, \alpha}^{(\rho)}=0 \text { on } A_{\rho}, \quad(\kappa=1,2) \tag{3.6.12}
\end{gather*}
$$

and the conditions

$$
\begin{align*}
& {\left[v_{\alpha}^{(k)}\right]_{1}=\left[v_{\alpha}^{(k)}\right]_{2}, \quad\left[\sigma_{\beta \alpha}^{(k)}\right]_{1} n_{\beta}^{0}=\left[\sigma_{\beta \alpha}^{(k)}\right]_{2} n_{\beta}^{0}+g_{\alpha}^{(k)} \text { on } \Gamma_{0}}  \tag{3.6.13}\\
& {\left[\sigma_{\beta \alpha}^{(\kappa)} n_{\beta}\right]_{\rho}=-\lambda^{(\rho)} x_{\kappa} n_{\alpha}, \quad\left[\sigma_{\beta \alpha}^{(3)} n_{\beta}\right]_{\rho}=-\lambda^{(\rho)} n_{\alpha} \text { on } \Gamma_{\rho}} \tag{3.6.14}
\end{align*}
$$

where

$$
\begin{equation*}
g_{\alpha}^{(k)}=\left(\lambda^{(2)}-\lambda^{(1)}\right) x_{\kappa} n_{\alpha}^{0}, \quad g_{\alpha}^{(3)}=\left(\lambda^{(2)}-\lambda^{(1)}\right) n_{\alpha}^{0}, \quad(\kappa=1,2) \tag{3.6.15}
\end{equation*}
$$

It is easy to prove that the necessary and sufficient conditions 3.6 .9 for the existence of the solution are satisfied for each boundary-value problem $\mathcal{P}^{(k)}$. In what follows, we shall consider that the functions $v_{\alpha}^{(k)}, \gamma_{\alpha \beta}^{(k)}$, and $\sigma_{\alpha \beta}^{(k)}$ are known.

### 3.6.2 Extension and Bending

The problem of extension and bending for the composed cylinder $B$ consists in the determination of a displacement vector field that satisfies Equations 1.1.1, 1.1.4, and 1.1 .8 on $B_{\rho}$, the conditions 3.1 .1 on $\Pi_{0}$, the conditions 3.3.1 and 3.3 .2 on $\Sigma_{1}$, and the conditions 1.3 .1 on $\Pi$. On the basis of Theorem 1.7.1, we try to solve the problem assuming that the displacement vector field has the form

$$
\begin{equation*}
u_{\alpha}=-\frac{1}{2} d_{\alpha} x_{3}^{2}+\sum_{k=1}^{3} d_{k} v_{\alpha}^{(k)}, \quad u_{3}=\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3} \tag{3.6.16}
\end{equation*}
$$

where $v_{\alpha}^{(k)}$ are the solutions of the problems $\mathcal{P}^{(k)},(k=1,2,3)$, and the $d_{k}$ are unknown constants. It follows from Equations 1.1.1, 1.1.4, and 3.6.16 that

$$
\begin{align*}
t_{\alpha \beta} & =\lambda^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) \delta_{\alpha \beta}+\sum_{k=1}^{3} d_{k} \sigma_{\alpha \beta}^{(k)}, \quad t_{\alpha 3}=0  \tag{3.6.17}\\
t_{33} & =\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right)+\lambda^{(\rho)} \sum_{k=1}^{3} d_{k} \gamma_{\alpha \alpha}^{(k)} \text { on } A_{\rho}
\end{align*}
$$

where $\gamma_{\alpha \beta}^{(k)}$ and $\sigma_{\alpha \beta}^{(k)}$ are given by Equations 3.6.10 and 3.6.11, respectively. It is easy to verify that the equations of equilibrium 1.1.8 and the boundary conditions 1.3.1 on $\Pi$ are satisfied on the basis of the relations 3.6.12 and 3.6.14. The conditions 3.1 .1 on the surface of separation $\Pi_{0}$ are satisfied in view of the relations 3.6.13 and 3.6.15.

If we take into account Equation 3.6.11, we see that the conditions 3.3.1 are satisfied. It follows from Equations 3.3 .2 and 3.6 .11 that the constants $d_{k}$ satisfy the following equations

$$
\begin{equation*}
L_{\alpha j} d_{j}=\varepsilon_{\alpha \beta} M_{\beta}, \quad L_{3 j} d_{j}=-F_{3} \tag{3.6.18}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{\alpha \beta}=\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right) x_{\beta}+\lambda^{(\rho)} \gamma_{\eta \eta}^{(\beta)}\right] d a \\
& L_{\alpha 3}=\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left[\lambda^{(\rho)}+2 \mu^{(\rho)}+\lambda^{(\rho)} \gamma_{\beta \beta}^{(3)}\right] d a  \tag{3.6.19}\\
& L_{3 \alpha}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right) x_{\alpha}+\lambda^{(\rho)} \gamma_{\beta \beta}^{(\alpha)}\right] d a \\
& L_{33}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\lambda^{(\rho)} \gamma_{\alpha \alpha}^{(3)}\right) d a
\end{align*}
$$

As in Section 3.3, we can show that the system 3.6.18 uniquely determines the constants $d_{k}$. Let $W^{(\rho)}(\mathbf{u})$ be the elastic potential associated with $\mathbf{u}$ on $B_{\rho}$. Clearly,
$W^{(\rho)}(\mathbf{u})=\frac{1}{2} \lambda^{(\rho)} e_{r r}(\mathbf{u}) e_{s s}(\mathbf{u})+\mu^{(\rho)} e_{i j}(\mathbf{u}) e_{i j}(\mathbf{u})=\frac{1}{2}\left[t_{i j}(\mathbf{u}) e_{i j}(\mathbf{u})\right]_{\rho}$
We continue to assume that $W^{(\rho)}$ is a positive definite quadratic form in the variables $e_{r s}(\mathbf{u})$. Let us consider two displacement vector fields $\mathbf{u}^{\prime}$ and $\mathbf{u}^{\prime \prime}$ that satisfy Equations 1.1.1, 1.1.4, and 1.1.8 on $B_{\rho}$ and the conditions 3.1.1 on $\Pi_{0}$. We denote

$$
\begin{equation*}
W^{(\rho)}\left(\mathbf{u}^{\prime}, \mathbf{u}^{\prime \prime}\right)=\frac{1}{2} \lambda^{(\rho)} e_{r r}\left(\mathbf{u}^{\prime}\right) e_{s s}\left(\mathbf{u}^{\prime \prime}\right)+\mu^{(\rho)} e_{i j}\left(\mathbf{u}^{\prime}\right) e_{i j}\left(\mathbf{u}^{\prime \prime}\right)=\frac{1}{2}\left[t_{i j}\left(\mathbf{u}^{\prime}\right) e_{i j}\left(\mathbf{u}^{\prime \prime}\right)\right]_{\rho} \tag{3.6.21}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
W^{(\rho)}\left(\mathbf{u}^{\prime}, \mathbf{u}^{\prime \prime}\right)=W^{(\rho)}\left(\mathbf{u}^{\prime \prime}, \mathbf{u}^{\prime}\right), \quad W^{(\rho)}(\mathbf{u}, \mathbf{u})=W^{(\rho)}(\mathbf{u}) \tag{3.6.22}
\end{equation*}
$$

In view of Equations 1.1.1, 1.1.8, 3.1.1, and the divergence theorem, we find that

$$
\begin{equation*}
2 \sum_{\rho=1}^{2} \int_{B_{\rho}} W^{(\rho)}\left(\mathbf{u}^{\prime}, \mathbf{u}^{\prime \prime}\right) d v=\int_{\partial B} t_{j i}\left(\mathbf{u}^{\prime}\right) n_{j} u_{i}^{\prime \prime} d a=\int_{\partial B} t_{j i}\left(\mathbf{u}^{\prime \prime}\right) n_{j} u_{i}^{\prime} d a \tag{3.6.23}
\end{equation*}
$$

The strain energy $U(\mathbf{u})$ corresponding to a displacement vector field $\mathbf{u}$ on $B_{1} \cup B_{2}$ is given by

$$
\begin{equation*}
U(\mathbf{u})=\sum_{\rho=1}^{2} \int_{B_{\rho}} W^{(\rho)}(\mathbf{u}) d v \tag{3.6.24}
\end{equation*}
$$

By Equations 3.6.22 and 3.6.23,

$$
\begin{equation*}
U(\mathbf{u})=\frac{1}{2} \int_{\partial B} t_{j i}(\mathbf{u}) n_{j} u_{i} d a \tag{3.6.25}
\end{equation*}
$$

It follows from Equations 3.6.16 and 3.6.17 that

$$
\begin{equation*}
\mathbf{u}=\sum_{j=1}^{3} d_{j} \widehat{\mathbf{u}}^{(j)}, \quad t_{i j}=\sum_{k=1}^{3} d_{k} s_{i j}^{(k)} \tag{3.6.26}
\end{equation*}
$$

Clearly, $\widehat{\mathbf{u}}^{(j)}$ satisfy Equations 1.1.1, 1.1.4, and 1.1 .8 on $B_{\rho}$ and the conditions 1.3.1 and 3.1.1. By Equations 3.6.25 and 3.6.26,

$$
\begin{equation*}
U(\mathbf{u})=U_{i j} d_{i} d_{j} \tag{3.6.27}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{i j}=\sum_{\rho=1}^{2} \int_{B_{\rho}} W^{(\rho)}\left(\widehat{\mathbf{u}}^{(i)}, \widehat{\mathbf{u}}^{(j)}\right) d v \tag{3.6.28}
\end{equation*}
$$

In view of Equations 3.6.16, 3.6.17, and 3.6.26, we find that

$$
\begin{align*}
& \widehat{u}_{\alpha}^{(\beta)}=-\frac{1}{2} h^{2} \delta_{\alpha \beta}+v_{\alpha}^{(\beta)}, \quad \widehat{u}_{3}^{(\alpha)}=h x_{\alpha}, \quad \widehat{u}_{\alpha}^{(3)}=v_{\alpha}^{(3)}, \\
& s_{j \alpha}^{(k)} n_{j}=s_{3 \alpha}^{(k)}=0, \quad \widehat{u}_{33}^{(3)}=h  \tag{3.6.29}\\
& s_{j 3}^{(3)} n_{j}=\lambda^{(\rho)}+2 \mu^{(\rho)}+\lambda^{(\rho)} \gamma_{\alpha \alpha}^{(3)} \text { on } \Sigma_{2} \\
& s_{j \alpha}^{(k)} n_{j}\left.=0, \quad \widehat{u}_{3}^{(k)}=0, \quad \mu^{(\rho)}\right) x_{\alpha}+\lambda^{(\rho)} \gamma_{\beta \beta}^{(\alpha)} \\
&(k)=v_{\alpha}^{(k)} \text { on } \Sigma_{1}
\end{align*}
$$

Using the relations $1.3 .1,3.6 .22,3.6 .23,3.6 .28$, and 3.6 .29 , we find that

$$
2 U_{11}=\int_{\Sigma_{1} \cup \Sigma_{2} \cup \Pi} s_{j i}^{(1)} n_{j} \widehat{u}_{i}^{(1)} d a=\int_{\Sigma_{2}} s_{33}^{(1)} \widehat{u}_{3}^{(1)} d a=h L_{11}
$$

Similarly,

$$
2 U_{i j}=h L_{i j}
$$

It follows from Equations 3.6.24, 3.6.27, and 3.6.28 that $L_{i j}=L_{j i}$ and

$$
\begin{equation*}
\operatorname{det}\left(L_{i j}\right) \neq 0 \tag{3.6.30}
\end{equation*}
$$

so that the system 3.6 .18 can always be solved for $d_{1}, d_{2}$, and $d_{3}$. Thus, the solution of the problem has the form 3.6.16, where $v_{\alpha}^{(k)}$ are characterized by the problem $\mathcal{P}^{(k)}$ and $d_{j}$ are given by Equation 3.6.18.

### 3.6.3 Torsion and Flexure

Let us suppose that $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and $\mathbf{M}=M_{3} \mathbf{e}_{3}$. Then, the conditions on $\Sigma_{1}$ are given by Equations 1.3.21, 1.3.22, and 1.4.1. The problem of torsion and flexure consists in the finding of a displacement vector field that satisfies Equations 1.1.1, 1.1.4, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, the conditions $1.3 .21,1.3 .22$, and 1.4 .1 on $\Sigma_{1}$, and the conditions 1.3 .1 on the lateral boundary of the cylinder $B$. Following Ref. 151, we seek a solution of the problem in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{6} b_{\alpha} x_{3}^{3}-\tau \varepsilon_{\alpha \beta} x_{\beta} x_{3}+x_{3} \sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}  \tag{3.6.31}\\
& u_{3}=\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\Phi\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $v_{\alpha}^{(j)}$ are the components of the displacement vector in the auxiliary plane strain problem $\mathcal{P}^{(j)}, \Phi \in C^{2}\left(A_{1}\right) \cap C^{2}\left(A_{2}\right) \cap C^{1}\left(\bar{A}_{1}\right) \cap C^{2}\left(\bar{A}_{2}\right) \cap C^{0}\left(\Sigma_{1}\right)$ is an unknown function, and $b_{k}$ and $\tau$ are unknown constants. In view of

Equations 1.1.1, 1.1.4, and 3.6.31, we get

$$
\begin{align*}
& t_{\alpha \beta}=\lambda^{(\rho)}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3} \delta_{\alpha \beta}+x_{3} \sum_{j=1}^{3} b_{j} \sigma_{\alpha \beta}^{(j)} \\
& t_{\alpha 3}=\mu^{(\rho)}\left(\Phi_{, \alpha}-\tau \varepsilon_{\alpha \beta} x_{\beta}+\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right)  \tag{3.6.32}\\
& t_{33}=\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}+\lambda^{(\rho)} x_{3} \sum_{j=1}^{3} b_{j} \gamma_{\alpha \alpha}^{(j)} \text { on } B_{\rho}
\end{align*}
$$

where $\gamma_{\alpha \beta}^{(j)}$ and $\sigma_{\alpha \beta}^{(j)}$ are defined by Equations 3.6.10 and 3.6.11.
Clearly, the conditions 1.3.21 are satisfied on the basis of Equations 3.6.32. It follows from the equations which characterize the auxiliary plane strain problems and 3.6.32 that the equations of equilibrium and the conditions 1.3.1 and 3.1.1 are satisfied if the function $\Phi$ satisfies the equation

$$
\begin{equation*}
\left(\mu^{(\rho)} \Phi_{, \alpha}\right)_{, \alpha}=-p^{(\rho)} \text { on } A_{\rho} \tag{3.6.33}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
{[\Phi]_{1}=[\Phi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \Phi}{\partial n^{0}}\right]_{1} } & =\mu^{(2)}\left[\frac{\partial \Phi}{\partial n^{0}}\right]_{2}+q \text { on } \Gamma_{0}  \tag{3.6.34}\\
\mu^{(\rho)}\left[\frac{\partial \Phi}{\partial n}\right]_{\rho} & =m^{(\rho)} \text { on } \Gamma_{\rho} \tag{3.6.35}
\end{align*}
$$

where

$$
\begin{align*}
p^{(\rho)}= & \left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)+\lambda^{(\rho)} \sum_{j=1}^{3} b_{j} \gamma_{\alpha \alpha}^{(j)} \\
& -\left[\mu^{(\rho)}\left(\tau \varepsilon_{\alpha \beta} x_{\beta}-\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right)\right]_{, \alpha} \\
q= & \left(\mu^{(1)}-\mu^{(2)}\right)\left(\tau \varepsilon_{\alpha \beta} x_{\beta}-\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right) n_{\alpha}^{0}  \tag{3.6.36}\\
m^{(\rho)}= & \mu^{(\rho)}\left(\tau \varepsilon_{\alpha \beta} x_{\beta}-\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right) n_{\alpha}
\end{align*}
$$

Let us consider the boundary-value problem

$$
\begin{align*}
\left(\mu^{(\rho)} \chi_{, \alpha}\right)_{, \alpha} & =-f^{(\rho)} \text { on } A_{\rho}, \quad \mu^{(\rho)}\left[\frac{\partial \chi}{\partial n}\right]_{\rho}=\xi^{(\rho)} \text { on } \Gamma_{\rho} \\
{[\chi]_{1} } & =[\chi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \chi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \chi}{\partial n^{0}}\right]_{2}+\zeta \text { on } \Gamma \tag{3.6.37}
\end{align*}
$$

where $f^{(\rho)}, \xi^{(\rho)}$, and $\zeta$ are $C^{\infty}$ functions. Necessary and sufficient condition to solve the boundary-value problem 3.6.37 is (cf. [88,241,308])

$$
\begin{equation*}
\sum_{\rho=1}^{2}\left(\int_{A_{\rho}} f^{(\rho)} d a+\int_{\Gamma_{\rho}} \xi^{(\rho)} d s\right)+\int_{\Gamma_{0}} \zeta d a=0 \tag{3.6.38}
\end{equation*}
$$

By Equations 3.6.19 and 3.6.36, we obtain

$$
\sum_{\rho=1}^{2}\left(\int_{A_{\rho}} p^{(\rho)} d a+\int_{\Gamma_{\rho}} m^{(\rho)} d s\right)+\int_{\Gamma_{0}} q d s=L_{3 j} b_{j}
$$

Thus, the necessary and sufficient condition for the existence of a solution to the boundary-value problem $3.6 .33,3.6 .34$, and 3.6 .35 reduces to

$$
\begin{equation*}
L_{3 j} b_{j}=0 \tag{3.6.39}
\end{equation*}
$$

It is easy to verify that the relations 1.3 .57 are valid in the present circumstances.

By Equations 1.3.57, 3.6.19, and 3.6.32, we conclude that the conditions 1.4.1 reduce to

$$
\begin{equation*}
L_{\alpha j} b_{j}=-F_{\alpha} \tag{3.6.40}
\end{equation*}
$$

In view of Equation 3.6.30, the system 3.6.39 and 3.6.40 determines the constants $b_{1}, b_{2}$, and $b_{3}$. We introduce the function $\varphi \in C^{2}\left(A_{1}\right) \cap C^{2}\left(A_{2}\right) \cap C^{1}\left(\bar{A}_{1}\right) \cap$ $C^{1}\left(\bar{A}_{2}\right) \cap C^{0}\left(\Sigma_{1}\right)$ which satisfies equation

$$
\begin{equation*}
\left(\mu^{(\rho)} \varphi_{, \beta}\right)_{, \beta}=\varepsilon_{\alpha \beta}\left(\mu^{(\rho)} x_{\beta}\right)_{, \alpha} \text { on } A_{\rho} \tag{3.6.41}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
& {[\varphi]_{1}=[\varphi]_{2}} \\
& \mu^{(1)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{2}+\left(\mu^{(1)}-\mu^{(2)}\right) \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}^{0} \text { on } \Gamma_{0}  \tag{3.6.42}\\
& {\left[\frac{\partial \varphi}{\partial n}\right]_{\rho}=\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma_{\rho}}
\end{align*}
$$

It is easy to show that the necessary and sufficient condition 3.6 .38 for the existence of a solution to the boundary-value problem 3.6.41 and 3.6.42 is satisfied. We introduce the function $\psi$ by

$$
\begin{equation*}
\Phi=\tau \varphi+\psi \tag{3.6.43}
\end{equation*}
$$

It follows from the above equations that the function $\psi$ satisfies the equation

$$
\begin{align*}
\left(\mu^{(\rho)} \psi_{, \alpha}\right)_{, \alpha}= & -\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) \\
& -\lambda^{(\rho)} \sum_{j=1}^{3} b_{j} \gamma_{\alpha \alpha}^{(j)}-\left(\mu^{(\rho)} \sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right)_{, \alpha} \text { on } A_{\rho} \tag{3.6.44}
\end{align*}
$$

and the conditions

$$
\begin{align*}
& {[\psi]_{1}=[\psi]_{2}} \\
& \mu^{(1)}\left[\frac{\partial \psi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \psi}{\partial n^{0}}\right]_{2}-\left(\mu^{(1)}-\mu^{(2)}\right) \sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)} n_{\alpha}^{0} \text { on } \Gamma_{0}  \tag{3.6.45}\\
& {\left[\frac{\partial \psi}{\partial n}\right]_{\rho}=-\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)} n_{\alpha} \text { on } \Gamma_{\rho}}
\end{align*}
$$

In what follows, we shall treat $\varphi$ and $\psi$ as known functions. By Equations 3.6.32 and 3.6.43, we obtain

$$
\begin{equation*}
t_{\alpha 3}=\tau \mu^{(\rho)}\left(\varphi_{, \alpha}-\varepsilon_{\alpha \beta} x_{\beta}\right)+\mu^{(\rho)}\left(\psi_{, \alpha}+\sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}\right) \text { on } B_{\rho} \tag{3.6.46}
\end{equation*}
$$

In view of Equation 3.6.46, the condition 1.3.22 reduces to

$$
\begin{equation*}
D_{0} \tau=-M_{3}-M^{*} \tag{3.6.47}
\end{equation*}
$$

where $D_{0}$ is the torsional rigidity defined by

$$
\begin{equation*}
D_{0}=\sum_{\rho=1}^{2} \int_{A_{\rho}} \mu^{(\rho)} \varepsilon_{\alpha \beta} x_{\alpha}\left(\varphi_{, \beta}-\varepsilon_{\beta \eta} x_{\eta}\right) d a \tag{3.6.48}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{*}=\sum_{\rho=1}^{3} \int_{A_{\rho}} \varepsilon_{\alpha \beta} \mu^{(\rho)} x_{\alpha}\left(\psi_{, \beta}+\sum_{j=1}^{3} b_{j} v_{\beta}^{(j)}\right) d a \tag{3.6.49}
\end{equation*}
$$

As in Section 3.4, we can prove that $D_{0}>0$. From Equation 3.6.47, we can determine the constant $\tau$. Thus, the problem of torsion and flexure is solved.

### 3.6.4 Uniformly Loaded Cylinders

We shall now consider the Almansi-Michell problem for heterogeneous cylinders. We assume that the body forces have the form

$$
\begin{equation*}
f_{i}=G_{i}^{(\rho)}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in A_{\rho} \tag{3.6.50}
\end{equation*}
$$

Let us consider the following conditions on the lateral boundary

$$
\begin{equation*}
\left[t_{j i} n_{j}\right]_{\rho}=p_{i}^{(\rho)} \text { on } \Pi_{\rho} \tag{3.6.51}
\end{equation*}
$$

We suppose that $G_{i}^{(\rho)}$ and $p_{i}^{(\rho)}$ are $C^{\infty}$ functions which are independent of the axial coordinate.

The Almansi-Michell problem consists in finding of a displacement vector field $\mathbf{u} \in C^{2}\left(B_{1}\right) \cap C^{2}\left(B_{2}\right) \cap C^{1}\left(\bar{B}_{1}\right) \cap C^{1}\left(\bar{B}_{2}\right) \cap C^{0}(B)$ that satisfies Equations 1.1.1, 1.1.4, and 2.1.1 on $B_{\rho}$, the conditions for $x_{3}=0$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, and the boundary conditions 3.6.51, when the body forces and the surface tractions are independent of $x_{3}$. Following the results of Section 2.4, we seek the solution of Almansi-Michell problem in the form

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\varepsilon_{\beta \alpha}\left(\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}\right) x_{\beta} \\
& +\sum_{k=1}^{3}\left(a_{k}+b_{k} x_{3}+\frac{1}{2} c_{k} x_{3}^{2}\right) v_{\alpha}^{(k)}+w_{\alpha}\left(x_{1}, x_{2}\right)  \tag{3.6.52}\\
u_{3}= & \left(a_{\eta} x_{\eta}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{\eta} x_{\eta}+b_{3}\right) x_{3}^{2}+\frac{1}{6}\left(c_{\eta} x_{\eta}+c_{3}\right) x_{3}^{3} \\
& +\left(\tau_{1}+\tau_{2} x_{3}\right) \varphi+\Psi\left(x_{1}, x_{2}\right)+x_{3} \Lambda\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{align*}
$$

where $v_{\alpha}^{(k)}$ are the displacements from the plane strain problem $\mathcal{P}^{(k)}, \varphi$ is torsion function characterized by Equations 3.6.41 and 3.6.42, $\Psi$ and $\Lambda$ are unknown functions, and $a_{k}, b_{k}, c_{k}$, and $\tau_{\alpha}$ are unknown constants.

We introduce the notations

$$
\begin{equation*}
2 \gamma_{\alpha \beta}=w_{\alpha, \beta}+w_{\beta, \alpha}, \quad \pi_{\alpha \beta}=\lambda^{(\rho)} \gamma_{\nu \nu} \delta_{\alpha \beta}+2 \mu^{(\rho)} \gamma_{\alpha \beta} \text { on } A_{\rho} \tag{3.6.53}
\end{equation*}
$$

By Equations 1.1.1, 1.1.4, 3.6.10, 3.6.11, 3.6.52, and 3.6.53, we get

$$
\begin{align*}
t_{\alpha \beta}= & \lambda^{(\rho)}\left[a_{\eta} x_{\eta}+a_{3}+\left(b_{\eta} x_{\eta}+b_{3}\right) x_{3}+\frac{1}{2}\left(c_{\eta} x_{\eta}+c_{3}\right) x_{3}^{2}\right] \delta_{\alpha \beta} \\
& +\lambda^{(\rho)}\left(\Lambda+\tau_{2} \varphi\right) \delta_{\alpha \beta}+\sum_{j=1}^{3}\left(a_{j}+b_{j} x_{3}+\frac{1}{2} c_{j} x_{3}^{2}\right) \sigma_{\alpha \beta}^{(j)}+\pi_{\alpha \beta} \\
t_{33}= & \left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left[a_{\eta} x_{\eta}+a_{3}+\left(b_{\eta} x_{\eta}+b_{3}\right) x_{3}\right. \\
& \left.+\frac{1}{2}\left(c_{\eta} x_{\eta}+c_{3}\right) x_{3}^{2}\right]+\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(\Lambda+\tau_{2} \varphi\right)  \tag{3.6.54}\\
& +\lambda^{(\rho)} \sum_{j=1}^{3}\left(a_{j}+b_{j} x_{3}+\frac{1}{2} c_{j} x_{3}^{2}\right) \gamma_{\alpha \alpha}^{(j)}+\lambda^{(\rho)} \gamma_{\alpha \alpha} \\
t_{\alpha 3}= & \mu^{(\rho)}\left[\left(\tau_{1}+\tau_{2} x_{3}\right)\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)+\Psi_{, \alpha}+x_{3} \Lambda_{, \alpha}\right. \\
& \left.+\sum_{j=1}^{3}\left(b_{j}+c_{j} x_{3}\right) v_{\alpha}^{(j)}\right]
\end{align*}
$$

By using Equations 3.6.12, 3.6.41, and 3.6.54, we find that the equations of equilibrium 2.1.1 reduce to

$$
\begin{gather*}
\pi_{\beta \alpha, \beta}+H_{\alpha}^{(\rho)}=0  \tag{3.6.55}\\
\left(\mu^{(\rho)} \Psi_{, \alpha}\right)_{, \alpha}=g^{(\rho)}  \tag{3.6.56}\\
\left(\mu^{(\rho)} \Lambda_{, \alpha}\right)_{, \alpha}=h^{(\rho)} \tag{3.6.57}
\end{gather*}
$$

on $A_{\rho}$, where

$$
\begin{align*}
H_{\alpha}^{(\rho)} & =G_{\alpha}^{(\rho)}+\left[\lambda^{(\rho)}\left(\Lambda+\tau_{2} \varphi\right)\right]_{, \alpha}+\mu^{(\rho)}\left[\tau_{2}\left(\varphi_{, \alpha}+\varepsilon_{\beta \alpha} x_{\beta}\right)+\Lambda_{, \alpha}\right]+\mu^{(\rho)} \sum_{j=1}^{3} c_{j} v_{\alpha}^{(j)} \\
g^{(\rho)} & =-G_{3}^{(\rho)}-\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(b_{\eta} x_{\eta}+b_{3}\right)-\sum_{j=1}^{3} b_{j}\left[\left(\mu^{(\rho)} v_{\alpha}^{(j)}\right)_{, \alpha}+\lambda^{(\rho)} \gamma_{\alpha \alpha}^{(j)}\right] \\
h^{(\rho)} & =-\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(c_{\eta} x_{\eta}+c_{3}\right)-\sum_{j=1}^{3} c_{j}\left[\left(\mu^{(\rho)} v_{\alpha}^{(j)}\right)_{, \alpha}+\lambda^{(\rho)} \gamma_{\alpha \alpha}^{(j)}\right] \tag{3.6.58}
\end{align*}
$$

In view of Equations 3.6.13, 3.6.42, and 3.6.54, the conditions 3.1.1 on the surface of separation become

$$
\begin{gather*}
{\left[w_{\alpha}\right]_{1}=\left[w_{\alpha}\right]_{2}, \quad\left[\pi_{\beta \alpha}\right]_{1} n_{\beta}^{0}=\left[\pi_{\beta \alpha}\right]_{2} n_{\beta}^{0}+\left(\lambda^{(2)}-\lambda^{(1)}\right)\left(\Lambda+\tau_{2} \varphi\right) n_{\alpha}^{0}}  \tag{3.6.59}\\
{[\Psi]_{1}=[\Psi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \Psi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \Psi}{\partial n^{0}}\right]_{2}+n_{\alpha}^{0}\left(\mu^{(2)}-\mu^{(1)}\right) \sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}}  \tag{3.6.60}\\
{[\Lambda]_{1}=[\Lambda]_{2}, \quad \mu^{(1)}\left[\frac{\partial \Lambda}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \Lambda}{\partial n^{0}}\right]_{2}+n_{\alpha}^{0}\left(\mu^{(2)}-\mu^{(1)}\right) \sum_{j=1}^{3} c_{j} v_{\alpha}^{(j)}} \tag{3.6.61}
\end{gather*}
$$

on $\Gamma_{0}$. Using Equations 3.6.14, 3.6.42, and 3.6.54, we find that the conditions (3.6.51) reduce to

$$
\begin{align*}
{\left[\pi_{\beta \alpha} n_{\beta}\right]_{\rho} } & =P_{\alpha}^{(\rho)}  \tag{3.6.62}\\
\mu^{(\rho)}\left[\frac{\partial \Psi}{\partial n}\right]_{\rho} & =Q^{(\rho)}  \tag{3.6.63}\\
\mu^{(\rho)}\left[\frac{\partial \Lambda}{\partial n}\right]_{\rho} & =K^{(\rho)} \tag{3.6.64}
\end{align*}
$$

on $\Gamma_{\rho}$, where

$$
\begin{align*}
& P_{\alpha}^{(\rho)}=p_{\alpha}^{(\rho)}-\lambda^{(\rho)}\left(\Lambda+\tau_{2} \varphi\right) n_{\alpha} \\
& Q^{(\rho)}=p_{3}^{(\rho)}-\mu^{(\rho)} n_{\alpha} \sum_{j=1}^{3} b_{j} v_{\alpha}^{(j)}, \quad K^{(\rho)}=-\mu^{(\rho)} n_{\alpha} \sum_{j=1}^{3} c_{j} v_{\alpha}^{(j)} \tag{3.6.65}
\end{align*}
$$

Thus, from Equations 3.6.53, 3.6.59, and 3.6.62, we conclude that $w_{\alpha}$ are the displacements in a plane strain problem. By Equations 3.6.58, 3.6.59, and 3.6.62, we find that the necessary and sufficient conditions 3.6 .9 to solve this problem become

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left\{\int_{A_{\rho}} G_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{\alpha}^{(\rho)} d s\right\}+\int_{\Sigma_{1}} t_{3 \alpha, 3} d a=0 \\
& \sum_{\rho=1}^{3}\left\{\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(\rho)} d s\right\}+\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta, 3} d a=0 \tag{3.6.66}
\end{align*}
$$

It follows from Equations 2.2.10, 3.6.19, and 3.6.54 that

$$
\int_{\Sigma_{1}} t_{3 \alpha, 3} d a=L_{\alpha j} c_{j}
$$

Thus, the first two conditions from Equation 3.6.66 reduce to

$$
\begin{equation*}
L_{\alpha j} c_{j}=-\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} G_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{\alpha}^{(\rho)} d s\right] \tag{3.6.67}
\end{equation*}
$$

Let us consider now the boundary-value problem 3.6.57, 3.6.61, and 3.6.64. The necessary and sufficient condition to solve this problem becomes

$$
\begin{equation*}
L_{3 j} c_{j}=0 \tag{3.6.68}
\end{equation*}
$$

where $L_{3 j}$ are given by Equation 3.6.19. Thus, in view of Equation 3.6.31, we conclude that the system 3.6.67 and 3.6.68 uniquely determines the constants $c_{1}, c_{2}$, and $c_{3}$. In what follows we shall consider $\Lambda$ as a known function. By Equations 3.6.54, the last condition of Equations 3.6.66 reduces to

$$
\begin{align*}
D_{0} \tau_{2}= & -\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(\rho)} d s\right. \\
& \left.+\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \mu^{(\rho)}\left(\Lambda_{, \beta}+\sum_{j=1}^{3} c_{j} v_{\beta}^{(j)}\right) d a\right] \tag{3.6.69}
\end{align*}
$$

where $D_{0}$ is given by Equation 3.6.48. The constant $\tau_{2}$ is determined by Equation 3.6.69.

Let us consider now the boundary-value problem 3.6.56, 3.6.60, and 3.6.63. The necessary and sufficient conditions to solve this problem can be expressed in the form

$$
\begin{equation*}
L_{3 j} b_{j}=-\sum_{j=1}^{3}\left[\int_{A_{\rho}} G_{3}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{3}^{(\rho)} d s\right] \tag{3.6.70}
\end{equation*}
$$

As in Section 2.2, we can prove that

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=\int_{\Sigma_{1}} x_{a} t_{33,3} d a+\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} x_{\alpha} G_{3}^{(\rho)} d a+\int_{\Gamma_{\rho}} x_{\alpha} p_{3}^{(\rho)} d s\right] \tag{3.6.71}
\end{equation*}
$$

In view of Equations 3.6.54 and 3.6.71, the conditions 1.4.1 reduce to

$$
\begin{equation*}
L_{\alpha j} b_{j}=-F_{\alpha}-\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} x_{\alpha} G_{3}^{(\rho)} d a+\int_{\Gamma_{\rho}} x_{\alpha} p_{3}^{(\rho)} d s\right] \tag{3.6.72}
\end{equation*}
$$

The system 3.6.70 and 3.6.71 determines the constants $b_{1}, b_{2}$, and $b_{3}$. By Equations 3.6.54, the conditions 1.4.2 and 1.4.3 become

$$
\begin{equation*}
L_{i k} a_{k}=N_{i} \tag{3.6.73}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{\alpha}=\varepsilon_{\alpha \beta} M_{\beta}-\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(\Lambda+\tau_{2} \varphi\right)+\lambda^{(\rho)} \gamma_{\alpha \alpha}\right] d a  \tag{3.6.74}\\
& N_{3}=-F_{3}-\sum_{\rho=1}^{2} \int_{A_{\rho}}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right)\left(\Lambda+\tau_{2} \varphi\right)+\lambda^{(\rho)} \gamma_{\alpha \alpha}\right] d a
\end{align*}
$$

In view of the relation 3.6.30, the system 3.6.73 can always be solved for $a_{1}, a_{2}$, and $a_{3}$. The condition 1.4.4 reduces to

$$
\begin{equation*}
D_{0} \tau_{1}=-M_{3}-\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \mu^{(\rho)}\left(\Psi_{, \beta}+\sum_{j=1}^{3} b_{j} v_{\beta}^{(j)}\right) d a \tag{3.6.75}
\end{equation*}
$$

where $D_{0}$ is defined by Equation 3.6.48. The relation 3.6.75 determines the constant $\tau_{1}$. Thus, the Almansi-Michell problem is solved.

### 3.6.5 Almansi Problem

We now suppose that the body forces and the tractions on the lateral surface of the cylinder $B$ have the form

$$
\begin{array}{ll}
f_{i}=\sum_{k=1}^{r} F_{i k}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{k}, & \left(x_{1}, x_{2}, x_{3}\right) \in B_{\rho} \\
\widetilde{t}_{i}=\sum_{k=1}^{r} p_{i k}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{k}, & \left(x_{1}, x_{2}, x_{3}\right) \in \Pi_{\rho} \tag{3.6.76}
\end{array}
$$

where $F_{i k}^{(\rho)}$ and $p_{i k}^{(\rho)}$ are prescribed functions. The Almansi problem for heterogeneous cylinders consists in determination of a displacement vector field $\mathbf{u} \in$
$C^{2}\left(B_{1}\right) \cap C^{2}\left(B_{2}\right) \cap C^{1}\left(\bar{B}_{1}\right) \cap C^{1}\left(\bar{B}_{2}\right) \cap C^{0}(B)$ that satisfies Equations 1.1.1, 1.1.4, and 2.1.1 on $B_{\rho}$, the conditions for $x_{3}=0$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, and the boundary conditions 2.5.2 on the lateral boundary, when the body forces and the surface tractions are given by Equation 3.6.76. As in Section 2.3, the Almansi problem reduces to the following: to find the functions $u_{i}$ which satisfy the equations

$$
\begin{gather*}
t_{j i, j}+\Lambda_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0  \tag{3.6.77}\\
t_{i j}=\lambda^{(\rho)} e_{r r} \delta_{i j}+2 \mu^{(\rho)} e_{i j}, \quad 2 e_{i j}=u_{i, j}+u_{j, i} \text { on } B_{\rho}
\end{gather*}
$$

and the conditions

$$
\begin{gather*}
{\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[t_{\alpha i}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha i}\right]_{2} n_{\alpha}^{0} \text { on } \Pi_{0}}  \tag{3.6.78}\\
{\left[t_{\alpha i} n_{\alpha}\right]_{\rho}=\sigma_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1} \text { on } \Pi_{\rho}}  \tag{3.6.79}\\
\int_{\Sigma_{1}} t_{3 i} d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} t_{3 k} d a=0 \tag{3.6.80}
\end{gather*}
$$

when the solution of the equations

$$
\begin{gather*}
t_{j i, j}^{*}+\Lambda_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n}=0  \tag{3.6.81}\\
t_{i j}^{*}=\lambda^{(\rho)} e_{r r}^{*} \delta_{i j}+2 \mu^{(\rho)} e_{i j}^{*}, \quad 2 e_{i j}^{*}=u_{i, j}^{*}+u_{j, i}^{*} \text { on } B_{\rho}
\end{gather*}
$$

with the conditions

$$
\begin{gather*}
{\left[u_{i}^{*}\right]_{1}=\left[u_{i}^{*}\right]_{2}, \quad\left[t_{\alpha i}^{*}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha i}^{*}\right]_{2} n_{\alpha}^{0} \text { on } \Pi_{0}}  \tag{3.6.82}\\
{\left[t_{\alpha i}^{*} n_{\alpha}\right]_{\rho}=\sigma_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n} \text { on } \Pi_{\rho}}  \tag{3.6.83}\\
\int_{\Sigma_{1}} t_{3 i}^{*} d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} t_{3 k}^{*} d a=0 \tag{3.6.84}
\end{gather*}
$$

is known. In the above relations, $\Lambda_{i}$ and $\sigma_{i}$ are prescribed functions which belong to $C^{\infty}$. As in Section 2.4, we seek the solution of the problem in the form

$$
\begin{equation*}
u_{i}=(n+1)\left[\int_{0}^{x_{3}} u_{i}^{*} d x_{3}+v_{i}\right] \tag{3.6.85}
\end{equation*}
$$

where $v_{i}$ are unknown functions. By Equations 3.6.85 and 3.6.77, we get

$$
\begin{equation*}
t_{i j}=(n+1)\left[\int_{0}^{x_{3}} t_{i j}^{*} d x_{3}+s_{i j}+k_{i j}^{(\rho)}\right] \tag{3.6.86}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{i j}=\lambda^{(\rho)} \eta_{r r} \delta_{i j}+2 \mu^{(\rho)} \eta_{i j}, \quad 2 \eta_{i j}=v_{i, j}+v_{j, i} \tag{3.6.87}
\end{equation*}
$$

and

$$
\begin{align*}
& k_{\alpha \beta}^{(\rho)}=\lambda^{(\rho)} u_{3}^{*}\left(x_{1}, x_{2}, 0\right) \delta_{\alpha \beta}, \quad k_{\alpha 3}^{(\rho)}=k_{3 \alpha}^{(\rho)}=\mu^{(\rho)} u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right) \\
& k_{33}^{(\rho)}=\left(\lambda^{(\rho)}+2 \mu^{(\rho)}\right) u_{3}^{*}\left(x_{1}, x_{2}, 0\right), \quad\left(x_{1}, x_{2}\right) \in A_{\rho} \tag{3.6.88}
\end{align*}
$$

In view of Equations 3.6.81 and 3.6.86, the equations of equilibrium reduce to

$$
\begin{equation*}
s_{j i, j}+\ell_{i}^{(\rho)}=0 \text { on } B_{\rho} \tag{3.6.89}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{i}^{(\rho)}=k_{\alpha i, \alpha}^{(\rho)}+t_{3 i}^{*}\left(x_{1}, x_{2}, 0\right) \tag{3.6.90}
\end{equation*}
$$

Clearly, the functions $\ell_{i}^{(\rho)}$ are independent of the axial coordinate. By Equations 3.6.82, 3.6.83, 3.6.85, and 3.6.86, we find that the conditions 3.6.78 and 3.6.79 become

$$
\begin{align*}
& {\left[v_{i}\right]_{1}=\left[v_{i}\right]_{2}, \quad\left[s_{\alpha i}\right]_{1} n_{\alpha}^{0}=\left[s_{\alpha i}\right]_{2} n_{\alpha}^{0}+\kappa_{i} \text { on } \Pi_{0} }  \tag{3.6.91}\\
& {\left[s_{\alpha i} n_{\alpha}\right]_{\rho}=\tau_{i}^{(\rho)} \text { on } \Pi_{\rho} } \tag{3.6.92}
\end{align*}
$$

where

$$
\begin{equation*}
\kappa_{i}=\left(k_{\alpha i}^{(2)}-k_{\alpha i}^{(1)}\right) n_{\alpha}^{0}, \quad \tau_{i}^{(\rho)}=-k_{\alpha i}^{(\rho)} n_{\alpha} \tag{3.6.93}
\end{equation*}
$$

We note that the functions $\kappa_{i}$ and $\tau_{i}^{(\rho)}$ are independent of $x_{3}$. In view of Equations 3.6.84 and 3.6.86, we conclude that the conditions 3.6.80 reduce to

$$
\begin{equation*}
\int_{\Sigma_{1}} s_{3 i} d a=-T_{i}, \quad \int_{\Sigma_{1}} \varepsilon_{i j k} x_{j} s_{3 k} d a=-N_{i} \tag{3.6.94}
\end{equation*}
$$

where

$$
T_{i}=\sum_{\rho=1}^{2} \int_{A_{\rho}} k_{i 3}^{(\rho)} d a, \quad N_{i}=\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{i r s} x_{r} k_{3 s}^{(s)} d a
$$

Thus, the functions $v_{i}$ are characterized by Equations 3.6.87 and 3.6.89 on $B_{\rho}$, the conditions 3.6 .91 on the surface $\Pi_{0}$, the conditions 3.6 .92 on the lateral boundary, and the conditions 3.6 .94 on $\Sigma_{1}$. If $\kappa_{i}$ were to vanish, then this problem would reduce to the Almansi-Michell problem studied in the preceding section. However, it is easy to see that for $\kappa_{i} \neq 0$ as well the solution of this problem has the form 3.6.52. Moreover, in this case, the solution has the form 3.6.52 with $c_{i}=\tau_{2}=b_{i}=0, \Lambda=0$. Thus, the Almansi-Michell problem is solved. The results presented in this section have been established in Ref. 151.

Remark 1. It is easy to extend the solution to the case when $B$ is composed of $n$ elastic bodies with different elasticities.

Remark 2. The results presented in this section continue to hold when we consider the following distribution of the two materials. Let $L$ be a closed curve contained in $\Sigma_{1}$, which is the boundary of a regular domain $A_{2}^{*}$ contained in $\Sigma_{1}$. We assume that $L$ and $\Gamma$ have no common points. We denote by $A_{1}^{*}$ the regular domain bounded by the curves $L$ and $\Gamma$. Clearly,
$A_{1}^{*} \cap A_{2}^{*}=\emptyset, A_{1}^{*} \cup A_{2}^{*} \cup L=\Sigma_{1}$. We denote by $B_{\rho}^{*}$ the cylinder defined by $B_{\rho}^{*}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{\rho}^{*}, 0<x_{3}<h\right\},(\rho=1,2)$. We assume that $B_{\rho}^{*}$ is occupied by an isotropic elastic material with the constitutive coefficients $\lambda^{(\rho)}$ and $\mu^{(\rho)}$. We continue to denote by $\Pi_{0}$ the surface of separation of the two materials.

The solutions $3.6 .16,3.6 .31$, and 3.6 .52 continue to hold in this case if we consider that $v_{\alpha}^{(k)}$ are the solutions of the problems $\mathcal{P}_{0}^{(k)}$ characterized by Equations 3.6.10, 3.6.11, and 3.6.12 on $A_{\rho}^{*}$ and the conditions

$$
\begin{align*}
& {\left[v_{\alpha}^{(k)}\right]_{1}=\left[v_{\alpha}^{(k)}\right]_{2}, \quad\left[\sigma_{\beta \alpha}^{(k)}\right]_{1} n_{\beta}^{0}=\left[\sigma_{\beta \alpha}^{(k)}\right]_{2} n_{\beta}^{0}+g_{\alpha}^{(k)} \text { on } L}  \tag{3.6.95}\\
& {\left[\sigma_{\beta \alpha}^{(\kappa)} n_{\beta}\right]_{1}=-\lambda^{(1)} x_{\kappa} n_{\alpha}, \quad\left[\sigma_{\beta \alpha}^{(3)} n_{\beta}\right]_{1}=-\lambda^{(1)} n_{\alpha} \text { on } \Gamma} \tag{3.6.96}
\end{align*}
$$

where $g_{\alpha}^{(k)}$ are defined by Equation 3.6.15. The torsion function $\varphi$ is the solution of the equation

$$
\begin{equation*}
\left(\mu^{(\rho)} \varphi_{, \beta}\right)_{, \beta}=\varepsilon_{\alpha \beta}\left(\mu^{(\rho)} x_{\beta}\right)_{, \alpha} \text { on } A_{\rho}^{*} \tag{3.6.97}
\end{equation*}
$$

with the conditions

$$
\begin{align*}
& {[\varphi]_{1}=[\varphi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \varphi}{\partial n}\right]_{2}+\left(\mu^{(1)}-\mu^{(2)}\right) \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}^{0} \text { on } L} \\
& {\left[\frac{\partial \varphi}{\partial n}\right]_{1}=\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma} \tag{3.6.98}
\end{align*}
$$

In this case, in the relations 3.4.67, 3.6.19, 3.6.48, 3.6.49, 3.6.69, and 3.6.75, we have to replace $A_{\rho}$ by $A_{\rho}^{*}$ and to take $\Gamma_{2}=0, \Gamma_{1}=\Gamma, p_{j}^{(1)}=p_{j}$. The other boundary conditions can be modified as in the case of the boundary-value problem 3.6.97 and 3.6.98.

### 3.7 Piecewise Homogeneous Cylinders

Muskhelishvili [241] was the first to solve Saint-Venant's problem for cylinders composed of different homogeneous and isotropic materials. The solutions for several problems of interest from a technical point of view have been established in various works [307,313,340]. An account of the historical developments of the theory as well as references to various contributions may be found in the books by Sokolnikoff [313], Bors [28], and Khatiashvili [173,175].

In this section, we derive the results established by Muskhelishvili by using the theory developed in Section 3.6. Throughout this section, we assume that the elastic coefficients $\lambda^{(\rho)}$ and $\mu^{(\rho)}$ are constants. Thus, we consider that cylinder $B$ is composed of two homogeneous and isotropic materials which


FIGURE 3.1 Cross section of a piecewise homogeneous cylinder.
are welded together along the surface $\Pi_{0}$. We assume that the materials are distributed as in Section 3.6, Remark 2. (Figure 3.1)

### 3.7.1 Alternative Form of Auxiliary Plane Strain Problems

We introduce the functions $v_{\alpha}^{*(k)}$ on $A_{\rho}^{*}$ by

$$
\begin{align*}
v_{1}^{*(1)} & =v_{1}^{(1)}+\frac{1}{2} \nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right), \quad v_{2}^{*(1)}=v_{2}^{(1)}+\nu^{(\rho)} x_{1} x_{2} \\
v_{1}^{*(2)} & =v_{1}^{(2)}+\nu^{(\rho)} x_{1} x_{2}, \quad v_{2}^{*(2)}=v_{2}^{(2)}-\frac{1}{2} \nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right)  \tag{3.7.1}\\
v_{1}^{*(3)} & =v_{1}^{(3)}+\nu^{(\rho)} x_{1}, \quad v_{2}^{*(3)}=v_{2}^{(3)}+\nu^{(\rho)} x_{2}
\end{align*}
$$

where

$$
\begin{equation*}
\nu^{(\rho)}=\frac{\lambda^{(\rho)}}{2\left(\lambda^{(\rho)}+\mu^{(\rho)}\right)} \text { on } A_{\rho}^{*}, \quad(\rho=1,2) \tag{3.7.2}
\end{equation*}
$$

We define $e_{\alpha \beta}^{*(k)}$ and $\sigma_{\alpha \beta}^{*(k)}$ by

$$
\begin{align*}
\gamma_{\alpha \beta}^{*(k)} & =\frac{1}{2}\left(v_{\alpha, \beta}^{*(k)}+v_{\beta, \alpha}^{*(k)}\right)  \tag{3.7.3}\\
\sigma_{\alpha \beta}^{*(k)} & =\lambda^{(\rho)} \gamma_{\eta \eta}^{*(k)} \delta_{\alpha \beta}+2 \mu^{(\rho)} \gamma_{\alpha \beta}^{*(k)}, \quad(k=1,2,3)
\end{align*}
$$

By Equations 3.6.10, 3.6.11, 3.7.1, and 3.7.3, we find that

$$
\begin{array}{ll}
\gamma_{\alpha \beta}^{*(\kappa)}=\gamma_{\alpha \beta}^{(\kappa)}+\nu^{(\rho)} x_{\kappa} \delta_{\alpha \beta}, & \gamma_{\alpha \beta}^{*(3)}=\gamma_{\alpha \beta}^{(3)}+\nu^{(\rho)} \delta_{\alpha \beta} \\
\sigma_{\alpha \beta}^{*(\kappa)}=\sigma_{\alpha \beta}^{(\kappa)}+\lambda^{(\rho)} x_{\kappa} \delta_{\alpha \beta}, & \sigma_{\alpha \beta}^{*(3)}=\sigma_{\alpha \beta}^{(3)}+\lambda^{(\rho)} \delta_{\alpha \beta} \tag{3.7.4}
\end{array}
$$

From Equations 3.6.12 and 3.7.4, we obtain the following form of the equations of equilibrium

$$
\begin{equation*}
\sigma_{\beta \alpha, \beta}^{*(k)}=0 \text { on } A_{\rho}^{*} \tag{3.7.5}
\end{equation*}
$$

In view of Equations 3.7.1 and 3.7.4, the conditions 3.6.95 reduce to

$$
\begin{equation*}
\left[v_{\alpha}^{*(k)}\right]_{1}=\left[v_{\alpha}^{*(k)}\right]_{2}+h_{\alpha}^{(k)}, \quad\left[\sigma_{\beta \alpha}^{*(k)}\right]_{1} n_{\beta}^{0}=\left[\sigma_{\beta \alpha}^{*(k)}\right]_{2} n_{\beta}^{0} \text { on } L \tag{3.7.6}
\end{equation*}
$$

where

$$
\begin{align*}
& h_{1}^{(1)}=\frac{1}{2}\left(\nu^{(1)}-\nu^{(2)}\right)\left(x_{1}^{2}-x_{2}^{2}\right), \quad h_{2}^{(1)}=\left(\nu^{(1)}-\nu^{(2)}\right) x_{1} x_{2}  \tag{3.7.7}\\
& h_{1}^{(2)}=h_{2}^{(1)}, \quad h_{2}^{(2)}=-h_{1}^{(1)}, \quad h_{\alpha}^{(3)}=\left(\nu^{(1)}-\nu^{(2)}\right) x_{\alpha}
\end{align*}
$$

It follows from Equations 3.7.4 that the conditions 3.6.96 become

$$
\begin{equation*}
\left[\sigma_{\beta \alpha}^{*(k)} n_{\beta}\right]_{1}=0 \text { on } \Gamma, \quad(k=1,2,3) \tag{3.7.8}
\end{equation*}
$$

We denote by $\mathcal{P}_{*}^{(k)},(k=1,2,3)$, the plane strain problem characterized by Equations 3.7.3 and 3.7.5 on $A_{\rho}^{*}$, and the conditions 3.7.6 and 3.7.8. The problems $\mathcal{P}_{*}^{(k)}$ have been introduced by Muskhelishvili [241] to solve SaintVenant's problem for composed cylinders. The existence of solutions of these problems has been established by Sherman [308].
Muskhelishvili [241] studied the plane strain problems $\mathcal{P}_{*}^{(k)}$ with the aid of the method of functions of a complex variable, presented in Section 1.5. Thus, in the case of the problem $\mathcal{P}_{*}^{(1)}$, the relation 1.5.45 implies that

$$
\begin{equation*}
v_{1}^{*(1)}+i v_{2}^{*(1)}=\alpha^{(\rho)} \Omega(z)-\beta^{(\rho)} z \bar{\Omega}^{\prime}(\bar{z})-\beta^{(\rho)} \bar{\omega}(\bar{z}) \text { on } A_{\rho}^{*} \tag{3.7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{(\rho)}=\frac{1}{2 \mu^{(\rho)}}\left(3-4 \nu^{(\rho)}\right), \quad \beta^{(\rho)}=\frac{1}{2 \mu^{(\rho)}} \tag{3.7.10}
\end{equation*}
$$

and $\Omega$ and $\omega$ are arbitrary analytic complex functions on $A_{\rho}^{*}$. It follows from Equations 1.5.50 and 3.7.8 that

$$
\begin{equation*}
\Omega(z)+z \bar{\Omega}^{\prime}(\bar{z})+\bar{\omega}(\bar{z})=\text { const. on } \Gamma \tag{3.7.11}
\end{equation*}
$$

By Equations 3.7.9 and 1.5.50, the conditions 3.7.6 imply

$$
\begin{align*}
& {\left[\alpha^{(1)} \Omega(z)-\beta^{(1)} z \bar{\Omega}^{\prime}(\bar{z})-\beta^{(1)} \bar{\omega}(\bar{z})\right]_{1}} \\
& -\left[\alpha^{(2)} \Omega(z)-\beta^{(2)} z \bar{\Omega}^{\prime}(\bar{z})-\beta^{(2)} \bar{\omega}(\bar{z})\right]_{2}=f  \tag{3.7.12}\\
& {\left[\Omega(z)+z \bar{\Omega}^{\prime}(\bar{z})+\bar{\omega}(\bar{z})\right]_{1}=\left[\Omega(z)+z \bar{\Omega}^{\prime}(\bar{z})+\bar{\omega}(\bar{z})\right]_{2}+\text { const. on } L}
\end{align*}
$$

where, in the case of the problem $\mathcal{P}_{*}^{(1)}$, we have

$$
\begin{equation*}
f \equiv f^{(1)}=h_{1}^{(1)}+i h_{2}^{(1)}=\frac{1}{2}\left(\nu^{(1)}-\nu^{(2)}\right) z^{2} \tag{3.7.13}
\end{equation*}
$$

Thus, the problem $\mathcal{P}_{*}^{(1)}$ is reduced to the finding of the complex analytic functions $\Omega$ and $\omega$ on $A_{\rho}^{*}$ which satisfy the conditions 3.7.11 and 3.7.12. In a similar way, we can formulate the problems $\mathcal{P}_{*}^{(2)}$ and $\mathcal{P}_{*}^{(3)}$ with the aid of the complex potentials.

### 3.7.2 Extension and Bending of Piecewise Homogeneous Cylinders

In view of Equations 3.7.1, the solution 3.6.16 can be expressed in the form

$$
\begin{align*}
& u_{1}=-\frac{1}{2} d_{1}\left[x_{3}^{2}+\nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right)\right]-d_{2} \nu^{(\rho)} x_{1} x_{2}-d_{3} \nu^{(\rho)} x_{1}+\sum_{k=1}^{3} d_{k} v_{1}^{*(k)} \\
& u_{2}=-d_{1} \nu^{(\rho)} x_{1} x_{2}-\frac{1}{2} d_{2}\left[x_{3}^{2}-\nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right)\right]-d_{3} \nu^{(\rho)} x_{2}+\sum_{k=1}^{3} d_{k} v_{2}^{*(k)} \\
& u_{3}=\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3} \tag{3.7.14}
\end{align*}
$$

where $v_{\alpha}^{*(k)}$ are the displacements in the problems $\mathcal{P}_{*}^{(k)},(k=1,2,3)$. By using Equations 3.7.4, we find that the constants $L_{i j}$ defined by Equations 3.6.19 have the form

$$
\begin{align*}
L_{\alpha \beta} & =L_{\beta \alpha}=\mathscr{I}_{\alpha \beta}+\mathscr{K}_{\alpha \beta}, \quad L_{\alpha 3}=\mathscr{I}_{\alpha 3}+\mathscr{K}_{\alpha 3}=L_{3 \alpha}  \tag{3.7.15}\\
L_{33} & =\mathscr{I}_{33}+\mathscr{K}_{33}
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{I}_{\alpha \beta}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} E^{(\rho)} x_{\alpha} x_{\beta}, \quad \mathscr{K}_{\alpha \beta}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} \lambda^{(\rho)} x_{\alpha} \gamma_{\eta \eta}^{*(\beta)} d a \\
& \mathscr{I}_{\alpha 3}=\mathscr{I}_{3 \alpha}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} E^{(\rho)} x_{\alpha} d a, \quad \mathscr{K}_{\alpha 3}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} \lambda^{(\rho)} x_{\alpha} \gamma_{\eta \eta}^{*(3)} d a  \tag{3.7.16}\\
& \mathscr{I}_{33}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} E^{(\rho)} d a, \quad \mathscr{K}_{33}=\sum_{\rho=1}^{2} \int_{A_{\rho}^{*}} \lambda^{(\rho)} \gamma_{\eta \eta}^{*(3)} d a
\end{align*}
$$

The constants $d_{j}$ are determined by the system 3.6.18. The solution 3.7.14 has been established by Muskhelishvili ([241], Section 146).

### 3.7.3 Torsion and Flexure

By using the relations 3.7.1 and 3.6.43, we can write the solution 3.6.31 in the form

$$
\begin{align*}
u_{1}= & -\frac{1}{2} b_{1}\left[\frac{1}{3} x_{3}^{2}+\nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right)\right] x_{3}-b_{2} \nu^{(\rho)} x_{1} x_{2} x_{3} \\
& -b_{3} \nu^{(\rho)} x_{1} x_{3}-\tau x_{2} x_{3}+x_{3} \sum_{k=1}^{3} b_{k} v_{1}^{*(k)} \\
u_{2}= & -b_{1} \nu^{(\rho)} x_{1} x_{2} x_{3}-\frac{1}{2} b_{2}\left[\frac{1}{3} x_{3}^{2}-\nu^{(\rho)}\left(x_{1}^{2}-x_{2}^{2}\right)\right] x_{3}  \tag{3.7.17}\\
& -b_{3} \nu^{(\rho)} x_{2} x_{3}+\tau x_{1} x_{3}+x_{3} \sum_{k=1}^{3} b_{k} v_{2}^{*(k)} \\
u_{3}= & \frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\tau \varphi+\psi
\end{align*}
$$

In this case, the torsion function $\varphi$ satisfies the equation

$$
\begin{equation*}
\Delta \varphi=0 \text { on } A_{\rho}^{*} \tag{3.7.18}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
& {[\varphi]_{1}=[\varphi]_{2}} \\
& \mu^{(1)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{1}-\mu^{(2)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{2}=\left(\mu^{(1)}-\mu^{(2)}\right) \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}^{0} \text { on } L  \tag{3.7.19}\\
& {\left[\frac{\partial \varphi}{\partial n}\right]_{1}=\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma}
\end{align*}
$$

In view of Equations 3.6.44, 3.6.45, and 3.7.1, we find that the function $\psi$ is the solution of the following boundary-value problem

$$
\begin{align*}
& \Delta \psi=-2\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)-\frac{1}{\mu^{(\rho)}}\left(\lambda^{(\rho)}+\mu^{(\rho)}\right) \sum_{k=1}^{3} b_{k} \gamma_{\alpha \alpha}^{*(k)} \text { on } A_{\rho}^{*} \\
& {[\psi]_{1}=[\psi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \psi}{\partial n^{0}}\right]_{1}-\mu^{(2)}\left[\frac{\partial \psi}{\partial n^{0}}\right]_{2}=\sigma \text { on } L}  \tag{3.7.20}\\
& {\left[\frac{\partial \psi}{\partial n}\right]_{1}=\eta \text { on } \Gamma}
\end{align*}
$$

where

$$
\begin{align*}
\sigma= & \left(\mu^{(2)}-\mu^{(1)}\right) \sum_{j=1}^{3} b_{j} v_{\alpha}^{*(j)} n_{\alpha}^{0}-\left(\mu^{(2)} \nu^{(2)}-\mu^{(1)} \nu^{(1)}\right)\left[\frac{1}{2}\left(x_{1}^{2}-x_{2}^{2}\right)\right. \\
& \left.\left(b_{1} n_{1}^{0}-b_{2} n_{2}^{0}\right)+x_{1} x_{2}\left(b_{1} n_{2}^{0}+b_{2} n_{1}^{0}\right)+b_{3} x_{\alpha} n_{\alpha}^{0}\right]  \tag{3.7.21}\\
\eta= & -\sum_{j=1}^{3} b_{j} v_{\alpha}^{*(j)} n_{\alpha}+\frac{1}{2} \nu^{(1)}\left(b_{1} n_{1}-b_{2} n_{2}\right)\left(x_{1}^{2}-x_{2}^{2}\right) \\
& +\nu^{(1)}\left(b_{1} n_{2}+b_{2} n_{1}\right) x_{1} x_{2}+b_{3} \nu^{(1)} x_{\alpha} n_{\alpha}
\end{align*}
$$

The constants $b_{1}, b_{2}$, and $b_{3}$ are determined by the system 3.6.39 and 3.6.40, where $L_{i j}$ are given by Equation 3.7.15.

Readers interested in further details can find them in Ref. 241.

### 3.8 Applications

### 3.8.1 Nonhomogeneous Cylinders with Constant Poisson's Ratio

In what follows, we use the results of Sections 3.3 and 3.5 to study the deformation of nonhomogeneous and isotropic elastic cylinders when the constitutive coefficients have the form

$$
\begin{equation*}
E=E\left(x_{1}, x_{2}\right), \quad \nu=\text { const. }, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{3.8.1}
\end{equation*}
$$

This case has been studied in many works [209,279]. It is easy to verify that the solution of the problem $\mathcal{D}^{(1)}$, defined in Section 3.2, is

$$
\begin{equation*}
u_{1}^{(1)}=-\frac{1}{2} \nu\left(x_{1}^{2}-x_{2}^{2}\right), \quad u_{2}^{(1)}=-\nu x_{1} x_{2} \tag{3.8.2}
\end{equation*}
$$

By Equations 3.2.8, 3.2.9, 3.8.1, and 3.8.2, we get

$$
\begin{align*}
& e_{11}^{(1)}=-\nu x_{1}, \quad e_{22}^{(1)}=-\nu x_{1}, \quad e_{12}^{(1)}=0  \tag{3.8.3}\\
& t_{11}^{(1)}=-2 \nu x_{1}(\lambda+\mu)=-\lambda x_{1}, \quad t_{22}^{(1)}=-\lambda x_{1}, \quad t_{12}^{(1)}=0
\end{align*}
$$

The solutions of the problems $\mathcal{D}^{(2)}$ and $\mathcal{D}^{(3)}$ are given by

$$
\begin{align*}
& u_{1}^{(2)}=-\nu x_{1} x_{2}, \quad u_{2}^{(2)}=\frac{1}{2} \nu\left(x_{1}^{2}-x_{2}^{2}\right)  \tag{3.8.4}\\
& u_{1}^{(3)}=-\nu x_{1}, \quad u_{2}^{(3)}=-\nu x_{2}
\end{align*}
$$

From Equation 3.8.4, we obtain
$e_{11}^{(2)}=e_{22}^{(2)}=-\nu x_{2}, \quad e_{12}^{(2)}=0, \quad e_{11}^{(3)}=e_{22}^{(3)}=-\nu, \quad e_{12}^{(3)}=0$
It follows from Equations 1.1.7, 3.8.3, and 3.8.5 that

$$
\begin{align*}
& \lambda+2 \mu+\lambda e_{\rho \rho}^{(3)}=\lambda+2 \mu-2 \nu \lambda=E \\
& (\lambda+2 \mu) x_{\beta}+\lambda e_{\rho \rho}^{(\beta)}=E x_{\beta} \tag{3.8.6}
\end{align*}
$$

In view of Equations 3.3.7 and 3.8.6, we find that the coefficients $D_{i j}$ of the system 3.3.6 are given by

$$
\begin{equation*}
D_{\alpha \beta}=I_{\alpha \beta}^{*}, \quad D_{\alpha 3}=D_{3 \alpha}=\Omega \xi_{\alpha}^{0}, \quad D_{33}=\Omega \tag{3.8.7}
\end{equation*}
$$

where

$$
\begin{align*}
I_{\alpha \beta}^{*} & =\int_{\Sigma_{1}} x_{\alpha} x_{\beta} E\left(x_{1}, x_{2}\right) d a, \quad \xi_{\alpha}^{0}=\frac{1}{\Omega} \int_{\Sigma_{1}} x_{\alpha} E\left(x_{1}, x_{2}\right) d a  \tag{3.8.8}\\
\Omega & =\int_{\Sigma_{1}} E\left(x_{1}, x_{2}\right) d a
\end{align*}
$$

Thus, the system 3.3.6 becomes

$$
\begin{align*}
& I_{\alpha \beta}^{*} a_{\beta}+\Omega \xi_{\alpha}^{0} a_{3}=\varepsilon_{\alpha \beta} M_{\beta} \\
& a_{1} \xi_{1}^{0}+a_{2} \xi_{2}^{0}+a_{3}=-\frac{1}{\Omega} F_{3} \tag{3.8.9}
\end{align*}
$$

It follows from Equations 3.3.3, 3.8.2, and 3.8.4 that the solution of extension and bending problem is

$$
\begin{align*}
& u_{1}=-\frac{1}{2} a_{1}\left(x_{3}^{2}+\nu x_{1}^{2}-\nu x_{2}^{2}\right)-a_{2} \nu x_{1} x_{2}-a_{3} \nu x_{1} \\
& u_{2}=-a_{1} \nu x_{1} x_{2}-\frac{1}{2} a_{2}\left(x_{3}^{2}-\nu x_{1}^{2}+\nu x_{2}^{2}\right)-a_{3} \nu x_{2}  \tag{3.8.10}\\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}
\end{align*}
$$

where the constants $a_{1}, a_{2}$, and $a_{3}$ are given by Equations 3.8.9.
Clearly, the solution of the torsion problem, presented in Section 3.4, cannot be simplified by the assumption that $\nu$ is constant.

By Equations 3.5.1, 3.8.2, and 3.8.4, we find that the solution of the flexure problem is given by

$$
\begin{align*}
& u_{1}=-\frac{1}{6} b_{1} x_{3}^{3}-\frac{1}{2} b_{1} \nu\left(x_{1}^{2}-x_{2}^{2}\right) x_{3}-b_{2} \nu x_{1} x_{2} x_{3}-b_{3} \nu x_{1} x_{3}-\tau x_{2} x_{3} \\
& u_{2}=-\frac{1}{6} b_{2} x_{3}^{3}-b_{1} \nu x_{1} x_{2} x_{3}-\frac{1}{2} b_{2} \nu\left(x_{2}^{2}-x_{1}^{2}\right) x_{3}-b_{3} \nu x_{2} x_{3}+\tau x_{1} x_{3}  \tag{3.8.11}\\
& u_{3}=\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\tau \varphi+G
\end{align*}
$$

From Equations 3.5.7, 3.5.8, and 3.8.7, we find that the constants $b_{1}, b_{2}$, and $b_{3}$ are determined by the following system

$$
\begin{align*}
& I_{\alpha \beta}^{*} b_{\beta}+\Omega \xi_{\alpha}^{0} b_{3}=-F_{\alpha} \\
& b_{1} \xi_{1}^{0}+b_{2} \xi_{2}^{0}+b_{3}=0 \tag{3.8.12}
\end{align*}
$$

It is easy to see that the function $G$ satisfies the equation

$$
\begin{align*}
\left(\mu G_{, \alpha}\right)_{, \alpha}= & -2 \mu\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)+\mu, 1 \nu\left[\frac{1}{2} b_{1}\left(x_{1}^{2}-x_{2}^{2}\right)+b_{2} x_{1} x_{2}+b_{3} x_{1}\right] \\
& +\mu_{, 2} \nu\left[b_{1} x_{1} x_{2}+\frac{1}{2} b_{2}\left(x_{2}^{2}-x_{1}^{2}\right)+b_{3} x_{2}\right] \text { on } \Sigma_{1} \tag{3.8.13}
\end{align*}
$$

and the boundary condition

$$
\begin{align*}
G_{, \alpha} n_{\alpha}= & \nu\left[\frac{1}{2} b_{1}\left(x_{1}^{2}-x_{2}^{2}\right)+b_{2} x_{1} x_{2}+b_{3} x_{1}\right] n_{1} \\
& +\nu\left[b_{1} x_{1} x_{2}+\frac{1}{2} b_{2}\left(x_{2}^{2}-x_{1}^{2}\right)+b_{3} x_{2}\right] n_{2} \text { on } \Gamma \tag{3.8.14}
\end{align*}
$$

The constant $\tau$ is given by Equation 3.5.9, where $\mathfrak{M}$ has the form

$$
\begin{equation*}
\mathfrak{M}=\int_{\Sigma_{1}} \mu\left[x_{1} G_{, 2}-x_{2} G_{, 1}-\frac{1}{2} \nu\left(x_{1}^{2}+x_{2}^{2}\right)\left(b_{1} x_{2}-b_{2} x_{1}\right)\right] d a \tag{3.8.15}
\end{equation*}
$$

The torsional rigidity $D_{*}$ is given by Equation 3.4.6, where $\varphi$ is the torsion function.

### 3.8.2 Deformation of a Nonhomogeneous Circular Cylinder

Let us study the extension, bending, and torsion of a nonhomogeneous and isotropic cylinder that occupies the domain $B=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\}$, $(a>0)$. We assume that

$$
\begin{equation*}
E=E(r), \quad \nu=\text { const. } \tag{3.8.16}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2} \tag{3.8.17}
\end{equation*}
$$

It follows from Equations 3.8.8 and 3.8.16 that

$$
\begin{align*}
& I_{11}^{*}=I_{22}^{*}=\pi \int_{0}^{a} r^{3} E(r) d r, \quad I_{12}^{*}=0 \\
& \xi_{\alpha}^{0}=0, \quad \Omega=2 \pi \int_{0}^{a} r E(r) d r \tag{3.8.18}
\end{align*}
$$

By Equations 3.8.9 and 3.8.18, we obtain

$$
\begin{equation*}
a_{1}=\frac{M_{2}}{I_{11}^{*}}, \quad a_{2}=-\frac{M_{1}}{I_{22}^{*}}, \quad a_{3}=-\frac{1}{\Omega} F_{3} \tag{3.8.19}
\end{equation*}
$$

The solution of extension and bending problem has the form 3.8.10 where the constants $a_{k}$ are given by Equations 3.8.19. In this case, the extension is not influenced by the bending of terminal couples.

To solve the torsion problem, we consider the boundary-value problem 3.4.12 and 3.4.13. We assume that the functions $\varphi$ and $\chi$ depend only on $r$. Let us introduce the function $H$ by

$$
\begin{equation*}
\frac{1}{\mu} \chi_{, \alpha}=H_{, \alpha} \tag{3.8.20}
\end{equation*}
$$

We note that the condition

$$
\left(\frac{1}{\mu} \chi_{, \alpha}\right)_{, \beta}=\left(\frac{1}{\mu} \chi_{, \beta}\right)_{, \alpha}
$$

is satisfied on the basis of relations

$$
\left(\frac{1}{\mu}\right)_{, \beta}=\frac{x_{\beta}}{r} \frac{d}{d r}\left(\frac{1}{\mu}\right), \quad \chi_{, \alpha}=\chi^{\prime} \frac{x_{\alpha}}{r}, \quad \chi^{\prime}=\frac{d \chi}{d r}
$$

Thus, the function $H$ exists. From Equation 3.4.12, we see that $H$ satisfies the equation

$$
\begin{equation*}
\Delta H=-2 \text { on } \Sigma_{1} \tag{3.8.21}
\end{equation*}
$$

By Equations 3.4.14 and 3.8.20, we find that the stresses $t_{\alpha 3}$ are given by

$$
\begin{equation*}
t_{13}=\mu \tau H_{, 2} \quad t_{23}=-\mu \tau H_{, 1} \tag{3.8.22}
\end{equation*}
$$

The conditions on the lateral surface are satisfied if

$$
\begin{equation*}
H=0 \text { on } r=a \tag{3.8.23}
\end{equation*}
$$

The solution of the boundary-value problem 3.8.21 and 3.8.23 is

$$
\begin{equation*}
H=\frac{1}{2}\left(a^{2}-r^{2}\right) \tag{3.8.24}
\end{equation*}
$$

Thus, from Equations 3.8 .22 and 3.8.24, we obtain

$$
\begin{equation*}
t_{13}=-\mu(r) \tau x_{2}, \quad t_{23}=\mu(r) \tau x_{1} \tag{3.8.25}
\end{equation*}
$$

By Equations 3.4.11, 3.8.20, and 3.8.24, we find that $\varphi=0$. In view of Equation 3.4.6, we obtain the torsional rigidity,

$$
\begin{equation*}
D_{*}=2 \pi \int_{0}^{a} r^{3} \mu(r) d r \tag{3.8.26}
\end{equation*}
$$

The constant $\tau$ is given by Equation 3.4.5. We note that from Equations 3.8.20 and 3.8.24, we find that

$$
\chi(r)=-\int_{0}^{r} t \mu(t) d t
$$

### 3.8.3 Extension, Bending, and Torsion of Nonhomogeneous Tube

First, we study the plane strain problems $\mathcal{D}^{(k)}$ defined in Section 3.2, for a hollow cylinder. We assume that the domain $\Sigma_{1}$ is bounded by two concentric circles of radius $R_{1}$ and $R_{2}, \Sigma_{1}=\left\{x: R_{1}^{2}<x_{1}^{2}+x_{2}^{2}<R_{2}^{2}, x_{3}=0\right\}$. We suppose that the cylinder is occupied by an isotropic material with the following constitutive coefficients

$$
\begin{equation*}
\lambda=\lambda_{0} r^{-m}, \quad \mu=\mu_{0} r^{-m}, \quad m>0 \tag{3.8.27}
\end{equation*}
$$

where $r$ is given by Equation 3.8.17 and $\lambda_{0}, \mu_{0}$, and $m$ are prescribed constants. This kind of inhomogeneity has been investigated by Lekhnitskii [205] and Lomakin [209]. Let us prove that the solution of the problem $\mathcal{D}^{(1)}$ is given by

$$
\begin{equation*}
u_{1}^{(1)}=-\frac{1}{2} \nu_{0}\left(x_{1}^{2}-x_{2}^{2}\right), \quad u_{2}^{(1)}=-\nu_{0} x_{1} x_{2} \tag{3.8.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{0}=\frac{\lambda_{0}}{2\left(\lambda_{0}+\mu_{0}\right)} \tag{3.8.29}
\end{equation*}
$$

In view of Equations 3.2.8 and 3.8.2, we obtain

$$
\begin{equation*}
e_{11}^{(1)}=-\nu_{0} x_{1}, \quad e_{22}^{(1)}=-\nu_{0} x_{1}, \quad e_{12}^{(1)}=0 \tag{3.8.30}
\end{equation*}
$$

By the constitutive equations 3.8.9 and the relations 3.8.27, 3.8.29, and 3.8.30, we find that

$$
\begin{align*}
t_{11}^{(1)} & =-2 \nu_{0} x_{1}(\lambda+\mu)=-2 \nu_{0} x_{1}\left(\lambda_{0}+\mu_{0}\right) r^{-m} \\
& =-\lambda_{0} x_{1} r^{-m}=-\lambda x_{1}  \tag{3.8.31}\\
t_{22}^{(1)} & =-\lambda x_{1} \quad t_{12}^{(1)}=0
\end{align*}
$$

It is easy to see that the stresses 3.8.31 satisfy the equations of equilibrium 3.2.10 and the boundary conditions 3.2.11. In a similar way, we can prove that

$$
\begin{equation*}
u_{1}^{(2)}=-\nu_{0} x_{1} x_{2}, \quad u_{2}^{(2)}=\frac{1}{2} \nu_{0}\left(x_{1}^{2}-x_{2}^{2}\right), \quad u_{\alpha}^{(3)}=-\nu_{0} x_{\alpha} \tag{3.8.32}
\end{equation*}
$$

By Equations 1.1.7 and 3.8.27, we find

$$
\begin{equation*}
E=E_{0} r^{-m} \tag{3.8.33}
\end{equation*}
$$

where

$$
E_{0}=\frac{\mu_{0}\left(3 \lambda_{0}+2 \mu_{0}\right)}{\lambda_{0}+\mu_{0}}
$$

With the aid of Equations 3.8.30, 3.8.32, and 3.8.33, we obtain

$$
\begin{align*}
& \lambda+2 \mu+\lambda e_{\rho \rho}^{(3)}=\lambda+2 \mu-2 \lambda \nu_{0}=\left(\lambda_{0}+2 \mu_{0}-2 \lambda_{0} \nu_{0}\right) r^{-m}=E  \tag{3.8.34}\\
& (\lambda+2 \mu) x_{\beta}+\lambda e_{\rho \rho}^{(\beta)}=E x_{\beta}
\end{align*}
$$

It follows from Equations 3.3.7, 3.8.33, and 3.8.34, that

$$
\begin{align*}
D_{11} & =D_{22}=J \quad D_{12}=D_{21}=D_{\alpha 3}=D_{3 \alpha}=0 \quad D_{33}=J_{*} \\
J & =\frac{\pi}{4-m}\left[R_{2}^{4} E\left(R_{2}\right)-R_{1}^{4} E\left(R_{1}\right)\right]=\frac{\pi}{4-m} E_{0}\left(R_{2}^{4-m}-R_{1}^{4-m}\right), \text { for } m \neq 4 \\
J & =2 \pi E_{0} \ln \left(R_{2} / R_{1}\right), \text { for } m=4 \\
J_{*} & =\frac{2 \pi}{2-m} E_{0}\left(R_{2}^{2-m}-R_{1}^{2-m}\right), \text { for } m \neq 2 \\
J_{*} & =2 \pi E_{0} \ln \left(R_{2} / R_{1}\right), \text { for } m=2 \tag{3.8.35}
\end{align*}
$$

By Equations 3.3.6 and 3.8.5, we obtain

$$
\begin{equation*}
a_{1}=\frac{M_{2}}{J}, \quad a_{2}=-\frac{M_{1}}{J}, \quad a_{3}=-\frac{F_{3}}{J_{*}} \tag{3.8.36}
\end{equation*}
$$

Thus, the solution of extension and bending problem is given by

$$
\begin{align*}
& u_{1}=-\frac{1}{2} a_{1}\left(x_{3}^{2}+\nu_{0} x_{1}^{2}-\nu_{0} x_{2}^{2}\right)-a_{2} \nu_{0} x_{1} x_{2}-a_{3} \nu_{0} x_{1} \\
& u_{2}=-a_{1} \nu_{0} x_{1} x_{2}-\frac{1}{2} a_{2}\left(x_{3}^{2}-\nu_{0} x_{1}^{2}+\nu_{0} x_{2}^{2}\right)-a_{3} \nu_{0} x_{2}  \tag{3.8.37}\\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}
\end{align*}
$$

where $a_{k}$ are defined by Equations 3.8.36 and 3.8.35. In view of Equations 3.8.27, we find that

$$
\varepsilon_{\rho \beta}\left(\mu x_{\beta}\right)_{, \rho}=\varepsilon_{\rho \beta}\left(\frac{d \mu}{d r} x_{\rho} x_{\beta} r^{-1}+\mu \delta_{\rho \beta}\right)=0
$$

so that Equation 3.4.1 for the torsion function becomes

$$
\left(\mu \varphi_{, \alpha}\right)_{, \alpha}=0 \text { on } \Sigma_{1}
$$

Clearly, for $r=R_{1}$ and $r=R_{2}$, we have

$$
\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}=0
$$

and the boundary condition 3.4.2 reduces to

$$
\varphi_{, \alpha} n_{\alpha}=0 \text { on } \Gamma
$$

Thus, in this case, we find that

$$
\begin{equation*}
\varphi=0 \text { on } \Sigma_{1} \tag{3.8.38}
\end{equation*}
$$

From Equation 3.4.6, we obtain the torsional rigidity,

$$
\begin{align*}
& D_{*}=\frac{2 \pi}{4-m} \mu_{0}\left(R_{2}^{4-m}-R_{1}^{4-m}\right), \text { for } m \neq 4  \tag{3.8.39}\\
& D_{*}=2 \pi \mu_{0} \ln \left(R_{2} / R_{1}\right), \text { for } m=4
\end{align*}
$$

The solution of the torsion problem is

$$
u_{\alpha}=\tau \varepsilon_{\beta \alpha} x_{3} x_{\beta}, \quad u_{3}=0
$$

where the constant $\tau$ is given by Equations 3.4.5 and 3.8.39.

### 3.8.4 Flexure of Hollow Cylinder

We now study the flexure of the hollow cylinder defined in the Section 3.8.3. We continue to assume that the elastic coefficients are given by Equations 3.8.27. We suppose that the loading applied on the end located at $x_{3}=0$ is statically
equivalent to the force $\mathbf{F}=F_{1} \mathbf{e}_{1}$ and the moment $\mathbf{M}=\mathbf{0}$. The form of the solution is given by the functions 3.5.1. Since the Lamé moduli are specified by Equations 3.8.27, the solutions of the problems $\mathcal{D}^{(k)}$ are given by Equations 3.8.28 and 3.8.32. Moreover, we have seen that for the considered cylinder, the torsion function is zero. The constants $b_{1}, b_{2}$, and $b_{3}$ which appear in Equations 3.5.1 are determined by Equations 3.5.7 and 3.5.8. In view of Equations 3.8.35, we find that

$$
\begin{equation*}
b_{1}=-\frac{F_{1}}{J}, \quad b_{2}=0, \quad b_{3}=0 \tag{3.8.40}
\end{equation*}
$$

Thus, the boundary-value problem 3.5.3 and 3.5.5 reduces to the equation

$$
\begin{equation*}
\left(\mu G_{, \alpha}\right)_{, \alpha}=-2 \mu b_{1} x_{1}-b_{1} \mu_{, \beta} u_{\beta}^{(1)} \text { on } \Sigma_{1} \tag{3.8.41}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
G_{, \alpha} n_{\alpha}=-b_{1} u_{\beta}^{(1)} n_{\beta} \text { on } \Gamma \tag{3.8.42}
\end{equation*}
$$

In view of Equations 3.8.30 and 3.8.37, we find that

$$
\mu_{, \beta} u_{\beta}^{(1)}=\frac{1}{2} \nu_{0} \mu m x_{1}
$$

so that Equation 3.8.41 takes the form

$$
\begin{equation*}
\mu \Delta G+\mu,{ }_{, \alpha} G_{, \alpha}=-\mu\left(2+\frac{1}{2} \nu_{0} m\right) b_{1} x_{1} \text { on } \Sigma_{1} \tag{3.8.43}
\end{equation*}
$$

We seek the solution of this equation in the form

$$
\begin{equation*}
G=x_{1} \Phi(r) \tag{3.8.44}
\end{equation*}
$$

where $r$ is given by Equation 3.8.17 and $\Phi$ is an unknown function.
With the aid of relations

$$
\Delta G=x_{1}\left(\Phi^{\prime \prime}+3 r^{-1} \Phi^{\prime}\right), \quad \mu_{, \alpha} G_{, \alpha}=-\mu m r^{-2} x_{1}\left(\Phi+r \Phi^{\prime}\right)
$$

we find that Equation 3.8.43 reduces to

$$
\begin{equation*}
\Phi^{\prime \prime}+(3-m) \frac{1}{r} \Phi^{\prime}-\frac{m}{r^{2}} \Phi=-\left(2+\frac{1}{2} m \nu_{0}\right) b_{1} \tag{3.8.45}
\end{equation*}
$$

A particular solution of this equation is

$$
\begin{equation*}
\Phi_{*}=B r^{2} \tag{3.8.46}
\end{equation*}
$$

where

$$
B=\frac{1}{3 m-8}\left(2+\frac{1}{2} m \nu_{0}\right) b_{1}
$$

The general solution for $\Phi$ is

$$
\begin{equation*}
\Phi=C_{1} r^{k_{1}}+C_{2} r^{k_{2}}+B r^{2} \tag{3.8.47}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants, and

$$
\begin{equation*}
k_{1}=\frac{1}{2}\left[m-2+\left(m^{2}+4\right)^{1 / 2}\right], \quad k_{2}=\frac{1}{2}\left[m-2-\left(m^{2}+4\right)^{1 / 2}\right] \tag{3.8.48}
\end{equation*}
$$

In view of Equations 3.8.28 and 3.8.44, the condition 3.8.42 reduces to

$$
\begin{equation*}
\Phi(r)+r \Phi^{\prime}(r)=\frac{1}{2} \nu_{0} b_{1} r^{2} \text { on } r=R_{1} \quad \text { and } \quad r=R_{2} \tag{3.8.49}
\end{equation*}
$$

By Equation 3.8.47, the conditions 3.8.49 take the form

$$
\begin{align*}
& \left(1+k_{1}\right) R_{1}^{k_{1}} C_{1}+\left(1+k_{2}\right) R_{1}^{k_{2}} C_{2}=\left(\frac{1}{2} \nu_{0} b_{1}-3 B\right) R_{1}^{2}  \tag{3.8.50}\\
& \left(1+k_{1}\right) R_{2}^{k_{1}} C_{1}+\left(1+k_{2}\right) R_{2}^{k_{2}} C_{2}=\left(\frac{1}{2} \nu_{0} b_{1}-3 B\right) R_{2}^{2}
\end{align*}
$$

Since

$$
\left(1+k_{1}\right)\left(1+k_{2}\right) \neq 0, \quad k_{1} \neq k_{2}
$$

we conclude that the system 3.8 .50 can always be solved for the constants $C_{1}$ and $C_{2}$. The constant $\tau$ is given by Equation 3.5.9. It follows from Equations 3.8.28, 3.8.40, and 3.8.44 that

$$
\mathfrak{M}=-\int_{\Sigma_{1}} x_{2} \mu\left(\Phi+\frac{1}{2} \nu_{0} b_{1} r^{2}\right) d a=0
$$

so that $\tau=0$
From Equations 3.5.1, 3.8.28, 3.8.38, 3.8.40, and 3.8.44, we find the solution of the flexure of a hollow cylinder,

$$
\begin{aligned}
& u_{1}=-\frac{1}{2}\left(\frac{1}{3} x_{3}^{2}+\nu_{0} x_{1}^{2}-\nu_{0} x_{2}^{2}\right) b_{1} x_{3}, \quad u_{2}=-b_{1} \nu_{0} x_{1} x_{2} x_{3} \\
& u_{3}=\frac{1}{2} b_{1} x_{1} x_{3}^{2}+x_{1} \Phi
\end{aligned}
$$

where $\Phi$ has the form 3.8.47 and $b_{1}$ is given by Equation 3.8.40.

### 3.8.5 Plane Strain of Nonhomogeneous Tube

In this section, we investigate the plane strain traction problem for the domain $\Sigma_{1}=\left\{x: R_{1}^{2}<x_{1}^{2}+x_{2}^{2}<R_{2}^{2}, x_{3}=0\right\},\left(R_{2}>R_{1}>0\right)$, when the cylinder is in equilibrium in the absence of body forces, and the lateral boundaries are subjected to constant pressures. We assume that the tube is occupied by a
nonhomogeneous and isotropic elastic material with Lamé moduli given by Equations 3.8.27. The equilibrium equations become

$$
\begin{equation*}
t_{\beta \alpha, \beta}=0 \text { on } \Sigma_{1} \tag{3.8.51}
\end{equation*}
$$

The boundary conditions are

$$
\begin{align*}
& t_{\beta \alpha} n_{\beta}=-p_{1} n_{\alpha} \text { on } r=R_{1}  \tag{3.8.52}\\
& t_{\beta \alpha} n_{\beta}=-p_{2} n_{\alpha} \text { on } r=R_{2}
\end{align*}
$$

where $p_{\alpha}$ are prescribed constants and $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$.
We seek the solution in the form

$$
\begin{equation*}
u_{\alpha}=x_{\alpha} r^{-1} G \tag{3.8.53}
\end{equation*}
$$

where $G$ is an unknown function of $r$. Then, we have

$$
\begin{align*}
u_{\alpha, \beta}= & \delta_{\alpha \beta} r^{-1} G-x_{\alpha} x_{\beta} r^{-3} G+x_{\alpha} x_{\beta} r^{-2} G^{\prime} \\
u_{\rho, \rho}= & r^{-1} G+G^{\prime} \quad G^{\prime}=\frac{d G}{d r} \\
t_{\alpha \beta}= & \lambda\left(r^{-1} G+G^{\prime}\right) \delta_{\alpha \beta}  \tag{3.8.54}\\
& +2 \mu\left(\delta_{\alpha \beta} r^{-1} G-x_{\alpha} x_{\beta} r^{-3} G+x_{\alpha} x_{\beta} r^{-2} G^{\prime}\right) \\
\Delta u_{\alpha}= & u_{\rho, \rho \alpha}=x_{\alpha}\left(r^{-1} G^{\prime \prime}+r^{-2} G^{\prime}-r^{-3} G\right)
\end{align*}
$$

We note that

$$
\begin{equation*}
t_{\beta \alpha, \beta}=\mu \Delta u_{\alpha}+(\lambda+\mu) u_{\rho, \rho \alpha}+\lambda_{, \alpha} u_{\rho, \rho}+\mu_{, \beta}\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right) \tag{3.8.55}
\end{equation*}
$$

By using Equations 3.8.54, 3.8.55, and the relations

$$
\lambda_{, \alpha}=\lambda^{\prime} x_{\alpha} r^{-1}, \quad \mu_{, \alpha}=\mu^{\prime} x_{\alpha} r^{-1}
$$

we obtain

$$
\begin{equation*}
t_{\beta \alpha, \beta}=x_{\alpha} r^{-1}\left[(\lambda+2 \mu)\left(G^{\prime \prime}+r^{-1} G^{\prime}-r^{-2} G\right)+r^{-1} \lambda^{\prime} G+\left(\lambda^{\prime}+2 \mu^{\prime}\right) G^{\prime}\right] \tag{3.8.56}
\end{equation*}
$$

From Equations 3.8.51 and 3.8.56, we conclude that the equilibrium equations are satisfied if the function $G$ satisfies the equation

$$
\begin{equation*}
G^{\prime \prime}+\left(\frac{1}{r}+\frac{M^{\prime}}{M}\right) G^{\prime}-\left(\frac{1}{r^{2}}-\frac{\lambda^{\prime}}{r M}\right) G=0 \tag{3.8.57}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\lambda+2 \mu \tag{3.8.58}
\end{equation*}
$$

By Equations 3.8.27 and 3.8.58,

$$
\begin{equation*}
M^{\prime}=-m r^{-1} M, \quad \lambda^{\prime}=-m r^{-1} M N_{0}, \quad N_{0}=\lambda_{0} /\left(\lambda_{0}+2 \mu_{0}\right) \tag{3.8.59}
\end{equation*}
$$

so that Equation 3.8.57 reduces to

$$
\begin{equation*}
G^{\prime \prime}+\frac{1}{r}(1-m) G^{\prime}-\frac{1}{r^{2}}\left(1+m N_{0}\right) G=0 \tag{3.8.60}
\end{equation*}
$$

In view of relations 1.1.5, we obtain

$$
\begin{equation*}
1-N_{0}^{2}>0 \tag{3.8.61}
\end{equation*}
$$

The general solution for $G$ is

$$
\begin{equation*}
G(r)=C_{1} r^{k_{1}}+C_{2} r^{k_{2}} \tag{3.8.62}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}=\frac{1}{2}\left[m+\left(m^{2}+4 m N_{0}+4\right)^{1 / 2}\right], \quad k_{2}=\frac{1}{2}\left[m-\left(m^{2}+4 m N_{0}+4\right)^{1 / 2}\right] \tag{3.8.63}
\end{equation*}
$$

and $C_{1}$ and $C_{2}$ are arbitrary constants. It follows from inequality 3.8.61 that

$$
m^{2}+4 m N_{0}+4=\left(m+2 N_{0}\right)^{2}+4\left(1-N_{0}^{2}\right)>0
$$

so that $k_{1}$ and $k_{2}$ are real and distinct. On the boundary of $\Sigma_{1}$, we have

$$
n_{\alpha}=-\frac{x_{\alpha}}{R_{1}} \text { on } r=R_{1}, \quad n_{\alpha}=\frac{x_{\alpha}}{R_{2}} \text { on } r=R_{2}
$$

so that the conditions 3.8.52 reduce to

$$
\begin{equation*}
t_{\beta \alpha} x_{\beta}=-p_{\rho} x_{\alpha} \text { on } r=R_{\rho} \tag{3.8.64}
\end{equation*}
$$

It follows from Equations 3.8.27, 3.8.54, and 3.8.62 that

$$
\begin{align*}
t_{\beta \alpha} x_{\beta} & =x_{\alpha}\left[\lambda r^{-1} G+(\lambda+2 \mu) G^{\prime}\right] \\
& =x_{\alpha} r^{-m}\left\{\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{1}\right] C_{1} r^{k_{1}-1}+\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{2}\right] C_{2} r^{k_{2}-1}\right\} \tag{3.8.65}
\end{align*}
$$

Thus, the boundary conditions 3.8 .64 become

$$
\begin{align*}
& {\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{1}\right] R_{1}^{k_{1}-1} C_{1}+\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{2}\right] R_{1}^{k_{2}-1} C_{2}=-p_{1} R_{1}^{m}} \\
& {\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{1}\right] R_{2}^{k_{1}-1} C_{1}+\left[\lambda_{0}+\left(\lambda_{0}+2 \mu_{0}\right) k_{2}\right] R_{2}^{k_{2}-1} C_{2}=-p_{2} R_{2}^{m}} \tag{3.8.66}
\end{align*}
$$

The determinant of this system is

$$
\left(\lambda_{0}+2 \mu_{0}\right)^{2}\left(N_{0}+k_{1}\right)\left(N_{0}+k_{2}\right) R_{1}^{k_{2}-1} R_{2}^{k_{1}-1}\left[\left(\frac{R_{1}}{R_{2}}\right)^{k_{1}-1}-\left(\frac{R_{1}}{R_{2}}\right)^{k_{2}-1}\right]
$$

By the relations 1.1.5, 3.8.59, and 3.8.63, we get

$$
\lambda_{0}+2 \mu_{0}>0, \quad k_{1} \neq-N_{0}, \quad k_{2} \neq-N_{0}, \quad k_{1} \neq k_{2}
$$

so that the system 3.8.66 uniquely determines the constants $C_{1}$ and $C_{2}$. Thus, the solution of the problem is given by Equations 3.8.53, 3.8.62, and 3.8.66.

### 3.8.6 Special Solutions of Plane Strain Problem

We consider the plane strain problem for nonhomogeneous bodies when the body forces vanish. In Section 3.2, we have seen that the stresses $t_{\alpha \beta}$ can be expressed in terms of the Airy function which satisfies Equation 3.2.7. First, we assume that

$$
\begin{equation*}
q=d_{1} x_{1}+d_{2} x_{2}+d_{3}, \quad \gamma=d_{4} \tag{3.8.67}
\end{equation*}
$$

where $d_{k},(k=1,2,3,4)$, are constants. In this case, Equation 3.2.7 reduces to

$$
\Delta \Delta \chi=0 \text { on } \Sigma_{1}
$$

We note that the boundary conditions 1.5.25 also hold for nonhomogeneous bodies. By Equations 1.5.19, 1.5.22, and 1.5.25, we see that the stresses $t_{\alpha \beta}$ in the nonhomogeneous material defined by Equations 3.8.67 are the same as the corresponding stresses in a homogeneous material, provided the material occupy cylinders of the same shape and are subject to the same surface forces. It is simple to verify that the conditions 3.8 .67 correspond to the following constitutive coefficients

$$
E=\frac{2\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right)-d_{4}}{\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right)^{2}}, \quad \nu=1-\frac{d_{4}}{d_{1} x_{1}+d_{2} x_{2}+d_{3}}
$$

Let us consider now the traction problem for a simply-connected region $\Sigma_{1}$ and for the following surface tractions

$$
\begin{equation*}
\widetilde{t}_{\alpha}=-p n_{\alpha} \tag{3.8.68}
\end{equation*}
$$

where $p$ is a given constant. In the case of homogeneous bodies, the solution of the boundary-value problem 1.5.22 and 1.5.25 is

$$
\begin{equation*}
\chi=-\frac{1}{2} p\left(x_{1}^{2}+x_{2}^{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{3.8.69}
\end{equation*}
$$

The corresponding stresses are

$$
\begin{equation*}
t_{\alpha \beta}=-p \delta_{\alpha \beta} \text { on } \Sigma_{1} \tag{3.8.70}
\end{equation*}
$$

Let us determine the class of nonhomogeneous materials which, subjected to the tractions 3.8.68, generate the stresses 3.8.70. Substituting the function 3.8.69 into Equation 3.2.7, we get

$$
\begin{equation*}
\Delta(2 \gamma-q)=0 \tag{3.8.71}
\end{equation*}
$$

The condition 3.8.71 can be written as

$$
\begin{equation*}
\Delta\left[\frac{(1+\nu)(1-2 \nu)}{E}\right]=0 \tag{3.8.72}
\end{equation*}
$$

If the Poisson's ratio is constant, then Equation 3.8.72 reduces to

$$
\begin{equation*}
\Delta\left(E^{-1}\right)=0 \tag{3.8.73}
\end{equation*}
$$

Thus, if $\nu$ is constant and the Young's modulus attains a maximum (or minimum) in interior of $\Sigma_{1}$, then the tractions 3.8 .68 cannot produce the plane stress field 3.8.70.

For the remaining of this section, we assume that the Poisson's ratio is constant. Then, Equation 3.2.7 can be written in the form

$$
\begin{equation*}
\Delta(\gamma \Delta \chi)=\frac{1}{1-\nu}\left(\gamma_{, 22} \chi, 11+\gamma_{, 11} \chi_{, 22}-2 \gamma_{, 12} \chi, 12\right) \tag{3.8.74}
\end{equation*}
$$

By using the relations 1.5.19, this equation can be expressed in terms of the stresses $t_{\alpha \beta}$,

$$
\begin{equation*}
\Delta\left(\gamma t_{\alpha \alpha}\right)=\frac{1}{1-\nu}\left(\gamma_{, 11} t_{11}+\gamma_{, 22} t_{22}+2 t_{12} \gamma_{, 12}\right) \tag{3.8.75}
\end{equation*}
$$

This equation has been established by Olszak and Rychlewski [260].
Let us assume that the loading generates the plane elastic state characterized by

$$
\begin{equation*}
t_{12}=T, \quad t_{11}=t_{22}=0 \tag{3.8.76}
\end{equation*}
$$

where $T$ is a given constant. Then, from Equation 3.8.75, we find that

$$
\gamma, 12=0
$$

The plane stress field 3.8 .76 is possible to exist if and only if

$$
\gamma=h_{1}\left(x_{1}\right)+h_{2}\left(x_{2}\right)
$$

where $h_{1}$ and $h_{2}$ are arbitrary functions.
We now consider the plane elastic state for which

$$
\begin{equation*}
t_{11}=P, \quad t_{22}=t_{12}=0 \tag{3.8.77}
\end{equation*}
$$

where $P$ is a given constant. In this case, Equation 3.8.75 reduces to

$$
-\frac{\nu}{1-\nu} \gamma_{, 11}+\gamma_{, 22}=0
$$

The general solution of this equation is

$$
\gamma=g_{1}\left(x_{2}+\kappa x_{1}\right)+g_{2}\left(x_{2}-\kappa x_{1}\right), \quad \kappa=\left(\frac{\nu}{1-\nu}\right)^{1 / 2}
$$

where $g_{1}$ and $g_{2}$ are arbitrary functions. Thus, for example, we can say that for nonhomogeneous bodies with

$$
\gamma=x_{1}^{3}+A_{1} x_{1}^{2}+A_{2} x_{1}+A_{3}
$$

where $A_{k}$ are constants, it is not possible to have the plane stress field 3.8.77. Other special plane elastic states have been discussed in Ref. 260.

### 3.9 Exercises

3.9.1 A continuum body occupies the domain $B=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma_{1}, 0<\right.$ $\left.x_{3}<h\right\}$ where the cross section $\Sigma_{1}$ is the assembly of the regions $A_{1}=$ $\left\{x:-\alpha_{1}<x_{1}<0,-\beta<x_{2}<\beta\right\}, A_{2}=\left\{x: 0<x_{1}<\alpha_{2},-\beta<x_{2}<\right.$ $\beta\},\left(\alpha_{1}>0, \alpha_{2}>0, \beta>0\right)$. The domains $B_{1}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{1}\right.$, $\left.0<x_{3}<h\right\}$ and $B_{2}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{2}, 0<x_{3}<h\right\}$ are occupied by different homogeneous and isotropic elastic materials. Study the torsion of cylinder $B$.
3.9.2 Determine the solutions of auxiliary plane strain problems defined in Section 3.7 when $L$ and $\Gamma$ are two concentric circles.
3.9.3 Investigate the extension and bending of a piecewise homogeneous circular cylinder.
3.9.4 Study the plane strain of a circular cylinder composed of two homogeneous and isotropic elastic materials and subjected on the lateral surface to a constant pressure.
3.9.5 Investigate the deformation of a piecewise homogeneous circular cylinder which is subjected to a constant temperature variation.
3.9.6 An inhomogeneous and isotropic elastic cylinder occupies the domain $B=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\},(a>0)$. The constitutive coefficients are given by

$$
\lambda=\lambda_{0} e^{-\kappa r}, \quad \mu=\mu_{0} e^{-\kappa r}, \quad \kappa>0
$$

where $\lambda_{0}, \mu_{0}$, and $\kappa$ are prescribed constants and $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$. Study the deformation of the considered cylinder when it is subjected to the loads

$$
\begin{aligned}
& f_{\alpha}=-U_{, \alpha}, \quad f_{3}=0, \quad \tilde{t}_{\alpha}=U n_{\alpha}, \quad \tilde{t}_{3}=0 \\
& F_{\alpha}=0, \quad F_{3}=Q, \quad M_{j}=0
\end{aligned}
$$

where $U=U_{0} e^{-\kappa r}$, and $Q$ and $U_{0}$ are given by constants.
3.9.7 A nonhomogeneous and isotropic elastic cylinder has the constitutive coefficients independent of the axial coordinate. The body is subjected to a temperature field that is a polynomial in the axial coordinate. Study the deformation of the cylinder.

## Chapter 4

## Anisotropic Bodies

### 4.1 Preliminaries

The Saint-Venant's problem for anisotropic elastic bodies has been extensively studied $[28,175,204,313]$. We note that the researches devoted to SaintVenant's problem are based on various assumptions regarding the structure of the prevailing fields of displacement or stress. It is the purpose of this chapter to extend the results derived in the previous chapters to the case of anisotropic elastic bodies with general elasticities. The procedure presented in this chapter avoids the semi-inverse method and permits a treatment of the problem even for nonhomogeneous bodies, where the elasticity tensor is independent of the axial coordinate. Saint-Venant's problem for nonhomogeneous elastic cylinders where the elastic coefficients are independent of the axial coordinate has been studied in various works [150,152,318]. According to Toupin [329], the proof of Saint-Venant's principle presented in Section 1.10 also remains valid for this kind of nonhomogeneous elastic bodies.

In the first part of the chapter, we present a solution to the Saint-Venant's problem for anisotropic elastic bodies. This solution coincides with that given in Ref. 150 and incorporates the solutions presented in Refs. 28, 175, and 204. Then, minimum energy characterizations of the solutions are established. The results of Section 1.9 are extended to study Truesdell's problem for anisotropic elastic cylinders. We also present a study of the problems of Almansi and Michell. The theory is used to study the deformation of orthotropic cylinders. Finally, the Saint-Venant's problem for elastic cylinders composed of different anisotropic materials is analyzed.

We assume for the remainder of this chapter that the elasticity field $\mathbf{C}$ is independent of the axial coordinate, that is,

$$
\begin{equation*}
C_{i j k l}=C_{i j k l}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{4.1.1}
\end{equation*}
$$

Moreover, we continue to assume that $\mathbf{C}$ is symmetric and positive definite.
We denote by $\mathscr{D}^{*}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the condition $\mathbf{s}(\mathbf{u})=\mathbf{0}$ on the lateral boundary. The following results hold true for anisotropic elastic bodies.

Theorem 4.1.1 If $\mathbf{u} \in \mathscr{D}^{*}$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then $\mathbf{u}_{, 3} \in \mathscr{D}^{*}$ and

$$
\mathbf{R}\left(\mathbf{u}_{, 3}\right)=0, \quad H_{\alpha}\left(\mathbf{u}_{, 3}\right)=\varepsilon_{\alpha \beta} R_{\beta}(\mathbf{u}), \quad H_{3}\left(\mathbf{u}_{, 3}\right)=0
$$

The proof of this theorem, which we omit, is analogous to that given for Theorem 1.6.1. We continue to use notations from Section 1.6. Theorem 4.1.1 has the following consequences.

Corollary 4.1.1 If $\mathbf{u} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then $\mathbf{u}_{, 3} \in \mathscr{D}^{*}$ and

$$
\mathbf{R}\left(\mathbf{u}_{, 3}\right)=\mathbf{0}, \quad \mathbf{H}\left(\mathbf{u}_{, 3}\right)=\mathbf{0}
$$

Corollary 4.1.2 If $\mathbf{u} \in K_{I I}\left(F_{1}, F_{2}\right)$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$ then

$$
\mathbf{u}_{, 3} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)
$$

### 4.2 Generalized Plane Strain Problem

The state of generalized plane strain of cylinder $B$ is characterized by

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{4.2.1}
\end{equation*}
$$

This restriction, in conjunction with the stress-displacement relation, implies that $t_{i j}=t_{i j}\left(x_{1}, x_{2}\right)$. Further,

$$
\begin{equation*}
t_{i \alpha}(\mathbf{u})=C_{i \alpha k \beta} u_{k, \beta} \tag{4.2.2}
\end{equation*}
$$

By an admissible displacement field, we mean a vector field with the properties
(i) $\mathbf{u}$ is independent of $x_{3}$ and
(ii) $\mathbf{u} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$

Given body force $\mathbf{f}$ on $B$ and surface force $\mathbf{p}$ on $\Pi$, with $\mathbf{f}$ and $\mathbf{p}$ independent of $x_{3}$, the generalized plane strain problem consists in finding an admissible displacement field $\mathbf{u}$ which satisfies the equations of equilibrium

$$
\begin{equation*}
\left(t_{i \alpha}(\mathbf{u})\right)_{, \alpha}+f_{i}=0 \text { on } \Sigma_{1} \tag{4.2.3}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
t_{i \alpha}(\mathbf{u}) n_{\alpha}=p_{i} \text { on } \Gamma \tag{4.2.4}
\end{equation*}
$$

We note that the stress $t_{33}(\mathbf{u})$ can be determined after the displacement field $\mathbf{u}$ is found.

The generalized plane strain problem for homogeneous bodies was studied in various works (e.g., [204]).

The conditions of equilibrium for cylinder $B$ are equivalent to

$$
\begin{gather*}
\int_{\Sigma_{1}} \mathbf{f} d a+\int_{\Gamma} \mathbf{p} d s=\mathbf{0}, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s=0  \tag{4.2.5}\\
\int_{\Sigma_{1}} x_{\alpha} f_{3} d a+\int_{\Gamma} x_{\alpha} p_{3} d s=\int_{\Sigma_{1}} t_{3 \alpha}(\mathbf{u}) d a \tag{4.2.6}
\end{gather*}
$$

From Equations 4.2.3, 4.2.4, and the divergence theorem, we get

$$
\begin{aligned}
\int_{\Sigma_{1}} t_{3 \alpha}(\mathbf{u}) d a & =\int_{\Sigma_{1}}\left\{t_{3 \alpha}(\mathbf{u})+x_{\alpha}\left[\left(t_{3 \rho}(\mathbf{u})\right)_{, \rho}+f_{3}\right]\right\} d a \\
& =\int_{\Sigma_{1}}\left[\left(x_{\alpha} t_{3 \rho}(\mathbf{u})\right)_{, \rho}+x_{\alpha} f_{3}\right] d a=\int_{\Gamma} x_{\alpha} p_{3} d s+\int_{\Sigma_{1}} x_{\alpha} f_{3} d a
\end{aligned}
$$

Thus, the conditions 4.2.6 are identically satisfied.
We assume for the remainder of this chapter that $\mathbf{C} \in C^{\infty}\left(\bar{\Sigma}_{1}\right)$ and that the domain $\Sigma_{1}$ is $C^{\infty}$-smooth. Moreover, we assume that $\mathbf{f}$ and $\mathbf{p}$ belong to $C^{\infty}$.

We denote by $\mathscr{P}$ the set of all admissible displacement fields. Let $\mathbf{L}$ be the operator on $\mathscr{P}$ defined by

$$
L_{i} \mathbf{u}=-\left(C_{i \alpha k \beta} u_{k, \beta}\right)_{, \alpha}
$$

The equations of equilibrium 4.2.3 take the form

$$
\begin{equation*}
\mathbf{L} \mathbf{u}=\mathbf{f} \text { on } \Sigma_{1} \tag{4.2.7}
\end{equation*}
$$

The conditions 4.2.4 can be written as

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{p} \text { on } \Gamma \tag{4.2.8}
\end{equation*}
$$

We assume that $\mathbf{u}, \mathbf{v} \in \mathscr{P}$. By the divergence theorem, we find

$$
\begin{equation*}
\int_{\Sigma_{1}}(\mathbf{L u}) \cdot \mathbf{v} d a=2 \int_{\Sigma_{1}} \widehat{W}(\mathbf{u}, \mathbf{v}) d a-\int_{\Gamma} \mathbf{s}(\mathbf{u}) \cdot \mathbf{v} d s \tag{4.2.9}
\end{equation*}
$$

Here

$$
2 \widehat{W}(\mathbf{u}, \mathbf{v})=C_{i \alpha k \beta} e_{i \alpha}(\mathbf{u}) e_{k \beta}(\mathbf{v})
$$

is the bilinear form corresponding to the quadratic form

$$
2 \widehat{W}(\mathbf{u})=C_{i \alpha k \beta} e_{i \alpha}(\mathbf{u}) e_{k \beta}(\mathbf{u})
$$

Let $\mathbf{u}^{*}$ be a solution of the boundary-value problem 4.2.7 and 4.2.8 corresponding to $\mathbf{f}=\mathbf{0}$ and $\mathbf{p}=\mathbf{0}$. We assume that $\widehat{W}(\mathbf{u})$ is positive definite in the variables $e_{s \beta}(\mathbf{u})$. It follows from Equation 4.2 .9 that

$$
\begin{equation*}
u_{\alpha}^{*}=a_{\alpha}+\varepsilon_{\alpha \beta} b x_{\beta}, \quad u_{3}^{*}=a_{3} \tag{4.2.10}
\end{equation*}
$$

where $a_{i}$ and $b$ are arbitrary constants. Let us consider the boundary condition

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Gamma \tag{4.2.11}
\end{equation*}
$$

Following Fichera [88], a $C^{\infty}$ solution in $\Sigma_{1}$ of the boundary-value problem 4.2 .7 and 4.2 .11 exists if and only if

$$
\int_{\Sigma_{1}} \mathbf{f} \cdot \mathbf{u}^{*} d a=0
$$

for any displacement field $\mathbf{u}^{*}$ given by Equation 4.2.10. Thus, we derive the following result.

Theorem 4.2.1 Let $\mathbf{f}$ be a vector field of class $C^{\infty}$ on $\bar{\Sigma}_{1}$. The boundaryvalue problem 4.2.7 and 4.2.11 has solutions belonging to $C^{\infty}\left(\bar{\Sigma}_{1}\right)$ if and only if

$$
\begin{equation*}
\int_{\Sigma_{1}} \mathbf{f} d a=\mathbf{0}, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta} d a=0 \tag{4.2.12}
\end{equation*}
$$

It is easy to see that in the case of the boundary-value problem 4.2.7 and 4.2.8, the conditions 4.2 .12 are replaced by conditions 4.2.5.

### 4.3 Extension, Bending, and Torsion

We denote by $\mathcal{R}$ the set of all rigid displacement fields. In view of Corollary 4.1.1, we are led to seek a solution $\mathbf{u}^{0}$ of the problem of extension, bending, and torsion such that $\mathbf{u}_{, 3}^{0} \in \mathcal{R}$.

Theorem 4.3.1 Let $\mathcal{I}$ be the set of all vector fields $\mathbf{u} \in C^{1}(\bar{B}) \cap C^{2}(B)$ such that $\mathbf{u}_{, 3} \in \mathcal{R}$. Then there exists a vector field $\mathbf{u}^{0} \in \mathcal{I}$ which is solution of the problem ( $P_{1}$ ).

Proof. We consider $\mathbf{u}^{0} \in C^{1}(\bar{B}) \cap C^{2}(B)$ such that

$$
\mathbf{u}_{, 3}^{0}=\boldsymbol{\alpha}+\boldsymbol{\beta} \times \mathbf{x}
$$

where $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are constant vectors. Then we get

$$
\begin{align*}
& u_{\alpha}^{0}=-\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+w_{\alpha}  \tag{4.3.1}\\
& u_{3}^{0}=\left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+w_{3}
\end{align*}
$$

modulo a rigid displacement field. Here $\mathbf{w}$ is an arbitrary vector field independent of $x_{3}$ such that $\mathbf{w} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$, and we have used the notations $a_{\alpha}=\varepsilon_{\rho \alpha} \beta_{\rho}, a_{3}=\alpha_{3}$, and $a_{4}=\beta_{3}$. From Equation 4.3.1, we obtain

$$
\begin{aligned}
u_{k, \alpha}^{0} & =a_{\alpha} x_{3} \delta_{k 3}-a_{4} \varepsilon_{\beta \alpha} x_{3} \delta_{k \beta}+w_{k, \alpha} \\
u_{k, 3}^{0} & =\left(a_{\rho} x_{\rho}+a_{3}\right) \delta_{k 3}-\delta_{k \alpha} a_{\alpha} x_{3}-\delta_{k \alpha} a_{4} \varepsilon_{\alpha \beta} x_{\beta}
\end{aligned}
$$

The stress-displacement relations imply that

$$
\begin{equation*}
t_{i j}\left(\mathbf{u}^{0}\right)=C_{i j 33}\left(a_{\rho} x_{\rho}+a_{3}\right)-a_{4} C_{i j \alpha 3} \varepsilon_{\alpha \beta} x_{\beta}+T_{i j}(\mathbf{w}) \tag{4.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i j}(\mathbf{w})=C_{i j k \alpha} w_{k, \alpha} \tag{4.3.3}
\end{equation*}
$$

The functions $T_{i j}(\mathbf{w})$ are independent of the axial coordinate.
The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{equation*}
\left(T_{i \alpha}(\mathbf{w})\right)_{, \alpha}+g_{i}=0 \text { on } \Sigma_{1}, \quad T_{i \alpha}(\mathbf{w}) n_{\alpha}=q_{i} \text { on } \Gamma \tag{4.3.4}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{i}=a_{\rho}\left(C_{i \alpha 33} x_{\rho}\right)_{, \alpha}+a_{3} C_{i \alpha 33, \alpha}-a_{4} \varepsilon_{\rho \beta}\left(C_{i \alpha \rho 3} x_{\beta}\right)_{, \alpha} \\
& q_{i}=\left(a_{4} \varepsilon_{\rho \beta} C_{i \alpha \rho 3} x_{\beta}-a_{\rho} C_{i \alpha 33} x_{\rho}-a_{3} C_{i \alpha 33}\right) n_{\alpha} \tag{4.3.5}
\end{align*}
$$

We note that the relations 4.3.3, 4.3.4, and 4.3 .5 constitute a generalized plane strain problem. It follows from the relations 4.3 .5 and the divergence theorem that the necessary and sufficient conditions to solve this problem are satisfied for any constants $a_{1}, a_{2}, a_{3}$, and $a_{4}$. We denote by $\mathbf{w}^{(j)}$ a solution of the boundary-value problem 4.3 .4 when $a_{i}=\delta_{i j}, a_{4}=0$, and by $\mathbf{w}^{(4)} \mathrm{a}$ solution of the boundary-value problem 4.3.4 corresponding to $a_{i}=0, a_{4}=1$. We can write

$$
\begin{equation*}
\mathbf{w}=\sum_{i=1}^{4} a_{i} \mathbf{w}^{(i)} \tag{4.3.6}
\end{equation*}
$$

The functions $\mathbf{w}^{(s)}$ are characterized by the equations

$$
\begin{align*}
& \left(T_{i \alpha}\left(\mathbf{w}^{(\beta)}\right)\right)_{, \alpha}+\left(C_{i \alpha 33} x_{\beta}\right)_{, \alpha}=0, \quad(\beta=1,2) \\
& \left(T_{i \alpha}\left(\mathbf{w}^{(3)}\right)\right)_{, \alpha}+C_{i \alpha 33, \alpha}=0  \tag{4.3.7}\\
& \left(T_{i \alpha}\left(\mathbf{w}^{(4)}\right)\right)_{, \alpha}-\varepsilon_{\rho \beta}\left(C_{i \alpha \rho 3} x_{\beta}\right)_{, \alpha}=0 \text { on } \Sigma_{1}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
& T_{i \alpha}\left(\mathbf{w}^{(\beta)}\right) n_{\alpha}=-C_{i \alpha 33} x_{\beta} n_{\alpha}, \quad T_{i \alpha}\left(\mathbf{w}^{(3)}\right) n_{\alpha}=-C_{i \alpha 33} n_{\alpha} \\
& T_{i \alpha}\left(\mathbf{w}^{(4)}\right) n_{\alpha}=\varepsilon_{\rho \beta} C_{i \alpha \rho 3} x_{\beta} n_{\alpha} \text { on } \Gamma \tag{4.3.8}
\end{align*}
$$

We assume that the displacement fields $\mathbf{w}^{(s)},(s=1,2,3,4)$, are known. The vector field $\mathbf{u}^{0}$ can be written in the form

$$
\begin{equation*}
\mathbf{u}^{0}=\sum_{j=1}^{4} a_{j} \mathbf{u}^{(j)} \tag{4.3.9}
\end{equation*}
$$

where $\mathbf{u}^{(j)}$ are defined by

$$
\begin{align*}
& u_{\alpha}^{(\beta)}=-\frac{1}{2} x_{3}^{2} \delta_{\alpha \beta}+w_{\alpha}^{(\beta)}, \quad u_{3}^{(\beta)}=x_{\beta} x_{3}+w_{3}^{(\beta)}, \quad(\beta=1,2) \\
& u_{\alpha}^{(3)}=w_{\alpha}^{(3)}, \quad u_{3}^{(3)}=x_{3}+w_{3}^{(3)}, \quad u_{\alpha}^{(4)}=\varepsilon_{\beta \alpha} x_{\beta} x_{3}+w_{\alpha}^{(4)}, \quad u_{3}^{(4)}=w_{3}^{(4)} \tag{4.3.10}
\end{align*}
$$

From Equations 4.3.2 and 4.3.9, we get

$$
\begin{equation*}
t_{i j}\left(\mathbf{u}^{0}\right)=\sum_{k=1}^{4} a_{k} t_{i j}\left(\mathbf{u}^{(k)}\right) \tag{4.3.11}
\end{equation*}
$$

where

$$
\begin{align*}
& t_{i j}\left(\mathbf{u}^{(\alpha)}\right)=C_{i j 33} x_{\alpha}+T_{i j}\left(\mathbf{w}^{(\alpha)}\right) \\
& t_{i j}\left(\mathbf{u}^{(3)}\right)=C_{i j 33}+T_{i j}\left(\mathbf{w}^{(3)}\right), \quad t_{i j}\left(\mathbf{u}^{(4)}\right)=-C_{i j \alpha 3} \varepsilon_{\alpha \beta} x_{\beta}+T_{i j}\left(\mathbf{w}^{(4)}\right) \tag{4.3.12}
\end{align*}
$$

By Equations 4.3.7 and 4.3.8,

$$
\begin{equation*}
\left(t_{k i}\left(\mathbf{u}^{(j)}\right)\right)_{, k}=0 \text { on } B, \quad \mathbf{s}\left(\mathbf{u}^{(j)}\right)=\mathbf{0} \text { on } \Pi, \quad(j=1,2,3,4) \tag{4.3.13}
\end{equation*}
$$

so that $\mathbf{u}^{(j)} \in \mathscr{D}^{*},(j=1,2,3,4)$.
The conditions on the end $\Sigma_{1}$ are

$$
\begin{equation*}
R_{\alpha}\left(\mathbf{u}^{0}\right)=0, \quad R_{3}\left(\mathbf{u}^{0}\right)=F_{3}, \quad \mathbf{H}\left(\mathbf{u}^{0}\right)=\mathbf{M} \tag{4.3.14}
\end{equation*}
$$

In view of Theorem 4.1.1 and $\mathbf{u}_{, 3}^{0} \in \mathcal{R}$, we obtain

$$
R_{\alpha}\left(\mathbf{u}^{0}\right)=\varepsilon_{\beta \alpha} H_{\beta}\left(\mathbf{u}_{, 3}^{0}\right)=0
$$

so that the first two conditions 4.3 .14 are satisfied. The remaining conditions furnish the following system for the constants $a_{s},(s=1,2,3,4)$,

$$
\begin{equation*}
\sum_{i=1}^{4} D_{\alpha i}^{*} a_{i}=\varepsilon_{\alpha \beta} M_{\beta}, \quad \sum_{i=1}^{4} D_{3 i}^{*} a_{i}=-F_{3}, \quad \sum_{i=1}^{4} D_{4 i}^{*} a_{i}=-M_{3} \tag{4.3.15}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\alpha i}^{*} & =\int_{\Sigma_{1}} x_{\alpha} t_{33}\left(\mathbf{u}^{(i)}\right) d a, & D_{3 i}^{*}=\int_{\Sigma_{1}} t_{33}\left(\mathbf{u}^{(i)}\right) d a \\
D_{4 i}^{*} & =\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}\left(\mathbf{u}^{(i)}\right) d a, & (i=1,2,3,4) \tag{4.3.16}
\end{align*}
$$

The constants $D_{r s}^{*},(r, s=1,2,3,4)$, can be calculated after the displacement fields $\mathbf{w}^{(i)},(i=1,2,3,4)$, are determined. Let us prove that the system 4.3.15 can always be solved for $a_{1}, a_{2}, a_{3}$, and $a_{4}$.

By Equations 1.1.2 and 4.3.9,

$$
U\left(\mathbf{u}^{0}\right)=\frac{1}{2} \sum_{i, j=1}^{4}\left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(j)}\right\rangle a_{i} a_{j}
$$

Since $\mathbf{C}$ is positive definite and $\mathbf{u}^{(i)}$ is not a rigid displacement, we find that

$$
\begin{equation*}
\operatorname{det}\left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(j)}\right\rangle \neq 0 \tag{4.3.17}
\end{equation*}
$$

We note that $\mathbf{u}^{(i)} \in \mathscr{D}^{*},(i=1,2,3,4)$. It follows from Equations 4.3.10, 4.3.12, 1.1.16, and 1.1.17 that

$$
\begin{aligned}
& \left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(\alpha)}\right\rangle=\frac{1}{2} h^{2} R_{\alpha}\left(\mathbf{u}^{(i)}\right)+h D_{\alpha i}^{*} \\
& \left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(3)}\right\rangle=h D_{3 i}^{*}, \quad\left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(4)}\right\rangle=h D_{4 i}^{*}, \quad(i=1,2,3,4)
\end{aligned}
$$

Since $\mathbf{u}^{(i)} \in \mathscr{D}^{*}$ and $\mathbf{u}_{, 3}^{(i)} \in \mathcal{R}$, by Theorem 4.1.1, we have $R_{\alpha}\left(\mathbf{u}^{(i)}\right)=0,(i=$ $1,2,3,4)$. Thus, we obtain

$$
\begin{equation*}
\left\langle\mathbf{u}^{(i)}, \mathbf{u}^{(j)}\right\rangle=h D_{j i}^{*} \tag{4.3.18}
\end{equation*}
$$

From relations 4.3.17 and 4.3.18, we find

$$
\begin{equation*}
\operatorname{det}\left(D_{r s}^{*}\right) \neq 0 \tag{4.3.19}
\end{equation*}
$$

so that the system 4.3 .15 uniquely determines the constants $a_{i},(i=1,2,3,4)$. Thus, we have proved that the constants $a_{s},(s=1,2,3,4)$, and the vector field $\mathbf{w}$ can be determined so that $\mathbf{u}^{0} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$.

Remark. Theorem 4.3.1 offers a constructive procedure to obtain a solution of the problem $\left(P_{1}\right)$ for anisotropic elastic bodies. This solution is given by Equations 4.3 .9 and 4.3 .10 where the vector fields $\mathbf{w}^{(j)},(j=1,2,3,4)$, are characterized by the boundary-value problems 4.3 .7 and 4.3.8, and the constants $a_{s},(s=1,2,3,4)$, are determined by Equations 4.3.15.

### 4.4 Flexure of Anisotropic Cylinders

The flexure problem consists in finding an equilibrium displacement field $\mathbf{u}$ that satisfies the conditions

$$
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad R_{\alpha}(\mathbf{u})=F_{\alpha}, \quad R_{3}(\mathbf{u})=0, \quad \mathbf{H}(\mathbf{u})=\mathbf{0}
$$

We denote by $\widehat{a}$ the four-dimensional vector $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$. We shall write $\mathbf{u}^{0}\{\widehat{a}\}$ for the displacement vector $\mathbf{u}^{0}$ defined by Equation 4.3.9, indicating
thus its dependence on the constants $a_{1}, a_{2}, a_{3}$, and $a_{4}$. In view of Corollaries 4.1.1 and 4.1.2 and Theorem 4.3.1, it is natural to seek a solution of the flexure problem in the form

$$
\begin{equation*}
\mathbf{u}=\int_{0}^{x_{3}} \mathbf{u}^{0}\{\widehat{b}\} d x_{3}+\mathbf{u}^{0}\{\widehat{c}\}+\mathbf{w}^{\prime} \tag{4.4.1}
\end{equation*}
$$

where $\widehat{b}=\left(b_{1}, b_{2}, b_{3}, b_{4}\right)$ and $\widehat{c}=\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$ are two constant fourdimensional vectors, and $\mathbf{w}^{\prime}$ is a vector field independent of $x_{3}$ such that $\mathbf{w}^{\prime} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$.

Theorem 4.4.1 Let $Y$ be the set of all vector fields of the form 4.4.1. Then there exists a vector field $\mathbf{u}^{\prime} \in Y$ which is solution of the flexure problem.

Proof. We have to prove that the vector field $\mathbf{w}^{\prime}$ and the constants $b_{i}, c_{i},(i=$ $1,2,3,4)$, can be determined so that $\mathbf{u}^{\prime} \in K_{I I}\left(F_{1}, F_{2}\right)$. First, we determine the vector $\widehat{b}$. If $\mathbf{u}^{\prime} \in K_{I I}\left(F_{1}, F_{2}\right)$, then by Corollary 4.1.2 and Equation 4.4.1,

$$
\begin{equation*}
\mathbf{u}^{0}\{\widehat{b}\} \in K_{I}\left(0, F_{2},-F_{1}, 0\right) \tag{4.4.2}
\end{equation*}
$$

By Equations 4.3.15 and 4.4.2, we find that

$$
\begin{align*}
& \sum_{i=1}^{4} D_{\alpha i}^{*} b_{i}=-F_{\alpha}  \tag{4.4.3}\\
& \sum_{i=1}^{4} D_{3 i}^{*} b_{i}=0, \quad \sum_{i=1}^{4} D_{4 i}^{*} b_{i}=0
\end{align*}
$$

From the system 4.4.3, we can determine $b_{1}, b_{2}, b_{3}$, and $b_{4}$.
It follows from Equations 4.3.9, 4.3.10, and 4.4.1 that

$$
\begin{align*}
u_{\alpha}^{\prime}= & -\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{2} c_{\alpha} x_{3}^{2}-\frac{1}{2} b_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}^{2}-c_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3} \\
& +\sum_{j=1}^{4}\left(c_{j}+x_{3} b_{j}\right) w_{\alpha}^{(j)}+w_{\alpha}^{\prime}  \tag{4.4.4}\\
u_{3}^{\prime}= & \frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}+\sum_{j=1}^{4}\left(c_{j}+x_{3} b_{j}\right) w_{3}^{(j)}+w_{3}^{\prime}
\end{align*}
$$

By Equations 1.1.2 and 4.3.12, we obtain

$$
\begin{equation*}
t_{r s}\left(\mathbf{u}^{\prime}\right)=\sum_{i=1}^{4}\left(c_{i}+x_{3} b_{i}\right) t_{r s}\left(\mathbf{u}^{(i)}\right)+T_{r s}\left(\mathbf{w}^{\prime}\right)+k_{r s} \tag{4.4.5}
\end{equation*}
$$

where

$$
k_{i j}=\sum_{r=1}^{4} C_{i j k 3} b_{r} w_{k}^{(r)}
$$

If we substitute Equation 4.4.5 into equations of equilibrium, then we find, with the aid of Equation 4.3.13, that

$$
\begin{equation*}
\left(T_{i \alpha}\left(\mathbf{w}^{\prime}\right)\right)_{, \alpha}+f_{i}^{\prime}=0 \text { on } \Sigma_{1} \tag{4.4.6}
\end{equation*}
$$

where

$$
f_{i}^{\prime}=k_{i \alpha, \alpha}+\sum_{j=1}^{4} b_{j} t_{i 3}\left(\mathbf{u}^{(j)}\right)
$$

With the help of Equations 4.3.13, the conditions on the lateral boundary reduce to

$$
\begin{equation*}
T_{i \alpha}\left(\mathbf{w}^{\prime}\right) n_{\alpha}=p_{i}^{\prime} \text { on } \Gamma \tag{4.4.7}
\end{equation*}
$$

where $p_{i}^{\prime}=-k_{i \alpha} n_{\alpha}$. The relations 4.4.6 and 4.4.7 constitute a generalized plane strain problem. The necessary and sufficient conditions for the existence of a solution of this problem are

$$
\int_{\Sigma_{1}} f_{i}^{\prime} d a+\int_{\Gamma} p_{i}^{\prime} d s=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{\prime} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{\prime} d s=0
$$

We can verify that these conditions become

$$
\begin{equation*}
\sum_{j=1}^{4} b_{j} \int_{\Sigma_{1}} t_{i 3}\left(\mathbf{u}^{(j)}\right) d a=0, \quad \sum_{j=1}^{4} b_{j} \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{\beta 3}\left(\mathbf{u}^{(j)}\right) d a=0 \tag{4.4.8}
\end{equation*}
$$

It follows from Equation 4.4.3 and $R_{\alpha}\left(\mathbf{u}^{(j)}\right)=0,(j=1,2,3,4)$, that the conditions 4.4.8 are satisfied. In what follows, we assume that the displacement field $\mathbf{w}^{\prime}$ is known.

Since $H_{\alpha}\left(\mathbf{u}_{, 3}^{\prime}\right)=\varepsilon_{\alpha \beta} R_{\beta}\left(\mathbf{u}^{\prime}\right)$ and $\mathbf{u}_{, 3}^{\prime} \in K_{I}\left(0, F_{2},-F_{1}, 0\right)$, it follows that $R_{\alpha}\left(\mathbf{u}^{\prime}\right)=F_{\alpha}$. The conditions $R_{3}\left(\mathbf{u}^{\prime}\right)=0, \mathbf{H}\left(\mathbf{u}^{\prime}\right)=\mathbf{0}$ are satisfied if and only if

$$
\begin{equation*}
\sum_{j=1}^{4} D_{i j}^{*} c_{j}=A_{i}, \quad(i=1,2,3,4) \tag{4.4.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{\alpha}=-\int_{\Sigma_{1}} x_{\alpha}\left[k_{33}+T_{33}\left(\mathbf{w}^{\prime}\right)\right] d a, \quad A_{3}=-\int_{\Sigma_{1}}\left[k_{33}+T_{33}\left(\mathbf{w}^{\prime}\right)\right] d a \\
& A_{4}=-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[k_{\beta 3}+T_{\beta 3}(\mathbf{w})\right]
\end{aligned}
$$

On the basis of relation 4.3.19, the system 4.4.9 can always be solved for $c_{1}, c_{2}, c_{3}$, and $c_{4}$. Thus, if $\widehat{b}$ and $\widehat{c}$ are defined by Equations 4.4.3 and 4.4.9, respectively, and the displacement field $\mathbf{w}^{\prime}$ is characterized by the generalized plane strain problem 4.4.6 and 4.4.7, then the displacement field $\mathbf{u}^{\prime}$ defined by Equations 4.4.4 is a solution of the flexure problem.

We have obtained the system 4.4.9 from the conditions $R_{3}\left(\mathbf{u}^{\prime}\right)=0$, $\mathbf{H}\left(\mathbf{u}^{\prime}\right)=\mathbf{0}$. If we replace these conditions by $R_{3}\left(\mathbf{u}^{\prime}\right)=F_{3}, \mathbf{H}\left(\mathbf{u}^{\prime}\right)=\mathbf{M}$, then we arrive at

$$
\begin{align*}
& \sum_{i=1}^{4} D_{\alpha i}^{*} c_{i}=\varepsilon_{\alpha \beta} M_{\beta}+A_{\alpha} \\
& \sum_{i=1}^{4} D_{3 i}^{*} c_{i}=A_{3}-F_{3}, \quad \sum_{i=1}^{4} D_{4 i}^{*} c_{i}=A_{4}-M_{3} \tag{4.4.10}
\end{align*}
$$

If $\widehat{b}$ is defined by Equation 4.4.3, $\widehat{c}$ is defined by Equation 4.4.10, and $\mathbf{w}^{\prime}$ is characterized by the boundary-value problem 4.4.6 and 4.4.7, then $\mathbf{u}^{\prime} \in K(\mathbf{F}, \mathbf{M})$.

### 4.5 Minimum Energy Characterizations of Solutions

In this section, we present minimum strain-energy characterizations of the solutions obtained in Sections 4.3 and 4.4. Similar results for homogeneous and isotropic bodies were given by Sternberg and Knowles [322].

We denote by $Q_{I}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{gather*}
{\left[t_{3 i}(\mathbf{u})\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 i}(\mathbf{u})\right]\left(x_{1}, x_{2}, h\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}} \\
R_{\alpha}(\mathbf{u})=0, \quad R_{3}(\mathbf{u})=F_{3}, \quad \mathbf{H}(\mathbf{u})=\mathbf{M}  \tag{4.5.1}\\
\mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi
\end{gather*}
$$

Theorem 4.5.1 Let $\mathbf{u}^{0}$ be the solution 4.3 .9 of the problem $\left(P_{1}\right)$ corresponding to the scalar load $F_{3}$ and the moment $\mathbf{M}$. Then

$$
U\left(\mathbf{u}^{0}\right) \leq U(\mathbf{u})
$$

for every $\mathbf{u} \in Q_{I}$, and equality holds only if $\mathbf{u}=\mathbf{u}^{0}$ modulo a rigid displacement.

Proof. Let $\mathbf{u} \in Q_{I}$ and define

$$
\mathbf{v}=\mathbf{u}-\mathbf{u}^{0}
$$

Then $\mathbf{v}$ is an equilibrium displacement field that satisfies

$$
\begin{gather*}
{\left[t_{3 i}(\mathbf{v})\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 i}(\mathbf{v})\right]\left(x_{1}, x_{2}, h\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}} \\
\mathbf{s}(\mathbf{v})=\mathbf{0} \text { on } \Pi, \quad \mathbf{R}(\mathbf{v})=\mathbf{0}, \quad \mathbf{H}(\mathbf{v})=\mathbf{0} \tag{4.5.2}
\end{gather*}
$$

From Equations 1.1.12 and 1.1.13, we obtain

$$
U(\mathbf{u})=U(\mathbf{v})+U\left(\mathbf{u}^{0}\right)+\left\langle\mathbf{v}, \mathbf{u}^{0}\right\rangle
$$

If we apply Equations 1.1.16 and 1.1.17, then we conclude, with the aid of Equations 4.3.9, 4.3.10, and 4.5.2, that

$$
\begin{aligned}
\left\langle\mathbf{v}, \mathbf{u}^{0}\right\rangle= & \int_{\Sigma_{2}} t_{3 i}(\mathbf{v}) u_{i}^{0} d a-\int_{\Sigma_{1}} t_{3 i}(\mathbf{v}) u_{i}^{0} d a=-\frac{1}{2} h^{2} a_{\alpha} R_{\alpha}(\mathbf{v}) \\
& +h\left[\varepsilon_{\alpha \beta} a_{\alpha} H_{\beta}(\mathbf{v})-a_{3} R_{3}(\mathbf{v})-a_{4} H_{3}(\mathbf{v})\right]=0
\end{aligned}
$$

We can write

$$
U(\mathbf{u})=U(\mathbf{v})+U\left(\mathbf{u}^{0}\right)
$$

Thus $U(\mathbf{u}) \geq U\left(\mathbf{u}^{0}\right)$, and $U(\mathbf{u})=U\left(\mathbf{u}^{0}\right)$ only if $\mathbf{v}$ is a rigid displacement.
We denote by $Q_{I I}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{gather*}
\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B), \quad \mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi, \quad R_{\alpha}(\mathbf{u})=F_{\alpha}  \tag{4.5.3}\\
{\left[t_{3 i}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 i}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}}
\end{gather*}
$$

Theorem 4.5.2 Let $\mathbf{u}^{\prime}$ be the solution 4.4.4 of the flexure problem corresponding to the loads $F_{1}$ and $F_{2}$. Then

$$
U\left(\mathbf{u}_{, 3}^{\prime}\right) \leq U\left(\mathbf{u}_{, 3}\right)
$$

for every $\mathbf{u} \in Q_{I I}$, and equality holds only if $\mathbf{u}_{, 3}=\mathbf{u}_{, 3}^{\prime}$ (modulo a rigid displacement).

Proof. We consider $\mathbf{u} \in Q_{I I}$. Since $\mathbf{u}^{\prime} \in Q_{I I}$ it follows that the field

$$
\mathbf{v}=\mathbf{u}-\mathbf{u}^{\prime}
$$

is an equilibrium displacement field that satisfies

$$
\begin{align*}
& \mathbf{v}, 3 \in C^{1}(\bar{B}) \cap C^{2}(B), \quad \mathbf{s}(\mathbf{v})=\mathbf{0} \text { on } \Pi, \quad R_{\alpha}(\mathbf{v})=0  \tag{4.5.4}\\
& {\left[t_{3 \beta}(\mathbf{v}, 3)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 \beta}(\mathbf{v}, 3)\right]\left(x_{1}, x_{2}, h\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}}
\end{align*}
$$

With the help of Equations 1.1.12 and 4.4.1 and Theorem 4.3.1, we find

$$
U\left(\mathbf{u}_{, 3}\right)=U\left(\mathbf{v}_{, 3}+\mathbf{u}_{, 3}^{\prime}\right)=U\left(\mathbf{v}_{, 3}+\mathbf{u}^{0}\{\widehat{b}\}\right)=U\left(\mathbf{v}_{, 3}\right)+U\left(\mathbf{u}_{, 3}^{\prime}\right)+\left\langle\mathbf{v}_{, 3}, \mathbf{u}^{0}\{\widehat{b}\}\right\rangle
$$

By Equations 4.3.9, 1.1.16, 1.1.17, and 4.5.4,

$$
\begin{aligned}
\left\langle\mathbf{v}, 3, \mathbf{u}^{0}\{\widehat{b}\}\right\rangle= & -\frac{1}{2} b_{\alpha} h^{2} R_{\alpha}\left(\mathbf{v}_{, 3}\right)+h\left[b_{1} H_{2}\left(\mathbf{v}_{, 3}\right)\right. \\
& \left.-b_{2} H_{1}\left(\mathbf{v}_{, 3}\right)-b_{3} R_{3}\left(\mathbf{v}_{, 3}\right)-b_{4} H_{3}\left(\mathbf{v}_{, 3}\right)\right]
\end{aligned}
$$

In view of Theorem 4.1.1 and Equations 4.5.4, we conclude that $\left\langle\mathbf{v}, 3, \mathbf{u}^{0}\{\widehat{b}\}\right\rangle=0$. We find that

$$
U\left(\mathbf{u}_{, 3}\right)=U\left(\mathbf{v}_{, 3}\right)+U\left(\mathbf{u}_{, 3}^{\prime}\right)
$$

The desired conclusion is now immediate.

### 4.6 Global Strain Measures

Truesdell's problem as formulated in Section 1.9 can be set also for anisotropic bodies. Thus we are led to the following problem: to define the functionals $\tau_{i}(\cdot),(i=1,2,3,4)$, on $K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ such that

$$
\begin{align*}
& \sum_{j=1}^{4} D_{\alpha j}^{*} \tau_{j}(\mathbf{u})=\varepsilon_{\alpha \beta} M_{\beta} \\
& \sum_{j=1}^{4} D_{3 j}^{*} \tau_{j}(\mathbf{u})=-F_{3}, \quad \sum_{j=1}^{4} D_{4 j}^{*} \tau_{j}(\mathbf{u})=-M_{3} \tag{4.6.1}
\end{align*}
$$

hold for each $\mathbf{u} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$. We consider the set $Q_{I}$ of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions 4.5.1. Clearly, if $\mathbf{u} \in Q_{I}$ then $\mathbf{u} \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$. In view of Theorem 4.5.1, we are led to consider the real function $f$ of the variables $\xi_{1}, \xi_{2}, \xi_{3}$, and $\xi_{4}$ defined by

$$
f=\left\|\mathbf{u}-\sum_{j=1}^{4} \xi_{j} \mathbf{u}^{(j)}\right\|_{e}^{2}
$$

where $\mathbf{u} \in Q_{I}$ and $\mathbf{u}^{(j)},(j=1,2,3,4)$, are given by Equations 4.3.10. By Equation 4.3.18,

$$
f=h \sum_{i, j=1}^{4} D_{i j}^{*} \xi_{i} \xi_{j}-2 \sum_{i=1}^{4} \xi_{i}\left\langle\mathbf{u}, \mathbf{u}^{(i)}\right\rangle+\|\mathbf{u}\|_{e}^{2}
$$

Since the matrix $\left(D_{i j}^{*}\right),(i, j=1,2,3,4)$, is positive definite, $f$ will be a minimum at $\left(\alpha_{1}(\mathbf{u}), \alpha_{2}(\mathbf{u}), \alpha_{3}(\mathbf{u}), \alpha_{4}(\mathbf{u})\right)$ if and only if $\left(\alpha_{1}(\mathbf{u}), \alpha_{2}(\mathbf{u}), \alpha_{3}(\mathbf{u}), \alpha_{4}(\mathbf{u})\right)$ is the solution of the following system of equations

$$
\begin{equation*}
h \sum_{j=1}^{4} D_{i j}^{*} \alpha_{j}(\mathbf{u})=\left\langle\mathbf{u}, \mathbf{u}^{(i)}\right\rangle, \quad(i=1,2,3,4) \tag{4.6.2}
\end{equation*}
$$

From Equations 4.3.18, 1.1.16, 1.1.17, and 4.5.1, we obtain

$$
\begin{aligned}
\left\langle\mathbf{u}, \mathbf{u}^{(1)}\right\rangle & =\int_{\partial B} \mathbf{s}(\mathbf{u}) \cdot \mathbf{u}^{(1)} d a=h \int_{\Sigma_{2}} x_{1} t_{33}(\mathbf{u}) d a-\frac{1}{2} h^{2} \int_{\Sigma_{1}} t_{31}(\mathbf{u}) d a \\
& =-\frac{1}{2} h^{2} R_{1}(\mathbf{u})+h H_{2}(\mathbf{u})=h H_{2}(\mathbf{u})
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
\left\langle\mathbf{u}, \mathbf{u}^{(\alpha)}\right\rangle=h \varepsilon_{\alpha \beta} H_{\beta}(u), \quad\left\langle\mathbf{u}, \mathbf{u}^{(3)}\right\rangle=-R_{3}(\mathbf{u}), \quad\left\langle\mathbf{u}, \mathbf{u}^{(4)}\right\rangle=-H_{3}(\mathbf{u}) \tag{4.6.3}
\end{equation*}
$$

It follows from Equations 4.6.1, 4.6.2, and 4.6.3 that $\tau_{i}(\mathbf{u})=\alpha_{i}(\mathbf{u})$, $(i=1,2,3,4)$, for each $\mathbf{u} \in Q_{I}$.

On the other hand, by Equation 1.1.16 we find

$$
\begin{equation*}
\left\langle\mathbf{u}, \mathbf{u}^{(r)}\right\rangle=A_{r}(\mathbf{u}), \quad(r=1,2,3,4) \tag{4.6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{r}(\mathbf{u})=\int_{\Sigma_{2}} t_{3 i}\left(\mathbf{u}^{(r)}\right) u_{i} d a-\int_{\Sigma_{1}} t_{3 i}\left(\mathbf{u}^{(r)}\right) u_{i} d a \tag{4.6.5}
\end{equation*}
$$

From Equations 4.6.2 and 4.6.4, we get

$$
\begin{equation*}
\sum_{j=1}^{4} D_{i j}^{*} \tau_{j}(\mathbf{u})=\frac{1}{2} A_{i}(\mathbf{u}), \quad(i=1,2,3,4) \tag{4.6.6}
\end{equation*}
$$

The system 4.6.6 defines $\tau_{i}(\mathbf{u}),(i=1,2,3,4)$, for every displacement field $\mathbf{u} \in Q_{I}$.

Truesdell's problem can be set also for the flexure of anisotropic cylinders: to define the functionals $\gamma_{i}(\cdot),(i=1,2,3,4)$, on $K_{I I}\left(F_{1}, F_{2}\right)$ such that

$$
\begin{equation*}
\sum_{i=1}^{4} D_{\alpha i}^{*} \gamma_{i}(\mathbf{u})=-F_{i}, \quad \sum_{i=1}^{4} D_{3 i}^{*} \gamma_{i}(\mathbf{u})=0, \quad \sum_{i=1}^{4} D_{4 i}^{*} \gamma_{i}(\mathbf{u})=0 \tag{4.6.7}
\end{equation*}
$$

hold for each $\mathbf{u} \in K_{I I}\left(F_{1}, F_{2}\right)$.
We denote by $\mathcal{H}$ the set of all equilibrium displacement fields $\mathbf{u}$ that satisfy the conditions

$$
\begin{gather*}
\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B), \quad \mathbf{s}(\mathbf{u})=\mathbf{0} \text { on } \Pi \\
R_{\alpha}(\mathbf{u})=F_{\alpha}, \quad R_{3}(\mathbf{u})=0, \quad \mathbf{H}(\mathbf{u})=\mathbf{0}  \tag{4.6.8}\\
{\left[t_{3 i}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 i}\left(\mathbf{u}_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}}
\end{gather*}
$$

If $\mathbf{u} \in \mathcal{H}$ then $\mathbf{u} \in K_{I I}\left(F_{1}, F_{2}\right)$. Let $g$ be the real function of the variables $\zeta_{i}$, ( $i=1,2,3,4$ ), defined by

$$
g=\left\|\mathbf{u}_{, 3}-\sum_{i=1}^{4} \zeta_{i} \mathbf{u}^{(i)}\right\|_{e}^{2}
$$

where $\mathbf{u} \in \mathcal{H}$ and $\mathbf{u}^{(i)},(i=1,2,3,4)$, are given by Equations 4.3.10. Clearly, $g$ will be a minimum at $\left(\beta_{1}(\mathbf{u}), \beta_{2}(\mathbf{u}), \beta_{3}(\mathbf{u}), \beta_{4}(\mathbf{u})\right)$ if and only if $\left(\beta_{1}(\mathbf{u}), \beta_{2}(\mathbf{u})\right.$, $\left.\beta_{3}(\mathbf{u}), \beta_{4}(\mathbf{u})\right)$ is the solution of the following system of equations

$$
\begin{equation*}
h \sum_{j=1}^{4} D_{i j}^{*} \beta_{j}(\mathbf{u})=\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(i)}\right\rangle, \quad(i=1,2,3,4) \tag{4.6.9}
\end{equation*}
$$

Let us prove that $\beta_{i}(\mathbf{u})=\gamma_{i}(\mathbf{u}),(i=1,2,3,4)$, for every $\mathbf{u} \in \mathcal{H}$. By Equations 4.3.10, 1.1.16, and 4.6.8, we obtain

$$
\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(1)}\right\rangle=\int_{\partial B} \mathbf{s}\left(\mathbf{u}_{, 3}\right) \cdot \mathbf{u}^{(1)} d a=-\frac{1}{2} h^{2} R_{1}\left(\mathbf{u}_{, 3}\right)+h H_{2}\left(\mathbf{u}_{, 3}\right)
$$

With the help of Theorem 4.1.1, we get

$$
\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(1)}\right\rangle=-h R_{1}(\mathbf{u})
$$

Similarly,

$$
\begin{equation*}
\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(\alpha)}\right\rangle=-h R_{\alpha}(\mathbf{u}), \quad\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(2+\alpha)}\right\rangle=0, \quad(\alpha=1,2) \tag{4.6.10}
\end{equation*}
$$

It follows from Equations 4.6.7 and 4.6.9 that $\gamma_{i}(\mathbf{u})=\beta_{i}(\mathbf{u}),(i=1,2,3,4)$, for any $\mathbf{u} \in \mathcal{H}$. By Equation 1.1.16, we obtain

$$
\begin{equation*}
\left\langle\mathbf{u}_{, 3}, \mathbf{u}^{(i)}\right\rangle=B_{i}(\mathbf{u}), \quad(i=1,2,3,4) \tag{4.6.11}
\end{equation*}
$$

where

$$
B_{j}(\mathbf{u})=\int_{\Sigma_{2}} t_{3 i}\left(\mathbf{u}^{(j)}\right) u_{i, 3} d a-\int_{\Sigma_{1}} t_{3 i}\left(\mathbf{u}^{(j)}\right) u_{i, 3} d a
$$

Thus, from Equations 4.6.9 and 4.6.11, we conclude that

$$
\sum_{j=1}^{4} D_{i j}^{*} \gamma_{j}(\mathbf{u})=\frac{1}{h} B_{i}(\mathbf{u}), \quad(i=1,2,3,4)
$$

for each $\mathbf{u} \in \mathcal{H}$. This system defines $\gamma_{i}(\cdot)$ on the subclass $\mathcal{H}$ of solutions to the flexure problem.

### 4.7 Problem of Loaded Cylinders

In the first part of this section, we consider the Almansi-Michell problem. It is easy to verify that Theorem 2.4.1 also remains valid for anisotropic bodies where the elasticity field is independent of the axial coordinate. As in Section 2.4, we are led to consider the set $V$ of all vector fields of the form

$$
\begin{equation*}
\int_{0}^{x_{3}} \int_{0}^{x_{3}} \mathbf{u}^{0}\{\widehat{b}\} d x_{3} d x_{3}+\int_{0}^{x_{3}} \mathbf{u}^{0}\{\widehat{c}\} d x_{3}+\mathbf{u}^{0}\{\widehat{d}\}+x_{3} \mathbf{w}^{\prime}+\mathbf{w}^{\prime \prime} \tag{4.7.1}
\end{equation*}
$$

where $\widehat{b}, \widehat{c}$, and $\widehat{d}$ are four-dimensional constant vectors, and $\mathbf{w}^{\prime}$ and $\mathbf{w}^{\prime \prime}$ are vector fields independent of $x_{3}$ such that $\mathbf{w}^{\prime}, \mathbf{w}^{\prime \prime} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$. Here $\mathbf{u}^{0}\{\widehat{a}\}$ is defined by Equation 4.3.9. We assume that the body force and surface force belong to $C^{\infty}$.

Theorem 4.7.1 Let $B$ be anisotropic and assume that the elasticity field is independent of the axial coordinate. Then there exists a vector field $\mathbf{u}^{\prime \prime} \in V$ such that $\mathbf{u}^{\prime \prime} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$.

Proof. If $\mathbf{u}^{\prime \prime} \in V$ and $\mathbf{u}^{\prime \prime} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$, then by Theorems 2.4.2 and 4.3.1 and Equation 4.7.1,

$$
\int_{0}^{x_{3}} \mathbf{u}^{0}\{\widehat{b}\} d x_{3}+\mathbf{u}^{0}\{\widehat{c}\}+\mathbf{w}^{\prime} \in K(\mathbf{P}, \mathbf{Q})
$$

where $\mathbf{P}$ and $\mathbf{Q}$ are defined by Equation 2.4.3. From Equations 4.4.3 and 4.4.6, we find that $\widehat{b}$ is given by

$$
\begin{align*}
& \sum_{i=1}^{4} D_{\alpha i}^{*} b_{i}=-\int_{\Sigma_{1}} G_{\alpha} d a-\int_{\Gamma} p_{\alpha} d s  \tag{4.7.2}\\
& \sum_{i=1}^{4} D_{3 i}^{*} b_{i}=0, \quad \sum_{i=1}^{4} D_{4 i}^{*} b_{i}=0
\end{align*}
$$

and $\mathbf{w}^{\prime}$ is characterized by

$$
\begin{align*}
& \left(T_{i \alpha}\left(\mathbf{w}^{\prime}\right)\right)_{, \alpha}+\sum_{r=1}^{4} b_{r}\left[\left(C_{i \alpha k 3} w_{k}^{(r)}\right)_{, \alpha}+t_{i 3}\left(\mathbf{u}^{(r)}\right)\right]=0 \text { on } \Sigma_{1} \\
& T_{i \alpha}\left(\mathbf{w}^{\prime}\right) n_{\alpha}=-\sum_{r=1}^{4} C_{i \alpha k 3} b_{r} w_{k}^{(r)} n_{\alpha} \text { on } \Gamma \tag{4.7.3}
\end{align*}
$$

In view of Equation 4.4.10, the vector $\widehat{c}$ is determined by

$$
\begin{equation*}
\sum_{j=1}^{4} D_{i j}^{*} c_{j}=C_{i}, \quad(i=1,2,3,4) \tag{4.7.4}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\alpha} & =-\int_{\Gamma} x_{\alpha} p_{3} d s-\int_{\Sigma_{1}} x_{\alpha} G_{3} d a-F_{\alpha}-\int_{\Sigma_{1}} x_{\alpha}\left[k_{33}+T_{33}\left(\mathbf{w}^{\prime}\right)\right] d a \\
C_{3} & =-\int_{\Gamma} p_{3} d s-\int_{\Sigma_{1}} G_{3} d a-\int_{\Sigma_{1}}\left[k_{33}+T_{33}\left(\mathbf{w}^{\prime}\right)\right] d a \\
C_{4} & =-\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha \beta}\left[k_{\beta 3}+T_{\beta 3}\left(\mathbf{w}^{\prime}\right)\right] d a \\
k_{i j} & =\sum_{r=1}^{4} C_{i j k 3} b_{r} w_{k}^{(r)}
\end{aligned}
$$

From Equations 4.3.9, 4.3.10, and 4.7.1, we get

$$
\begin{aligned}
u_{\alpha}^{\prime \prime}= & -\frac{1}{24} b_{\alpha} x_{3}^{4}-\frac{1}{6} c_{\alpha} x_{3}^{3}-\frac{1}{2} d_{\alpha} x_{3}^{2}-\varepsilon_{\alpha \beta} x_{\beta}\left(\frac{1}{6} b_{4} x_{3}^{3}+\frac{1}{2} c_{4} x_{3}^{2}+d_{4} x_{3}\right) \\
& +\sum_{j=1}^{4}\left(d_{j}+c_{j} x_{3}+\frac{1}{2} b_{j} x_{3}^{2}\right) w_{\alpha}^{(j)}+x_{3} w_{\alpha}^{\prime}+w_{\alpha}^{\prime \prime}
\end{aligned}
$$

$$
\begin{align*}
u_{3}^{\prime \prime}= & \frac{1}{6}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{3}+\frac{1}{2}\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}^{2}+\left(d_{\rho} x_{\rho}+d_{3}\right) x_{3} \\
& +\sum_{j=1}^{4}\left(d_{j}+c_{j} x_{3}+\frac{1}{2} b_{j} x_{3}^{2}\right) w_{3}^{(j)}+x_{3} w_{3}^{\prime}+w_{3}^{\prime \prime} \tag{4.7.5}
\end{align*}
$$

By Equations 1.1.2, 4.3.12, and 4.7.5,

$$
\begin{align*}
t_{i j}\left(\mathbf{u}^{\prime \prime}\right)= & \sum_{r=1}^{4}\left(d_{r}+c_{r} x_{3}+\frac{1}{2} b_{r} x_{3}^{2}\right) t_{i j}\left(\mathbf{u}^{(r)}\right)+x_{3} k_{i j}+k_{i j}^{\prime} \\
& +T_{i j}\left(\mathbf{w}^{\prime \prime}\right)+x_{3} T_{i j}\left(\mathbf{w}^{\prime}\right) \tag{4.7.6}
\end{align*}
$$

where

$$
k_{i j}^{\prime}=C_{i j k 3} w_{k}^{\prime}+\sum_{s=1}^{4} c_{s} C_{i j k 3} w_{k}^{(s)}
$$

The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{align*}
\left(T_{i \alpha}\left(\mathbf{w}^{\prime \prime}\right)\right)_{, \alpha}+h_{i} & =0 \text { on } \Sigma_{1} \\
T_{i \alpha}\left(\mathbf{w}^{\prime \prime}\right) n_{\alpha} & =q_{i} \text { on } \Gamma \tag{4.7.7}
\end{align*}
$$

where

$$
\begin{aligned}
& h_{i}=G_{i}+k_{i \alpha, \alpha}^{\prime}+T_{i 3}\left(\mathbf{w}^{\prime}\right)+k_{i 3}+\sum_{r=1}^{4} c_{r} t_{i 3}\left(\mathbf{u}^{(r)}\right) \\
& q_{i}=p_{i}-k_{i \alpha}^{\prime} n_{\alpha}
\end{aligned}
$$

Using the divergence theorem, we find that

$$
\begin{aligned}
& \int_{\Sigma_{1}} h_{i} d a+\int_{\Gamma} q_{i} d s=\int_{\Sigma_{1}} G_{i} d a+\int_{\Gamma} p_{i} d s-R_{i}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)=P_{i}-R_{i}\left(\mathbf{u}_{, 3}^{\prime \prime}\right) \\
& \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} h_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} q_{\beta} d s= \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a+\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d a \\
&-H_{3}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)=Q_{3}-H_{3}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)
\end{aligned}
$$

The conditions

$$
R_{i}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)=P_{i}, \quad H_{3}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)=Q_{3}
$$

were used to obtain Equations 4.7.2 and 4.7.4.
We conclude that the necessary and sufficient conditions for the existence of a solution of the boundary-value problem 4.7.7 are satisfied.

From Equations 4.7.4 and 4.7.6, we obtain

$$
\begin{align*}
H_{\alpha}\left(\mathbf{u}_{, 3}^{\prime \prime}\right) & =\varepsilon_{\beta \alpha}\left(\sum_{i=1}^{4} D_{\beta i}^{*} c_{i}+\int_{\Sigma_{1}} x_{\beta}\left[k_{33}+T_{33}\left(\mathbf{w}^{\prime}\right)\right] d a\right)  \tag{4.7.8}\\
& =\varepsilon_{\beta \alpha}\left(\int_{\Gamma} x_{\beta} p_{3} d s+\int_{\Sigma_{1}} x_{\beta} G_{3} d a\right)+\varepsilon_{\alpha \beta} F_{\beta}
\end{align*}
$$

With the help of Theorem 2.4.1, we get

$$
\begin{equation*}
H_{\alpha}\left(\mathbf{u}_{, 3}^{\prime \prime}\right)=\varepsilon_{\alpha \beta}\left(\int_{\Gamma} x_{\beta} p_{3} d s+\int_{\Sigma_{1}} x_{\beta} G_{3} d a\right)+\varepsilon_{\alpha \beta} R_{\beta}\left(\mathbf{u}^{\prime \prime}\right) \tag{4.7.9}
\end{equation*}
$$

It follows from Equations 4.7 .8 and 4.7.9 that $R_{\alpha}\left(\mathbf{u}^{\prime \prime}\right)=F_{\alpha}$. The conditions $R_{3}\left(\mathbf{u}^{\prime \prime}\right)=F_{3}, \mathbf{H}\left(\mathbf{u}^{\prime \prime}\right)=\mathbf{M}$ reduce to

$$
\begin{equation*}
\sum_{s=1}^{4} D_{r s}^{*} d_{s}=E_{r}, \quad(r=1,2,3,4) \tag{4.7.10}
\end{equation*}
$$

where

$$
\begin{aligned}
E_{\alpha} & =\varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma_{1}} x_{\alpha}\left[k_{33}^{\prime}+T_{33}\left(\mathbf{w}^{\prime \prime}\right)\right] d a \\
E_{3} & =-F_{3}-\int_{\Sigma_{1}}\left[k_{33}^{\prime}+T_{33}\left(\mathbf{w}^{\prime \prime}\right)\right] d a \\
E_{4} & =-M_{3}-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[k_{\beta 3}^{\prime}+T_{\beta 3}\left(\mathbf{w}^{\prime \prime}\right)\right] d a
\end{aligned}
$$

The system 4.7.10 determines the vector $\widehat{d}$. Thus we have determined the vectors $\widehat{b}, \widehat{c}$, and $\widehat{d}$, and the vector fields $\mathbf{w}^{\prime}$ and $\mathbf{w}^{\prime \prime}$ to have $\mathbf{u}^{\prime \prime} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{G}, \mathbf{p})$.

Let us consider the Almansi problem. Let $\mathbf{u}^{*}$ be an equilibrium displacement field on $B$ corresponding to the body force $\mathbf{f}=\mathbf{g} x_{3}^{n}$ that satisfies the conditions

$$
\begin{equation*}
\mathbf{s}\left(\mathbf{u}^{*}\right)=\mathbf{q} x_{3}^{n} \text { on } \Pi, \quad \mathbf{R}\left(\mathbf{u}^{*}\right)=\mathbf{0}, \quad \mathbf{H}\left(\mathbf{u}^{*}\right)=\mathbf{0} \tag{4.7.11}
\end{equation*}
$$

where $\mathbf{g}$ and $\mathbf{p}$ are vector fields independent of $x_{3}$, and $n$ is a positive integer or zero.

We denote by $\mathbf{u}$ an equilibrium displacement field on $B$, corresponding to the body force $\mathbf{f}=\mathbf{g} x_{3}^{n+1}$ that satisfies the conditions

$$
\begin{equation*}
\mathbf{s}(\mathbf{u})=\mathbf{q} x_{3}^{n+1} \text { on } \Pi, \quad \mathbf{R}(\mathbf{u})=\mathbf{0}, \quad \mathbf{H}(\mathbf{u})=\mathbf{0} \tag{4.7.12}
\end{equation*}
$$

With the help of the results obtained in Section 2.4, the Almansi problem reduces to the problem of finding a vector field $\mathbf{u}$ once the vector field $\mathbf{u}^{*}$ is known. As in Section 2.4, we are led to seek the vector field $\mathbf{u}$ in the form

$$
\begin{equation*}
\mathbf{u}=(n+1)\left[\int_{0}^{x_{3}} \mathbf{u}^{*} d x_{3}+\mathbf{u}^{0}\{\widehat{a}\}+\mathbf{w}\right] \tag{4.7.13}
\end{equation*}
$$

where $\widehat{a}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ is an unknown vector, $\mathbf{u}^{0}\{\widehat{a}\}$ is given by Equation 4.3.9, and $\mathbf{w}$ is an unknown vector field independent of $x_{3}$.

By Equations 4.3.12 and 4.7.13,

$$
t_{i j}(\mathbf{u})=(n+1)\left[\int_{0}^{x_{3}} t_{i j}\left(\mathbf{u}^{*}\right) d x_{3}+\sum_{r=1}^{4} a_{r} t_{i j}\left(\mathbf{u}^{(r)}\right)+T_{i j}(\mathbf{w})+g_{i j}\right]
$$

where

$$
g_{i j}=C_{i j k 3} u_{k}^{*}\left(x_{1}, x_{2}, 0\right)
$$

The equilibrium equations and the conditions on the lateral boundary reduce to

$$
\begin{align*}
\left(T_{i \alpha}(\mathbf{w})\right)_{, \alpha}+h_{i}^{\prime} & =0 \text { on } \Sigma_{1} \\
T_{i \alpha}(\mathbf{w}) n_{\alpha} & =q_{i}^{\prime} \text { on } \Gamma \tag{4.7.14}
\end{align*}
$$

where

$$
h_{i}^{\prime}=g_{i \alpha, \alpha}+\left[t_{i 3}\left(\mathbf{u}^{*}\right)\right]\left(x_{1}, x_{2}, 0\right), \quad q_{i}^{\prime}=-g_{i \alpha} n_{\alpha}
$$

We can write

$$
\left.\begin{array}{rl}
\int_{\Sigma_{1}} h_{i}^{\prime} d a+\int_{\Gamma} q_{i}^{\prime} d s & =-R_{i}\left(\mathbf{u}^{*}\right)
\end{array}=0\right\}
$$

The necessary and sufficient conditions for the existence of a solution to the boundary-value problem 4.7.14 are satisfied. We conclude that the vector field $\mathbf{w}$ is characterized by the generalized plane strain problem 4.7.14.

With the help of Theorem 2.4.1, we get $R_{\alpha}(\mathbf{u})=\varepsilon_{\beta \alpha} H_{\beta}\left[(n+1) \mathbf{u}^{*}\right]=0$. The conditions $R_{3}(\mathbf{u})=0$ and $\mathbf{H}(\mathbf{u})=\mathbf{0}$ imply that

$$
\begin{equation*}
\sum_{s=1}^{4} D_{r s}^{*} a_{s}=k_{r}, \quad(r=1,2,3,4) \tag{4.7.15}
\end{equation*}
$$

where

$$
\begin{aligned}
k_{\alpha} & =-\int_{\Sigma_{1}} x_{\alpha}\left[T_{33}(\mathbf{w})+g_{33}\right] d a \\
k_{3} & =-\int_{\Sigma_{1}}\left[T_{33}(\mathbf{w})+g_{33}\right] d a \\
k_{4} & =-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha}\left[T_{3 \beta}(\mathbf{w})+g_{3 \beta}\right] d a
\end{aligned}
$$

Thus, the constant vector $\widehat{a}$ is determined by Equation 4.7.15.
The solution presented in this section coincides with the solution established in Ref. 150 using the semi-inverse method. Various applications are presented in Ref. 175.

### 4.8 Orthotropic Bodies

A large number of works are devoted to the deformation of anisotropic cylinders with various symmetry properties of the material. The torsion problem for an orthotropic material was first studied by Saint-Venant [291]. An account
of the historical development of the subject as well as references to various contributions may be found in the works of Lekhnitskii [204], Sokolnikoff [313], Borş [28], and Khatiashvili [175].

In the first part of this section, we study Saint-Venant's problem when the material is homogeneous and orthotropic. The solution for the case when the medium is homogeneous and has a plane of elastic symmetry, normal to the axis of cylinder, can be obtained in the same manner. In the second part of this section, we present the solution of Almansi-Michell problem.

For an orthotropic material, the nonzero components of the elasticity tensor are $C_{1111}, C_{1122}, C_{1133}, C_{2222}, C_{2233}, C_{3333}, C_{2323}, C_{3131}$, and $C_{1212}$. In what follows, we use the notations

$$
\begin{align*}
& A_{11}=C_{1111}, \quad A_{22}=C_{2222}, \quad A_{33}=C_{3333}, \quad A_{12}=A_{21}=C_{1122} \\
& A_{13}=A_{31}=C_{1133}, \quad A_{23}=A_{32}=C_{2233}  \tag{4.8.1}\\
& A_{44}=C_{2323}, \quad A_{55}=C_{3131}, \quad A_{66}=C_{1212}
\end{align*}
$$

The constitutive equations 1.1.2 reduce to

$$
\begin{align*}
& t_{11}=A_{11} e_{11}+A_{12} e_{22}+A_{13} e_{33} \\
& t_{22}=A_{12} e_{11}+A_{22} e_{22}+A_{23} e_{33} \\
& t_{33}=A_{13} e_{11}+A_{23} e_{22}+A_{33} e_{33}  \tag{4.8.2}\\
& t_{23}=2 A_{44} e_{23}, \quad t_{31}=2 A_{55} e_{31}, \quad t_{12}=2 A_{66} e_{12}
\end{align*}
$$

where, for convenience, we have suppressed the argument $\mathbf{u}$ in the components of the stress tensor and the strain tensor. We assume that the constitutive coefficients are constant. The condition that $\mathbf{C}$ is positive definite implies

$$
\begin{array}{ll}
A_{11}>0, & A_{11} A_{22}-A_{12}^{2}>0, \quad \operatorname{det}\left(A_{i j}\right)>0, \quad A_{44}>0  \tag{4.8.3}\\
A_{55}>0, & A_{66}>0
\end{array}
$$

In this section, we apply the results established in the preceding sections to obtain the solution of Saint-Venant's problem for orthotropic bodies. The constitutive equations 4.2 .2 for the generalized plane strain problem become

$$
\begin{align*}
& t_{11}=A_{11} u_{1,1}+A_{12} u_{2,2}, \quad t_{22}=A_{12} u_{1,1}+A_{22} u_{2,2} \\
& t_{33}=A_{13} u_{1,1}+A_{23} u_{2,2}, \quad t_{23}=A_{44} u_{3,2}  \tag{4.8.4}\\
& t_{31}=A_{55} u_{3,1}, \quad t_{12}=A_{66}\left(u_{1,2}+u_{2,1}\right)
\end{align*}
$$

The equations of equilibrium 4.2.3 reduce to

$$
\begin{gather*}
\left(A_{11} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{66} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) u_{1}+\left(A_{12}+A_{66}\right) \frac{\partial^{2} u_{2}}{\partial x_{1} \partial x_{2}}+f_{1}=0 \\
\left(A_{12}+A_{66}\right) \frac{\partial^{2} u_{1}}{\partial x_{1} \partial x_{2}}+\left(A_{66} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{22} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) u_{2}+f_{2}=0  \tag{4.8.5}\\
\left(A_{55} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{44} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) u_{3}+f_{3}=0 \text { on } \Sigma_{1}
\end{gather*}
$$

The boundary conditions 4.2 .4 can be expressed in the form

$$
\begin{gather*}
\left(A_{11} u_{1,1}+A_{12} u_{2,2}\right) n_{1}+A_{66}\left(u_{1,2}+u_{2,1}\right) n_{2}=p_{1} \\
A_{66}\left(u_{1,2}+u_{2,1}\right) n_{1}+\left(A_{12} u_{1,1}+A_{22} u_{2,2}\right) n_{2}=p_{2}  \tag{4.8.6}\\
A_{55} u_{3,1} n_{1}+A_{44} u_{3,2} n_{2}=p_{3} \text { on } \Gamma
\end{gather*}
$$

It follows from Equations 4.8.5 and 4.8.6 that in the case of orthotropic bodies the generalized plane strain problem reduces to the solution of two boundary-value problems. The first boundary-value problem consists in the determination of the functions $u_{1}$ and $u_{2}$ which satisfy Equations 4.8.5 $1_{1,2}$ and the boundary conditions $4.8 \cdot 6_{1,2}$. This is a plane strain problem for homogeneous and orthotropic cylinders. The study of this problem will be presented in Section 4.9. The second boundary-value problem consists in the finding of the function $w_{3}$ which satisfies Equation $4.8 .5_{3}$ and the boundary condition 4.8.63. This is an antiplane problem for the considered cylinder.

### 4.8.1 Extension, Bending, and Torsion of Orthotropic Cylinders

We shall use the solution 4.3 .1 to obtain the displacement vector field corresponding to the problem of extension, bending, and torsion of homogeneous and orthotropic cylinders. The vector field $\mathbf{w}$ from Equation 4.3 .1 has the form 4.3.6, where $\mathbf{w}^{(k)}$ are the solutions of the generalized plane strain problems 4.3.7 and 4.3.8. Thus, for homogeneous and orthotropic bodies, the vector field $\mathbf{w}^{(1)}$ satisfies the equations

$$
\begin{gather*}
A_{11} w_{1,11}^{(1)}+A_{66} w_{1,22}^{(1)}+\left(A_{12}+A_{66}\right) w_{2,12}^{(1)}+A_{13}=0 \\
\left(A_{12}+A_{66}\right) w_{1,12}^{(1)}+A_{66} w_{2,11}^{(1)}+A_{22} w_{2,22}^{(1)}=0  \tag{4.8.7}\\
A_{55} w_{3,11}^{(1)}+A_{44} w_{3,22}^{(1)}=0 \text { on } \Sigma_{1}
\end{gather*}
$$

and the boundary conditions

$$
\begin{gather*}
\left(A_{11} w_{1,1}^{(1)}+A_{12} w_{2,2}^{(1)}\right) n_{1}+A_{66}\left(w_{1,2}^{(1)}+w_{2,1}^{(1)}\right) n_{2}=-A_{13} x_{1} n_{1} \\
A_{66}\left(w_{1,2}^{(1)}+w_{2,1}^{(1)}\right) n_{1}+\left(A_{12} w_{1,1}^{(1)}+A_{22} w_{2,2}^{(1)}\right) n_{2}=-A_{23} x_{1} n_{2}  \tag{4.8.8}\\
A_{55} w_{3,1}^{(1)} n_{1}+A_{44} w_{3,2}^{(1)} n_{2}=0 \text { on } \Gamma
\end{gather*}
$$

We seek the solution of the boundary-value problem 4.8.7 and 4.8.8 in the form
$w_{1}^{(1)}=-\frac{1}{2}\left(\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right), \quad w_{2}^{(1)}=-\nu_{2} x_{1} x_{2}, \quad w_{3}^{(1)}=0, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}$
where $\nu_{1}$ and $\nu_{2}$ are unknown constants. It is easy to see that Equations 4.8.7 and the boundary conditions 4.8 .8 are satisfied if

$$
\begin{aligned}
& A_{11} \nu_{1}+A_{12} \nu_{2}=A_{13} \\
& A_{12} \nu_{1}+A_{22} \nu_{2}=A_{23}
\end{aligned}
$$

In view of the relations 4.8.3, we can determine $\nu_{1}$ and $\nu_{2}$,

$$
\begin{equation*}
\nu_{1}=\frac{1}{\delta_{1}}\left(A_{13} A_{22}-A_{23} A_{12}\right), \quad \nu_{2}=\frac{1}{\delta_{1}}\left(A_{23} A_{11}-A_{13} A_{12}\right) \tag{4.8.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{1}=A_{11} A_{22}-A_{12}^{2} \tag{4.8.11}
\end{equation*}
$$

Similarly, we find that

$$
\begin{array}{ll}
w_{1}^{(2)}=-\nu_{1} x_{1} x_{2}, & w_{2}^{(2)}=\frac{1}{2}\left(\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right),  \tag{4.8.12}\\
w_{1}^{(3)}=-\nu_{1} x_{1}, & w_{2}^{(2)}=0 \\
(3) & =-\nu_{2} x_{2}, \quad w_{3}^{(3)}=0,
\end{array} \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

It follows from Equations 4.3.7 and 4.3.8 that the vector field $\mathbf{w}^{(3)}$ satisfies the equations

$$
\begin{align*}
& A_{11} w_{1,11}^{(3)}+A_{66} w_{1,22}^{(3)}+\left(A_{12}+A_{66}\right) w_{2,12}^{(3)}=0 \\
& \left(A_{12}+A_{66}\right) w_{1,12}^{(3)}+A_{66} w_{2,11}^{(3)}+A_{22} w_{2,22}^{(3)}=0  \tag{4.8.13}\\
& A_{55} w_{3,11}^{(3)}+A_{44} w_{3,22}^{(3)}=0 \text { on } \Sigma_{1}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
& \left(A_{11} w_{1,1}^{(3)}+A_{12} w_{2,2}^{(3)}\right) n_{1}+A_{66}\left(w_{1,2}^{(3)}+w_{2,1}^{(3)}\right)=0 \\
& A_{66}\left(w_{1,2}^{(3)}+w_{2,1}^{(3)}\right) n_{1}+\left(A_{12} w_{1,1}^{(3)}+A_{22} w_{2,2}^{(3)}\right) n_{2}=0  \tag{4.8.14}\\
& A_{55} w_{3,1}^{(3)} n_{1}+A_{44} w_{3,2}^{(3)} n_{2}=A_{55} x_{2} n_{1}-A_{44} x_{1} n_{2} \text { on } \Gamma
\end{align*}
$$

The solution of the boundary-value problem 4.8 .13 and 4.8 .14 is given by

$$
\begin{equation*}
w_{1}^{(4)}=0, \quad w_{2}^{(4)}=0, \quad w_{3}^{(4)}=\varphi\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{4.8.15}
\end{equation*}
$$

where $\varphi$ satisfies the equation

$$
\begin{equation*}
A_{55} \varphi, 11+A_{44} \varphi_{, 22}=0 \text { on } \Sigma_{1} \tag{4.8.16}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
A_{55} \varphi_{, 1} n_{1}+A_{44} \varphi, 2 n_{2}=A_{55} x_{2} n_{1}-A_{44} x_{1} n_{2} \text { on } \Gamma \tag{4.8.17}
\end{equation*}
$$

It follows from Equations 4.3.1, 4.3.6, 4.8.9, 4.8.12, and 4.8.15 that the solution of the problem of extension, bending, and torsion for orthotropic cylinders is given by

$$
\begin{align*}
& u_{1}^{0}=-\frac{1}{2} a_{1}\left(x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right)-a_{2} \nu_{1} x_{1} x_{2}-a_{3} \nu_{1} x_{1}-a_{4} x_{2} x_{3} \\
& u_{2}^{0}=-a_{1} \nu_{2} x_{1} x_{2}-\frac{1}{2} a_{2}\left(x_{3}^{2}-\nu_{1} x_{1}^{2}+\nu_{2} x_{2}^{2}\right)-a_{3} \nu_{2} x_{2}+a_{4} x_{1} x_{3}  \tag{4.8.18}\\
& u_{3}^{0}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+a_{4} \varphi\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{align*}
$$

where the constants $a_{k},(k=1,2,3,4)$, are determined from Equations 4.3.15. For homogeneous and orthotropic cylinders, the system 4.3 .15 has a special form. Let us study the coefficients $D_{r s}^{*},(r, s=1,2,3,4)$. From Equations 4.3.10 and 4.8.9, we get

$$
u_{1}^{(1)}=-\frac{1}{2}\left(x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right), \quad u_{2}^{(1)}=-\nu_{2} x_{1} x_{2}, \quad u_{3}^{(1)}=x_{1} x_{3}
$$

so that

$$
\begin{equation*}
t_{33}\left(\mathbf{u}^{(1)}\right)=-\left(A_{13} \nu_{1}+A_{23} \nu_{2}-A_{33}\right) x_{1}, \quad t_{3 \beta}\left(\mathbf{u}^{(1)}\right)=0 \tag{4.8.19}
\end{equation*}
$$

By Equations 4.3.16 and 4.8.19, we obtain

$$
\begin{align*}
& D_{\alpha 1}^{*}=\left(A_{33}-A_{13} \nu_{1}-A_{23} \nu_{2}\right) I_{\alpha 1}  \tag{4.8.20}\\
& D_{31}^{*}=\left(A_{33}-A_{13} \nu_{1}-A_{23} \nu_{2}\right) A x_{1}^{0}, \quad D_{41}^{*}=0
\end{align*}
$$

where $I_{\alpha \beta}, x_{\alpha}^{0}$, and $A$ are defined by Equations 1.7.14 and 1.4.9. In view of Equations 4.8.10, we get

$$
\begin{equation*}
A_{33}-A_{13} \nu_{1}-A_{23} \nu_{2}=\frac{\delta_{2}}{\delta_{1}} \tag{4.8.21}
\end{equation*}
$$

where $\delta_{2}=\operatorname{det}\left(A_{i j}\right)$, and $\delta_{1}$ is given by Equation 4.8.11. If we introduce the notation

$$
\begin{equation*}
E_{0}=\frac{\delta_{2}}{\delta_{1}} \tag{4.8.22}
\end{equation*}
$$

then from Equations 4.8.20, we find that

$$
D_{\alpha 1}^{*}=E_{0} I_{\alpha 1}, \quad D_{31}^{*}=A x_{1}^{0}, \quad D_{41}^{*}=0
$$

In the same manner, we arrive at

$$
\begin{align*}
& D_{\alpha \beta}^{*}=E_{0} I_{\alpha \beta}, \quad D_{3 \alpha}^{*}=E_{0} A x_{\alpha}^{0}, \quad D_{4 \alpha}^{*}=0  \tag{4.8.23}\\
& D_{33}^{*}=E_{0} A, \quad D_{43}^{*}=0, \quad D_{44}^{*}=D_{0}
\end{align*}
$$

where

$$
\begin{equation*}
D_{0}=\int_{\Sigma_{1}}\left[A_{44} x_{1}\left(\varphi_{, 2}+x_{1}\right)-A_{55} x_{2}\left(\varphi_{, 1}-x_{2}\right)\right] d a \tag{4.8.24}
\end{equation*}
$$

The system 4.3.15 reduces to

$$
\begin{align*}
& E_{0}\left(I_{\alpha \beta} a_{\beta}+A x_{\alpha}^{0} a_{3}\right)=\varepsilon_{\alpha \beta} M_{\beta} \\
& E_{0} A\left(a_{1} x_{1}^{0}+a_{2} x_{2}^{0}+a_{3}\right)=-F_{3}, \quad D_{0} a_{4}=-M_{3} \tag{4.8.25}
\end{align*}
$$

We note that the torsion problem can be treated independently of the extension and bending problems.

The solution of the torsion problem is

$$
\begin{equation*}
u_{\alpha}=a_{4} \varepsilon_{\beta \alpha} x_{\beta} x_{3}, \quad u_{3}=a_{4} \varphi \tag{4.8.26}
\end{equation*}
$$

where $\varphi$ satisfies the boundary-value problem 4.8.16 and 4.8.17, and the constant $a_{4}$ is given by Equation 4.8.25.

Remark. The finding of the torsion function for homogeneous and orthotropic cylinders can be reduced to the determination of the torsion function for certain homogeneous and isotropic cylinders. We introduce new independent variables $\xi_{k}$ by

$$
\begin{equation*}
x_{1}=\xi_{1}\left(\frac{2 A_{55}}{A_{44}+A_{55}}\right)^{1 / 2}, \quad x_{2}=\xi_{2}\left(\frac{2 A_{44}}{A_{44}+A_{55}}\right)^{1 / 2}, \quad x_{3}=\xi_{3} \tag{4.8.27}
\end{equation*}
$$

Let $\Sigma_{1}^{*}$ be the image of $\Sigma_{1}$ under the mapping 4.8.27.
We assume that the curve $\Gamma$ admits the representation

$$
f\left(x_{1}, x_{2}\right)=0, \quad x_{3}=0
$$

and denote

$$
f^{*}\left(\xi_{1}, \xi_{2}\right)=f\left[x_{1}\left(\xi_{1}\right), x_{2}\left(\xi_{2}\right)\right]
$$

Let $\Gamma_{*}$ be the curve described by the equations

$$
f^{*}\left(\xi_{1}, \xi_{2}\right)=0, \quad \xi_{3}=0
$$

We introduce the function $G$ defined by

$$
G\left(\xi_{1}, \xi_{2}\right)=\frac{A_{44}+A_{55}}{2 \sqrt{A_{44} A_{55}}} \varphi\left[x_{1}\left(\xi_{1}\right), x_{2}\left(\xi_{2}\right)\right]
$$

Clearly,

$$
\begin{aligned}
\frac{\partial G}{\partial \xi_{1}} & =\left(\frac{A_{44}+A_{55}}{2 A_{44}}\right)^{1 / 2} \frac{\partial \varphi}{\partial x_{1}}, \quad \frac{\partial G}{\partial \xi_{2}}=\left(\frac{A_{44}+A_{55}}{2 A_{55}}\right)^{1 / 2} \frac{\partial \varphi}{\partial x_{2}} \\
\frac{\partial^{2} G}{\partial \xi_{1}^{2}} & =\left(\frac{A_{55}}{A_{44}}\right)^{1 / 2} \frac{\partial^{2} \varphi}{\partial x_{1}^{2}}, \quad \frac{\partial^{2} G}{\partial \xi_{2}^{2}}=\left(\frac{A_{44}}{A_{55}}\right)^{1 / 2} \frac{\partial^{2} \varphi}{\partial x_{2}^{2}} \\
\frac{\partial f^{*}}{\partial \xi_{1}} & =\left(\frac{2 A_{55}}{A_{44}+A_{55}}\right)^{1 / 2} \frac{\partial f}{\partial x_{1}}, \quad \frac{\partial f^{*}}{\partial \xi_{2}}=\left(\frac{2 A_{44}}{A_{44}+A_{55}}\right)^{1 / 2} \frac{\partial f}{\partial x_{2}}
\end{aligned}
$$

It follows from Equation 4.8.16 that the function $G$ satisfies the equations

$$
\frac{\partial^{2} G}{\partial \xi_{1}^{2}}+\frac{\partial^{2} G}{\partial \xi_{2}^{2}}=0 \text { on } \Sigma_{1}^{*}
$$

The boundary condition 4.8 .17 reduces to

$$
\frac{\partial G}{\partial \xi_{1}} n_{1}^{*}+\frac{\partial G}{\partial \xi_{2}} n_{2}^{*}=\xi_{2} n_{1}^{*}-\xi_{1} n_{2}^{*} \text { on } \Gamma_{*}
$$

where $\left(n_{1}^{*}, n_{2}^{*}\right)$ are the components of the outward normal unit vector along $\Gamma_{*}$. We conclude that $G$ is the torsion function for a homogeneous and isotropic cylinder with the cross section $\Sigma_{1}^{*}$.

### 4.8.2 Flexure

In the case of homogeneous and orthotropic elastic materials, the solution 4.4.4 takes a special form. First, from Equations 4.4.3 and 4.8.23, we obtain the following system for the constants $b_{k},(k=1,2,3,4)$,

$$
\begin{align*}
& E_{0}\left(I_{\alpha \beta} b_{\beta}+A x_{\alpha}^{0} b_{3}\right)=-F_{\alpha}  \tag{4.8.28}\\
& E_{0} A\left(b_{1} x_{1}^{0}+b_{2} x_{2}^{0}+b_{3}\right)=0, \quad b_{4}=0
\end{align*}
$$

By Equations 4.3.10, 4.8.9, 4.8.12, 4.8.15, and 4.8.19, we get

$$
\begin{align*}
& t_{33}\left(\mathbf{u}^{(\alpha)}\right)=E_{0} x_{\alpha}, t_{3 \beta}\left(\mathbf{u}^{(\alpha)}\right)=0 \\
& t_{33}\left(\mathbf{u}^{(3)}\right)=E_{0}, \quad t_{3 \alpha}\left(\mathbf{u}^{(3)}\right)=0, \quad t_{33}\left(\mathbf{u}^{(4)}\right)=0  \tag{4.8.29}\\
& t_{31}\left(\mathbf{u}^{(4)}\right)=A_{55}\left(\varphi_{, 1}-x_{2}\right), \quad t_{32}\left(\mathbf{u}^{(4)}\right)=A_{44}\left(\varphi_{, 2}+x_{1}\right)
\end{align*}
$$

so that the functions $k_{r s}$ which appear in Equation 4.4.5 are given by

$$
\begin{align*}
& k_{\alpha \beta}=k_{\beta \alpha}=0, \quad k_{33}=0 \\
& k_{31}=k_{13}=A_{55}\left(b_{1} w_{1}^{(1)}+b_{2} w_{1}^{(2)}+b_{3} w_{1}^{(3)}\right)  \tag{4.8.30}\\
& k_{23}=k_{32}=A_{44}\left(b_{1} w_{2}^{(1)}+b_{2} w_{2}^{(2)}+b_{3} w_{2}^{(3)}\right)
\end{align*}
$$

Here, $w_{\alpha}^{(k)}$ are defined in Equations 4.8.9 and 4.8.12. The body forces $f_{i}^{\prime}$ for the generalized plane strain problem 4.4.6 and 4.4.7 reduce to
$f_{1}^{\prime}=0, \quad f_{2}^{\prime}=0, \quad f_{3}^{\prime}=\left(E_{0}-A_{55} \nu_{1}-A_{44} \nu_{2}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)$
The surface tractions $p_{i}^{\prime}$ associated to this problem become

$$
\begin{equation*}
p_{1}^{\prime}=0, \quad p_{2}^{\prime}=0, \quad p_{3}^{\prime}=Q \tag{4.8.32}
\end{equation*}
$$

where

$$
\begin{align*}
Q= & A_{55}\left[\frac{1}{2} b_{1}\left(\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right)+b_{2} \nu_{1} x_{1} x_{2}+b_{3} \nu_{1} x_{2}\right] n_{1} \\
& +A_{44}\left[b_{1} \nu_{2} x_{1} x_{2}+\frac{1}{2} b_{2}\left(\nu_{2} x_{2}^{2}-\nu_{1} x_{1}^{2}\right)+b_{3} \nu_{2} x_{2}\right] n_{2} \tag{4.8.33}
\end{align*}
$$

By using Equations 4.8.5, 4.8.6, 4.8.31, and 4.8.32, we conclude that the solution of the generalized plane strain problem 4.4.6 and 4.4.7 is given by

$$
\begin{equation*}
w_{1}^{\prime}=0, \quad w_{2}^{\prime}=0, \quad w_{3}^{\prime}=\psi \tag{4.8.34}
\end{equation*}
$$

where the function $\psi$ satisfies the equation
$A_{55} \psi_{, 11}+A_{44} \psi_{, 22}=\left(A_{55} \nu_{1}+A_{44} \nu_{2}-E_{0}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)$ on $\Sigma_{1}$
and the boundary condition

$$
\begin{equation*}
A_{55} \psi_{, 1} n_{1}+A_{44} \psi_{, 2} n_{2}=Q \text { on } \Gamma \tag{4.8.36}
\end{equation*}
$$

From Equations 4.3.3, 4.8.1, and 4.8.34, we get

$$
\begin{equation*}
T_{33}\left(\mathbf{w}^{\prime}\right)=0, \quad T_{23}\left(\mathbf{w}^{\prime}\right)=A_{44} \psi_{, 2}, \quad T_{13}\left(\mathbf{w}^{\prime}\right)=A_{55} \psi_{, 1} \tag{4.8.37}
\end{equation*}
$$

so that the system 4.4.9 reduces to

$$
\begin{align*}
E_{0}\left(I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}\right) & =0 \\
c_{1} x_{1}^{0}+c_{2} x_{2}^{0}+c_{3} & =0 \tag{4.8.38}
\end{align*}
$$

and

$$
\begin{equation*}
D_{0} c_{4}=\int_{\Sigma_{1}}\left[A_{55} x_{2} \psi_{, 1}-A_{44} x_{1} \psi_{, 2}+\sum_{j=1}^{3}\left(A_{55} x_{2} b_{j} w_{1}^{(j)}-A_{44} x_{1} b_{j} w_{2}^{(j)}\right)\right] d a \tag{4.8.39}
\end{equation*}
$$

By Equation 4.8.38, we find that

$$
\begin{equation*}
c_{i}=0, \quad(i=1,2,3) \tag{4.8.40}
\end{equation*}
$$

The constant $c_{4}$ is given by Equation 4.8.39.
It follows from Equations 4.4.4, 4.8.28, 4.8.34, 4.8.40, 4.8.9, 4.8.12, and 4.8.15 that the solution of the flexure problem for homogeneous and orthotropic cylinders is

$$
\begin{align*}
u_{1}^{\prime} & =-\frac{1}{2} b_{1}\left(\frac{1}{3} x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right) x_{3}-b_{2} \nu_{1} x_{1} x_{2} x_{3}-b_{3} \nu_{1} x_{1} x_{3}-c_{4} x_{2} x_{3} \\
u_{2}^{\prime} & =-b_{1} \nu_{2} x_{1} x_{2} x_{3}-\frac{1}{2} b_{2}\left(x_{3}^{2}-\nu_{1} x_{1}^{2}+\nu_{2} x_{2}^{2}\right) x_{3}-b_{3} \nu_{2} x_{2} x_{3}+c_{4} x_{1} x_{3} \\
u_{3}^{\prime} & =\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+c_{4} \varphi\left(x_{1}, x_{2}\right)+\psi\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}, x_{3}\right) \in B \tag{4.8.41}
\end{align*}
$$

### 4.8.3 Uniformly Loaded Cylinders

The solution 4.7.5 of the Almansi-Michell problem will now be specialized to the case of homogeneous and orthotropic bodies. In view of Equations 4.8.23, the system 4.7.2 takes the form

$$
\begin{align*}
E_{0}\left(I_{\alpha \beta} b_{\beta}+A x_{\alpha}^{0} b_{3}\right) & =-\int_{\Sigma_{1}} G_{\alpha} d a-\int_{\Gamma} p_{\alpha} d s \\
b_{1} x_{1}^{0}+b_{2} x_{2}^{0}+b_{3} & =0  \tag{4.8.42}\\
b_{4} & =0
\end{align*}
$$

It follows from Equations 4.8.9, 4.8.12, 4.8.15, 4.8.29, and 4.8.30 that the solution of the boundary-value problem 4.7.3 is

$$
\begin{equation*}
w_{1}^{\prime}=0, \quad w_{2}^{\prime}=0, \quad w_{3}^{\prime}=\psi \tag{4.8.43}
\end{equation*}
$$

where $\psi$ is characterized by the boundary-value problem 4.8.35 and 4.8.36 with $b_{k}$ defined by Equations 4.8.42.

The system 4.7.4 reduces to

$$
\begin{align*}
& E_{0}\left(I_{\alpha \beta} c_{\beta}+A x_{\alpha}^{0} c_{3}\right)=-\int_{\Sigma_{1}} x_{\alpha} G_{3} d a-\int_{\Gamma} x_{\alpha} p_{3} d s-F_{\alpha} \\
& E_{0} A\left(c_{1} x_{1}^{0}+c_{2} x_{2}^{0}+c_{3}\right)=-\int_{\Sigma_{1}} G_{3} d a-\int_{\Gamma} p_{3} d s \\
& D_{0} c_{4}=-\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} G_{\beta} d a-\int_{\Gamma} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s+\int_{\Sigma_{1}}\left[A_{55} x_{2} \psi_{, 1}\right.  \tag{4.8.44}\\
& \left.\quad-A_{44} x_{1} \psi_{, 2}+\sum_{j=1}^{3}\left(A_{55} x_{2} b_{j} w_{1}^{(j)}-A_{44} x_{1} b_{j} w_{2}^{(j)}\right)\right] d a
\end{align*}
$$

The boundary-value problem 4.7.7 reduces to the solution of two independent boundary-value problems. The first problem consists in finding of the functions $w_{\alpha}^{\prime \prime}$ which satisfy the equations of the plane strain problem

$$
\begin{gather*}
A_{11} w_{1,11}^{\prime \prime}+A_{66} w_{1,22}^{\prime \prime}+\left(A_{12}+A_{66}\right) w_{2,12}^{\prime \prime}+h_{1}=0  \tag{4.8.45}\\
\left(A_{12}+A_{66}\right) w_{1,12}^{\prime \prime}+\left(A_{66} w_{2,11}^{\prime \prime}+A_{22} w_{2,22}^{\prime \prime}\right)+h_{2}=0 \text { on } \Sigma_{1}
\end{gather*}
$$

and the boundary conditions

$$
\begin{align*}
& \left(A_{11} w_{1,1}^{\prime \prime}+A_{12} w_{2,2}^{\prime \prime}\right) n_{1}+A_{66}\left(w_{1,2}^{\prime \prime}+w_{2,1}^{\prime \prime}\right) n_{2}=q_{1} \\
& A_{66}\left(w_{1,2}^{\prime \prime}+w_{2,1}^{\prime \prime}\right) n_{1}+\left(A_{12} w_{1,1}^{\prime \prime}+A_{22} w_{2,2}^{\prime \prime}\right) n_{2}=q_{2} \text { on } \Gamma \tag{4.8.46}
\end{align*}
$$

where

$$
\begin{align*}
& h_{1}=G_{1}+\left(A_{13}+A_{55}\right)\left(\psi_{, 1}+c_{4} \varphi, 1\right)+A_{55}\left(\sum_{j=1}^{3} b_{j} w_{1}^{(j)}-c_{4} x_{2}\right) \\
& h_{2}=G_{2}+\left(A_{23}+A_{44}\right)\left(\psi_{, 2}+c_{4} \varphi, 2\right)+A_{44}\left(\sum_{j=1}^{3} b_{j} w_{2}^{(j)}+c_{4} x_{1}\right)  \tag{4.8.47}\\
& q_{1}=p_{1}-A_{13}\left(\psi+c_{4} \varphi\right) n_{1}, \quad q_{2}=p_{2}-A_{23}\left(\psi+c_{4} \varphi\right) n_{2}
\end{align*}
$$

We have seen in Section 4.7 that the necessary and sufficient conditions for the existence of a solution of the boundary-value problem 4.8.45 and 4.8.46 are satisfied. In what follows, we assume that $w_{\alpha}^{\prime \prime}$ are known functions.

We introduce the notation $w_{3}^{\prime \prime}=\chi$. The second boundary-value problem derived from Equation 4.7.7 consists in the determination of the function $\chi$ which satisfies the equation

$$
\begin{equation*}
A_{55} \chi_{, 11}+A_{44} \chi_{, 22}=-G_{3}-\left(E_{0}-A_{55} \nu_{1}-A_{44} \nu_{2}\right)\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) \text { on } \Sigma_{1} \tag{4.8.48}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
A_{55} \chi_{, 1} n_{1}+A_{44} \chi_{, 2} n_{2}=p_{3}-\sum_{j=1}^{3} c_{j}\left(A_{55} w_{1}^{(j)} n_{1}+A_{44} w_{2}^{(j)} n_{2}\right) \text { on } \Gamma \tag{4.8.49}
\end{equation*}
$$

We note that $T_{33}\left(\mathbf{w}^{\prime \prime}\right)=0, T_{31}\left(\mathbf{w}^{\prime \prime}\right)=A_{55} \chi, 1$ and $T_{32}\left(\mathbf{w}^{\prime \prime}\right)=A_{44} \chi, 2$. Thus, Equations 4.7.10 reduce to

$$
\begin{gather*}
E_{0}\left(I_{\alpha \beta} d_{\beta}+A x_{\alpha}^{0} d_{3}\right)=\varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma_{1}} x_{\alpha} A_{33}\left(\psi+c_{4} \varphi\right) d a \\
E_{0} A\left(d_{1} x_{1}^{0}+d_{2} x_{2}^{0}+d_{3}\right)=-F_{3}-\int_{\Sigma_{1}} A_{33}\left(\psi+c_{4} \varphi\right) d a \\
D_{0} d_{4}=-M_{3}-\int_{\Sigma_{1}}\left[A_{44} x_{1} \chi_{, 2}-A_{55} x_{2} \chi_{, 1}\right.  \tag{4.8.50}\\
\left.+\sum_{j=1}^{3} c_{j}\left(A_{44} x_{1} w_{2}^{(j)}-A_{55} x_{2} w_{1}^{(j)}\right)\right] d a
\end{gather*}
$$

By Equation 4.7.5, we conclude that the solution of Almansi-Michell problem for homogeneous and orthotropic cylinders is given by

$$
\begin{aligned}
u_{1}^{\prime \prime}= & -\frac{1}{4} b_{1}\left(\frac{1}{6} x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right) x_{3}^{2}-\frac{1}{2} b_{2} \nu_{1} x_{1} x_{2} x_{3}^{2}-\frac{1}{2} b_{3} \nu_{1} x_{1} x_{3}^{2} \\
& -\frac{1}{2} c_{1}\left(\frac{1}{3} x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right) x_{3}-c_{2} \nu_{1} x_{1} x_{2} x_{3}-c_{3} \nu_{1} x_{1} x_{3} \\
& -\frac{1}{2} d_{1}\left(x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right)-d_{2} \nu_{1} x_{1} x_{2}-d_{3} \nu_{1} x_{1} \\
& -\left(\frac{1}{2} c_{4} x_{3}^{2}+d_{4} x_{3}\right) x_{2}+w_{1}^{\prime \prime} \\
u_{2}^{\prime \prime}= & -\frac{1}{2} b_{1} \nu_{2} x_{1} x_{2} x_{3}^{2}-\frac{1}{4} b_{2}\left(\frac{1}{6} x_{3}^{2}-\nu_{1} x_{1}^{2}+\nu_{2} x_{2}^{2}\right) x_{3}^{2}-\frac{1}{2} b_{3} \nu_{2} x_{2} x_{3}^{2} \\
& -c_{1} \nu_{2} x_{1} x_{2} x_{3}-\frac{1}{2} c_{2}\left(\frac{1}{3} x_{3}^{2}-\nu_{1} x_{1}^{2}+\nu_{2} x_{2}^{2}\right) x_{3}-c_{3} \nu_{2} x_{2} x_{3}
\end{aligned}
$$

$$
\begin{align*}
& -d_{1} \nu_{2} x_{1} x_{2}-\frac{1}{2} d_{2}\left(x_{3}^{2}-\nu_{1} x_{1}^{2}+\nu_{2} x_{2}^{2}\right)-d_{3} \nu_{2} x_{2} \\
& +\left(\frac{1}{2} c_{4} x_{3}^{2}+d_{4}\right) x_{1}+w_{2}^{\prime \prime} \\
u_{3}^{\prime \prime} & =\frac{1}{6}\left(b_{\alpha} x_{\alpha}+b_{3}\right) x_{3}^{3}+\frac{1}{2}\left(c_{\alpha} x_{\alpha}+c_{3}\right) x_{3}^{2}+\left(d_{\alpha} x_{\alpha}+d_{3}\right) x_{3} \\
& +\left(c_{4} x_{3}+d_{4}\right) \varphi+x_{3} \psi+\chi \tag{4.8.51}
\end{align*}
$$

The constants $b_{s}, c_{s}$, and $d_{s},(s=1,2,3,4)$, are given by Equations 4.8.42, 4.8.44, and 4.8.50, respectively.

By using the results of Sections 2.3 and 4.7, we can also derive the solution of Almansi problem.

### 4.9 Plane Strain Problem of Orthotropic Bodies

In the previous section, we have seen the important role of the plane strain problem in the study of Saint-Venant's problem for orthotropic cylinders. The state of plane strain of cylinder $B$ is defined by Equations 1.5.1. It is easy to see that the basic equations of the plane strain of orthotropic cylinders consist of the equations of equilibrium

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}=0 \tag{4.9.1}
\end{equation*}
$$

the constitutive equations
$t_{11}=A_{11} e_{11}+A_{12} e_{22}, \quad t_{22}=A_{12} e_{11}+A_{22} e_{22}, \quad t_{12}=2 A_{66} e_{12}$
and the geometrical equations

$$
\begin{equation*}
2 e_{\alpha \beta}=u_{\alpha, \beta}+u_{\beta, \alpha} \tag{4.9.3}
\end{equation*}
$$

on $\Sigma_{1}$. We restrict our attention to homogeneous bodies so that the constitutive coefficients $A_{\alpha \beta}$ and $A_{66}$ are prescribed constants. We continue to assume that the elastic potential is a positive definite quadratic form. This fact implies that

$$
\begin{equation*}
A_{11}>0, \quad A_{11} A_{22}-A_{12}^{2}>0, \quad A_{66}>0 \tag{4.9.4}
\end{equation*}
$$

The nonzero surface tractions acting at a point $x$ on the curve $\Gamma$ are given by

$$
\begin{equation*}
s_{\alpha}=t_{\beta \alpha} n_{\beta} \tag{4.9.5}
\end{equation*}
$$

where $n_{\alpha}=\cos \left(\mathbf{n}_{x}, x_{\alpha}\right)$, and $\mathbf{n}_{x}$ is the unit vector of the outward normal to $\Gamma$ at $x$.

In the case of the first boundary-value problem, the boundary conditions are

$$
\begin{equation*}
u_{\alpha}=\widetilde{u}_{\alpha} \text { on } \Gamma \tag{4.9.6}
\end{equation*}
$$

The first boundary-value problem consists in the determination of the functions $u_{\alpha} \in C^{2}\left(\Sigma_{1}\right) \cap C^{0}\left(\bar{\Sigma}_{1}\right)$ that satisfy Equations 4.9.1, 4.9.2, and 4.9.3 on $\Sigma_{1}$ and the boundary conditions 4.9.6.

The second boundary-value problem is characterized by Equations 4.9.1, 4.9.2, and 4.9.3 the following boundary conditions

$$
\begin{equation*}
t_{\beta \alpha} n_{\beta}=\widetilde{t}_{\alpha} \text { on } \Gamma \tag{4.9.7}
\end{equation*}
$$

The plane strain problems for homogeneous and orthotropic bodies can be studied with the aid of the method of functions of complex variables [113,204]. For isotropic bodies, this method has been presented in Section 1.5. In this section, we present the method of potentials [194,196]. This method has been applied for anisotropic bodies by various authors. Here we present some of the results established by Basheleishvili and Kupradze [10] and Basheleishvili [13]. We note that the method of potentials is a constructive one.

The equations of equilibrium can be expressed in terms of displacement vector field,

$$
\begin{align*}
& A_{11} u_{1,11}+A_{66} u_{1,22}+\left(A_{12}+A_{66}\right) u_{2,12}+f_{1}=0 \\
& \left(A_{12}+A_{66}\right) u_{1,12}+A_{66} u_{2,11}+A_{22} u_{2,22}+f_{2}=0 \tag{4.9.8}
\end{align*}
$$

on $\Sigma_{1}$.

### 4.9.1 Galerkin Representation

We present a counterpart of the Boussinesq-Somigliana-Galerkin solution in the classical elastostatics. We introduce the notation

$$
\begin{equation*}
\mathfrak{M}=A_{11} A_{66} \frac{\partial^{4}}{\partial x_{1}^{4}}+\left(A_{11} A_{22}-A_{12}^{2}-2 A_{12} A_{66}\right) \frac{\partial^{4}}{\partial x_{1}^{2} \partial x_{2}^{2}}+A_{22} A_{66} \frac{\partial^{4}}{\partial x_{2}^{4}} \tag{4.9.9}
\end{equation*}
$$

Theorem 4.9.1 Let

$$
\begin{align*}
& u_{1}=\left(A_{66} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{22} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) G_{1}-\left(A_{12}+A_{66}\right) \frac{\partial^{2} G_{2}}{\partial x_{1} \partial x_{2}}  \tag{4.9.10}\\
& u_{2}=-\left(A_{12}+A_{66}\right) \frac{\partial^{2} G_{1}}{\partial x_{1} \partial x_{2}}+\left(A_{11} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{66} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) G_{2}
\end{align*}
$$

where the fields $G_{\alpha}$ of class $C^{4}$ satisfy the equations

$$
\begin{equation*}
\mathfrak{M} G_{1}=-f_{1}, \quad \mathfrak{M} G_{2}=-f_{2} \tag{4.9.11}
\end{equation*}
$$

Then $u_{1}$ and $u_{2}$ satisfy Equations 4.9.8.

Proof. By Equations 4.9.10,

$$
\begin{align*}
& A_{11} u_{1,11}+A_{66} u_{1,22}+\left(A_{12}+A_{66}\right) u_{2,12} \\
&=\left(A_{11} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{66} \frac{\partial^{2}}{\partial x_{2}^{2}}\right)\left[\left(A_{66} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{22} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) G_{1}\right. \\
&\left.-\left(A_{12}+A_{66}\right) \frac{\partial^{2} G_{2}}{\partial x_{1} \partial x_{2}}\right]  \tag{4.9.12}\\
&+\left(A_{12}+A_{66}\right) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left[\left(A_{11} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{66} \frac{\partial^{2}}{\partial x_{2}^{2}}\right) G_{2}\right. \\
&\left.-\left(A_{12}+A_{66}\right) \frac{\partial^{2} G_{1}}{\partial x_{1} \partial x_{2}}\right]=\mathfrak{M} G_{1}
\end{align*}
$$

Similarly, we get

$$
\begin{equation*}
\left(A_{12}+A_{66}\right) u_{1,12}+A_{66} u_{2,11}+A_{22} u_{2,22}=\mathfrak{M} G_{2} \tag{4.9.13}
\end{equation*}
$$

From Equations 4.9.11, we obtain the desired result.

### 4.9.2 Fundamental Solutions

We now apply the representation 4.9.10 to derive the fundamental solutions of the field equations 4.9.8. First, we assume that

$$
f_{1}=\delta(x-y), \quad f_{2}=0
$$

where $\delta(\cdot)$ is the Dirac delta and $y\left(y_{\alpha}\right)$ is a fixed point. If we take $G_{1}=g$ and $G_{2}=0$, then Equations 4.9.11 are satisfied if $g$ satisfies the equation

$$
\begin{equation*}
\mathfrak{M} g=-\delta(x-y) \tag{4.9.14}
\end{equation*}
$$

From Equations 4.9.10, we obtain the following displacements

$$
\begin{equation*}
u_{1}^{(1)}=A_{66} g_{, 11}+A_{22} g_{, 22}, \quad u_{2}^{(1)}=-\left(A_{12}+A_{66}\right) g_{, 12} \tag{4.9.15}
\end{equation*}
$$

In the case of the following body forces

$$
f_{1}=0, \quad f_{2}=\delta(x-y)
$$

Equations 4.9.11 are satisfied if $G_{1}=0$ and $G_{2}=g$. By Equations 4.9.10, we find the corresponding displacements

$$
\begin{equation*}
u_{1}^{(2)}=-\left(A_{12}+A_{66}\right) g_{, 12}, \quad u_{2}^{(2)}=A_{11} g_{, 11}+A_{66} g_{, 22} \tag{4.9.16}
\end{equation*}
$$

The functions $u_{\alpha}^{(\beta)}$ given by Equations 4.9.15 and 4.9.16 represent the fundamental solutions of the system 4.9.8.

In view of relations 4.9.4, we conclude that the system 4.9.8 is elliptic. We consider the characteristic equation

$$
\begin{equation*}
A_{22} A_{66} \alpha^{4}+\left(A_{11} A_{22}-A_{12}^{2}-2 A_{12} A_{66}\right) \alpha^{2}+A_{11} A_{66}=0 \tag{4.9.17}
\end{equation*}
$$

The roots of Equation 4.9.17 have the form

$$
\begin{equation*}
\alpha_{\rho}=a_{\rho}+i b_{\rho}, \quad \bar{\alpha}_{\rho}=a_{\rho}-i b_{\rho}, \quad b_{\rho}>0, \quad \rho=1,2 \tag{4.9.18}
\end{equation*}
$$

We assume that $\alpha_{1} \neq \alpha_{2}$. The equality $\alpha_{1}=\alpha_{2}$ holds only for isotropic bodies. We introduce the notations

$$
\mathcal{A}=\left\|\begin{array}{cccc}
1 & \alpha_{1} & \alpha_{1}^{2} & \alpha_{1}^{3}  \tag{4.9.19}\\
1 & \bar{\alpha}_{1} & \bar{\alpha}_{1}^{2} & \bar{\alpha}_{1}^{3} \\
1 & \alpha_{2} & \alpha_{2}^{2} & \alpha_{2}^{3} \\
1 & \bar{\alpha}_{2} & \bar{\alpha}_{2}^{2} & \bar{\alpha}_{2}^{3}
\end{array}\right\|, \quad d=\operatorname{det} \mathcal{A}
$$

and denote by $d_{k}$ the cofactor of $\alpha_{k}^{3}$ divided by $d$. Following Levi [208] (see also Kupradze [194]), the solution of Equation 4.9.14 is

$$
\begin{equation*}
g=a \Im m \sum_{k=1}^{2} d_{k} \sigma_{k}^{2} \ln \sigma_{k} \tag{4.9.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{k}=x_{1}-y_{1}+\alpha_{k}\left(x_{2}-y_{2}\right), \quad a=-\frac{1}{2 \pi A_{22} A_{66}} \tag{4.9.21}
\end{equation*}
$$

It is easy to verify that

$$
\begin{align*}
& d=-4 b_{1} b_{2}\left[\left(a_{1}-a_{2}\right)^{2}+\left(b_{1}-b_{2}\right)^{2}\right]\left[\left(a_{1}-a_{2}\right)^{2}+\left(b_{1}+b_{2}\right)^{2}\right] \\
& \sum_{k=1}^{2} d_{k}=-\frac{1}{2} i C, \quad \sum_{k=1}^{2} \alpha_{k} d_{k}=-\frac{1}{2} i A, \quad \sum_{k=1}^{2} \alpha_{k}^{2} d_{k}=-\frac{1}{2} i B  \tag{4.9.22}\\
& A=2\left(a_{2} b_{1}+a_{1} b_{2}\right) \gamma, \quad B=2\left[b_{1}\left(a_{2}^{2}+b_{2}^{2}\right)+b_{2}\left(a_{1}^{2}+b_{1}^{2}\right)\right] \gamma \\
& C=2\left(b_{1}+b_{2}\right) \gamma, \quad \gamma^{-1}=2 b_{1} b_{2}\left[\left(a_{1}-a_{2}\right)^{2}+\left(b_{1}+b_{2}\right)^{2}\right]
\end{align*}
$$

Let $\Gamma(x, y)$ be the matrix of fundamental solutions of the system 4.9.8

$$
\begin{equation*}
\Gamma(x, y)=\left\|\Gamma_{\alpha \beta}(x, y)\right\|_{2 \times 2} \tag{4.9.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{\alpha \beta}=u_{\alpha}^{(\beta)} \tag{4.9.24}
\end{equation*}
$$

Substituting function 4.9.20 into Equations 4.9.15 and 4.9.16, we find that

$$
\Gamma(x, y)=\Im m \sum_{k=1}^{2}\left\|\begin{array}{ll}
A_{k} & B_{k}  \tag{4.9.25}\\
B_{k} & C_{k}
\end{array}\right\| \ln \sigma_{k}
$$

where

$$
\begin{align*}
& A_{k}=2 a\left(A_{22} \alpha_{k}^{2}+A_{66}\right) d_{k} \\
& B_{k}=-2 a\left(A_{12}+A_{66}\right) \alpha_{k} d_{k}, \quad C_{k}=2 a\left(A_{66} \alpha_{k}^{2}+A_{11}\right) d_{k} \tag{4.9.26}
\end{align*}
$$

We note that

$$
\begin{equation*}
A_{k} C_{k}-B_{k}^{2}=0, \quad(k=1,2) \tag{4.9.27}
\end{equation*}
$$

Clearly, we have

$$
\begin{equation*}
\Gamma(x, y)=\Gamma^{*}(x, y) \tag{4.9.28}
\end{equation*}
$$

where $M^{*}$ is the transpose of the matrix $M$. If $x \neq y$, each column $\Gamma^{(s)}(x, y)$, $(s=1,2)$, of the matrix $\Gamma(x, y)$ satisfies at $x$ the homogeneous system 4.9.8.

We introduce the matricial differential operator

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right)=\left\|D_{\alpha \beta}\left(\frac{\partial}{\partial x}\right)\right\|_{2 \times 2} \tag{4.9.29}
\end{equation*}
$$

where

$$
\begin{align*}
D_{11}\left(\frac{\partial}{\partial x}\right) & =A_{11} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{66} \frac{\partial^{2}}{\partial x_{2}^{2}} \\
D_{12}\left(\frac{\partial}{\partial x}\right) & =D_{21}\left(\frac{\partial}{\partial x}\right)=A_{12} \frac{\partial^{2}}{\partial x_{1} \partial x_{2}}  \tag{4.9.30}\\
D_{22}\left(\frac{\partial}{\partial x}\right) & =A_{66} \frac{\partial^{2}}{\partial x_{1}^{2}}+A_{22} \frac{\partial^{2}}{\partial x_{2}^{2}}
\end{align*}
$$

The system 4.9 .8 can be written in matricial form. Following Kupradze [195], the vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ shall be considered as a column matrix. Thus, the product of the matrix $A=\left\|a_{i j}\right\|_{m \times m}$ and the vector $\mathbf{v}=$ $\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ is an $m$-dimensional vector. The vector $\mathbf{v}$ multiplied by the matrix $A$ will denote the matrix product between the row matrix $\| v_{1}, v_{2}, \ldots$, $v_{m} \|$ and the matrix $A$. We denote

$$
\begin{equation*}
u=\left(u_{1}, u_{2}\right), \quad F=\left(f_{1}, f_{2}\right) \tag{4.9.31}
\end{equation*}
$$

The system 4.9.8 can be written in the form

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) u=-F \tag{4.9.32}
\end{equation*}
$$

We introduce the matricial operator

$$
\begin{equation*}
H\left(\frac{\partial}{\partial x}, n_{x}\right)=\left\|H_{\alpha \beta}\left(\frac{\partial}{\partial x}, n_{x}\right)\right\|_{2 \times 2} \tag{4.9.33}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{11}\left(\frac{\partial}{\partial x}, n_{x}\right)=A_{11} n_{1} \frac{\partial}{\partial x_{1}}+A_{66} n_{2} \frac{\partial}{\partial x_{2}} \\
& H_{12}\left(\frac{\partial}{\partial x}, n_{x}\right)=A_{66} n_{2} \frac{\partial}{\partial x_{1}}+A_{12} n_{1} \frac{\partial}{\partial x_{2}} \\
& H_{21}\left(\frac{\partial}{\partial x}, n_{x}\right)=A_{12} n_{2} \frac{\partial}{\partial x_{1}}+A_{66} n_{1} \frac{\partial}{\partial x_{2}}  \tag{4.9.34}\\
& H_{22}\left(\frac{\partial}{\partial x}, n_{x}\right)=A_{66} n_{1} \frac{\partial}{\partial x_{1}}+A_{22} n_{2} \frac{\partial}{\partial x_{2}}
\end{align*}
$$

If we denote

$$
\begin{equation*}
T=\left(s_{1}, s_{2}\right) \tag{4.9.35}
\end{equation*}
$$

then the relations 4.9 .5 reduce to

$$
\begin{equation*}
T=H\left(\frac{\partial}{\partial x}, n_{x}\right) u \tag{4.9.36}
\end{equation*}
$$

Let $H_{i}\left(\partial / \partial x, n_{x}\right)$ be the row matrix with the elements $H_{i j}\left(\partial / \partial x, n_{x}\right),(i, j=$ 1,2). Clearly,

$$
\begin{equation*}
s_{\alpha}=H_{\alpha}\left(\frac{\partial}{\partial x}, n_{x}\right) u \tag{4.9.37}
\end{equation*}
$$

For convenience, we denote

$$
\begin{equation*}
T_{\alpha}^{(x)} u=H_{\alpha}\left(\frac{\partial}{\partial x}, n_{x}\right) u \tag{4.9.38}
\end{equation*}
$$

Let us introduce the matrix

$$
\begin{equation*}
\mathscr{T}_{y} \Gamma(x, y)=H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(x, y) \tag{4.9.39}
\end{equation*}
$$

If we use the relations

$$
\begin{gathered}
A_{11} A_{k}+A_{12} \alpha_{k} B_{k}=-\alpha_{k} A_{66}\left(A_{k} \alpha_{k}+B_{k}\right) \\
A_{11} B_{k}+A_{12} \alpha_{k} C_{k}=-\alpha_{k} A_{66}\left(B_{k} \alpha_{k}+C_{k}\right) \\
A_{66}\left(B_{k}+A_{k} \alpha_{k}\right)=-\alpha_{k}\left(A_{12} A_{k}+A_{22} B_{k} \alpha_{k}\right) \\
A_{66}\left(B_{k} \alpha_{k}+C_{k}\right)=-\alpha_{k}\left(A_{12} B_{k}+A_{22} \alpha_{k} C_{k}\right) \\
\frac{\partial}{\partial s_{y}} \ln \sigma_{k}=\frac{\partial \ln \sigma_{k}}{\partial y_{2}} \cos \left(n_{y}, x_{1}\right)-\frac{\partial \ln \sigma_{k}}{\partial y_{1}} \cos \left(n_{y}, x_{2}\right) \\
=\frac{1}{\sigma_{k}}\left[\cos \left(n_{y}, x_{2}\right)-\alpha_{k} \cos \left(n_{y}, x_{1}\right)\right]
\end{gathered}
$$

then we obtain

$$
\begin{align*}
T_{1}^{(y)} \Gamma^{(1)}(x, y) & =\Im m \sum_{k=1}^{2} L_{k} \frac{\partial}{\partial s_{y}} \ln \sigma_{k} \\
T_{2}^{(y)} \Gamma^{(1)}(x, y) & =\Im m \sum_{k=1}^{2} M_{k} \frac{\partial}{\partial s_{y}} \ln \sigma_{k} \\
T_{1}^{(y)} \Gamma^{(2)}(x, y) & =\Im m \sum_{k=1}^{2} N_{k} \frac{\partial}{\partial s_{y}} \ln \sigma_{k}  \tag{4.9.40}\\
T_{2}^{(y)} \Gamma^{(2)}(x, y) & =\Im m \sum_{k=1}^{2} P_{k} \frac{\partial}{\partial s_{y}} \ln \sigma_{k}
\end{align*}
$$

Here we have used the notations

$$
\begin{array}{ll}
L_{k}=\frac{1}{2 \pi}\left[2\left(b_{1} b_{2}-a_{1} a_{2}\right) \alpha_{k} d_{k}-(-1)^{k} \alpha_{k} /\left(\alpha_{1}-\alpha_{2}\right)\right], & M_{k}=-L_{k} / \alpha_{k} \\
N_{k}=\frac{1}{2 \pi}\left[2\left(b_{1} b_{2}-a_{1} a_{2}\right) \alpha_{k}^{2} d_{k}-(-1)^{k} \alpha_{1} \alpha_{2} /\left(\alpha_{1}-\alpha_{2}\right)\right], \quad P_{k}=-N_{k} / \alpha_{k} \tag{4.9.41}
\end{array}
$$

We denote by $\Lambda(x, y)$ the matrix obtained from Equation 4.9 .39 by interchanging the rows and columns,

$$
\begin{equation*}
\Lambda(x, y)=\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(x, y)\right]^{*} \tag{4.9.42}
\end{equation*}
$$

In view of Equations 4.9.40, we can write

$$
\Lambda(x, y)=\Im m \sum_{k=1}^{2}\left\|\begin{array}{cc}
L_{k} & M_{k}  \tag{4.9.43}\\
N_{k} & P_{k}
\end{array}\right\| \frac{\partial}{\partial s_{y}} \ln \sigma_{k}
$$

It follows from Equations 4.9.21, 4.9.22, 4.9.26, and 4.9.41 that

$$
\begin{align*}
& \sum_{k=1}^{2} L_{k}=\frac{1}{2 \pi}(1-i \kappa A), \quad \sum_{k=1}^{2} M_{k}=\frac{1}{2 \pi} i \kappa C, \quad \sum_{k=1}^{2} N_{k}=-\frac{1}{2 \pi} i \kappa B \\
& \sum_{k=1}^{2} P_{k}=\frac{1}{2 \pi}(1+i \kappa A), \quad \kappa=b_{1} b_{2}-a_{1} a_{2} \tag{4.9.44}
\end{align*}
$$

where $A, B$, and $C$ are defined by relations 4.9.22.
It is easy to verify that for $x \neq y$, each column of the matrix $\Lambda(x, y)$ satisfies at $x$ the homogeneous system 4.9.8.

### 4.9.3 Somigliana Relations

Let us consider two states of plane strain for the domain $\Sigma$, characterized by the displacements $u_{\alpha}^{(\kappa)}$, the components of the strain tensor $e_{\alpha \beta}^{(\kappa)}$, and the
components of the stress tensor $t_{\alpha \beta}^{(\kappa)},(\kappa=1,2)$. We assume that the state $\left\{u_{\alpha}^{(\kappa)}, e_{\alpha \beta}^{(\kappa)}, t_{\alpha \beta}^{(\kappa)}\right\}$ corresponds to the body forces $f_{\alpha}^{(\kappa)}$. Thus, we have

$$
\begin{array}{ll}
e_{\alpha \beta}^{(\kappa)}=\frac{1}{2}\left(u_{\alpha, \beta}^{(\kappa)}+u_{\beta, \alpha}^{(\kappa)}\right), \quad t_{\beta \alpha, \beta}^{(\kappa)}+f_{\alpha}^{(\kappa)}=0 \\
t_{11}^{(\kappa)}=A_{11} e_{11}^{(\kappa)}+A_{12} e_{22}^{(\kappa)}, \quad t_{12}^{(\kappa)}=2 A_{66} e_{12}^{(\kappa)}, \quad t_{22}^{(\kappa)}=A_{12} e_{11}^{(\kappa)}+A_{22} e_{22}^{(\kappa)} \tag{4.9.45}
\end{array}
$$

on $\Sigma,(\kappa=1,2)$. If we denote

$$
\begin{equation*}
W_{\rho \kappa}=t_{\alpha \beta}^{(\rho)} e_{\alpha \beta}^{(\kappa)} \tag{4.9.46}
\end{equation*}
$$

then, with the aid of the constitutive equations, we get

$$
\begin{equation*}
W_{12}=W_{21} \tag{4.9.47}
\end{equation*}
$$

On the other hand, by using the strain-displacement relation and the equations of equilibrium, we find that

$$
\begin{equation*}
W_{\rho \kappa}=t_{\beta \alpha}^{(\rho)} u_{\alpha, \beta}^{(\kappa)}=\left(t_{\beta \alpha}^{(\rho)} u_{\alpha}^{(\kappa)}\right)_{, \beta}+f_{\alpha}^{(\rho)} u_{\alpha}^{(\kappa)} \tag{4.9.48}
\end{equation*}
$$

If we integrate this relation over $\Sigma$ and use the divergence theorem, then we obtain

$$
\begin{equation*}
\int_{\Sigma} W_{\rho \kappa} d a=\int_{\partial \Sigma} t_{\beta \alpha}^{(\rho)} n_{\beta} u_{\alpha}^{(\kappa)} d s+\int_{\Sigma} f_{\alpha}^{(\rho)} u_{\alpha}^{(\kappa)} d a \tag{4.9.49}
\end{equation*}
$$

By Equations 4.9.47 and 4.9.49, we arrive at the following reciprocity relation
$\int_{\Sigma} f_{\alpha}^{(1)} u_{\alpha}^{(2)} d a+\int_{\partial \Sigma} t_{\beta \alpha}^{(1)} n_{\beta} u_{\alpha}^{(2)} d s=\int_{\Sigma} f_{\alpha}^{(2)} u_{\alpha}^{(1)} d a+\int_{\partial \Sigma} t_{\beta \alpha}^{(2)} n_{\beta} u_{\alpha}^{(1)} d s$
In the case of the plane strain of orthotropic bodies, the elastic potential is given by

$$
\begin{equation*}
2 W_{0}=A_{11} e_{11}^{2}+A_{22} e_{22}^{2}+2 A_{12} e_{11} e_{22}+4 A_{66} e_{12}^{2} \tag{4.9.51}
\end{equation*}
$$

It follows from relations 4.9.4 that $W_{0}$ is a positive definite quadratic form. As in Section 1.5, we find that

$$
\begin{equation*}
2 \int_{\Sigma} W_{0} d a=\int_{\Sigma} f_{\alpha} u_{\alpha} d a+\int_{\partial \Sigma} t_{\beta \alpha} n_{\beta} u_{\alpha} d s \tag{4.9.52}
\end{equation*}
$$

Thus we are led to the following theorem, the proof of which is strictly analogous to that given in Section 1.5.2.

Theorem 4.9.2 Assume that relations 4.9.4 holds. Then
(i) The first boundary-value problem has at most one solution
(ii) Any two solutions of the second boundary-value problem are equal modulo a rigid displacement.

Let $\Sigma^{+}$be a domain in $\mathbb{R}^{2}$ bounded by a simple closed $C^{2}$-curve $L$, and $\Sigma^{-}=\mathbb{R}^{2} \backslash \bar{\Sigma}^{+}$. Let $u=\left(u_{1}, u_{2}\right)$ and $v=\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ be two vector fields on $\Sigma^{+}$ such that $u, v \in C^{2}\left(\Sigma^{+}\right) \cap C^{1}\left(\bar{\Sigma}^{+}\right)$. The reciprocity relation 4.9.50 leads to

$$
\begin{align*}
& \int_{\Sigma^{+}}\left[u D\left(\frac{\partial}{\partial x}\right) v-v D\left(\frac{\partial}{\partial x}\right) u\right] d a  \tag{4.9.53}\\
& \quad=\int_{L}\left[u H\left(\frac{\partial}{\partial x}, n_{x}\right) v-v H\left(\frac{\partial}{\partial x}, n_{x}\right) u\right] d s
\end{align*}
$$

From Equation 4.9.52, we get

$$
\begin{equation*}
2 \int_{\Sigma^{+}} W_{0} d a=-\int_{\Sigma_{+}} u D\left(\frac{\partial}{\partial x}\right) u d a+\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s \tag{4.9.54}
\end{equation*}
$$

Let $\Sigma(y ; \varepsilon)$ be the sphere with the center in $y$ and radius $\varepsilon$. Let $y \in \Sigma^{+}$and let $\varepsilon$ be so small that $\Sigma(y ; \varepsilon)$ be entirely contained in $\Sigma^{+}$. Then the relation 4.9.53 can be applied for the region $\Sigma^{+} \backslash \Sigma(y ; \varepsilon)$ to a regular vector field $u=\left(u_{1}, u_{2}\right)$ and to vector field $v(x)=\Gamma^{(s)}(x, y),(s=1,2)$. We obtain the following representation of Somigliana type

$$
\begin{align*}
u(y)= & \int_{L}\left\{\Gamma^{*}(x, y) H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)-\left[H\left(\frac{\partial}{\partial x}, n_{x}\right) \Gamma(x, y)\right]^{*} u(x)\right\} d s_{x} \\
& -\int_{\Sigma^{+}} \Gamma^{*}(x, y) D\left(\frac{\partial}{\partial x}\right) u(x) d a_{x} \tag{4.9.55}
\end{align*}
$$

In view of Equations 4.9.28 and 4.9.42, the relation 4.9.55 implies that

$$
\begin{align*}
u(x)= & \int_{L}\left[\Gamma(x, y) H\left(\frac{\partial}{\partial y}, n_{y}\right) u(y)-\Lambda(x, y) u(y)\right] d s_{y} \\
& -\int_{\Sigma^{+}} \Gamma(x, y) D\left(\frac{\partial}{\partial y}\right) u(y) d a_{y} \tag{4.9.56}
\end{align*}
$$

### 4.9.4 Existence Results

In what follows, we restrict our attention to the equation

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) u=0 \tag{4.9.57}
\end{equation*}
$$

In this case, Equation 4.9.54 becomes

$$
\begin{equation*}
\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=2 \int_{\Sigma^{+}} W_{0} d s \tag{4.9.58}
\end{equation*}
$$

We say that the vector field $u=\left(u_{1}, u_{2}\right)$ is a regular solution of Equation 4.9.57 in $\Sigma^{+}$if the formula 4.9 .58 can be applied to $u$, and if $u$ satisfies Equation 4.9.57 in $\Sigma^{+}$.

Let $x \in \Sigma^{-}$. We describe around $x$ a circle $C_{R}$ of sufficiently large radius $R$, containing the region $\Sigma^{+}$. We denote by $\Sigma_{R}$ the region bounded by $L$ and $C_{R}$. From Equations 4.9.54 and 4.9.57, we get

$$
\begin{equation*}
\int_{L+C_{R}} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=2 \int_{\Sigma_{R}} W_{0} d a \tag{4.9.59}
\end{equation*}
$$

If $u$ satisfies the condition

$$
\begin{equation*}
\lim _{R \rightarrow \infty} R \int_{0}^{2 \pi} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d \theta=0 \tag{4.9.60}
\end{equation*}
$$

then from Equation 4.9.59, we obtain

$$
\begin{equation*}
\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=-2 \int_{\Sigma_{R}} W_{0} d a \tag{4.9.61}
\end{equation*}
$$

We say that the vector field $u$ is a regular solution of Equation 4.9.57 in $\Sigma^{-}$ if formula 4.9.61 can be applied to $u$ in $\Sigma^{-}$, and if $u$ satisfies Equation 4.9.57 in $\Sigma^{-}$and the condition 4.9.60.

We consider the following boundary-value problems:
Interior problems. To find a regular solution in $\Sigma^{+}$of Equation 4.9.57 satisfying one of the conditions

$$
\begin{gather*}
\lim _{x \rightarrow y} u(x)=f_{1}(y)  \tag{1}\\
\lim _{x \rightarrow y} H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)=f_{2}(y) \tag{2}
\end{gather*}
$$

where $x \in \Sigma^{+}, y \in L$, and $f_{1}$ and $f_{2}$ are prescribed vector fields.
Exterior problems. To find a regular solution in $\Sigma^{-}$of Equation 4.9.57 satisfying one of the conditions

$$
\begin{gather*}
\lim _{x \rightarrow y} u(x)=f_{3}(y)  \tag{1}\\
\lim _{x \rightarrow y} H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)=f_{4}(y) \tag{2}
\end{gather*}
$$

where $x \in \Sigma^{-}, y \in L$, and $f_{3}$ and $f_{4}$ are given.
We assume that $f_{1}$ and $f_{3}$ are Hölder continuously differentiable on $L$, and $f_{2}$ and $f_{4}$ are Hölder continuous on $L$.

We denote by $\left(I_{\alpha}^{0}\right)$ and $\left(E_{\alpha}^{0}\right)$ the homogeneous problems corresponding to $\left(I_{\alpha}\right)$ and $\left(E_{\alpha}\right)$, respectively. We introduce the potential of a single layer

$$
\begin{equation*}
V(x ; \rho)=\int_{L} \Gamma(x, y) \rho(y) d s_{y} \tag{4.9.62}
\end{equation*}
$$

and the potential of a double layer

$$
\begin{equation*}
W(x ; \nu)=\int_{L} \Lambda(x, y) \nu(y) d s_{y} \tag{4.9.63}
\end{equation*}
$$

where $\rho=\left(\rho_{1}, \rho_{2}\right)$ is Hölder continuous on $L$ and $\nu=\left(\nu_{1}, \nu_{2}\right)$ is Hölder continuously differentiable on $L$. As in the classical theory of potentials [55,175], we have the following results.

Theorem 4.9.3 The potential of a single layer is continuous on $\mathbb{R}^{2}$.
Theorem 4.9.4 The potential of a double layer has finite limits when the point $x$ tends to $y \in L$ from both within and without, and these limits are respectively equal to

$$
\begin{align*}
W^{+}(y ; \nu) & =-\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}  \tag{4.9.64}\\
W^{-}(y ; \nu) & =\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}
\end{align*}
$$

Theorem 4.9.5 $H\left(\partial / \partial x, n_{x}\right) V(x ; \rho)$ tends to finite limits as the point $x$ tends to the boundary point $y \in L$ from within or without, and these limits are respectively equal to

$$
\begin{align*}
& {\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V(y ; \rho)\right]^{+}=\frac{1}{2} \rho(y)+\int_{L}\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(y, z)\right] \rho(z) d s_{z}} \\
& {\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V(y ; \rho)\right]^{-}=-\frac{1}{2} \rho(y)+\int_{L}\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(y, z)\right] \rho(z) d s_{z}} \tag{4.9.65}
\end{align*}
$$

Theorem 4.9.6 The potentials $V(x ; \rho)$ and $W(x ; \nu)$ satisfy Equation 4.9.57 on $\Sigma^{+} \cup \Sigma^{-}$.

We seek the solutions of the problems $\left(I_{1}\right)$ and $\left(E_{1}\right)$ in the form of a doublelayer potential and the solutions of the problems $\left(I_{2}\right)$ and $\left(E_{2}\right)$ in the form of a single-layer potential. In view of Theorems 4.9.4 and 4.9.5, we obtain for the unknown densities the following singular integral equations

$$
\begin{align*}
& -\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=f_{1}(y)  \tag{1}\\
& \frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(y, z) \rho(z) d s_{z}=f_{2}(y)  \tag{2}\\
& \frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=f_{3}(y)  \tag{1}\\
& -\frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(y, z) \nu(z) d s_{z}=f_{4}(y) \tag{2}
\end{align*}
$$

where $y \in L$. The homogeneous equations corresponding to equations $\left(I_{1}\right)$, $\left(I_{2}\right),\left(E_{1}\right)$, and $\left(E_{2}\right)$ for $f_{s}=0,(s=1,2,3,4)$, will be denoted by $\left(I_{1}^{0}\right),\left(I_{2}^{0}\right)$,
$\left(E_{1}^{0}\right)$, and $\left(E_{2}^{0}\right)$, respectively. The equations $\left(I_{1}\right)$ and $\left(E_{2}\right),\left(I_{2}\right)$ and $\left(E_{1}\right)$ are pairwise mutually associate equations.

If we introduce the notations
$\sigma=x_{1}-y_{1}+i\left(x_{2}-y_{2}\right), \quad r=\left[\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}\right]^{1 / 2}, \quad \mathbf{r}=\left(x_{a}-y_{\alpha}\right) \mathbf{e}_{\alpha}$
then we can write

$$
\begin{align*}
\frac{\partial}{\partial s_{y}} \ln \sigma_{k}= & \frac{\partial}{\partial s_{y}} \ln \frac{\sigma_{k}}{r}+\frac{\partial}{\partial s_{y}} \ln r=\frac{\partial}{\partial s_{y}} \ln r \\
& +\frac{i-\alpha_{k}}{\sigma \sigma_{k}} r \cos \left(\mathbf{r}, \mathbf{n}_{y}\right)-\frac{i}{r} \cos \left(\mathbf{r}, \mathbf{n}_{y}\right) \tag{4.9.66}
\end{align*}
$$

We note that

$$
\begin{equation*}
\frac{\partial}{\partial s_{y}} \ln r d s_{y}=\frac{d r}{r}=\frac{d t}{t-t_{0}}-i d \theta \tag{4.9.67}
\end{equation*}
$$

where $t$ and $t_{0}$ are the affixes of the points $y$ and $x$.
Taking into account Equations 4.9.66, 4.9.67, and 4.9.44 and pointing out the characteristic part of the singular operator, the system $\left(I_{1}\right)$ can be written in the form

$$
\nu\left(t_{0}\right)+\frac{1}{\pi}\left\|\begin{array}{ll}
-\kappa A & \kappa C  \tag{4.9.68}\\
-\kappa B & \kappa A
\end{array}\right\| \int_{L} \frac{\nu(t)}{t-t_{0}} d t+\mathcal{K}\left(t_{0}\right)=-2 f_{1}\left(t_{0}\right)
$$

It is not difficult to prove that the index of the system 4.9.68 is zero [194]. Thus, the system $\left(I_{1}\right)$ is a system of singular integral equations for which Fredholm's basic theorems are valid (cf. [196,242]). We note that the index of the system $\left(I_{2}\right)$ is also zero [194].

Let us consider the problems $\left(I_{1}\right)$ and $\left(E_{2}\right)$. The homogeneous equations $\left(I_{1}^{0}\right)$ and $\left(E_{2}^{0}\right)$,

$$
\begin{align*}
& -\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=0  \tag{1}\\
& -\frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(z, y) \rho(z) d s_{z}=0 \tag{2}
\end{align*}
$$

have only trivial solutions. We assume the opposite and suppose that $\rho^{0}$ is a solution of equation $\left(E_{2}^{0}\right)$, not equal to zero. Then the single-layer potential

$$
V\left(x ; \rho^{0}\right)=\int_{L} \Gamma(x, y) \rho^{0}(y) d s_{y}
$$

satisfies the condition

$$
\begin{equation*}
\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{-}=0, \quad y \in L \tag{4.9.69}
\end{equation*}
$$

When $x$ tends to a point at infinity and $y$ remains fixed on $L$, then $u_{\alpha}^{(\beta)}$ tends at infinity as $\delta_{\alpha \beta} \ln r$. If the density $\rho=\left(\rho_{1}, \rho_{2}\right)$ of the potential of a single layer satisfies the conditions

$$
\begin{equation*}
\int_{L} \rho_{\alpha} d s=0, \quad(\alpha=1,2) \tag{4.9.70}
\end{equation*}
$$

then the potential $V(x ; \rho)$ satisfies the asymptotic relations

$$
\begin{equation*}
V=O\left(r^{-1}\right), \quad \frac{\partial V}{\partial R}=O\left(r^{-2}\right) \text { as } r \rightarrow \infty \tag{4.9.71}
\end{equation*}
$$

where $R$ is an arbitrary direction.
As in classical theory of potentials [55,172], we find that

$$
\begin{equation*}
\int_{L} H_{\alpha}\left(\frac{\partial}{\partial x}, n_{x}\right) \Gamma^{(\beta)}(x, y) d s_{x}=-\zeta(y) \delta_{\alpha \beta} \tag{4.9.72}
\end{equation*}
$$

where

$$
\zeta(y)= \begin{cases}1, & y \in \Sigma^{+} \\ \frac{1}{2}, & y \in L \\ 0, & y \in \Sigma^{-}\end{cases}
$$

If we multiply the equation $\left(E_{2}^{0}\right)$ by $d s_{y}$ and integrate on $L$, on the basis of Equation 4.9.72, we obtain

$$
\int_{L} \rho_{\alpha}^{0}(y) d s_{y}=0, \quad(\alpha=1,2)
$$

so that the potential $V\left(x ; \rho^{0}\right)$ satisfies the relations 4.9.71. This fact implies that $V\left(x ; \rho^{0}\right)$ satisfies the relation 4.9.60. Thus, we conclude that (i) $V\left(x ; \rho^{0}\right)$ satisfies Equation 4.9.57 on $\Sigma^{-}$and the condition 4.9 .69 on $L$; (ii) the formula 4.9.61 can be applied to $V\left(x ; \rho^{0}\right)$; and (iii) $V\left(x ; \rho^{0}\right)$ satisfies the asymptotic relations 4.9.71. It follows that

$$
\begin{equation*}
V\left(x ; \rho^{0}\right)=0 \text { on } \Sigma^{-} \tag{4.9.73}
\end{equation*}
$$

According to the continuity of the single-layer potential, we have

$$
\left[V\left(x ; \rho^{0}\right)\right]^{+}=0 \text { on } L
$$

Taking into account that $V\left(x ; \rho^{0}\right)$ satisfies Equation 4.9.57 on $\Sigma^{+}$, from the uniqueness theorem, we get

$$
\begin{equation*}
V\left(x ; \rho^{0}\right)=0 \text { on } \Sigma^{+} \tag{4.9.74}
\end{equation*}
$$

It follows from Equations 4.9.65, 4.9.73, and 4.9.74 that

$$
\rho^{0}(y)=\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{+}-\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{-}=0
$$

Thus, our statement concerning the equation $\left(E_{2}^{0}\right)$ is valid.
Since the equations $\left(I_{1}^{0}\right)$ and $\left(E_{2}^{0}\right)$ form an associate set of integral equations, $\left(I_{1}^{0}\right)$ has also no nontrivial solution. We note that from Equation 4.9.72 and the equation $\left(E_{2}\right)$, with $f_{4}=\left(f_{41}, f_{42}\right)$, we obtain

$$
-\int_{L} \rho_{\alpha}(y) d s_{y}=\int_{L} f_{4 \alpha} d s, \quad(\alpha=1,2)
$$

We have derived the following results.
Theorem 4.9.7 The problem $\left(I_{1}\right)$ has solution for any Hölder continuously differentiable vector field $f_{1}$. This solution is unique and can be expressed by a double-layer potential.

Theorem 4.9.8 The problem $\left(E_{2}\right)$ can be solved if and only if

$$
\int_{L} f_{4 \alpha} d s=0, \quad(\alpha=1,2)
$$

We now consider the equations $\left(I_{2}^{0}\right)$ and $\left(E_{1}^{0}\right)$. We note that the vector field

$$
\omega(x)=\left(c_{1}-c_{3} x_{2}, c_{2}+c_{3} x_{1}\right)
$$

where $c_{i}$ are arbitrary constants, satisfies the boundary-value problem

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) \omega(x)=0, \quad x \in \Sigma^{+}, \quad H\left(\frac{\partial}{\partial x}, n_{x}\right) \omega(x)=0 \text { on } L \tag{4.9.75}
\end{equation*}
$$

From Equation 4.9.56, we obtain

$$
\begin{equation*}
\omega(x)=-\int_{L} \Lambda(x, y) \omega(y) d s_{y}, \quad x \in \Sigma^{+} \tag{4.9.76}
\end{equation*}
$$

Passing to the limit in Equation 4.9.76 as the point $x$ approaches the boundary point $x_{0} \in L$ from within, according to Equation 4.9.64, we get

$$
\frac{1}{2} \omega\left(x_{0}\right)+\int_{L} \Lambda\left(x_{0}, y\right) \omega(y) d s_{y}=0
$$

Hence, the matrix $\omega(x)$ satisfies the equation $\left(E_{1}^{0}\right)$. Clearly, the vector fields

$$
\omega^{(1)}=(1,0), \quad \omega^{(2)}=(0,1), \quad \omega^{(3)}=\left(-x_{2}, x_{1}\right)
$$

are linearly independent solutions of the equation $\left(E_{1}^{0}\right)$. According to the second Fredholm theorem, the equation $\left(I_{2}^{0}\right)$ has at least three linearly independent solutions $v^{(i)},(i=1,2,3)$. It is not difficult to prove that $v^{(i)}$ form a complete system of linearly independent solutions of the equation $\left(I_{2}^{0}\right)$ [194]. This fact implies the completeness of the associate system $\left(\omega^{(1)}, \omega^{(2)}, \omega^{(3)}\right)$. Hence, the necessary and sufficient conditions to solve the equation $\left(I_{2}\right)$ have the form

$$
\begin{equation*}
\int_{L} \omega^{(j)}(x) f_{2}(x) d s_{x}=0, \quad(j=1,2,3) \tag{4.9.77}
\end{equation*}
$$

If we take $f_{2}=\left(\widetilde{t_{1}}, \widetilde{t}_{2}\right)$, then the condition 4.9.77 can be written in the form

$$
\begin{equation*}
\int_{L} \tilde{t}_{\alpha} d s=0, \quad \int_{L}\left(x_{1} \tilde{t}_{2}-x_{2} \tilde{t}_{1}\right) d s=0 \tag{4.9.78}
\end{equation*}
$$

Thus, we have proved the following theorem.
Theorem 4.9.9 The problem $\left(I_{2}\right)$ can be solved if and only if the conditions 4.9.78 hold. The solution can be represented as a single-layer potential and is determined within an additive rigid-displacement vector field.

In the same manner, we can study the problem $\left(E_{1}\right)$. The method of potentials has been applied to study the plane strain problems for cylinders composed of different homogeneous and anisotropic materials [14,194,285,320]. The generalized plane strain problem for homogeneous elastic solids was investigated by this method in various works (see, for example, Ref. 35).

### 4.10 Deformation of Elastic Cylinders Composed of Nonhomogeneous and Anisotropic Materials

The results presented in Section 3.6 for elastic cylinders composed of different nonhomogeneous and isotropic materials can be extended to the case of anisotropic bodies. In this section, we study Saint-Venant's problem when cylinder $B$ is composed of different nonhomogeneous and anisotropic materials. The results presented in this section have been established in Ref. 152.

We assume that $B_{\rho}$ is occupied by an anisotropic material with the elastic coefficients $C_{i j k l}^{(\rho)}$. We consider nonhomogeneous bodies characterized by

$$
\begin{equation*}
C_{i j k l}^{(\rho)}=C_{i j k l}^{(\rho)}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in A_{\rho} \tag{4.10.1}
\end{equation*}
$$

The elastic coefficients are supposed to belong to $C^{\infty}$, and the elastic potential corresponding to the material which occupies $B_{\rho}$ is assumed to be a positive definite quadratic form. Saint-Venant's problem consists in the determination of a displacement vector field $\mathbf{u} \in C^{2}\left(B_{1}\right) \cap C^{2}\left(B_{2}\right) \cap C^{1}\left(\bar{B}_{1}\right) \cap C^{1}\left(\bar{B}_{2}\right) \cap C^{0}(B)$
that satisfies Equations 1.1.1, 1.1.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, the conditions for $x_{3}=0$, and the boundary conditions 1.3.1.

### 4.10.1 Generalized Plane Strain Problem for Composed Cylinders

We assume that cylinder $B$ is composed of different nonhomogeneous and anisotropic materials which occupy the domains $B_{1}$ and $B_{2}$ introduced in Section 3.1. For the generalized plane strain of this cylinder, the displacement vector field has the form

$$
u_{j}=u_{j}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

We assume that the cylinder is subject to body forces $f_{k}^{(\rho)}$ and to surface tractions $p_{k}^{(\rho)}$, associated to domain $B_{\rho}$, and suppose that $f_{k}^{(\rho)}$ and $\widetilde{t}_{k}^{(\rho)}$ are independent of $x_{3}$. We restrict our attention to Neumann problem since this problem is involved in the solution of Saint-Venant's problem. In what follows, we assume that $f_{i}^{(\rho)}$ and $\widetilde{t}_{i}^{(\rho)}$ belong to $C^{\infty}$.

The basic equations of the generalized plane strain problem consist of the constitutive equations

$$
\begin{equation*}
t_{i \alpha}=C_{i \alpha k \beta}^{(\rho)} u_{k, \beta} \tag{4.10.2}
\end{equation*}
$$

and the equations of equilibrium

$$
\begin{equation*}
t_{\alpha i, \alpha}+f_{i}^{(\rho)}=0 \tag{4.10.3}
\end{equation*}
$$

on $A_{\rho}$. The conditions on the surface of separation reduce to

$$
\begin{equation*}
\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[t_{\alpha i}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha i}\right]_{2} n_{\alpha}^{0} \text { on } \Gamma_{0} \tag{4.10.4}
\end{equation*}
$$

The conditions on the lateral boundary take the form

$$
\begin{equation*}
\left[t_{\alpha i} n_{\alpha}\right]_{\rho}=\widetilde{t}_{i}^{(\rho)} \text { on } \Gamma_{\rho} \tag{4.10.5}
\end{equation*}
$$

Following Fichera [88], a solution $u_{k} \in C^{\infty}\left(\bar{A}_{1}\right) \cap C^{\infty}\left(\bar{A}_{2}\right) \cap C^{0}\left(\Sigma_{1}\right)$ of the generalized plane strain problem exists if and only if

$$
\begin{align*}
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{i}^{(\rho)} d a+\int_{\Gamma_{\rho}} \tilde{t}_{i}^{(\rho)} d s\right] & =0  \tag{4.10.6}\\
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(\rho)} d s\right] & =0
\end{align*}
$$

It is easy to show that if the conditions 4.10 .4 are replaced by

$$
\begin{equation*}
\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[t_{\alpha i}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha i}\right]_{2} n_{\alpha}^{0}+g_{i} \text { on } \Gamma_{0} \tag{4.10.7}
\end{equation*}
$$

where $g_{k}$ are $C^{\infty}$ functions, then the conditions 4.10 .6 are replaced by

$$
\begin{array}{r}
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{i}^{(\rho)} d a+\int_{\Gamma_{\rho}} \widetilde{t}_{i}^{(\rho)} d s\right]+\int_{\Gamma_{0}} g_{i} d s=0 \\
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(\rho)} d s\right]+\int_{\Gamma_{0}} \varepsilon_{\alpha \beta} x_{\alpha} g_{\beta} d s=0 \tag{4.10.8}
\end{array}
$$

We introduce the generalized plane strain problems $P^{(s)},(s=1,2,3,4)$, characterized by the constitutive equations

$$
\begin{equation*}
\pi_{i \alpha}^{(s)}=C_{i \alpha k \beta}^{(\rho)} v_{k, \beta}^{(s)} \text { on } A_{\rho}, \quad(s=1,2,3,4) \tag{4.10.9}
\end{equation*}
$$

the equilibrium equations

$$
\begin{align*}
\pi_{\alpha i, \alpha}^{(\beta)}+\left(C_{i \alpha 33}^{(\rho)} x_{\beta}\right)_{, \alpha} & =0, \quad(\beta=1,2) \\
\pi_{\alpha i, \alpha}^{(3)}+C_{i \alpha 33, \alpha}^{(\rho)} & =0  \tag{4.10.10}\\
\pi_{\alpha i, \alpha}^{(4)}-\varepsilon_{\eta \beta}\left(C_{i \kappa \eta 3}^{(\rho)} x_{\beta}\right)_{, \kappa} & =0 \text { on } A_{\rho}
\end{align*}
$$

and the following conditions

$$
\begin{align*}
{\left[v_{i}^{(s)}\right]_{1} } & =\left[v_{i}^{(s)}\right]_{2}, \quad\left[\pi_{\alpha i}^{(s)}\right]_{1} n_{\alpha}^{0}=\left[\pi_{\alpha i}^{(s)}\right]_{2} n_{\alpha}^{0}+g_{i}^{(s)} \text { on } \Gamma_{0}  \tag{4.10.11}\\
{\left[\pi_{\alpha i}^{(\beta)} n_{\alpha}\right]_{\rho} } & =-C_{i \alpha 33}^{(\rho)} x_{\beta} n_{\alpha}, \quad(\beta=1,2), \quad\left[\pi_{\alpha i}^{(3)} n_{\alpha}\right]_{\rho}=-C_{i \alpha 33}^{(\rho)} n_{\alpha} \\
{\left[\pi_{\alpha i}^{(4)} n_{\alpha}\right]_{\rho} } & =\varepsilon_{\eta \beta} C_{i \alpha \eta 3}^{(\rho)} x_{\beta} n_{\alpha} \text { on } \Gamma_{\rho} \tag{4.10.12}
\end{align*}
$$

where

$$
\begin{align*}
g_{i}^{(\beta)} & =\left(C_{i \alpha 33}^{(2)}-C_{i \alpha 33}^{(1)}\right) x_{\beta} n_{\alpha}, \quad g_{i}^{(3)}=\left(C_{i \alpha 33}^{(2)}-C_{i \alpha 33}^{(1)}\right) n_{\alpha}  \tag{4.10.13}\\
g_{i}^{(4)} & =\varepsilon_{\beta \eta}\left(C_{i \alpha \eta 3}^{(2)}-C_{i \alpha \eta 3}^{(1)}\right) x_{\beta} n_{\alpha}
\end{align*}
$$

It is easy to verify that the necessary and sufficient conditions 4.10 .8 for the existence of the solution are satisfied for each boundary-value problem $P^{(s)}$.

### 4.10.2 Extension, Bending by Terminal Couples, and Torsion

We assume that the loading applied on the end $\Sigma_{1}$ is statically equivalent to a force $\mathbf{F}=F_{3} \mathbf{e}_{3}$ and a moment $\mathbf{M}=M_{k} \mathbf{e}_{k}$. Thus, the conditions for $x_{3}=0$ have the form

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{\alpha 3} d a=0  \tag{4.10.14}\\
\int_{\Sigma_{1}} t_{33} d a=-F_{3}, \quad \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=\varepsilon_{\alpha \beta} M_{\beta}  \tag{4.10.15}\\
\int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{\beta 3} d a=-M_{3}
\end{gather*}
$$

The problem consists in the finding of a displacement vector field that satisfies Equations 1.1.1, 1.1.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on $\Pi_{0}$, and the boundary conditions 1.3.1, 4.10.14, and 4.10.15.

We seek the solution in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+\sum_{s=1}^{4} a_{s} v_{\alpha}^{(s)}  \tag{4.10.16}\\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\sum_{s=1}^{4} a_{s} v_{3}^{(s)}
\end{align*}
$$

where $v_{k}^{(s)}$ are the components of the displacement vector in the problem $P^{(s)}$ and $a_{j}$ are unknown constants. By Equation 4.10.16 and the constitutive equations, we get

$$
\begin{equation*}
t_{i j}=C_{i j 33}^{(\rho)}\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right)-C_{i j \alpha 3}^{(\rho)} \varepsilon_{\alpha \beta} a_{4} x_{\beta}+\sum_{s=1}^{4} a_{s} \pi_{i j}^{(s)} \text { on } B_{\rho} \tag{4.10.17}
\end{equation*}
$$

where $\pi_{i \alpha}^{(s)}$ are given by Equation 4.10.9 and

$$
\pi_{33}^{(s)}=C_{33 i \beta}^{(\rho)} v_{i, \beta}^{(s)}
$$

The equilibrium equations 1.1.8 and the boundary conditions 1.3 .1 are satisfied on the basis of the relations 4.10 .10 and 4.10 .12 . The conditions 3.1.1 are satisfied in view of relations 4.10.11.

We can show that, on the basis of the equilibrium equations and the conditions 3.1.1 and 1.3.1, the relation 1.3.57 also holds in the case of composed cylinders. Since $t_{33}$ is independent of $x_{3}$, we conclude that the conditions 4.10.14 are identically satisfied. From Equations 4.10 .15 and 4.10.17, we obtain the following system for the unknown constants

$$
\begin{equation*}
\sum_{s=1}^{4} L_{\alpha s}^{0} a_{s}=\varepsilon_{\alpha \beta} M_{\beta}, \quad \sum_{s=1}^{4} L_{3 s}^{0} a_{s}=-F_{3}, \quad \sum_{s=1}^{4} L_{4 s}^{0} a_{s}=-M_{3} \tag{4.10.18}
\end{equation*}
$$

where we have used the notations

$$
\begin{align*}
L_{\alpha \beta}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(C_{3333}^{(\rho)} x_{\beta}+\pi_{33}^{(\beta)}\right) d a \\
L_{\alpha 3}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(C_{3333}^{(\rho)}+\pi_{33}^{(3)}\right) d a, L_{3 \alpha}^{0}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(C_{3333}^{(\rho)} x_{\alpha}+\pi_{33}^{(\alpha)}\right) d a \\
L_{\alpha 4}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(C_{33 \eta 3}^{(\rho)} \varepsilon_{\beta \eta} x_{\beta}+\pi_{33}^{(4)}\right) d a, L_{33}^{0}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(C_{3333}^{(\rho)}+\pi_{33}^{(3)}\right) d a \\
L_{34}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(C_{33 \alpha 3}^{(\rho)} \varepsilon_{\beta \alpha} x_{\beta}+\pi_{33}^{(4)}\right) d a \tag{4.10.19}
\end{align*}
$$

$$
\begin{aligned}
L_{4 \alpha}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{\eta \beta} x_{\eta}\left(C_{\beta 333}^{(\rho)} x_{\alpha}+\pi_{\beta 3}^{(\alpha)}\right) d a \\
L_{43}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{\eta \beta} x_{\eta}\left(C_{\beta 333}^{(\rho)}+\pi_{\beta 3}^{(3)}\right) d a \\
L_{44}^{0} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{\eta \beta} x_{\eta}\left(C_{\beta 3 \nu 3}^{(\rho)} \varepsilon_{\lambda \nu} x_{\lambda}+\pi_{\beta 3}^{(4)}\right) d a
\end{aligned}
$$

Let us prove that the system 4.10.18 uniquely determines the constants $a_{k}$, ( $k=1,2,3,4)$. We have assumed that the elastic potentials

$$
W^{(\rho)}(\mathbf{u})=\frac{1}{2} C_{i j r s}^{(\rho)} e_{i j}(\mathbf{u}) e_{r s}(\mathbf{u})=\frac{1}{2}\left[t_{i j}(\mathbf{u}) e_{i j}(\mathbf{u})\right]_{\rho}
$$

are positive definite quadratic forms in the variables $e_{r s}(\mathbf{u})$. Let $\mathbf{u}^{\prime}$ and $\mathbf{u}^{\prime \prime}$ be displacement vector fields that satisfy Equations 1.1.1, 1.1.2, and 1.1.8 on $B_{\rho}$, and the conditions 3.1.1 on $\Pi_{0}$. If we denote

$$
W^{(\rho)}\left(\mathbf{u}^{\prime}, \mathbf{u}^{\prime \prime}\right)=\frac{1}{2} C_{i j r s}^{(\rho)} e_{i j}\left(\mathbf{u}^{\prime}\right) e_{r s}\left(\mathbf{u}^{\prime \prime}\right)
$$

then we can see that the relations 3.6.22, 3.6.23, and 3.6.25 hold.
The relations 4.10.16 and 4.10.17 can be written in the form

$$
\begin{equation*}
u_{i}=\sum_{s=1}^{4} a_{s} u_{i}^{(s)}, \quad t_{i j}=\sum_{s=1}^{4} a_{s} t_{i j}^{(s)} \tag{4.10.20}
\end{equation*}
$$

where

$$
\begin{array}{lrl}
u_{\alpha}^{(\beta)}=-\frac{1}{2} x_{3}^{2} \delta_{\alpha \beta}+v_{\alpha}^{(\beta)}, & u_{3}^{(\beta)}=x_{3} x_{\beta}+v_{3}^{(\beta)}, & u_{i}^{(3)}=\delta_{i 3} x_{3}+v_{i}^{(3)} \\
u_{\alpha}^{(4)}=\varepsilon_{\beta \alpha} x_{\beta} x_{3}+v_{\alpha}^{(4)}, & u_{3}^{(4)}=v_{3}^{(4)} \\
t_{i j}^{(\alpha)}=C_{i j 33}^{(\rho)} x_{\alpha}+\pi_{i j}^{(\alpha)}, & t_{i j}^{(3)}=C_{i j 33}^{(\rho)}+\pi_{i j}^{(3)}, & t_{i j}^{(4)}=\pi_{i j}^{(4)}-C_{i j \alpha 3}^{(\rho)} \varepsilon_{\alpha \beta} x_{\beta} \tag{4.10.21}
\end{array}
$$

on $A_{\rho}$. It follows from Equations 3.6.24 and 4.10.20 that

$$
\begin{equation*}
U(\mathbf{u})=\sum_{r, s=1}^{4} \Lambda_{r s} a_{r} a_{s} \tag{4.10.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{r s}=\sum_{\rho=1}^{2} \int_{B_{\rho}} W^{(\rho)}\left(\mathbf{u}^{(r)}, \mathbf{u}^{(s)}\right) d v, \quad(r, s=1,2,3,4) \tag{4.10.23}
\end{equation*}
$$

Clearly, we have

$$
\begin{align*}
& t_{\alpha i, \alpha}^{(s)}=0 \text { on } A_{\rho}, \quad\left[t_{\alpha i}^{(s)}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha i}^{(s)}\right]_{2} n_{\alpha}^{0} \text { on } \Gamma_{0}  \tag{4.10.24}\\
& {\left[t_{\alpha i}^{(s)} n_{\alpha}\right]_{\rho}=0 \text { on } \Gamma_{\rho}}
\end{align*}
$$

On the basis of Equations 4.10.24, we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{\alpha 3}^{(s)} d a=0, \quad(s=1,2,3,4) \tag{4.10.25}
\end{equation*}
$$

Let us apply the relations 3.6 .23 and 3.6 .24 to the displacement fields $u_{i}^{(s)}$ $(s=1,2,3,4)$. In view of Equations 4.10.23 and 4.10.17, we find that

$$
\begin{equation*}
2 \Lambda_{r s}=h L_{r s}^{0}, \quad(r, s=1,2,3,4) \tag{4.10.26}
\end{equation*}
$$

In view of Equations 4.10.22 and 4.10.26,

$$
\begin{equation*}
\operatorname{det}\left(L_{r s}^{0}\right)>0 \tag{4.10.27}
\end{equation*}
$$

In view of the relation 4.10.27, we conclude that the system 4.10.18 determines the constants $a_{k},(k=1,2,3,4)$.

### 4.10.3 Flexure

We assume now that $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and $\mathbf{M}=\mathbf{0}$. The conditions on the end located at $x_{3}=0$ are

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{\alpha 3} d a=-F_{\alpha}  \tag{4.10.28}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}} x_{\alpha} t_{33} d a=0, \quad \int_{\Sigma_{1}} \varepsilon_{\alpha \beta} x_{\alpha} t_{\beta 3} d a=0 \tag{4.10.29}
\end{gather*}
$$

The flexure problem consists in the determination of a displacement vector field that satisfies Equations 1.1.1, 1.1.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on $\Pi_{0}$, and the boundary conditions 1.3.1, 4.10.28, and 4.10.29. We seek the solution in the form

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{2} b_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}^{2} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) v_{\alpha}^{(s)}+v_{\alpha}\left(x_{1}, x_{2}\right)  \tag{4.10.30}\\
u_{3}= & \left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) v_{3}^{(s)}+v_{3}\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $v_{i}^{(s)}$ are the components of displacement vector in the problem $P^{(s)}, v_{k}$ are unknown functions, and $a_{s}, b_{s},(s=1,2,3,4)$, are unknown constants.

It follows from Equations 1.1.9 and 4.10.30 that

$$
\begin{align*}
t_{i j}= & C_{i j 33}^{(\rho)}\left[a_{1} x_{1}+a_{2} x_{2}+a_{3}+\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}\right] \\
& -C_{i j \alpha 3}^{(\rho)}\left(a_{4}+b_{4} x_{3}\right) \varepsilon_{\alpha \beta} x_{\beta} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) \pi_{i j}^{(s)}+\sigma_{i j}+k_{i j}^{(\rho)} \text { on } B_{\rho} \tag{4.10.31}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{i j}=C_{i j k \alpha}^{(\rho)} v_{k, \alpha} \tag{4.10.32}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{i j}^{(\rho)}=\sum_{s=1}^{4} C_{i j k 3}^{(\rho)} b_{s} v_{k}^{(s)} \tag{4.10.33}
\end{equation*}
$$

With the aid of notations 4.10.21, the stress tensor can be written in the form

$$
\begin{equation*}
t_{i j}=\sum_{s=1}^{4}\left(a_{s}+x_{3} b_{s}\right) t_{i j}^{(s)}+\sigma_{i j}+k_{i j}^{(\rho)} \text { on } B_{\rho} \tag{4.10.34}
\end{equation*}
$$

In view of Equations 4.10.10, the equilibrium equations reduce to

$$
\begin{equation*}
\sigma_{\alpha i, \alpha}+F_{i}^{(\rho)}=0 \text { on } A_{\rho} \tag{4.10.35}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{i}^{(\rho)}=k_{i \alpha, \alpha}^{(\rho)}+\sum_{s=1}^{4} b_{s} t_{i 3}^{(s)} \tag{4.10.36}
\end{equation*}
$$

On the basis of the relations 4.10.12, the conditions 1.3 .1 become

$$
\begin{equation*}
\left[\sigma_{\alpha i} n_{\alpha}\right]_{\rho}=q_{i}^{(\rho)} \text { on } L_{\rho} \tag{4.10.37}
\end{equation*}
$$

where we have used the notations

$$
\begin{equation*}
q_{i}^{(\rho)}=-k_{\alpha i}^{(\rho)} n_{\alpha} \tag{4.10.38}
\end{equation*}
$$

By Equations 4.10.31 and 4.10.10, we find that the conditions 3.1.1 reduce to

$$
\begin{equation*}
\left[v_{i}\right]_{1}=\left[v_{i}\right]_{2}, \quad\left[\sigma_{\alpha i}\right]_{1} n_{\alpha}^{0}=\left[\sigma_{\alpha i}\right]_{2} n_{\alpha}^{0}+p_{i} \text { on } \Gamma_{0} \tag{4.10.39}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i}=\left(k_{i \alpha}^{(2)}-k_{i \alpha}^{(1)}\right) n_{\alpha}^{0} \tag{4.10.40}
\end{equation*}
$$

Thus, the functions $v_{i}$ are the components of the displacement vector field in the generalized plane strain problem 4.10.32, 4.10.35, 4.10.37, and 4.10.39. The necessary and sufficient conditions to solve this problem are

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left(\int_{A_{\rho}} F_{i}^{(\rho)} d a+\int_{\Gamma_{\rho}} q_{i}^{(\rho)} d s\right)+\int_{\Gamma_{0}} p_{i} d s=0 \\
& \sum_{\rho=1}^{2}\left(\int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} F_{\beta}^{(\rho)} d a+\int_{\Gamma_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha} q_{\beta}^{(\rho)} d s\right)+\int_{\Gamma_{0}} \varepsilon_{\alpha \beta} x_{\alpha} p_{\beta} d s=0 \tag{4.10.41}
\end{align*}
$$

The first two conditions 4.10 .41 are satisfied on the basis of the relations $4.10 .36,4.10 .38,4.10 .40$, and 4.10 .25 . From the remaining conditions, we obtain

$$
\begin{equation*}
\sum_{s=1}^{4} L_{r s}^{0} b_{s}=0, \quad(r=3,4) \tag{4.10.42}
\end{equation*}
$$

where $L_{r s}^{0}$ are defined in Equations 4.10.19.
By using Equations 4.10.31, 1.3.57, and 4.10.19, the conditions 4.10 .28 reduce to

$$
\begin{equation*}
\sum_{s=1}^{4} L_{\alpha s}^{0} b_{s}=-F_{\alpha} \tag{4.10.43}
\end{equation*}
$$

In view of relation 4.10.27, the system 4.10.42 and 4.10.43 uniquely determines the constants $b_{k},(k=1,2,3,4)$. As the conditions 4.10 .41 are satisfied, we can assume that the functions $v_{i}$ are known.

It follows from Equations 4.10 .31 and 4.10.29 that the constants $a_{s},(s=$ $1,2,3,4)$, satisfy the equations

$$
\begin{equation*}
\sum_{s=1}^{4} L_{r s}^{0} a_{s}=d_{r} \tag{4.10.44}
\end{equation*}
$$

where

$$
\begin{aligned}
& d_{\alpha}=-\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(\sigma_{33}+k_{33}^{(\rho)}\right) d a, \quad d_{3}=-\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(\sigma_{33}+k_{33}^{(\rho)}\right) d a \\
& d_{4}=-\sum_{\rho=1}^{2} \int_{A_{\rho}} \varepsilon_{\alpha \beta} x_{\alpha}\left(\sigma_{\beta 3}+k_{\beta 3}^{(\rho)}\right) d a
\end{aligned}
$$

Clearly, the system 4.10 .44 can always be solved for $a_{r},(r=1,2,3,4)$. Thus, the flexure problem is solved.

### 4.11 Cylinders Composed of Different Orthotropic Materials

The deformation of cylinders composed of different orthotropic and homogeneous elastic materials has been studied in various works [28,175,205,339]. In this section, we present the solution of Saint-Venant's problem when cylinder $B$ is composed of different nonhomogeneous and orthotropic materials. We denote by $A_{i j}^{(\rho)}$ the elastic coefficients 4.8.1 of the material which occupies the domain $B_{\rho}$, and assume that

$$
\begin{equation*}
A_{i j}^{(\rho)}=A_{i j}^{(\rho)}\left(x_{1}, x_{2}\right), \quad(i, j=1,2, \ldots, 6), \quad\left(x_{1}, x_{2}\right) \in A_{\rho} \tag{4.11.1}
\end{equation*}
$$

Saint-Venant's problem consists in the determination of a vector field $\mathbf{u} \in C^{2}\left(B_{1}\right) \cap C^{2}\left(B_{2}\right) \cap C^{1}\left(\bar{B}_{1}\right) \cap C^{1}\left(\bar{B}_{2}\right) \cap C^{0}(B)$ that satisfies Equations 1.1.1, 4.8.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on the surface of separation $\Pi_{0}$, the conditions for $x_{3}=0$, and the boundary conditions 1.3.1.

### 4.11.1 Plane Strain Problem

The plane strain problem for homogeneous and orthotropic cylinders has been studied in Section 4.9. When cylinder $B$ is composed of different materials, the equations of the plane strain problem consist of the equations of equilibrium

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}^{(\rho)}=0 \tag{4.11.2}
\end{equation*}
$$

the constitutive equations

$$
\begin{equation*}
t_{11}=A_{11}^{(\rho)} e_{11}+A_{12}^{(\rho)} e_{22}, \quad t_{22}=A_{12}^{(\rho)} e_{11}+A_{22}^{(\rho)} e_{22}, \quad t_{12}=2 A_{66}^{(\rho)} e_{12} \tag{4.11.3}
\end{equation*}
$$

and the geometrical equations

$$
\begin{equation*}
2 e_{\alpha \beta}=u_{\beta, \alpha}+u_{\alpha, \beta} \tag{4.11.4}
\end{equation*}
$$

on $A_{\rho}$. The conditions on the surface of separation become

$$
\begin{equation*}
\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[t_{\alpha \beta}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha \beta}\right]_{2} n_{\alpha}^{0} \text { on } \Gamma_{0} \tag{4.11.5}
\end{equation*}
$$

In the case of the second boundary-value problem, the boundary conditions are

$$
\begin{equation*}
\left[t_{\alpha \beta} n_{\alpha}\right]_{\rho}=\widetilde{t}_{\beta}^{(\rho)} \text { on } \Gamma_{\rho} \tag{4.11.6}
\end{equation*}
$$

We suppose that the body forces $f_{\alpha}^{(\rho)}$ and the surface forces $\widetilde{t}_{\alpha}^{(\rho)}$ are independent of $x_{3}$ and are prescribed functions of class $C^{\infty}$. We continue to assume that $A_{r s}^{(\rho)}$ belongs to $C^{\infty}$ and that the elastic potential corresponding to the material which occupies $B_{\rho}$ is positive definite. If the domains $A_{1}$ and $A_{2}$ satisfy some conditions of regularity, then the second boundary-value problem has a solution $u_{\alpha} \in C^{\infty}\left(A_{1} \cup \Gamma_{1}\right) \cap C^{\infty}\left(A_{2} \cup \Gamma_{2}\right) \cap C^{0}\left(\Sigma_{1}\right)$ if and only if the functions $f_{\alpha}^{(\rho)}$ and $\widetilde{t}_{\alpha}^{(\rho)}$ satisfy the conditions 3.6.7 (cf. [88]). In what follows, we will have occasion to consider the boundary-value problem characterized by Equations 4.11.2, 4.11.3, and 4.11.4 on $A_{\rho}$, the boundary conditions 4.11.6, and the conditions

$$
\begin{equation*}
\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[t_{\alpha \beta}\right]_{1} n_{\beta}^{0}=\left[t_{\alpha \beta}\right]_{2} n_{\beta}^{0}+g_{\alpha} \text { on } \Gamma_{0} \tag{4.11.7}
\end{equation*}
$$

where $g_{\alpha}$ are prescribed functions of class $C^{\infty}$. In this case, the necessary and sufficient conditions for the existence of the solution are given by the relations 3.6.9.

We introduce three plane strain problems $Q^{(k)},(k=1,2,3)$, characterized by the equations of equilibrium

$$
\begin{equation*}
t_{\beta \alpha, \beta}^{(k)}+F_{(k) \alpha}^{(\rho)}=0 \tag{4.11.8}
\end{equation*}
$$

the constitutive equations
$t_{11}^{(k)}=A_{11}^{(\rho)} e_{11}^{(k)}+A_{12}^{(\rho)} e_{22}^{(k)}, \quad t_{22}^{(k)}=A_{12}^{(\rho)} e_{11}^{(k)}+A_{22}^{(\rho)} e_{22}^{(k)}, \quad t_{12}^{(k)}=2 A_{66}^{(\rho)} e_{12}^{(k)}$
and the geometrical equations

$$
\begin{equation*}
2 e_{\alpha \beta}^{(k)}=u_{\alpha, \beta}^{(k)}+u_{\beta, \alpha}^{(k)} \tag{4.11.10}
\end{equation*}
$$

on $A_{\rho}$, where

$$
\begin{array}{ll}
F_{(1) 1}^{(\rho)}=\left(A_{13}^{(\rho)} x_{1}\right)_{, 1}, & F_{(1) 2}^{(\rho)}=\left(A_{23}^{(\rho)} x_{1}\right)_{, 2}, \quad F_{(2) 1}^{(\rho)}=\left(A_{13}^{(\rho)} x_{2}\right)_{, 1}  \tag{4.11.11}\\
F_{(2) 2}^{(\rho)}=\left(A_{23}^{(\rho)} x_{2}\right)_{, 2}, & F_{(3) 1}^{(\rho)}=A_{13,1}^{(\rho)}, \quad F_{(3) 2}^{(\rho)}=A_{23,2}^{(\rho)} \text { on } A_{\rho}
\end{array}
$$

To Equations 4.11.8, 4.11.9, and 4.11.10, we add the conditions

$$
\begin{equation*}
\left[u_{\alpha}^{(k)}\right]_{1}=\left[u_{\alpha}^{(k)}\right]_{2}, \quad\left[t_{\beta \alpha}^{(k)}\right]_{1} n_{\beta}^{0}=\left[t_{\beta \alpha}^{(k)}\right]_{2} n_{\beta}^{0}+G_{\alpha}^{(k)} \text { on } \Gamma_{0} \tag{4.11.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[t_{\beta \alpha}^{(k)} n_{\beta}\right]_{\rho}=\widetilde{T}_{(k) \alpha}^{(\rho)} \text { on } \Gamma_{\rho} \tag{4.11.13}
\end{equation*}
$$

where
$G_{1}^{(1)}=\left(A_{13}^{(2)}-A_{13}^{(1)}\right) x_{1} n_{1}^{0}, \quad G_{2}^{(1)}=\left(A_{23}^{(2)}-A_{23}^{(1)}\right) x_{1} n_{2}^{0}$
$G_{1}^{(2)}=\left(A_{13}^{(2)}-A_{13}^{(1)}\right) x_{2} n_{1}^{0}, \quad G_{2}^{(2)}=\left(A_{23}^{(2)}-A_{23}^{(1)}\right) x_{2} n_{2}^{0}$
$G_{1}^{(3)}=\left(A_{13}^{(2)}-A_{13}^{(1)}\right) n_{1}^{0}, \quad G_{2}^{(3)}=\left(A_{23}^{(2)}-A_{23}^{(1)}\right) n_{2}^{0}$
$\widetilde{T}_{(1) 1}^{(\rho)}=-A_{13}^{(\rho)} x_{1} n_{1}, \quad \widetilde{T}_{(1) 2}^{(\rho)}=-A_{23}^{(\rho)} x_{1} n_{2}, \quad \widetilde{T}_{(2) 1}^{(\rho)}=-A_{13}^{(\rho)} x_{2} n_{1}$
$\widetilde{T}_{(2) 2}^{(\rho)}=-A_{23}^{(\rho)} x_{2} n_{2}, \quad \widetilde{T}_{(3) 1}^{(\rho)}=-A_{13}^{(\rho)} n_{1}, \quad \widetilde{T}_{(3) 2}^{(\rho)}=-A_{23}^{(\rho)} n_{2}$
It is easy to prove that the necessary and sufficient conditions 3.6 .9 for the existence of the solution are satisfied for each boundary-value problem $Q^{(k)}$, $(k=1,2,3)$. We shall assume that the functions $u_{\alpha}^{(k)}$ are known.

### 4.11.2 Extension and Bending of Composed Cylinders

Let the loading applied at the end $\Sigma_{1}$ be statically equivalent to the force $\mathbf{F}=F_{3} \mathbf{e}_{3}$ and the moment $\mathbf{M}=M_{\alpha} \mathbf{e}_{\alpha}$. The problem of extension and bending consists in the determination of a displacement vector field that satisfies Equations 1.1.1, 4.8.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1.1 on $\Pi_{0}$, the boundary conditions 1.3 .1 on $\Pi$, and the conditions 3.3 .1 , and 3.3 .2 on $\Sigma_{1}$. We try to solve the problem assuming that

$$
\begin{equation*}
u_{\alpha}=-\frac{1}{2} c_{\alpha} x_{3}^{2}+\sum_{j=1}^{3} c_{j} u_{\alpha}^{(j)}, \quad u_{3}=\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3} \tag{4.11.15}
\end{equation*}
$$

where $c_{j}$ are unknown constants and $u_{\alpha}^{(j)}$ are the components of the displacement vector in the problem $Q^{(j)},(j=1,2,3)$. By Equations 4.11.15 and 4.11.10, we obtain

$$
e_{\alpha \beta}=\sum_{j=1}^{2} c_{j} e_{\alpha \beta}^{(j)}, \quad e_{\alpha 3}=0, \quad e_{33}=c_{\rho} x_{\rho}+c_{3}
$$

It follows from Equations 4.8.2 and 4.11.3 that

$$
\begin{align*}
& t_{11}=A_{13}^{(\rho)}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right)+\sum_{j=1}^{3} c_{j} t_{11}^{(j)} \\
& t_{22}=A_{23}^{(\rho)}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right)+\sum_{j=1}^{3} c_{j} t_{22}^{(j)} \\
& t_{12}=\sum_{j=1}^{3} c_{j} t_{12}^{(j)}, \quad t_{\alpha 3}=0  \tag{4.11.16}\\
& t_{33}=A_{33}^{(\rho)}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right)+\sum_{j=1}^{3} c_{j}\left(A_{13}^{(\rho)} e_{11}^{(j)}+A_{23}^{(\rho)} e_{22}^{(j)}\right) \text { on } A_{\rho}
\end{align*}
$$

The equilibrium equations and the boundary conditions 1.3.1 are satisfied on the basis of the relations $4.11 .8,4.11 .11,4.11 .13$, and 4.11 .14 . The conditions 3.1 .1 on the surface of separation are satisfied in view of the relations 4.11.12 and 4.11.14. The conditions 3.3 .1 are identically satisfied. From Equations 3.3.2 and 4.11.16, we obtain the following equations for the unknown constants,

$$
\begin{equation*}
\Gamma_{\alpha j} c_{j}=\varepsilon_{\alpha \beta} M_{\beta}, \quad \Gamma_{3 j} c_{j}=-F_{3} \tag{4.11.17}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{\alpha \beta} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(A_{33}^{(\rho)} x_{\beta}+A_{13}^{(\rho)} e_{11}^{(\beta)}+A_{23}^{(\rho)} e_{22}^{(\beta)}\right) d a \\
\Gamma_{\alpha 3} & =\sum_{\rho=1}^{2} \int_{A_{\rho}} x_{\alpha}\left(A_{33}^{(\rho)}+A_{13}^{(\rho)} e_{11}^{(3)}+A_{23}^{(\rho)} e_{22}^{(3)}\right) d a \\
\Gamma_{3 \alpha} & =\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(A_{33}^{(\rho)} x_{\alpha}+A_{13}^{(\rho)} e_{11}^{(\alpha)}+A_{23}^{(\rho)} e_{22}^{(\alpha)}\right) d a  \tag{4.11.18}\\
\Gamma_{33} & =\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(A_{33}^{(\rho)}+A_{13}^{(\rho)} e_{11}^{(3)}+A_{23}^{(\rho)} e_{22}^{(3)}\right) d a
\end{align*}
$$

As in Section 4.3, we can prove that $\Gamma_{i j}=\Gamma_{j i}$ and that $\operatorname{det}\left(\Gamma_{i j}\right) \neq 0$. The system 4.11 .17 determines the constants $c_{1}, c_{2}$, and $c_{3}$.

### 4.11.3 Flexure and Torsion

We assume now that $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and $\mathbf{M}=M_{3} \mathbf{e}_{3}$. The conditions on the end $\Sigma_{1}$ are given by Equations 1.4.1, 1.3.21, and 1.3.22. The problem consists in the finding of the functions $u_{k}$ that satisfy Equations 1.1.1, 4.8.2, and 1.1.8 on $B_{\rho}$, the conditions 3.1 .1 on $\Pi_{0}$, the boundary conditions 1.3 .1 , and the conditions 1.4.1, 1.3.21, and 1.3.22 on $\Sigma_{1}$. We seek the solution in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{6} d_{\alpha} x_{3}^{3}-\tau \varepsilon_{\alpha \beta} x_{\beta} x_{3}+x_{3} \sum_{j=1}^{3} d_{j} u_{\alpha}^{(j)}  \tag{4.11.19}\\
& u_{3}=\frac{1}{2}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3}^{2}+\Psi\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $u_{\alpha}^{(j)}$ are the solutions of the problems $Q^{(j)}, \Psi$ is an unknown function, and $d_{k}$ and $\tau$ are unknown constants. By Equations 4.11.19, 1.1.1, and 4.8.2, we obtain

$$
\begin{align*}
& t_{11}=A_{13}^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3}+x_{3} \sum_{j=1}^{3} d_{j} t_{11}^{(j)} \\
& t_{22}=A_{23}^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3}+x_{3} \sum_{j=1}^{3} d_{j} t_{22}^{(j)}, \quad t_{12}=x_{3} \sum_{j=1}^{3} d_{j} t_{12}^{(j)} \\
& t_{33}=A_{33}^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right) x_{3}+x_{3} \sum_{j=1}^{3} d_{j}\left(A_{13}^{(\rho)} e_{11}^{(j)}+A_{23}^{(\rho)} e_{22}^{(j)}\right) \\
& t_{23}=A_{44}^{(\rho)}\left(\Psi_{, 2}+\tau x_{1}+\sum_{j=1}^{3} d_{j} u_{2}^{(j)}\right) \\
& t_{31}=A_{55}^{(\rho)}\left(\Psi_{, 1}-\tau x_{2}+\sum_{j=1}^{3} d_{j} u_{1}^{(j)}\right) \text { on } B_{\rho} \tag{4.11.20}
\end{align*}
$$

The conditions 1.3 .21 are identically satisfied. If we use Equations 4.11.20, $4.11 .8,4.11 .11$, and 4.11 .14 , then we find that the equations of equilibrium 1.1.8 and the conditions 3.1 .1 and 1.3 .1 are satisfied if the function $\Psi$ satisfies the equation

$$
\begin{equation*}
\left(A_{55}^{(\rho)} \Psi_{, 1}\right)_{, 1}+\left(A_{44}^{(\rho)} \Psi_{, 2}\right)_{, 2}=-q^{(\rho)} \text { on } A_{\rho} \tag{4.11.21}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
& {[\Psi]_{1}=[\Psi]_{2},\left[A_{55}^{(1)} \Psi_{, 1} n_{1}^{0}+A_{44}^{(1)} \Psi_{, 2} n_{2}^{0}\right]_{1}} \\
& \quad=\left[A_{55}^{(2)} \Psi_{, 1} n_{1}^{0}+A_{44}^{(2)} \Psi_{, 2} n_{2}^{0}\right]_{2}+h \text { on } \Gamma_{0}  \tag{4.11.22}\\
& A_{55}^{(\rho)} \Psi_{, 1} n_{1}+A_{44}^{(\rho)} \Psi_{, 2} n_{2}=\kappa^{(\rho)} \text { on } \Gamma_{\rho}
\end{align*}
$$

where

$$
\begin{align*}
q^{(\rho)}= & A_{33}^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right)-\tau\left[\left(A_{55}^{(\rho)} x_{2}\right)_{, 1}-\left(A_{44}^{(\rho)} x_{1}\right)_{, 2}\right] \\
& +\sum_{j=1}^{3} d_{j}\left[\left(A_{55}^{(\rho)} u_{1}^{(j)}\right)_{, 1}+\left(A_{44}^{(\rho)} u_{2}^{(j)}\right)_{, 2}+A_{13}^{(\rho)} e_{11}^{(j)}+A_{23}^{(\rho)} e_{22}^{(j)}\right] \\
h= & \tau\left[\left(A_{55}^{(1)}-A_{55}^{(2)}\right) x_{2} n_{1}^{0}-\left(A_{44}^{(1)}-A_{44}^{(2)}\right) x_{1} n_{2}^{0}\right] \\
& +\sum_{j=1}^{3} d_{j}\left[\left(A_{55}^{(2)}-A_{55}^{(1)}\right) u_{1}^{(j)} n_{1}^{0}+\left(A_{44}^{(2)}-A_{44}^{(1)}\right) u_{2}^{(j)} n_{2}^{0}\right]  \tag{4.11.23}\\
\kappa^{(\rho)}= & \tau\left(A_{55}^{(\rho)} x_{2} n_{1}-A_{44}^{(\rho)} x_{1} n_{2}\right) \\
& -\sum_{j=1}^{3} d_{j}\left[A_{55}^{(\rho)} u_{1}^{(j)} n_{1}+A_{44}^{(\rho)} u_{2}^{(j)} n_{2}\right]
\end{align*}
$$

The necessary and sufficient condition for the existence of the solution of the boundary-value problem 4.11 .21 and 4.11 .22 is (cf. [55,88])

$$
\begin{equation*}
\sum_{\rho=1}^{2}\left(\int_{A_{\rho}} q^{(\rho)} d a+\int_{\Gamma_{\rho}} \kappa^{(\rho)} d s\right)+\int_{\Gamma_{0}} h d s=0 \tag{4.11.24}
\end{equation*}
$$

Substituting the relations 4.11.23 into Equation 4.11.24, we get

$$
\begin{equation*}
\Gamma_{3 j} d_{j}=0 \tag{4.11.25}
\end{equation*}
$$

where $\Gamma_{3 j}$ are defined by Equations 4.11.18. In view of Equations 1.3.57, 4.11.20, and 4.11.18, we find that the conditions 1.4.1 reduce to

$$
\begin{equation*}
\Gamma_{\alpha j} d_{j}=-F_{\alpha} \tag{4.11.26}
\end{equation*}
$$

The system 4.11 .25 and 4.11.26 uniquely determines the constants $d_{k}$.
Let us introduce the function $\varphi \in C^{2}\left(A_{1}\right) \cap C^{2}\left(A_{2}\right) \cap C^{1}\left(\bar{A}_{1}\right) \cap C^{1}\left(\bar{A}_{2}\right) \cap$ $C^{0}\left(\Sigma_{1}\right)$ which satisfies the equation

$$
\begin{equation*}
\left(A_{55}^{(\rho)} \varphi_{, 1}\right)_{, 1}+\left(A_{44}^{(\rho)} \varphi_{, 2}\right)_{, 2}=\left(A_{55}^{(\rho)} x_{2}\right)_{, 1}-\left(A_{44}^{(\rho)} x_{1}\right)_{, 2} \text { on } A_{\rho} \tag{4.11.27}
\end{equation*}
$$

and the conditions

$$
\begin{gather*}
{[\varphi]_{1}=[\varphi]_{2}, \quad\left[A_{55}^{(1)} \varphi_{, 1} n_{1}^{0}+A_{44}^{(1)} \varphi_{, 2} n_{2}^{0}\right]_{1}=\left[A_{55}^{(2)} \varphi_{, 1} n_{1}^{0}+A_{44}^{(2)} \varphi_{, 2} n_{2}^{0}\right]_{2}} \\
+\left(A_{55}^{(1)}-A_{55}^{(2)}\right) x_{2} n_{1}^{0}-\left(A_{44}^{(1)}-A_{44}^{(2)}\right) x_{1} n_{2}^{0} \text { on } \Gamma_{0} \\
A_{55}^{(\rho)} \varphi_{, 1} n_{1}+A_{44}^{(\rho)} \varphi_{, 2} n_{2}=A_{55}^{(\rho)} x_{2} n_{1}-A_{44}^{(\rho)} x_{1} n_{2} \text { on } \Gamma_{\rho} \tag{4.11.28}
\end{gather*}
$$

It is not difficult to verify that the necessary and sufficient condition for the existence of the function $\varphi$ is satisfied. We introduce the function $\chi$ by

$$
\begin{equation*}
\Psi=\tau \varphi+\chi \tag{4.11.29}
\end{equation*}
$$

In view of Equations 4.11.21, 4.11.22, 4.11.23, and 4.11.27, we find that the function $\chi$ satisfies the equation

$$
\begin{equation*}
\left(A_{55}^{(\rho)} \chi_{, 1}\right)_{, 1}+\left(A_{44}^{(\rho)} \chi_{, 2}\right)_{, 2}=g^{(s)} \text { on } A_{\rho} \tag{4.11.30}
\end{equation*}
$$

and the conditions

$$
\begin{gather*}
{[\chi]_{1}=[\chi]_{2}, \quad\left[A_{55}^{(1)} \chi_{, 1} n_{1}^{0}+A_{44}^{(1)} \chi_{, 2} n_{2}^{0}\right]_{1}=\left[A_{55}^{(2)} \chi_{, 1} n_{1}^{0}+A_{44}^{(2)} \chi_{, 2} n_{2}^{0}\right]_{2}+f \text { on } \Gamma_{0}} \\
A_{55}^{(\rho)} \chi_{, 1} n_{1}+A_{44}^{(\rho)} \chi_{, 2} n_{2}=k^{(\rho)} \text { on } \Gamma_{\rho} \tag{4.11.31}
\end{gather*}
$$

where

$$
\begin{align*}
g^{(\rho)}= & -A_{33}^{(\rho)}\left(d_{1} x_{1}+d_{2} x_{2}+d_{3}\right)-\sum_{j=1}^{3} d_{j}\left[\left(A_{55}^{(\rho)} u_{1}^{(j)}\right)_{, 1}+\left(A_{44}^{(\rho)} u_{2}^{(j)}\right)_{, 2}\right. \\
& \left.+A_{13}^{(\rho)} e_{11}^{(j)}+A_{23}^{(\rho)} e_{22}^{(j)}\right] \\
f= & \sum_{j=1}^{3} d_{j}\left[\left(A_{55}^{(2)}-A_{55}^{(1)}\right) u_{1}^{(j)} n_{1}^{0}+\left(A_{44}^{(2)}-A_{44}^{(1)}\right) u_{2}^{(j)} n_{2}^{0}\right] \\
k^{(\rho)}= & -\sum_{j=1}^{3} d_{j}\left(A_{55}^{(\rho)} u_{1}^{(j)} n_{1}+A_{44}^{(\rho)} u_{2}^{(j)} n_{2}\right) \tag{4.11.32}
\end{align*}
$$

It follows from Equations 4.11.20, 4.11.29, and 1.3.22 that

$$
\begin{equation*}
D^{*} \tau=-M_{3}-\mathfrak{M} \tag{4.11.33}
\end{equation*}
$$

where $D^{*}$ is the torsional rigidity defined by

$$
\begin{equation*}
D^{*}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left[A_{44}^{(\rho)} x_{1}\left(\varphi_{, 2}+x_{1}\right)-A_{55}^{(\rho)} x_{2}\left(\varphi_{, 1}-x_{2}\right)\right] d a \tag{4.11.34}
\end{equation*}
$$

and $\mathfrak{M}$ is given by

$$
\begin{equation*}
\mathfrak{M}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left[x_{1} A_{44}^{(\rho)} \chi_{, 2}-x_{2} A_{55}^{(\rho)} \chi_{, 1}+\sum_{j=1}^{3} d_{j}\left(A_{44}^{(\rho)} x_{1} u_{2}^{(j)}-A_{55}^{(\rho)} x_{2} u_{1}^{(j)}\right)\right] d a \tag{4.11.35}
\end{equation*}
$$

The constant $\tau$ is determined by Equation 4.11.33.
If $F_{\alpha}=0$, then from Equations 4.11.25 and 4.11.26, we obtain $d_{k}=0$, so that $\chi=0$ and $\mathfrak{M}=0$. In this case, from Equation 4.11.19, we find the solution of the torsion problem.

### 4.12 Exercises

4.12.1 A homogeneous and orthotropic elastic cylinder occupies the domain

$$
B=\left\{x: \frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}<1, \quad 0<x_{3}<h\right\}, \quad(a>0, b>0)
$$

Investigate the torsion of the cylinder.
4.12.2 Study the flexure of an elliptical right cylinder made of a homogeneous and orthotropic elastic material.
4.12.3 Investigate the torsion of a right cylinder of rectangular cross section, composed of two homogeneous orthotropic elastic materials.
4.12.4 Study extension, bending, and torsion of a circular cylinder $B=\{x$ : $\left.x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\}$ made from a nonhomogeneous orthotropic material with the following constitutive coefficients

$$
A_{i j}=A_{i j}^{*} e^{-\alpha r}, \quad \alpha>0, \quad(i, j=1,2, \ldots, 6)
$$

where $A_{i j}^{*}$ and $\alpha$ are prescribed constants, and $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$.
4.12.5 Study the deformation of a circular cylinder made of a homogeneous and orthotropic elastic material when the lateral boundary is subjected to a constant pressure.
4.12.6 Investigate the Almansi-Michell problem for homogeneous and orthotropic elastic cylinders.
4.12.7 Study the extension, bending, and torsion of an anisotropic elastic cylinder for the case when the medium is homogeneous and has a plane of elastic symmetry, normal to the axis of cylinder.
4.12.8 A homogeneous and orthotropic elliptical cylinder is in equilibrium in the absence of body forces. The cylinder is subjected on the lateral surface to the tractions $\widetilde{t}_{1}=0, \widetilde{t}_{2}=0, \widetilde{t}_{3}=P x_{3}$, where $P$ is a given constant. Investigate the deformation of the body.
4.12.9 Investigate the Almansi problem for inhomogeneous and orthotropic elastic cylinders.

## Chapter 5

## Cosserat Elastic Continua

### 5.1 Basic Equations

In a remarkable study, E. Cosserat and F. Cosserat [54] gave a systematic development of the mechanics of continuous media in which each point has the six degree of freedom of a rigid body. The orientation of a given particle of such a medium can be represented mathematically by the values of three mutually perpendicular unit vectors which Ericksen and Truesdell [76] called directors. In the 1960s, the subject matter was reopened in the works [81,110,228]. These early theories were discussed in Refs. 85,193,332. The Cosserat elastic continuum has been used as model for bones and for engineering materials like concrete and other composites (see [85] and references therein).

In this section, we present the basic equations of the linear theory of an elastic Cosserat medium. This theory is usually called theory of micropolar elasticity (cf. [83,254]). An account of the historical developments of the theory as well as references to various contributions may be found in the works by Eringen and Kafadar [84], Nowacki [255], Dyszlewicz [74], and Eringen [85]. In Chapters 5 and 6 , we present a study of the deformation of right cylinders made of a Cosserat elastic material. The particular rod theory based on the concept of a Cosserat curve is not considered here. The reader interested in this subject will find an account in Ref. 284.

As remarked above, a Cosserat medium is a continuum in which each point has the degrees of freedom of a rigid body. Thus, the deformation of such a body is described by

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}(\mathbf{x}, t), \quad \varphi=\varphi(\mathbf{x}, t), \quad(\mathbf{x}, t) \in B \times I \tag{5.1.1}
\end{equation*}
$$

where $\mathbf{u}$ is the displacement vector field, $\varphi$ is the microrotation vector field, and $I$ is a given interval of time. We consider an arbitrary region $\mathcal{P}$ of the continuum, bounded by a surface $\partial \mathcal{P}$ at time $t$, and we suppose that $P$ is the corresponding region at time $t_{0}$, bounded by the surface $\partial P$. We postulate the energy balance in the form [85,332]

$$
\begin{align*}
& \int_{P} \rho_{0}\left(\dot{u}_{i} \ddot{u}_{i}+Y_{i j} \dot{\varphi}_{i} \ddot{\varphi}_{j}+\dot{e}\right) d v \\
& \quad=\int_{P} \rho_{0}\left(\Phi_{i} \dot{u}_{i}+G_{i} \dot{\varphi}_{i}\right) d v+\int_{\partial P}\left(s_{i} \dot{u}_{i}+m_{i} \dot{\varphi}_{i}\right) d a \tag{5.1.2}
\end{align*}
$$

where $\rho_{0}$ is the density in the reference configuration, $Y_{i j}$ are coefficients of inertia, $e$ is the internal energy per unit mass, $\boldsymbol{\Phi}$ is the body force per unit mass, $\mathbf{G}$ is the body couple per unit mass, $\mathbf{s}$ is the stress vector associated with the surface $\partial \mathcal{P}$ but measured per unit area of the surface $\partial P, \mathbf{m}$ is the couple stress vector associated with the surface $\partial \mathcal{P}$ but measured per unit area of $\partial P$, and a superposed dot denotes the material derivative with respect to the time. We suppose that the body has arrived at a given state at a time $t$ through some prescribed motion. Following Green and Rivlin [109], we consider a second motion which differs from the given motion only by a constant superposed rigid body translational velocity, the body occupying the same position at time $t$, and we assume that $e, \mathbf{\Phi}, \mathbf{G}, \mathbf{s}$, and $\mathbf{m}$ are unaltered by such superposed rigid velocity. If we use Equation 5.1 .2 with $\dot{u}_{i}$ replaced by $\dot{u}_{i}+a_{i}$, where $a_{i}$ is an arbitrary constant, we obtain

$$
\begin{equation*}
\int_{P} \rho_{0} \ddot{u}_{i} d v=\int_{P} f_{i} d v+\int_{\partial P} s_{i} d a \tag{5.1.3}
\end{equation*}
$$

where $f_{i}=\rho_{0} \Phi_{i}$. From Equation 5.1.3, by the usual methods, we obtain

$$
\begin{equation*}
s_{i}=t_{j i} n_{j} \tag{5.1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{j i, j}+f_{i}=\rho_{0} \ddot{u}_{i} \tag{5.1.5}
\end{equation*}
$$

In view of Equations 5.1.4 and 5.1.5, the relation 5.1.2 reduces to

$$
\begin{equation*}
\int_{P} \rho_{0}\left(\dot{e}+Y_{i j} \dot{\varphi}_{i} \ddot{\varphi}_{j}\right) d v=\int_{P}\left(g_{i} \dot{\varphi}_{i}+t_{j i} \dot{u}_{i, j}\right) d v+\int_{\partial P} m_{i} \dot{\varphi}_{i} d a \tag{5.1.6}
\end{equation*}
$$

where $g_{i}=\rho_{0} G_{i}$. With an argument similar to that used in obtaining Equation 5.1.4, from Equation 5.1.6, we obtain

$$
\begin{equation*}
\left(m_{i}-m_{j i} n_{j}\right) \dot{\varphi}_{i}=0 \tag{5.1.7}
\end{equation*}
$$

where $m_{j i}$ is the couple stress tensor. If we use Equation 5.1.7 in Equation 5.1.6 and apply the resulting equation to an arbitrary region, then we find the local form of the conservation of energy

$$
\begin{equation*}
\dot{W}=\left(m_{j i, j}+g_{i}-\rho_{0} Y_{i j} \ddot{\varphi}_{j}\right) \dot{\varphi}_{i}+t_{j i} \dot{u}_{i, j}+m_{j i} \dot{\varphi}_{i, j} \tag{5.1.8}
\end{equation*}
$$

where $W=\rho_{0} e$. Let us now consider a motion of the body which differs from the given motion only by a superposed uniform rigid body angular velocity, the body occupying the same position at time $t$, and let us assume that $W, t_{i j}, m_{i j}, g_{i}-\rho_{0} Y_{i j} \ddot{\varphi}_{j}$ are unaltered by such motion. In this case, $\dot{\varphi}_{i}$ are replaced by $\dot{\varphi}_{i}+b_{i}$, where $b_{i}$ are arbitrary constants, and $\dot{u}_{i}$ are replaced by $\dot{u}_{i}+\varepsilon_{i j k} b_{j} x_{k}$, where $\varepsilon_{i j k}$ is the alternating symbol. Equation 5.1.8 holds when $\dot{u}_{i, j}$ is replaced by $\dot{u}_{i, j}+\varepsilon_{j i k} b_{k}$ and $\dot{\varphi}_{i}$ by $\dot{\varphi}_{i}+b_{i}$. It follows that

$$
\dot{W}=\left(m_{j i, j}+g_{i}-\rho_{0} Y_{i j} \ddot{\varphi}_{j}\right)\left(\dot{\varphi}_{i}+b_{i}\right)+t_{j i}\left(\dot{u}_{i, j}+\varepsilon_{j i r} b_{r}\right)+m_{j i} \dot{\varphi}_{i, j}
$$

With the help of Equation 5.1.8 and the arbitrariness of the constants $b_{k}$, we obtain

$$
\begin{equation*}
m_{j i, j}+\varepsilon_{i r s} t_{r s}+g_{i}=\rho_{0} Y_{i j} \ddot{\varphi}_{j} \tag{5.1.9}
\end{equation*}
$$

By Equations 5.1.8 and 5.1.9, we get

$$
\begin{equation*}
\dot{W}=t_{i j} \dot{e}_{i j}+m_{i j} \dot{\kappa}_{i j} \tag{5.1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{i j}=u_{j, i}+\varepsilon_{j i k} \varphi_{k}, \quad \kappa_{i j}=\varphi_{j, i} \tag{5.1.11}
\end{equation*}
$$

We restrict our attention to the linear theory of elastic materials where the independent constitutive variables are $e_{i j}$ and $\kappa_{i j}$. It is simple to see that $e_{i j}$ and $\kappa_{i j}$ are invariant under superposed rigid-body motions. We assume that $W, t_{i j}, m_{i j}$, and $m_{i}$ are functions of $e_{i j}, \kappa_{i j}$, and $x_{m}$, consistent with the assumption of the linear theory, and that there is no internal constraint. From Equation 5.1.7, we obtain

$$
\begin{equation*}
m_{i}=m_{j i} n_{j} \tag{5.1.12}
\end{equation*}
$$

On the basis of constitutive equations, from Equation 5.1.10, we find that

$$
\begin{equation*}
t_{i j}=\frac{\partial W}{\partial e_{i j}}, \quad m_{i j}=\frac{\partial W}{\partial \kappa_{i j}} \tag{5.1.13}
\end{equation*}
$$

In the linear theory, and assuming that the initial body is free from stresses and couple stresses, we have

$$
\begin{equation*}
W=\frac{1}{2} A_{i j r s} e_{i j} e_{r s}+B_{i j r s} e_{i j} \kappa_{r s}+\frac{1}{2} C_{i j r s} \kappa_{i j} \kappa_{r s} \tag{5.1.14}
\end{equation*}
$$

where $A_{i j r s}, B_{i j r s}$, and $C_{i j r s}$ are smooth functions on $B$ which satisfy the symmetry relations

$$
\begin{equation*}
A_{i j r s}=A_{r s i j}, \quad C_{i j r s}=C_{r s i j} \tag{5.1.15}
\end{equation*}
$$

In the case of homogeneous bodies, the constitutive coefficients $A_{i j r s}, B_{i j r s}$, and $C_{i j r s}$ are constants. By Equations 5.1.13 and 5.1.14, we find the following constitutive equations

$$
\begin{align*}
t_{i j} & =A_{i j r s} e_{r s}+B_{i j r s} \kappa_{r s} \\
m_{i j} & =B_{r s i j} e_{r s}+C_{i j r s} \kappa_{r s} \tag{5.1.16}
\end{align*}
$$

In the case of an isotropic and centrosymmetric material, the constitutive equations 5.1.16 become

$$
\begin{align*}
t_{i j} & =\lambda e_{r r} \delta_{i j}+(\mu+\kappa) e_{i j}+\mu e_{j i}  \tag{5.1.17}\\
m_{i j} & =\alpha \kappa_{r r} \delta_{i j}+\beta \kappa_{j i}+\gamma \kappa_{i j}
\end{align*}
$$

where $\lambda, \mu, \kappa, \alpha, \beta$, and $\gamma$ are constitutive coefficients.

If we assume that $W$ is a positive definite quadratic form in the variables $e_{i j}$ and $\kappa_{i j}$, then we find that the constitutive coefficients of an isotropic body satisfy the inequalities [85]

$$
\begin{array}{lcc}
3 \lambda+2 \mu+\kappa>0, & 2 \mu+\kappa>0, & \kappa>0  \tag{5.1.18}\\
3 \alpha+\beta+\gamma>0, & \gamma+\beta>0, & \gamma-\beta>0
\end{array}
$$

In what follows, we restrict our attention to the linear theory of equilibrium. The basic equations of the theory of elastostatics consist of the equations of equilibrium

$$
\begin{equation*}
t_{j i, j}+f_{i}=0, \quad m_{j i, j}+\varepsilon_{i r s} t_{r s}+g_{i}=0 \text { on } B \tag{5.1.19}
\end{equation*}
$$

the constitutive equations 5.1.16, and the geometrical equations 5.1.11. To these equations, we adjoin boundary conditions. In the first boundary-value problem, the boundary conditions are

$$
\begin{equation*}
u_{i}=\widetilde{u}_{i}, \quad \varphi_{i}=\widetilde{\varphi}_{i} \text { on } \partial B \tag{5.1.20}
\end{equation*}
$$

where $\widetilde{u}_{i}$ and $\widetilde{\varphi}_{i}$ are given. The second boundary-value problem is characterized by the boundary conditions

$$
\begin{equation*}
t_{j i} n_{j}=\widetilde{t}_{i}, \quad m_{j i} n_{j}=\widetilde{m}_{i} \text { on } \partial B \tag{5.1.21}
\end{equation*}
$$

where $\widetilde{t}_{i}$ and $\widetilde{m}_{i}$ are prescribed functions.
We assume that (i) $B$ is a bounded regular region; (ii) $f_{i}$ and $g_{i}$ are continuous on $\bar{B}$; (iii) $A_{i j{ }_{\text {jrs }}}, B_{i j r s}$, and $C_{i j r s}$ are smooth on $\bar{B}$ and satisfy the conditions 5.1.15; (iv) $\widetilde{t}_{i}$ and $\widetilde{m}_{i}$ are piecewise regular on $\partial B$; and (v) $\widetilde{u}_{i}$ and $\widetilde{\varphi}_{i}$ are continuous on $\partial B$.

The first boundary-value problem consists in finding the functions $u_{i}, \varphi_{i} \in$ $C^{2}(B) \cap C^{0}(\bar{B})$ that satisfy the Equations $5.1 .11,5.1 .16$, and 5.1.19 on $B$, and the boundary conditions 5.1 .20 on $\partial B$. The second boundary-value problem consists in the determination of the functions $u_{i}, \varphi_{i} \in C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy the Equations 5.1.11, 5.1.16, and 5.1.19 on $B$, and the boundary conditions 5.1.21.

The existence and uniqueness of solutions of the boundary-value problems of linear elastostatics have been studied in various works [126,164,196]. We recall the following existence result.

Theorem 5.1.1 Assume that $W$ is positive definite and that the hypotheses (i)-(iv) hold. Then the second boundary-value problem has solution if and only if

$$
\begin{equation*}
\int_{B} f_{i} d v+\int_{\partial B} \widetilde{t}_{i} d a=0, \quad \int_{B}\left(\varepsilon_{i r s} x_{r} f_{s}+g_{i}\right) d v+\int_{\partial B}\left(\varepsilon_{i r s} x_{r} \widetilde{t}_{s}+\widetilde{m}_{i}\right) d a=0 \tag{5.1.22}
\end{equation*}
$$

Any two solutions of the second boundary-value problem are equal, modulo a rigid deformation.

We note that a rigid deformation has the form

$$
u_{i}=a_{i}+\varepsilon_{i j r} b_{j} x_{r}, \quad \varphi_{i}=b_{i}
$$

where $a_{j}$ and $b_{j}$ are constants.
We assume for the remainder of this chapter that the material is homogeneous and isotropic, and that the elastic potential $W$ is positive definite.

### 5.2 Plane Strain

With a view toward deriving a solution of Saint-Venant's problem, we present some results concerning the plane deformation of homogeneous and isotropic elastic cylinders. Throughout this section, we assume that the region $B$ refers to the interior of the right cylinder considered in Section 1.2. We suppose that the vector fields $\mathbf{f}, \mathbf{g}, \widetilde{\mathbf{u}}, \widetilde{\boldsymbol{\varphi}}, \widetilde{\mathbf{t}}$, and $\widetilde{\mathbf{m}}$ are independent of the axial coordinate, and parallel to the $x_{1}, x_{2}$-plane. The state of plane strain of the cylinder $B$ is characterized by

$$
\begin{equation*}
u_{\alpha}=u_{\alpha}\left(x_{1}, x_{2}\right), \quad u_{3}=0, \quad \varphi_{\alpha}=0, \quad \varphi_{3}=\varphi_{3}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{5.2.1}
\end{equation*}
$$

These restrictions, in conjunction with the constitutive equations, imply that the stress tensor and couple stress tensor are independent of the axial coordinate. It follows from Equations 5.1.11 and 5.2.1 that

$$
\begin{equation*}
e_{\alpha \beta}=u_{\beta, \alpha}+\varepsilon_{\beta \alpha} \varphi_{3}, \quad \kappa_{\alpha 3}=\varphi_{3, \alpha} \tag{5.2.2}
\end{equation*}
$$

The constitutive equations 5.1 .17 show that nonzero components of the stress tensor and couple stress tensor are $t_{\alpha \beta}, m_{\alpha 3}, t_{33}$, and $m_{3 \alpha}$. Further,

$$
\begin{equation*}
t_{\alpha \beta}=\lambda e_{\rho \rho} \delta_{\alpha \beta}+(\mu+\kappa) e_{\alpha \beta}+\mu e_{\beta \alpha}, \quad m_{\alpha 3}=\gamma \kappa_{\alpha 3} \tag{5.2.3}
\end{equation*}
$$

The equations of equilibrium 5.1.19 reduce to

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}=0, \quad m_{\alpha 3, \alpha}+\varepsilon_{\alpha \beta} t_{\alpha \beta}+g_{3}=0 \tag{5.2.4}
\end{equation*}
$$

on $\Sigma_{1}$. The nonzero surface loads acting at a regular point $x$ on the curve $\Gamma$ are given by

$$
\begin{equation*}
s_{\alpha}=t_{\beta \alpha} n_{\beta}, \quad m_{3}=m_{\alpha 3} n_{\alpha} \tag{5.2.5}
\end{equation*}
$$

where $n_{\alpha}=\cos \left(n_{x}, x_{\alpha}\right)$ and $\mathbf{n}_{x}$ is the unit vector of the outward normal to $\Gamma$ at $x$.

By Equations 5.2.2 and 5.2.3, we can express the equations of equilibrium of homogeneous and isotropic solids in terms of the functions $u_{\alpha}$ and $\varphi_{3}$,

$$
\begin{gather*}
(\mu+\kappa) \Delta u_{\alpha}+(\lambda+\mu) u_{\beta, \beta \alpha}+\kappa \varepsilon_{\alpha \beta} \varphi_{3, \beta}=-f_{\alpha}  \tag{5.2.6}\\
\gamma \Delta \varphi_{3}+\kappa \varepsilon_{\alpha \beta} u_{\beta, \alpha}-2 \kappa \varphi_{3}=-g_{3}
\end{gather*}
$$

on $\Sigma_{1}$. In the case of the first boundary-value problem, the boundary conditions are

$$
\begin{equation*}
u_{\alpha}=\widetilde{u}_{\alpha}, \quad \varphi_{3}=\widetilde{\varphi}_{3} \text { on } \Gamma \tag{5.2.7}
\end{equation*}
$$

where $\widetilde{u}_{\alpha}$ and $\widetilde{\varphi}_{3}$ are prescribed functions. The second boundary-value problem is characterized by the boundary conditions

$$
\begin{equation*}
t_{\beta \alpha} n_{\beta}=\widetilde{t}_{\alpha}, \quad m_{\alpha 3} n_{\alpha}=\widetilde{m}_{3} \text { on } \Gamma \tag{5.2.8}
\end{equation*}
$$

where $\widetilde{t}_{\alpha}$ and $\widetilde{m}_{3}$ are given.
The functions $t_{33}$ and $m_{3 \alpha}$ can be determined after the functions $u_{\alpha}$ and $\varphi_{3}$ are found.

### 5.2.1 Polar Coordinates

In the solution of various boundary-value problems, it is convenient to employ the polar coordinates $(r, \theta)$, such that $x_{1}=r \cos \theta, x_{2}=r \sin \theta$. The equations of equilibrium can be written in the form

$$
\begin{gather*}
\frac{\partial t_{r r}}{\partial r}+\frac{1}{r} \frac{\partial t_{\theta r}}{\partial \theta}+\frac{1}{r}\left(t_{r r}-t_{\theta \theta}\right)+f_{r}=0 \\
\frac{\partial t_{r \theta}}{\partial r}+\frac{1}{r} \frac{\partial t_{\theta \theta}}{\partial \theta}+\frac{1}{r}\left(t_{r \theta}+t_{\theta r}\right)+f_{\theta}=0  \tag{5.2.9}\\
\frac{\partial m_{r z}}{\partial r}+\frac{1}{r} \frac{\partial m_{\theta z}}{\partial \theta}+\frac{1}{r} m_{r z}+t_{r \theta}-t_{\theta r}+g_{3}=0
\end{gather*}
$$

on $\Sigma_{1}$, where $t_{r r}, t_{\theta \theta}, t_{r \theta}$, and $t_{\theta r}$ are the physical components of the stress tensor, $m_{r z}$ and $m_{\theta z}$ are physical components of couple stress tensor, and $f_{r}$ and $f_{\theta}$ are the physical components of the body force. The constitutive equations become

$$
\begin{gather*}
t_{r r}=(\lambda+2 \mu+\kappa) e_{r r}+\lambda e_{\theta \theta}, \quad t_{r \theta}=(\mu+\kappa) e_{r \theta}+\mu e_{\theta r} \\
t_{\theta \theta}=\lambda e_{r r}+(\lambda+2 \mu+\kappa) e_{\theta \theta}, \quad t_{\theta r}=(\mu+\kappa) e_{\theta r}+\mu e_{r \theta}  \tag{5.2.10}\\
m_{r z}=\gamma \kappa_{r z}, \quad m_{\theta z}=\gamma \kappa_{\theta z}
\end{gather*}
$$

where

$$
\begin{align*}
& e_{r r}=\frac{\partial u_{r}}{\partial r}, \quad e_{\theta \theta}=\frac{1}{r}\left(\frac{\partial u_{\theta}}{\partial \theta}+u_{r}\right), \quad e_{r \theta}=\frac{\partial u_{\theta}}{\partial r}-\varphi_{3} \\
& e_{\theta r}=\frac{1}{r}\left(\frac{\partial u_{r}}{\partial \theta}-u_{\theta}\right)+\varphi_{3}, \quad \kappa_{\theta z}=\frac{1}{r} \frac{\partial \varphi_{3}}{\partial \theta}, \quad \kappa_{r z}=\frac{\partial \varphi_{3}}{\partial r} \tag{5.2.11}
\end{align*}
$$

Here, $u_{r}$ and $u_{\theta}$ are the physical components of the displacement vector field, so that $u_{r}+i u_{\theta}=\left(u_{1}+i u_{2}\right) e^{-i \theta}$. The equations of equilibrium 5.2.9 can be expressed in terms of the functions $u_{r}, u_{\theta}$, and $\varphi_{3}$. Thus we obtain

$$
\begin{gather*}
(\lambda+2 \mu+\kappa)\left(\frac{\partial^{2} u_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial u_{r}}{\partial r}-\frac{1}{r^{2}} u_{r}+\frac{1}{r} \frac{\partial^{2} u_{\theta}}{\partial r \partial \theta}-\frac{1}{r^{2}} \frac{\partial u_{\theta}}{\partial \theta}\right) \\
-(\mu+\kappa) \frac{1}{r}\left(\frac{\partial^{2} u_{\theta}}{\partial r \partial \theta}+\frac{1}{r} \frac{\partial u_{\theta}}{\partial \theta}-\frac{1}{r} \frac{\partial^{2} u_{r}}{\partial \theta^{2}}\right)+\kappa \frac{1}{r} \frac{\partial \varphi_{3}}{\partial \theta}+f_{r}=0 \\
(\lambda+2 \mu+\kappa)\left(\frac{1}{r^{2}} \frac{\partial^{2} u_{\theta}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial^{2} u_{r}}{\partial r \partial \theta}+\frac{1}{r^{2}} \frac{\partial u_{r}}{\partial \theta}\right)-(\mu+\kappa)  \tag{5.2.12}\\
\times\left(\frac{1}{r} \frac{\partial^{2} u_{r}}{\partial r \partial \theta}-\frac{1}{r^{2}} \frac{\partial u_{r}}{\partial \theta}-\frac{\partial^{2} u_{\theta}}{\partial r^{2}}-\frac{1}{r} \frac{\partial u_{\theta}}{\partial r}+\frac{1}{r^{2}} u_{\theta}\right)-\kappa \frac{\partial \varphi_{3}}{\partial r}+f_{\theta}=0 \\
\gamma\left(\frac{\partial^{2} \varphi_{3}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \varphi_{3}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \varphi_{3}}{\partial \theta^{2}}\right)+\kappa\left(\frac{\partial u_{\theta}}{\partial r}+\frac{1}{r} u_{\theta}-\frac{1}{r} \frac{\partial u_{r}}{\partial \theta}-2 \varphi_{3}\right)+g_{3}=0
\end{gather*}
$$

Let $\widetilde{t}_{r}$ and $\widetilde{t}_{\theta}$ be the physical components of the given traction vector. Then the conditions 5.2.8 can be expressed in the form

$$
\begin{gather*}
t_{r r} n_{r}+t_{\theta r} n_{\theta}=\widetilde{t}_{r}, \quad t_{r \theta} n_{r}+t_{\theta \theta} n_{\theta}=\widetilde{t}_{\theta}  \tag{5.2.13}\\
m_{r z} n_{r}+m_{\theta z} n_{\theta}=\widetilde{m}_{3} \text { on } \Gamma
\end{gather*}
$$

where $n_{r}$ and $n_{\theta}$ are physical components of the vector $\mathbf{n}$.
The plane strain problems for homogeneous and isotropic bodies can be studied with the aid of the method of functions of complex variables [8]. In this section, we use the method of potentials $[140,195]$ to derive existence and uniqueness results.

### 5.2.2 Solution of Field Equations

We now give a representation of solutions of Equations 5.2.6. We introduce the operator

$$
\begin{equation*}
\Omega=\frac{1}{b} \Delta \Delta\left(\Delta-\kappa^{2}\right) \tag{5.2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
b^{-1}=\gamma(\mu+\kappa)(\lambda+2 \mu+\kappa), \quad k=\left[\frac{\kappa(2 \mu+\kappa)}{\gamma(\mu+\kappa)}\right]^{1 / 2} \tag{5.2.15}
\end{equation*}
$$

We note that the relations 5.1.18 imply that $b$ and $k^{2}$ are strictly positive.
Theorem 5.2.1 Let

$$
\begin{align*}
u_{\alpha}= & (\lambda+2 \mu+\kappa) \Delta(\gamma \Delta-2 \kappa) G_{\alpha}-[\gamma(\lambda+\mu) \Delta \\
& -\kappa(2 \lambda+2 \mu+\kappa)] G_{\beta, \beta \alpha}+\kappa(\lambda+2 \mu+\kappa) \varepsilon_{\beta \alpha} \Delta G_{3, \beta}  \tag{5.2.16}\\
\varphi_{3}= & (\lambda+2 \mu+\kappa)\left[\kappa \varepsilon_{\alpha \beta} \Delta G_{\alpha, \beta}+(\mu+\kappa) \Delta \Delta G_{3}\right]
\end{align*}
$$

where $G_{j}$ are fields of class $C^{6}$ on $\Sigma_{1}$ that satisfy the equations

$$
\begin{equation*}
\Omega G_{\alpha}=-f_{\alpha}, \quad \Omega G_{3}=-g_{3} \tag{5.2.17}
\end{equation*}
$$

Then $u_{\alpha}$ and $\varphi_{3}$ satisfy Equations 5.2.6 on $\Sigma_{1}$.
Proof. In view of Equations 5.2.16, we find that

$$
\begin{align*}
(\mu+ & \kappa) \Delta u_{\alpha}+(\lambda+\mu) u_{\beta, \beta \alpha}+\kappa \varepsilon_{\alpha \beta} \varphi_{3, \beta} \\
= & (\mu+\kappa)(\lambda+2 \mu+\kappa) \Delta \Delta(\gamma \Delta-2 \kappa) G_{\alpha}-(\mu+\kappa)[\gamma(\lambda+\mu) \Delta \Delta \\
& -\kappa(2 \lambda+2 \mu+\kappa) \Delta] G_{\beta, \beta \alpha}+\kappa(\lambda+2 \mu+\kappa)(\mu+\kappa) \varepsilon_{\beta \alpha} \Delta \Delta G_{3, \beta} \\
& +(\lambda+\mu)(\lambda+2 \mu+\kappa) \Delta(\gamma \Delta-2 \kappa) G_{\beta, \beta \alpha}-(\lambda+\mu)[\gamma(\lambda+\mu) \Delta  \tag{5.2.18}\\
& -\kappa(2 \lambda+2 \mu+\kappa)] \Delta G_{\beta, \beta \alpha}+\kappa(\lambda+2 \mu+\kappa)\left[\kappa \Delta G_{\alpha, \beta \beta}\right. \\
& \left.-\kappa \Delta G_{\beta, \alpha \beta}+\varepsilon_{\alpha \beta}(\mu+\kappa) \Delta \Delta G_{3, \beta}\right] \\
= & \gamma(\mu+\kappa)(\lambda+2 \mu+\kappa) \Delta \Delta\left(\Delta-k^{2}\right) G_{\alpha}
\end{align*}
$$

Similarly, we obtain

$$
\begin{align*}
& \gamma \Delta \varphi_{3}+\kappa \varepsilon_{\alpha \beta} u_{\beta, \alpha}-2 \kappa \varphi_{3} \\
&= \gamma(\lambda+2 \mu+\kappa)\left[\kappa \varepsilon_{\alpha \beta} \Delta \Delta G_{\alpha, \beta}+(\mu+\kappa) \Delta \Delta \Delta G_{3}\right] \\
&+\kappa(\lambda+2 \mu+\kappa) \Delta(\gamma \Delta-2 \kappa) \varepsilon_{\alpha \beta} G_{\beta, \alpha}+\kappa^{2}(\lambda+2 \mu+\kappa) \Delta G_{3, \alpha \alpha}  \tag{5.2.19}\\
&-2 \kappa(\lambda+2 \mu+\kappa)\left[\kappa \varepsilon_{\alpha \beta} \Delta G_{\alpha, \beta}+(\mu+\kappa) \Delta \Delta G_{3}\right] \\
&= \gamma(\lambda+2 \mu+\kappa)(\mu+\kappa)\left(\Delta-k^{2}\right) \Delta \Delta G_{3}
\end{align*}
$$

In view of Equation 5.2.17, from Equations 5.2.18 and 5.2.19, we obtain the desired result.

### 5.2.3 Fundamental Solutions

We use Theorem 5.2 .1 to establish the fundamental solutions of Equations 5.2.6. First, we assume that

$$
f_{1}=\delta(x-y), \quad f_{2}=0, \quad g_{3}=0
$$

where $\delta(\cdot)$ is the Dirac measure and $y\left(y_{\alpha}\right)$ is a fixed point. In this case, we take in Equations 5.2.16, $G_{1}=f, G_{2}=0$, and $G_{3}=0$. From Equations 5.2.17, it follows that the function $f$ satisfies the equation

$$
\begin{equation*}
\Delta \Delta\left(\Delta-k^{2}\right) f=-b \delta(x-y) \tag{5.2.20}
\end{equation*}
$$

In general, if $f_{\alpha}=\delta_{\alpha \beta} \delta(x-y), g_{3}=0$, then we take $G_{\alpha}=f \delta_{\alpha \beta}, G_{3}=0$, where $f$ is a solution of Equation 5.2.20. In this case, from Equations 5.2.16, we obtain the functions $u_{\alpha}^{(\beta)}$ and $\varphi_{3}^{(\beta)}$. If we assume that

$$
f_{\alpha}=0, \quad g_{3}=\delta(x-y)
$$

then we take $G_{\alpha}=0, G_{3}=f$, where $f$ satisfies Equation 5.2.20. We denote by $u_{\alpha}^{(3)}$ and $\varphi_{3}^{(3)}$ the functions resulting from Equations $5 \cdot 2.16$ when $G_{\alpha}=0$ and $G_{3}=f$. Thus, we obtain

$$
\begin{align*}
u_{\alpha}^{(\beta)} & =\delta_{\alpha \beta}(\lambda+2 \mu+\kappa) \Delta(\gamma \Delta-2 \kappa) f-[\gamma(\lambda+\mu) \Delta-\kappa(2 \lambda+2 \mu+\kappa)] f_{, \alpha \beta} \\
\varphi_{3}^{(\beta)} & =(\lambda+2 \mu+\kappa) \kappa \varepsilon_{\beta \alpha} \Delta f_{, \alpha} \\
u_{\alpha}^{(3)} & =\kappa(\lambda+2 \mu+\kappa) \varepsilon_{\beta \alpha} \Delta f_{, \beta}  \tag{5.2.21}\\
\varphi_{3}^{(3)} & =(\lambda+2 \mu+\kappa)(\mu+\kappa) \Delta \Delta f
\end{align*}
$$

The functions $u_{\alpha}^{(j)}$ and $\varphi_{3}^{(j)}$ represent the fundamental solutions of the system 5.2.6.

Let us study Equation 5.2.20. We note that if the functions $H_{k}$ satisfy the equations

$$
\Delta \Delta H_{1}=S, \quad \Delta H_{2}=S, \quad\left(\Delta-k^{2}\right) H_{3}=S
$$

then the solution of the equation

$$
\Delta \Delta\left(\Delta-k^{2}\right) H=S
$$

can be written in the form

$$
\begin{equation*}
H=-\frac{1}{k^{4}}\left(k^{2} H_{1}+H_{2}-H_{3}\right) \tag{5.2.22}
\end{equation*}
$$

If $S=-b \delta(x-y)$, then

$$
\begin{gather*}
H_{1}=-\frac{b}{8 \pi} r^{2} \ln r, \quad H_{2}=-\frac{b}{2 \pi} \ln r, \quad H_{3}=\frac{b}{2 \pi} K_{0}(k r)  \tag{5.2.23}\\
r=\left[\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}\right]^{1 / 2}
\end{gather*}
$$

where $K_{n}$ is the modified Bessel function of order $n$. It follows from Equations 5.2.22 and 5.2.23 that the solution of Equation 5.2.20 is given by

$$
\begin{equation*}
f=\frac{b}{8 \pi k^{4}}\left[k^{2} r^{2} \ln r+4 \ln r+4 K_{0}(k r)\right] \tag{5.2.24}
\end{equation*}
$$

Let us note that

$$
\begin{align*}
\frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}}= & \left(x_{\alpha}-y_{\alpha}\right)\left(x_{\beta}-y_{\beta}\right) r^{-2} \frac{d^{2}}{d r^{2}} \\
& +\left[\delta_{\alpha \beta} r^{2}-\left(x_{\alpha}-y_{\alpha}\right)\left(x_{\beta}-y_{\beta}\right)\right] r^{-3} \frac{d}{d r}  \tag{5.2.25}\\
\frac{d}{d r} K_{0}(k r)= & -k K_{1}(k r), \quad \frac{d^{2}}{d r^{2}} K_{0}(k r)=k^{2} K_{0}(k r)+k r^{-1} K_{1}(k r)
\end{align*}
$$

Moreover, for $x \neq y$, we have

$$
\begin{align*}
f_{, \alpha}= & \frac{b}{8 \pi k^{4}}\left(x_{\alpha}-y_{\alpha}\right)\left\{k^{2}(1+2 \ln r)+4 r^{-2}\left[1-k r K_{1}(k r)\right]\right\} \\
f_{, \alpha \beta}=\frac{b}{8 \pi k^{4}} & \left\{k^{2}\left[2 \delta_{\alpha \beta} \ln r+\delta_{\alpha \beta}+2 r^{-2}\left(x_{\alpha}-y_{\alpha}\right)\left(x_{\beta}-y_{\beta}\right)\right]\right. \\
& +4 r^{-4}\left[r^{2} \delta_{\alpha \beta}-2\left(x_{\alpha}-y_{\alpha}\right)\left(x_{\beta}-y_{\beta}\right)\right]\left[1-r k K_{1}(k r)\right]  \tag{5.2.26}\\
& \left.+4 k^{2} r^{-2}\left(x_{\alpha}-y_{\alpha}\right)\left(x_{\beta}-y_{\beta}\right) K_{0}(k r)\right\} \\
\Delta f= & \frac{b}{2 \pi k^{2}}\left[1+K_{0}(k r)+\ln r\right], \quad \Delta \Delta f=\frac{b}{2 \pi} K_{0}(k r)
\end{align*}
$$

We have the following expansions in series

$$
\begin{align*}
& K_{0}(x)=-\ln x-\frac{1}{4} x^{2} \ln x-\frac{1}{64} x^{4} \ln x-\cdots  \tag{5.2.27}\\
& K_{1}(x)=\frac{1}{x}+\frac{1}{2} x \ln x+\frac{1}{16} x^{3} \ln x+\cdots
\end{align*}
$$

Let $\Gamma(x, y)$ be the matrix of fundamental solutions

$$
\begin{equation*}
\Gamma(x, y)=\left\|\Gamma_{m n}(x, y)\right\|_{3 \times 3} \tag{5.2.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{\alpha \beta}=u_{\alpha}^{(\beta)}, \quad \Gamma_{\alpha 3}=u_{\alpha}^{(3)}, \quad \Gamma_{3 k}=\varphi_{3}^{(k)} \tag{5.2.29}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\Gamma(x, y)=\Gamma^{*}(y, x) \tag{5.2.30}
\end{equation*}
$$

We write $A^{*}$ for the transpose of $A$. Let us denote by $\Gamma^{(k)},(k=1,2,3)$, the columns of the matrix $\Gamma(x, y)$.

It follows from Equations 5.2.21 and 5.2.24 that

$$
\Gamma=-\frac{1}{2 \pi}\left\|\begin{array}{ccc}
d & 0 & 0  \tag{5.2.31}\\
0 & d & 0 \\
0 & 0 & \gamma^{-1}
\end{array}\right\| \ln r+\Omega, \quad d=\frac{\lambda+3 \mu+\kappa}{2(\lambda+2 \mu+\kappa)(\mu+\kappa)}
$$

where we have pointed out the terms with singularities.
We introduce the matricial differential operator

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right)=\left\|D_{i j}\left(\frac{\partial}{\partial x}\right)\right\|_{3 \times 3} \tag{5.2.32}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\alpha \beta}\left(\frac{\partial}{\partial x}\right) & =(\mu+\kappa) \delta_{\alpha \beta} \Delta+(\lambda+\mu) \frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}} \\
D_{\alpha 3}\left(\frac{\partial}{\partial x}\right) & =\kappa \varepsilon_{\alpha \beta} \frac{\partial}{\partial x_{\beta}}  \tag{5.2.33}\\
D_{3 \beta}\left(\frac{\partial}{\partial x}\right) & =\kappa \varepsilon_{\rho \beta} \frac{\partial}{\partial x_{\rho}}, \quad D_{33}\left(\frac{\partial}{\partial x}\right)=\gamma \Delta-2 \kappa
\end{align*}
$$

The system 5.2.6 can be written in matricial form. As in Ref. 195, the vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ shall be considered as a column matrix so that the product of the matrix $A=\left\|a_{i j}\right\|_{m \times m}$ and the vector $\mathbf{v}$ is an $m$-dimensional vector. The vector $\mathbf{v}$ multiplied by the matrix $A$ will denote the matrix product between the row matrix $\left\|v_{1}, v_{2}, \ldots, v_{m}\right\|$ and the matrix $A$. We denote

$$
\begin{equation*}
u=\left(u_{1}, u_{2}, \varphi_{3}\right), \quad F=-\left(f_{1}, f_{2}, g_{3}\right) \tag{5.2.34}
\end{equation*}
$$

Equations 5.2.6 can be written in the form

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) u=F \tag{5.2.35}
\end{equation*}
$$

We introduce the matricial operator

$$
\begin{equation*}
T\left(\frac{\partial}{\partial x}, n_{x}\right)=\left\|T_{i j}\left(\frac{\partial}{\partial x}, n_{x}\right)\right\|_{3 \times 3} \tag{5.2.36}
\end{equation*}
$$

where

$$
\begin{align*}
T_{\alpha \beta}\left(\frac{\partial}{\partial x}, n_{x}\right) & =(\mu+\kappa) \delta_{\alpha \beta} \frac{\partial}{\partial n_{x}}+\left(\lambda n_{\alpha} \frac{\partial}{\partial x_{\beta}}+\mu n_{\beta} \frac{\partial}{\partial x_{\alpha}}\right) \\
T_{\alpha 3}\left(\frac{\partial}{\partial x}, n_{x}\right) & =\kappa \varepsilon_{\alpha \beta} n_{\beta}, \quad T_{3 \alpha}\left(\frac{\partial}{\partial x}, n_{x}\right)=0, \quad T_{33}\left(\frac{\partial}{\partial x}, n_{x}\right)=\gamma \frac{\partial}{\partial n_{x}} \tag{5.2.37}
\end{align*}
$$

If we denote

$$
\begin{equation*}
\mathcal{T}=\left(t_{1}, t_{2}, m_{3}\right) \tag{5.2.38}
\end{equation*}
$$

then the relations 5.2 .5 can be written as

$$
\begin{equation*}
\mathcal{T}=T\left(\frac{\partial}{\partial x}, n_{x}\right) u \tag{5.2.39}
\end{equation*}
$$

Let $T_{i}\left(\partial / \partial x, n_{x}\right)$ be the row matrix with the elements $T_{i j}\left(\partial / \partial x, n_{x}\right)$. The relations 5.2 .5 become

$$
\begin{equation*}
t_{\alpha}=T_{\alpha}\left(\frac{\partial}{\partial x}, n_{x}\right) u, \quad m_{3}=T_{3}\left(\frac{\partial}{\partial x}, n_{x}\right) u \tag{5.2.40}
\end{equation*}
$$

We denote by $\Lambda(x, y)$ the matrix obtained from $T\left(\partial / \partial x, n_{x}\right) \Gamma(x, y)$ by interchanging the rows and columns and replacing $x$ by $y$, that is,

$$
\begin{equation*}
\Lambda(x, y)=\left[T\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(y, x)\right]^{*} \tag{5.2.41}
\end{equation*}
$$

We can verify that

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) \Lambda(x, y)=0 \quad \text { for } x \neq y \tag{5.2.42}
\end{equation*}
$$

It follows from Equations 5.2.21, 5.2.24, 5.2.28, and 5.2.36 that

$$
\begin{equation*}
\Lambda=M+Z, \quad M=\left\|M_{i j}\right\|_{3 \times 3}, \quad Z=\left\|Z_{i j}\right\|_{3 \times 3} \tag{5.2.43}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{11}=M_{22}=M_{33}=-\frac{1}{2 \pi} \frac{\partial}{\partial n_{y}}(\ln r) \\
& M_{12}=-M_{21}=-\frac{c}{2 \pi} \frac{d}{d s_{y}}(\ln r), \quad M_{\alpha 3}=M_{3 \alpha}=0  \tag{5.2.44}\\
& Z_{i j}=O(\ln r) \text { as } r \rightarrow 0 \\
& c=\frac{2 \mu^{2}+\mu \kappa-\lambda \kappa}{2(\lambda+2 \mu+\kappa)(\mu+\kappa)}, \quad \frac{d}{d s_{x}}=\frac{\partial}{\partial x_{2}} n_{1}-\frac{\partial}{\partial x_{1}} n_{2}
\end{align*}
$$

If $x \neq y$, then each column $\Gamma^{(j)}(x, y),(j=1,2,3)$, of the matrix $\Gamma(x, y)$ satisfies at $x$ the homogeneous system 5.2 .6 , that is,

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) \Gamma(x, y)=0 \tag{5.2.45}
\end{equation*}
$$

### 5.2.4 Somigliana Relations

We consider two states of plane strain defined on the domain $\Sigma$ and characterized by the displacements $u_{\alpha}^{(\rho)}$, the microrotations $\varphi_{3}^{(\rho)}$, the strain measures $e_{\alpha \beta}^{(\rho)}$ and $\kappa_{\alpha 3}^{(\rho)}$, the components of the stress tensor $t_{\alpha \beta}^{(\rho)}$, and the components of the couple stress tensor $m_{\alpha 3}^{(\rho)},(\rho=1,2)$. We assume that the state $A^{(\rho)}=\left\{u_{\alpha}^{(\rho)}, \varphi_{3}^{(\rho)}, e_{\alpha \beta}^{(\rho)}, \kappa_{\alpha 3}^{(\rho)}, t_{\alpha \beta}^{(\rho)}, m_{\alpha 3}^{(\rho)}\right\}$ corresponds to the body loads $I^{(\rho)}=\left\{f_{\alpha}^{(\rho)}, g_{3}^{(\rho)}\right\}$. We denote

$$
\begin{equation*}
t_{\alpha}^{(\rho)}=t_{\beta \alpha}^{(\rho)} n_{\beta}, \quad m_{3}^{(\rho)}=m_{\alpha 3}^{(\rho)} n_{\alpha} \tag{5.2.46}
\end{equation*}
$$

In what follows, we shall use the following reciprocal theorem.
Theorem 5.2.2 If $A^{(\rho)}$ are elastic states corresponding to the body loads $I^{(\rho)}$, then

$$
\begin{align*}
& \int_{\Sigma}\left(f_{\alpha}^{(1)} u_{\alpha}^{(2)}+g_{3}^{(1)} \varphi_{3}^{(2)}\right) d a+\int_{\partial \Sigma}\left(t_{\alpha}^{(1)} u_{\alpha}^{(2)}+m_{3}^{(1)} \varphi_{3}^{(2)}\right) d s  \tag{5.2.47}\\
= & \int_{\Sigma}\left(f_{\alpha}^{(2)} u_{\alpha}^{(1)}+g_{3}^{(2)} \varphi_{3}^{(1)}\right) d a+\int_{\partial \Sigma}\left(t_{\alpha}^{(2)} u_{\alpha}^{(1)}+m_{3}^{(2)} \varphi_{3}^{(1)}\right) d s
\end{align*}
$$

Proof. We introduce the notation

$$
\begin{equation*}
2 W_{\nu \eta}=t_{\alpha \beta}^{(\nu)} e_{\alpha \beta}^{\eta)}+m_{\alpha 3}^{(\nu)} \kappa_{\alpha 3}^{(\eta)} \tag{5.2.48}
\end{equation*}
$$

It follows from Equations 5.2.3 that

$$
\begin{equation*}
W_{12}=W_{21} \tag{5.2.49}
\end{equation*}
$$

On the other hand, from Equations 5.2.2 and 5.2.4, we get

$$
\begin{equation*}
2 W_{\nu \eta}=f_{\alpha}^{(\nu)} u_{\alpha}^{(\eta)}+g_{3}^{(\nu)} \varphi_{3}^{(\eta)}+\left(t_{\beta \alpha}^{(\nu)} u_{\alpha}^{(\eta)}+m_{\beta 3}^{(\nu)} \varphi_{3}^{(\eta)}\right)_{, \beta} \tag{5.2.50}
\end{equation*}
$$

so that

$$
\begin{equation*}
2 \int_{\Sigma} W_{\nu \eta} d a=\int_{\Sigma}\left(f_{\alpha}^{(\nu)} u_{\alpha}^{(\eta)}+g_{3}^{(\nu)} \varphi_{3}^{(\eta)}\right) d a+\int_{\partial \Sigma}\left(t_{\alpha}^{(\nu)} u_{\alpha}^{(\eta)}+m_{3}^{(\nu)} \varphi_{3}^{(\eta)}\right) d s \tag{5.2.51}
\end{equation*}
$$

By Equations 5.2.49 and 5.2.51, we obtain the desired result.
The elastic potential $\widetilde{W}$ in the case of the plane strain is defined by

$$
\begin{equation*}
2 \widetilde{W}=\lambda e_{\nu \nu} e_{\rho \rho}+(\mu+\kappa) e_{\alpha \beta} e_{\alpha \beta}+\mu e_{\beta \alpha} e_{\alpha \beta}+\gamma \kappa_{\alpha 3} \kappa_{\alpha 3} \tag{5.2.52}
\end{equation*}
$$

Theorem 5.2.3 Assume that $\widetilde{W}$ is a positive definite quadratic form. Then
(i) The first boundary-value problem has at most one solution
(ii) Any two solutions of the second boundary-value problem are equal modulo a plane rigid deformation

Proof. It follows from Equations 5.2.2, 5.2.4, and 5.2.52 that

$$
2 \widetilde{W}=t_{\alpha \beta} e_{\alpha \beta}+m_{\alpha 3} \kappa_{\alpha 3}=f_{\alpha} u_{\alpha}+g_{3} \varphi_{3}+\left(t_{\beta \alpha} u_{\alpha}+m_{\beta 3} \varphi_{3}\right)_{, \beta}
$$

If we integrate this relation over $\Sigma$ and use the divergence theorem, then we obtain

$$
\begin{equation*}
2 \int_{\Sigma} \widetilde{W} d a=\int_{\Sigma}\left(f_{\alpha} u_{\alpha}+g_{3} \varphi_{3}\right) d a+\int_{\partial \Sigma}\left(t_{\beta \alpha} n_{\beta} u_{\alpha}+m_{\beta 3} n_{\beta} \varphi_{3}\right) d s \tag{5.2.53}
\end{equation*}
$$

Let $\left(u_{\alpha}^{\prime}, \varphi_{3}^{\prime}\right)$ and $\left(u_{\alpha}^{\prime \prime}, \varphi_{3}^{\prime \prime}\right)$ be two solutions of a boundary-value problem, and $u_{\alpha}^{0}=u_{\alpha}^{\prime}-u_{\alpha}^{\prime \prime}, \varphi_{3}^{0}=\varphi_{3}^{\prime}-\varphi_{3}^{\prime \prime}$. Clearly, $\left(u_{\alpha}^{0}, \varphi_{3}^{0}\right)$ is a solution corresponding to $f_{\alpha}=0, g_{3}=0$, and to null boundary data. Since $\widetilde{W}$ is positive definite, from Equation 5.2.53, we obtain

$$
u_{\beta, \alpha}^{0}+\varepsilon_{\beta \alpha} \varphi_{3}^{0}=0, \quad \varphi_{3, \alpha}^{0}=0
$$

so that

$$
\begin{equation*}
u_{1}^{0}=c_{1}-c_{3} x_{2}, \quad u_{2}^{0}=c_{2}+c_{3} x_{1}, \quad \varphi_{3}^{0}=c_{3} \tag{5.2.54}
\end{equation*}
$$

where $c_{k}$ are arbitrary constants. In the first boundary-value problem, we find that $c_{k}=0$.

Let $\Sigma^{+}$be a domain in the $x_{1}, x_{2}$-plane, bounded by a simple closed $C^{2}$ curve $L$, and let $\Sigma^{-}$be the complementary of $\Sigma^{+} \cup L$ to the entire plane. Let $u=\left(u_{1}, u_{2}, \varphi_{3}\right)$ and $v=\left(u_{1}^{\prime}, u_{2}^{\prime}, \varphi_{3}^{\prime}\right)$ be two vector fields on $\Sigma^{+}$such that $u, v \in C^{2}\left(\Sigma^{+}\right) \cap C^{1}\left(\bar{\Sigma}^{+}\right)$. The reciprocity relation 5.2.47 leads to

$$
\begin{align*}
\int_{\Sigma^{+}} & {\left[u D\left(\frac{\partial}{\partial x}\right) v-v D\left(\frac{\partial}{\partial x}\right) u\right] } \\
& =\int_{L}\left[u H\left(\frac{\partial}{\partial x}, n_{x}\right) v-v H\left(\frac{\partial}{\partial x}, n_{x}\right) u\right] d s \tag{5.2.55}
\end{align*}
$$

From Equation 5.2.53, we get

$$
\begin{equation*}
2 \int_{\Sigma^{+}} \widetilde{W} d a=-\int_{\Sigma^{+}} u D\left(\frac{\partial}{\partial x}\right) u d a+\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s \tag{5.2.56}
\end{equation*}
$$

Let $\Sigma(y ; \varepsilon)$ be the sphere with the center in $y$ and radius $\varepsilon$. Let $y \in \Sigma^{+}$and let $\varepsilon$ be so small that $\Sigma(y ; \varepsilon)$ be entirely contained in $\Sigma^{+}$. Then the relation 5.2 .55 can be applied for the region $\Sigma^{+} \backslash \Sigma(y ; \varepsilon)$ to a regular vector field $u=$ $\left(u_{1}, u_{2}, \varphi_{3}\right)$ and to vector field $v(x)=\Gamma^{(s)}(x, y),(s=1,2,3)$. We obtain the following representation of Somigliana type

$$
\begin{align*}
u(y)= & \int_{L}\left\{\Gamma^{*}(x, y) H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)-\left[H\left(\frac{\partial}{\partial x}, n_{x}\right) \Gamma(x, y)\right]^{*} u(x)\right\} d s_{x} \\
& -\int_{\Sigma^{+}} \Gamma^{*}(x, y) D\left(\frac{\partial}{\partial x}\right) u(x) d a_{x} \tag{5.2.57}
\end{align*}
$$

In view of Equations 5.2.30 and 5.2.41, the relation 5.2.57 implies that

$$
\begin{align*}
u(x)= & \int_{L}\left[\Gamma(x, y) H\left(\frac{\partial}{\partial y}, n_{y}\right) u(y)-\Lambda(x, y) u(y)\right] d s_{y} \\
& -\int_{\Sigma^{+}} \Gamma(x, y) D\left(\frac{\partial}{\partial y}\right) u(y) d a_{y} \tag{5.2.58}
\end{align*}
$$

### 5.2.5 Existence Theorems

In what follows, we restrict our attention to the equation

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) u=0 \tag{5.2.59}
\end{equation*}
$$

In this case, Equation 5.2 .56 becomes

$$
\begin{equation*}
\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=2 \int_{\Sigma^{+}} \widetilde{W} d a \tag{5.2.60}
\end{equation*}
$$

We say that the vector field $u=\left(u_{1}, u_{2}, \varphi_{3}\right)$ is a regular solution of Equation 5.2.59 in $\Sigma^{+}$if the formula 5.2 .60 can be applied to $u$ and if it satisfies Equation 5.2.59 in $\Sigma^{+}$.

Let $x \in \Sigma^{-}$. We describe around $x$ a circle $C_{R}$ of sufficiently large radius $R$, containing the region $\Sigma^{+}$. We denote by $\Sigma_{R}$ the region bounded by $L$ and $C_{R}$. From Equations 5.2 .53 and 5.2 .59 , we get

$$
\begin{equation*}
\int_{L+C_{R}} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=2 \int_{\Sigma_{R}} \widetilde{W} d a \tag{5.2.61}
\end{equation*}
$$

If $u$ satisfies the condition

$$
\begin{equation*}
\lim _{R \rightarrow \infty} R \int_{0}^{2 \pi} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d \theta=0 \tag{5.2.62}
\end{equation*}
$$

then from Equation 5.2.61, we obtain

$$
\begin{equation*}
\int_{L} u H\left(\frac{\partial}{\partial x}, n_{x}\right) u d s=-2 \int_{\Sigma_{R}} \widetilde{W} d a \tag{5.2.63}
\end{equation*}
$$

We say that the vector field $u$ is a regular solution of Equation 5.2.59 in $\Sigma^{-}$if the formula 5.2 .63 can be applied to $u$ in $\Sigma^{-}$and if $u$ satisfies Equation 5.2.59 in $\Sigma^{-}$and the condition 5.2.62.

We consider the following boundary-value problems.
Interior problems. To find a regular solution in $\Sigma^{+}$of Equation 5.2 .59 satisfying one of the conditions

$$
\begin{gather*}
\lim _{x \rightarrow y} u(x)=f_{1}(y)  \tag{1}\\
\lim _{x \rightarrow y} H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)=f_{2}(y) \tag{2}
\end{gather*}
$$

where $x \in \Sigma^{+}, y \in L$, and $f_{1}$ and $f_{2}$ are prescribed vector fields.
Exterior problems. To find a regular solution in $\Sigma^{-}$of Equation 5.2.59 satisfying one of the conditions

$$
\begin{gather*}
\lim _{x \rightarrow y} u(x)=f_{3}(y)  \tag{1}\\
\lim _{x \rightarrow y} H\left(\frac{\partial}{\partial x}, n_{x}\right) u(x)=f_{4}(y) \tag{2}
\end{gather*}
$$

where $x \in \Sigma^{-}, y \in L$, and $f_{3}$ and $f_{4}$ are given.
We assume that $f_{1}$ and $f_{3}$ are Hölder continuously differentiable on $L$, and $f_{2}$ and $f_{4}$ are Hölder continuous on $L$.

We denote by $\left(I_{\alpha}^{0}\right)$ and $\left(E_{\alpha}^{0}\right)$ the homogeneous problems corresponding to $\left(I_{\alpha}\right)$ and $\left(E_{\alpha}\right)$, respectively. We introduce the potential of a single layer

$$
\begin{equation*}
V(x ; \rho)=\int_{L} \Gamma(x, y) \rho(y) d s_{y} \tag{5.2.64}
\end{equation*}
$$

and the potential of a double layer

$$
\begin{equation*}
W(x ; \nu)=\int_{L} \Lambda(x, y) \nu(y) d s_{y} \tag{5.2.65}
\end{equation*}
$$

where $\rho=\left(\rho_{1}, \rho_{2}, \rho_{3}\right)$ is Hölder continuous on $L$ and $\nu=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$ is Hölder continuously differentiable on $L$. As in the classical theory [55], we have the following results.

Theorem 5.2.4 The potential of a single layer is continuous on $\mathbb{R}^{2}$.

Theorem 5.2.5 The potential of a double layer has finite limits when point $x$ tends to $y \in L$ from both within and without, and these limits are respectively equal to

$$
\begin{align*}
W^{+}(y ; \nu) & =-\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}  \tag{5.2.66}\\
W^{-}(y ; \nu) & =\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}
\end{align*}
$$

the integrals being conceived in the sense of Cauchy's principal value.

Theorem 5.2.6 $H\left(\partial / \partial x, n_{x}\right) V(x ; \rho)$ tends to finite limits as point $x$ tends to the boundary point $y \in L$, from within or without, and these limits are respectively equal to

$$
\begin{align*}
& {\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V(y ; \rho)\right]^{+}=\frac{1}{2} \rho(y)+\int_{L}\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(y, z)\right] \rho(z) d s_{z}}  \tag{5.2.67}\\
& {\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V(y ; \rho)\right]^{-}=-\frac{1}{2} \rho(y)+\int_{L}\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) \Gamma(y, z)\right] \rho(z) d s_{z}}
\end{align*}
$$

Theorem 5.2.7 The potentials $V(x ; \rho)$ and $W(x ; \nu)$ satisfy Equation 5.2.59 on $\Sigma^{+} \cup \Sigma^{-}$.

We seek the solutions of the problems $\left(I_{1}\right)$ and $\left(E_{1}\right)$ in the form of a doublelayer potential and the solutions of the problems $\left(I_{2}\right)$ and $\left(E_{2}\right)$ in the form of a single-layer potential. In view of Theorems 5.2.5 and 5.2.6, we obtain for the unknown densities the following singular integral equations

$$
\begin{align*}
& -\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=f_{1}(y)  \tag{1}\\
& \frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(z, y) \rho(z) d s_{z}=f_{2}(y) \tag{2}
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=f_{3}(y)  \tag{1}\\
- & \frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(z, y) \rho(z) d s_{z}=f_{4}(y) \tag{2}
\end{align*}
$$

where $y \in L$. The homogeneous equations corresponding to equations $\left(I_{1}\right)$, $\left(I_{2}\right),\left(E_{1}\right)$, and $\left(E_{2}\right)$ for $f_{s}=0,(s=1,2,3,4)$, will be denoted by $\left(I_{1}^{0}\right),\left(I_{2}^{0}\right)$, $\left(E_{1}^{0}\right)$, and $\left(E_{2}^{0}\right)$, respectively. The equations $\left(I_{1}\right)$ and $\left(E_{2}\right)$, and $\left(I_{2}\right)$ and $\left(E_{1}\right)$ are piecewise mutually associate equations.

We note that

$$
\begin{equation*}
\frac{d \ln r}{d s_{z}} d s_{z}=\frac{d r}{r}=\frac{d t}{t-t_{0}}-i d \theta \tag{5.2.68}
\end{equation*}
$$

where $t$ and $t_{0}$ are the affixes of the points $z$ and $y$. Taking into account Equations 5.2.43 and 5.2.68 and pointing out the characteristic part of the singular operator [242], the system $\left(I_{1}\right)$ can be written in the form

$$
\nu\left(t_{0}\right)+\frac{1}{\pi}\left\|\begin{array}{ccc}
0 & c & 0  \tag{5.2.69}\\
-c & 0 & 0 \\
0 & 0 & 0
\end{array}\right\| \int_{L} \frac{\nu(t)}{t-t_{0}} d t+\mathcal{K} \nu\left(t_{0}\right)=-2 f_{1}\left(t_{0}\right)
$$

Let us denote by $[h(t)]_{L}$ the increment of the function $h$ as the point $t$ describes once the curve $L$ in the direction leaving the domain $\Sigma^{+}$on the left. The index of the system 5.2.69 is

$$
n=\frac{1}{2 \pi}\left[\arg \left(\frac{\operatorname{det} \mathcal{D}}{\operatorname{det} \mathcal{S}}\right)\right]_{L}
$$

where

$$
\begin{aligned}
& \mathcal{D}=\left\|d_{i j}\right\|_{3 \times 3}, \quad \mathcal{S}=\left\|s_{i j}\right\|_{3 \times 3} \\
& d_{m n}=s_{m n}=1 \text { for } m=n, \quad d_{21}=-d_{12}=s_{12}=-s_{21}=i c \\
& d_{\alpha 3}=d_{3 \alpha}=0, \quad s_{\alpha 3}=s_{3 \alpha}=0
\end{aligned}
$$

Since in our case we have $n=0$, the system $\left(I_{1}\right)$ is a system of singular integral equations for which Fredholm's basic theorems are valid [196]. In a similar way, we can prove that the index of the system $\left(I_{2}\right)$ is zero.

Let us consider the problems $\left(I_{1}\right)$ and $\left(E_{2}\right)$. The homogeneous equations $\left(I_{1}^{0}\right)$ and $\left(E_{2}^{0}\right)$

$$
\begin{align*}
& -\frac{1}{2} \nu(y)+\int_{L} \Lambda(y, z) \nu(z) d s_{z}=0  \tag{1}\\
& -\frac{1}{2} \rho(y)+\int_{L} \Lambda^{*}(z, y) \rho(z) d s_{z}=0 \tag{2}
\end{align*}
$$

have only trivial solutions. We assume the opposite and suppose that $\rho^{0}$ is a solution of equation $\left(E_{2}^{0}\right)$, not equal to zero. Then, the single-layer potential

$$
V\left(x ; \rho^{0}\right)=\int_{L} \Gamma(x, y) \rho^{0}(y) d s_{y}
$$

satisfies the condition

$$
\begin{equation*}
\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{-}=0, \quad y \in L \tag{5.2.70}
\end{equation*}
$$

When $x$ tends to a point at infinity and $y$ remains fixed on $L$ then $u_{\alpha}^{(\beta)}$ tends at infinity as $\delta_{\alpha \beta} \ln r$. If the density $\rho=\left(\rho_{1}, \rho_{2}, \rho_{3}\right)$ of the potential of a single layer satisfies the conditions

$$
\begin{equation*}
\int_{L} \rho_{\alpha} d s=0, \quad(\alpha=1,2) \tag{5.2.71}
\end{equation*}
$$

then the potential $V(x ; \rho)$ satisfies the asymptotic relations

$$
\begin{equation*}
V=O\left(r^{-1}\right), \quad \frac{\partial V}{\partial R}=O\left(r^{-2}\right) \text { as } r \rightarrow \infty \tag{5.2.72}
\end{equation*}
$$

where $\mathbf{R}$ is an arbitrary direction. As in classical theory of elasticity, we have

$$
\begin{equation*}
\int_{L} H_{\alpha}\left(\frac{\partial}{\partial x}, n_{x}\right) \Gamma^{(\beta)}(x, y) d s_{x}=-\zeta(y) \delta_{\alpha \beta} \tag{5.2.73}
\end{equation*}
$$

where

$$
\zeta(u)= \begin{cases}1, & y \in \Sigma^{+} \\ \frac{1}{2}, & y \in L \\ 0, & y \in \Sigma^{-}\end{cases}
$$

If we multiply the equation $\left(E_{2}^{0}\right)$ by $d s_{y}$ and integrate on $L$, on the basis of Equation 5.2.73, we obtain

$$
\int_{L} \rho_{\alpha}^{0}(y) d s_{y}=0, \quad(\alpha=1,2)
$$

so that the potential $V\left(x ; \rho^{0}\right)$ satisfies Equation 5.2.72. This fact implies that $V\left(x ; \rho^{0}\right)$ satisfies the relation 5.2 .62 . Thus, we conclude that (i) $V\left(x ; \rho^{0}\right)$ satisfies Equation 5.2.59 on $\Sigma^{-}$and the condition 5.2 .70 on $L$; (ii) the formula 5.2 .63 can be applied to $V\left(x ; \rho^{0}\right)$; and (iii) $V\left(x ; \rho^{0}\right)$ satisfies the asymptotic relations 5.2.72. It follows that

$$
\begin{equation*}
V\left(x ; \rho^{0}\right)=0 \text { on } \Sigma^{-} \tag{5.2.74}
\end{equation*}
$$

According to the continuity of the single-layer potential, we have

$$
\left[V\left(x ; \rho^{0}\right)\right]^{+}=0 \text { on } L
$$

Taking into account that $V\left(x ; \rho^{0}\right)$ satisfies Equation 5.2.59 on $\Sigma^{+}$, from the uniqueness theorem, we get

$$
\begin{equation*}
V\left(x ; \rho^{0}\right)=0 \text { on } \Sigma^{+} \tag{5.2.75}
\end{equation*}
$$

It follows from Equations 5.2.67, 5.2.74, and 5.2.75 that

$$
\rho^{0}(y)=\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{+}-\left[H\left(\frac{\partial}{\partial y}, n_{y}\right) V\left(y ; \rho^{0}\right)\right]^{-}=0
$$

Thus, our statement concerning the equation $\left(E_{2}^{0}\right)$ is valid.
Since the equations $\left(I_{1}^{0}\right)$ and $\left(E_{2}^{0}\right)$ form an associate set of integral equations, $\left(I_{1}^{0}\right)$ has also no nontrivial solution. We note that from Equation 5.2.73 and the equation $\left(E_{2}\right)$, with $f_{4}=\left(f_{41}, f_{42}, f_{43}\right)$, we obtain

$$
-\int_{L} \rho_{\alpha}(y) d s_{y}=\int_{L} f_{4 \alpha} d s, \quad(\alpha=1,2)
$$

Thus we obtain the following results.
Theorem 5.2.8 Problem $\left(I_{1}\right)$ has solution for any Hölder continuously differentiable vector field $f_{1}$. This solution is unique and can be expressed by a double-layer potential.

Theorem 5.2.9 Problem $\left(E_{2}\right)$ can be solved if and only if

$$
\int_{L} f_{4 \alpha} d s=0, \quad(\alpha=1,2)
$$

We now consider the equations $\left(I_{2}^{0}\right)$ and $\left(E_{1}^{0}\right)$. We note that the vector field

$$
\omega(x)=\left(c_{1}-c_{3} x_{2}, c_{2}+c_{3} x_{1}, c_{3}\right)
$$

where $c_{i}$ are arbitrary constants, satisfies the equations

$$
\begin{equation*}
D\left(\frac{\partial}{\partial x}\right) \omega(x)=0, \quad x \in \Sigma^{+}, \quad H\left(\frac{\partial}{\partial x}, n_{x}\right) \omega(x)=0 \text { on } L \tag{5.2.76}
\end{equation*}
$$

From Equation 5.2.58, we obtain

$$
\begin{equation*}
\omega(x)=-\int_{L} \Lambda(x, y) \omega(y) d s_{y}, \quad x \in \Sigma^{+} \tag{5.2.77}
\end{equation*}
$$

Passing to the limit in Equation 5.2.77 as the point $x$ approaches the boundary point $x_{0} \in L$ from within, according to Equation 5.2.66, we get

$$
\frac{1}{2} \omega\left(x_{0}\right)+\int_{L} \Lambda\left(x_{0}, y\right) \omega(y) d s_{y}=0
$$

Hence, the matrix $\omega(x)$ satisfies the equation $\left(E_{1}^{0}\right)$. Clearly, the vector fields

$$
\omega^{(1)}=(1,0,0), \quad \omega^{(2)}=(0,1,0), \quad \omega^{(3)}=\left(-x_{2}, x_{1}, 1\right)
$$

are linearly independent solutions of the equation $\left(E_{1}^{0}\right)$. According to the second Fredholm theorem, the equation $\left(I_{2}^{0}\right)$ has at least three linearly independent solutions $v^{(i)},(i=1,2,3)$. As in classical theory [194], we can prove that $v^{(i)}$ forms a complete system of linearly independent solutions of the equation $\left(I_{2}^{0}\right)$. This fact implies the completeness of the associate system $\left(\omega^{(1)}, \omega^{(2)}, \omega^{(3)}\right)$. Hence, the necessary and sufficient conditions to solve the equation $\left(I_{2}\right)$ have the form

$$
\begin{equation*}
\int_{L} \omega^{(j)}(x) f_{2}(x) d s_{x}=0, \quad(j=1,2,3) \tag{5.2.78}
\end{equation*}
$$

If we take $f_{2}=\left(\widetilde{t_{1}}, \widetilde{t_{2}}, \widetilde{m}\right)$, then the conditions 5.2 .78 can be written in the form

$$
\begin{equation*}
\int_{L} \widetilde{t}_{\alpha} d s=0, \quad \int_{L}\left(x_{1} \widetilde{t}_{2}-x_{2} \widetilde{t}_{1}+\widetilde{m}\right) d s=0 \tag{5.2.79}
\end{equation*}
$$

Thus, we have the following result.

Theorem 5.2.10 Problem $\left(I_{2}\right)$ can be solved if and only if the conditions 5.2.79 hold. The solution can be represented as a single-layer potential and is determined within an additive plane rigid deformation.

As in classical theory, we can study the problem $\left(E_{1}\right)$. These results have been established in Ref. 140.

On the basis of Theorem 5.2.10, we find that the second boundary-value problem has solution if and only if

$$
\begin{gather*}
\int_{\Sigma_{1}} f_{\alpha} d a+\int_{\Gamma} \tilde{t}_{\alpha} d s=0 \\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}+g_{3}\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}+\widetilde{m}_{3}\right) d s=0 \tag{5.2.80}
\end{gather*}
$$

### 5.3 Saint-Venant's Problem for Cosserat Cylinders

In this section, we study the Saint-Venant's problem within the linear theory of Cosserat elastic bodies. We show that the method of Section 1.7 can be extended to derive a solution of Saint-Venant's problem. Minimum principles characterizing the solutions of extension, bending, torsion, and flexure problems are presented in Section 5.4. These principles lead to a solution of Truesdell's problem for Cosserat cylinders.

Saint-Venant's problem for Cosserat elastic bodies has been studied in various works [85,141,143,154,188,338].

### 5.3.1 Preliminaries

We assume for the remainder of this chapter that the domain $B$ is occupied by a homogeneous and isotropic material. We denote by $u$ the six-dimensional vector field on $B$, defined by $u=\left(u_{1}, u_{2}, u_{3}, \varphi_{1}, \varphi_{2}, \varphi_{3}\right)=\left(u_{i}, \varphi_{i}\right)$, where $u_{j}$ are the components of the displacement vector field, and $\varphi_{k}$ are the components of the microrotation vector field. Let us denote the strain measures associated with $u$ by $e_{i j}(u)$ and $\kappa_{i j}(u)$, that is

$$
\begin{equation*}
e_{i j}(u)=u_{j, i}+\varepsilon_{j i k} \varphi_{k}, \quad \kappa_{i j}(u)=\varphi_{j, i} \tag{5.3.1}
\end{equation*}
$$

We note that $e_{i j}(u)=0, \kappa_{i j}(u)=0$ if and only if $u_{i}=a_{i}+\varepsilon_{i j k} b_{j} x_{k}, \varphi_{i}=b_{i}$, where $a_{k}$ and $b_{k}$ are arbitrary constants. Let

$$
\begin{equation*}
\mathcal{R}^{*}=\left\{u^{0}: u^{0}=\left(u_{i}^{0}, \varphi_{i}^{0}\right), u_{i}^{0}=a_{i}+\varepsilon_{i j k} b_{j} x_{k}, \varphi_{i}^{0}=b_{i}\right\} \tag{5.3.2}
\end{equation*}
$$

where $a_{i}$ and $b_{i}$ are constants. If $u \in \mathcal{R}^{*}$, then $u$ is called a rigid deformation. We denote by $t_{i j}(u)$ and $m_{i j}(u)$ the components of the stress tensor and couple stress tensor, associated with $u$. In the case of isotropic and homogeneous bodies, we have

$$
\begin{align*}
t_{i j}(u) & =\lambda e_{r r}(u) \delta_{i j}+(\mu+\kappa) e_{i j}(u)+\mu e_{j i}(u)  \tag{5.3.3}\\
m_{i j}(u) & =\alpha \kappa_{r r}(u) \delta_{i j}+\beta \kappa_{j i}(u)+\gamma \kappa_{i j}(u)
\end{align*}
$$

where $\lambda, \mu, \kappa, \alpha, \beta$, and $\gamma$ are given constants. Over the past decade, a determination of the constitutive constants has become possible (see [30,259,260] and references therein).

We call a six-dimensional vector field $u$ an equilibrium vector field for $B$ if $u \in C^{1}(\bar{B}) \cap C^{2}(B)$ and

$$
\begin{equation*}
\left(t_{j i}(u)\right)_{, j}=0, \quad\left(m_{j i}(u)\right)_{, j}+\varepsilon_{i j k} t_{j k}(u)=0 \tag{5.3.4}
\end{equation*}
$$

hold on $B$.
Let $s_{i}(u)$ and $m_{i}(u)$ be the components of the stress vector and couple stress vector at regular points of $\partial B$, corresponding to the stress tensor $t_{i j}(u)$ and couple stress tensor $m_{i j}(u)$ defined on $\bar{B}$, that is,

$$
\begin{equation*}
s_{i}(u)=t_{j i}(u) n_{j}, \quad m_{i}(u)=m_{j i}(u) n_{j} \tag{5.3.5}
\end{equation*}
$$

The elastic potential corresponding to $u$ is given by

$$
\begin{align*}
2 W(u)= & \lambda e_{r r}(u) e_{s s}(u)+(\mu+\kappa) e_{i j}(u) e_{i j}(u)+\mu e_{i j}(u) e_{j i}(u) \\
& +\alpha \kappa_{r r}(u) \kappa_{s s}(u)+\beta \kappa_{i j}(u) \kappa_{j i}(u)+\gamma \kappa_{i j}(u) \kappa_{i j}(u) \tag{5.3.6}
\end{align*}
$$

We assume that the elastic potential is a positive definite quadratic form in the variables $e_{i j}(u)$ and $\kappa_{i j}(u)$.

The strain energy $U(u)$ corresponding to $u$ is defined by

$$
\begin{equation*}
U(u)=\int_{B} W(u) d v \tag{5.3.7}
\end{equation*}
$$

In the following, two six-dimensional vector fields differing by a rigid deformation will be regarded identical.

The functional $U(\cdot)$ generates the bilinear functional

$$
\begin{align*}
U(u, v)= & \frac{1}{2} \int_{B}\left[\lambda e_{r r}(u) e_{s s}(v)+(\mu+\kappa) e_{i j}(u) e_{i j}(v)+\mu e_{i j}(u) e_{j i}(v)\right. \\
& \left.+\alpha \kappa_{r r}(u) \kappa_{s s}(v)+\beta \kappa_{i j}(u) \kappa_{j i}(v)+\gamma \kappa_{i j}(u) \kappa_{i j}(v)\right] d v \tag{5.3.8}
\end{align*}
$$

The set of smooth vector fields $u$ over $\bar{B}$ can be made into a real vector space with the inner product

$$
\begin{equation*}
\langle u, v\rangle=2 U(u, v) \tag{5.3.9}
\end{equation*}
$$

This inner product generates the energy norm $\|u\|_{e}^{2}=\langle u, u\rangle$. As in Theorem 5.2.2, we can prove that for any equilibrium vector fields $u=\left(u_{i}, \varphi_{i}\right)$ and $v=\left(v_{i}, \psi_{i}\right)$, one has

$$
\begin{equation*}
\langle u, v\rangle=\int_{\partial B}\left[v_{i} s_{i}(u)+\psi_{i} m_{i}(u)\right] d a \tag{5.3.10}
\end{equation*}
$$

which implies the reciprocity relation

$$
\begin{equation*}
\int_{\partial B}\left[u_{i} s_{i}(v)+\varphi_{i} m_{i}(v)\right] d a=\int_{\partial B}\left[v_{i} s_{i}(u)+\psi_{i} m_{i}(u)\right] d a \tag{5.3.11}
\end{equation*}
$$

We assume that the region $B$ from here on refers to the interior of the right cylinder defined in Section 1.2. We consider the equilibrium problem of cylinder $B$ which, in the absence of body forces and body couples, is subjected to surface forces and surface couples prescribed over its ends and is free from lateral loading. Thus, the problem consists in the determination of an equilibrium six-dimensional vector field $u$ on $B$, subject to the requirements

$$
\begin{array}{ll}
s_{i}(u)=0, & m_{i}(u)=0 \text { on } \Pi \\
s_{i}(u)=\widetilde{t}_{i}^{(\alpha)}, & m_{i}(u)=\widetilde{m}_{i}^{(\alpha)} \text { on } \Sigma_{\alpha}, \quad(\alpha=1,2) \tag{5.3.12}
\end{array}
$$

where $\widetilde{t}_{i}^{(\alpha)}$ and $\widetilde{m}_{i}^{(\alpha)},(\alpha=1,2)$, are prescribed functions. We assume that the hypotheses of Theorem 5.1.1 hold. It follows from Equations 5.3.10 and 5.1.22 that the necessary and sufficient conditions for the existence of a solution to this problem are given by

$$
\begin{align*}
& \int_{\Sigma_{1}} \widetilde{t}_{i}^{(1)} d a+\int_{\Sigma_{2}} \widetilde{t}_{i}^{(2)} d a=0 \\
& \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} \widetilde{t}_{k}^{(1)}+\widetilde{m}_{i}^{(1)}\right) d a+\int_{\Sigma_{2}}\left(\varepsilon_{i j k} x_{j} \widetilde{t}_{k}^{(2)}+\widetilde{m}_{i}^{(2)}\right) d a=0 \tag{5.3.13}
\end{align*}
$$

In the formulation of Saint-Venant, the conditions 5.3.12 are replaced by

$$
\begin{array}{lc}
s_{i}(u)=0, & m_{i}(u)=0 \text { on } \Pi  \tag{5.3.14}\\
R_{i}(u)=F_{i}, & H_{i}(u)=M_{i}
\end{array}
$$

where $\mathbf{F}$ and $\mathbf{M}$ are given vectors representing the resultant of surface forces and the resultant moment about $O$ of the surface forces and surface couples acting on $\Sigma_{1}$. Here, $R_{i}(\cdot)$ and $H_{i}(\cdot)$ are the linear functionals defined by

$$
\begin{align*}
R_{i}(u) & =-\int_{\Sigma_{1}} t_{3 i}(u) d a \\
H_{\alpha}(u) & =-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\beta} t_{33}(u)+m_{3 \alpha}(u)\right] d a  \tag{5.3.15}\\
H_{3}(u) & =-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}(u)+m_{33}(u)\right] d a
\end{align*}
$$

Saint-Venant's problem for Cosserat elastic cylinders consists in the determination of an equilibrium vector field $u=\left(u_{i}, \varphi_{i}\right)$ on $B$ that satisfies the conditions 5.3.14. Let $K(\mathbf{F}, \mathbf{M})$ be the class of solutions to this problem. We continue to denote by $K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ the set of all solutions of the extension, bending, and torsion problems (the problem $\left(P_{1}\right)$ ), and by $K_{I I}\left(F_{1}, F_{2}\right)$ the set of all solutions of the flexure problem (the problem $\left(P_{2}\right)$ ).

From the conditions of equilibrium of cylinder $B$, we obtain

$$
\begin{align*}
& \int_{\Sigma_{2}} t_{3 i}(u) d a=-R_{i}(u) \\
& \int_{\Sigma_{2}}\left[x_{\alpha} t_{33}(u)+\varepsilon_{\beta \alpha} m_{3 \beta}(u)\right] d a=\varepsilon_{\alpha \beta} H_{\beta}(u)-h R_{\alpha}(u)  \tag{5.3.16}\\
& \int_{\Sigma_{2}}\left[\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}(u)+m_{33}(u)\right] d a=-H_{3}(u)
\end{align*}
$$

We denote by $\Lambda$ the set of all equilibrium vector fields $u$ that satisfy the conditions

$$
s_{i}(u)=0, \quad m_{i}(u)=0 \text { on } \Pi
$$

Theorem 5.3.1 If $u \in \Lambda$ and $u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$ then $u_{, 3} \in \Lambda$ and

$$
\begin{equation*}
\mathbf{R}\left(u_{, 3}\right)=\mathbf{0}, \quad H_{\alpha}\left(u_{, 3}\right)=\varepsilon_{\alpha \beta} R_{\beta}(u), \quad H_{3}\left(u_{, 3}\right)=0 \tag{5.3.17}
\end{equation*}
$$

Proof. The first assertion follows at once from the fact that $t_{i j}(u, 3)=\left(t_{i j}(u)\right)_{, 3}$, $m_{i j}\left(u_{, 3}\right)=\left(m_{i j}(u)\right)_{, 3}$ and hypotheses. From Equations 5.3.4, we arrive at

$$
\begin{align*}
t_{3 i}\left(u_{, 3}\right) & =\left(t_{3 i}(u)\right)_{, 3}=-\left(t_{\alpha i}(u)\right)_{, \alpha} \\
\varepsilon_{\alpha \beta} x_{\beta} t_{33}\left(u_{, 3}\right) & +m_{3 \alpha}\left(u_{, 3}\right)=\left(m_{3 \alpha}(u)\right)_{, 3}+\varepsilon_{\alpha \beta} x_{\beta}\left(t_{33}(u)\right)_{, 3} \\
& =-\left(m_{\rho \alpha}(u)\right)_{, \rho}-\varepsilon_{\alpha i j} t_{i j}(u)-\varepsilon_{\alpha \beta} x_{\beta}\left(t_{\rho 3}(u)\right)_{, \rho} \\
& =-\left(m_{\rho \alpha}(u)\right)_{, \rho}-\varepsilon_{\alpha i j} t_{i j}(u)-\varepsilon_{\alpha \beta}\left[\left(x_{\beta} t_{\rho 3}(u)\right)_{, \rho}-t_{\beta 3}\right]  \tag{5.3.18}\\
& =-\left[m_{\rho \alpha}(u)+\varepsilon_{\alpha \beta} x_{\beta} t_{\rho 3}(u)\right]_{, \rho}-\varepsilon_{\rho \alpha} t_{3 \rho}(u) \\
\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}(u, 3) & +m_{33}(u, 3)=-\varepsilon_{\alpha \beta} x_{\alpha}\left(t_{\rho \beta}(u)\right)_{, \rho}-\left(m_{\rho 3}(u)\right)_{, \rho}-\varepsilon_{\alpha \beta} t_{\alpha \beta}(u) \\
& =-\left[\varepsilon_{\alpha \beta} x_{\alpha} t_{\rho \beta}(u)+m_{\rho 3}(u)\right]_{, \rho}
\end{align*}
$$

Using the divergence theorem, Equations 5.3.15 and 5.3.18, we obtain

$$
\begin{aligned}
\mathbf{R}(u, 3) & =\int_{\Gamma} \mathbf{s}(u) d s \\
H_{\alpha}(u, 3) & =\int_{\Gamma}\left[\varepsilon_{\alpha \beta} x_{\beta} s_{3}(u)+m_{\alpha}(u)\right] d s+\varepsilon_{\alpha \rho} R_{\rho}(u) \\
H_{3}(u, 3) & =\int_{\Gamma}\left[\varepsilon_{\alpha \beta} x_{\alpha} s_{\beta}(u)+m_{3}(u)\right] d s
\end{aligned}
$$

The desired result is now immediate.
Theorem 5.3.1 has the following immediate consequences.
Corollary 5.3.1 If $u \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ and $u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then $u_{, 3} \in \Lambda$ and $\mathbf{R}\left(u_{, 3}\right)=\mathbf{0}, \mathbf{H}\left(u_{, 3}\right)=\mathbf{0}$.

Corollary 5.3.2 If $u \in K_{I I}\left(F_{1}, F_{2}\right)$ and $u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then $u_{, 3} \in$ $K_{I}\left(0, F_{2},-F_{1}, 0\right)$.

The above results will be used to establish a solution of Saint-Venant's problem.

We note that in Ref. 21, Berglund extended Toupin's version of SaintVenant's principle to the case of Cosserat elastic cylinders.

### 5.3.2 Extension, Bending, and Torsion

Corollary 5.3.1 allows us to establish a method to derive a solution to the problem $\left(P_{1}\right)$. Let $\mathcal{A}^{*}$ be the class of solutions to the Saint-Venant's problem corresponding to $\mathbf{F}=\mathbf{0}$ and $\mathbf{M}=\mathbf{0}$. In view of definition 5.3.2, it follows that $\mathcal{R}^{*} \subset \mathcal{A}^{*}$. We note that if $u \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$ and $u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then by Corollary 5.3.1, $u_{, 3} \in \mathcal{A}^{*}$. It is natural to seek a solution $v$ of the problem $\left(P_{1}\right)$ such that $v_{, 3}$ is a rigid deformation.

Theorem 5.3.2 Let $S$ be the set of all vector fields $u \in C^{1}(\bar{B}) \cap C^{2}(B)$ such that $u_{, 3} \in \mathcal{R}^{*}$. Then there exists a vector field $v \in S$ which is solution of the problem $\left(P_{1}\right)$.

Proof. Let $v \in C^{1}(\bar{B}) \cap C^{2}(B), v=\left(v_{i}, \omega_{i}\right)$, such that

$$
v_{, 3}=\left(\alpha_{i}+\varepsilon_{i j k} \beta_{j} x_{k}, \beta_{i}\right)
$$

where $\alpha_{i}$ and $\beta_{i}$ are constants. We find

$$
\begin{align*}
v_{\alpha} & =-\frac{1}{2} a_{\alpha} x_{3}^{2}-a_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+w_{\alpha}\left(x_{1}, x_{2}\right) \\
v_{3} & =\left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+w_{3}\left(x_{1}, x_{2}\right)  \tag{5.3.19}\\
\omega_{\alpha} & =\varepsilon_{\alpha \beta} a_{\beta} x_{3}+\chi_{\alpha}\left(x_{1}, x_{2}\right), \quad \omega_{3}=a_{4} x_{3}+\chi_{3}\left(x_{1}, x_{2}\right)
\end{align*}
$$

modulo a rigid deformation. Here $w=\left(w_{i}, \chi_{i}\right)$ is an arbitrary vector field independent of $x_{3}$, and we have used the notations $a_{\alpha}=\varepsilon_{\rho \alpha} \beta_{\rho}, a_{3}=\alpha_{3}, a_{4}=\beta_{3}$. Now we prove that the functions $w_{i}$ and $\chi_{i}$, and the constants $a_{s},(s=1,2,3,4)$, can be determined so that $v \in K_{I}\left(F_{3}, M_{1}, M_{2}, M_{3}\right)$. By Equations 5.3.1 and 5.3.19,

$$
\begin{array}{ll}
e_{\alpha \beta}(v)=e_{\alpha \beta}\left(w^{0}\right), & e_{3 \alpha}(v)=-\varepsilon_{\alpha \beta}\left(a_{4} x_{\beta}+\chi_{\beta}\right) \\
e_{\alpha 3}(v)=e_{\alpha 3}\left(v^{\prime}\right), & e_{33}(v)=a_{\rho} x_{\rho}+a_{3} \\
\kappa_{\alpha \beta}(v)=\kappa_{\alpha \beta}\left(w^{\prime}\right), & \kappa_{3 \alpha}(v)=\varepsilon_{\alpha \beta} a_{\beta} \\
\kappa_{\alpha 3}(v)=\kappa_{\alpha 3}\left(w^{0}\right), & \kappa_{33}(v)=a_{4}
\end{array}
$$

where

$$
\begin{equation*}
w^{0}=\left(w_{1}, w_{2}, 0,0,0, \chi_{3}\right), \quad w^{\prime}=\left(0,0, w_{3}, \chi_{1}, \chi_{2}, 0\right) \tag{5.3.20}
\end{equation*}
$$

Clearly,

$$
\begin{align*}
t_{\alpha \beta}(v) & =\lambda\left(a_{\rho} x_{\rho}+a_{3}\right) \delta_{\alpha \beta}+T_{\alpha \beta}\left(w^{0}\right), \quad t_{\alpha 3}(v)=P_{\alpha}\left(w^{\prime}\right)-\mu a_{4} \varepsilon_{\alpha \rho} x_{\rho} \\
t_{3 \alpha}(v) & =Q_{\alpha}\left(w^{\prime}\right)+(\mu+\kappa) a_{4} \varepsilon_{\beta \alpha} x_{\beta} \\
t_{33}(v) & =(\lambda+2 \mu+\kappa)\left(a_{\rho} x_{\rho}+a_{3}\right)+\lambda e_{\rho \rho}\left(w^{0}\right)  \tag{5.3.21}\\
m_{\nu \eta}(v) & =\alpha a_{4} \delta_{\nu \eta}+H_{\nu \eta}\left(w^{\prime}\right), \quad m_{\alpha 3}(v)=\beta \varepsilon_{\alpha \rho} a_{\rho}+M_{\alpha 3}\left(w^{0}\right) \\
m_{3 \alpha}(v) & =\gamma \varepsilon_{\alpha \rho} a_{\rho}+\beta \chi_{3, \alpha}, \quad m_{33}(v)=(\alpha+\beta+\gamma) a_{4}+\alpha \chi_{\rho, \rho}
\end{align*}
$$

where

$$
\begin{align*}
& T_{\alpha \beta}\left(w^{0}\right)=\lambda e_{\rho \rho}\left(w^{0}\right) \delta_{\alpha \beta}+(\mu+\kappa) e_{\alpha \beta}\left(w^{0}\right)+\mu e_{\beta \alpha}\left(w^{0}\right) \\
& M_{\alpha 3}\left(w^{0}\right)=\gamma \kappa_{\alpha 3}\left(w^{0}\right), \quad P_{\alpha}\left(w^{\prime}\right)=(\mu+\kappa) w_{3, \alpha}+\kappa \varepsilon_{\alpha \beta} \chi_{\beta}  \tag{5.3.22}\\
& Q_{\alpha}\left(w^{\prime}\right)=\mu w_{3, \alpha}+\kappa \varepsilon_{\beta \alpha} \chi_{\beta}, \quad H_{\nu \eta}\left(w^{\prime}\right)=\alpha \chi_{\rho, \rho} \delta_{\eta \nu}+\beta \chi_{\nu, \eta}+\gamma \chi_{\eta, \nu}
\end{align*}
$$

We introduce the following notations

$$
\begin{equation*}
w_{3}=a_{4} \varphi, \quad \chi_{\alpha}=a_{4} \psi_{\alpha}, \quad \widehat{w}=\left(0,0, \varphi, \psi_{1}, \psi_{2}, 0\right) \tag{5.3.23}
\end{equation*}
$$

Clearly, $w=w^{0}+a_{4} \widehat{w}$. Let $\mathcal{T}$ be the set of all vector fields $\widehat{w} \in C^{1}(\bar{B}) \cap C^{2}(B)$ such that $\widehat{w}=\left(0,0, \varphi, \psi_{1}, \psi_{2}, 0\right)$. We introduce the operators $L_{i}$ on $\mathcal{T}$ defined by

$$
\begin{align*}
& L_{\nu} \widehat{w}=\gamma \Delta \psi_{\nu}+(\alpha+\beta) \psi_{\rho, \rho \nu}+\kappa \varepsilon_{\nu \beta} \varphi_{, \beta}-2 \kappa \psi_{\nu}  \tag{5.3.24}\\
& L_{3} \widehat{w}=(\mu+\kappa) \Delta \varphi+\kappa \varepsilon_{\alpha \beta} \psi_{\beta, \alpha}
\end{align*}
$$

With the help of Equations 5.3.21, 5.3.23, and 5.3.24, the equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{align*}
& \left(T_{\beta \alpha}\left(w^{0}\right)\right)_{, \beta}+f_{\alpha}^{0}=0, \quad\left(M_{\rho 3}\left(w^{0}\right)\right)_{, \rho}+\varepsilon_{\alpha \beta} T_{\alpha \beta}\left(w^{0}\right)=0 \text { on } \Sigma_{1} \\
& T_{\beta \alpha}\left(w^{0}\right) n_{\beta}=t_{\alpha}^{0}, \quad M_{\alpha 3}\left(w^{0}\right) n_{\alpha}=m_{3}^{0} \text { on } \Gamma \tag{5.3.25}
\end{align*}
$$

and

$$
\begin{equation*}
L_{i} \widehat{w}=h_{i} \text { on } \Sigma_{1}, \quad N_{i} \widehat{w}=\zeta_{i} \text { on } \Gamma \tag{5.3.26}
\end{equation*}
$$

where

$$
\begin{array}{lll}
f_{\alpha}^{0}=\lambda a_{\alpha}, & t_{\alpha}^{0}=-\lambda\left(a_{\rho} x_{\rho}+a_{3}\right) n_{\alpha}, & m_{3}^{0}=\beta \varepsilon_{\rho \alpha} a_{\rho} n_{\alpha}  \tag{5.3.27}\\
h_{\alpha}=\kappa x_{\alpha}, & h_{3}=0, \quad \zeta_{\nu}=-\alpha n_{\nu}, & \zeta=\mu \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}
\end{array}
$$

and

$$
\begin{align*}
& N_{\nu} \widehat{w}=\left(\alpha \psi_{\rho, \rho} \delta_{\eta \nu}+\beta \psi_{\eta, \nu}+\gamma \psi_{\nu, \eta}\right) n_{\eta} \\
& N_{3} \widehat{w}=(\mu+\kappa) \frac{\partial \varphi}{\partial n}+\kappa \varepsilon_{\alpha \beta} \psi_{\beta} n_{\alpha} \tag{5.3.28}
\end{align*}
$$

From Equations 5.3.20, 5.3.22, and 5.3.25, we conclude that $w^{0}$ is characterized by a plane strain problem (cf. Section 5.2 ). It is easy to verify that the necessary and sufficient conditions to solve the boundary-value problem 5.3.25 are satisfied. Thus, the boundary-value problem 5.3.25 has solutions for any constants $a_{1}, a_{2}$, and $a_{3}$. We denote by $w^{(i)}=\left(u_{1}^{(i)}, u_{2}^{(i)}, 0,0,0, \varphi_{3}^{(i)}\right)$, $(i=1,2,3)$, a solution of the boundary-value problem 5.3 .25 when $a_{j}=\delta_{i j}$. We can write

$$
\begin{equation*}
w^{0}=\sum_{i=1}^{3} a_{i} w^{(i)} \tag{5.3.29}
\end{equation*}
$$

where $w^{(i)}$ are characterized by the equations

$$
\begin{align*}
& \left(T_{\beta \alpha}\left(w^{(\rho)}\right)\right)_{, \beta}+\lambda \delta_{\alpha \rho}=0, \quad\left(T_{\beta \alpha}\left(w^{(3)}\right)\right)_{, \beta}=0  \tag{5.3.30}\\
& \left(M_{\rho 3}\left(w^{(i)}\right)\right)_{, \rho}+\varepsilon_{\alpha \beta} T_{\alpha \beta}\left(w^{(i)}\right)=0 \text { on } \Sigma_{1}
\end{align*}
$$

and the boundary conditions

$$
\begin{array}{ll}
T_{\beta \alpha}\left(w^{(\rho)}\right) n_{\beta}=-\lambda x_{\rho} n_{\alpha}, & T_{\beta \alpha}\left(w^{(3)}\right) n_{\beta}=-\lambda n_{\alpha} \\
M_{\alpha 3}\left(w^{(\rho)}\right) n_{\alpha}=\beta \varepsilon_{\rho \alpha} n_{\alpha}, & M_{\alpha 3}\left(w^{(3)}\right) n_{\alpha}=0 \text { on } \Gamma \tag{5.3.31}
\end{array}
$$

In what follows, we shall assume that the vector fields $w^{(i)},(i=1,2,3)$, are known.

We consider now the boundary-value problem defined by

$$
\begin{equation*}
L_{i} \widehat{w}=\eta_{i} \text { on } \Sigma_{1}, \quad N_{i} \widehat{w}=\rho_{i} \text { on } \Gamma \tag{5.3.32}
\end{equation*}
$$

where $\eta_{i}$ and $\rho_{i}$ are $C^{\infty}$ functions. It is known (cf. $\left.[141,154]\right)$ that the boundaryvalue problem 5.3.32 has a solution $\widehat{w} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap C^{2}\left(\Sigma_{1}\right)$ if and only if

$$
\begin{equation*}
\int_{\Sigma_{1}} \eta_{3}-\int_{\Gamma} \rho_{3} d s=0 \tag{5.3.33}
\end{equation*}
$$

The necessary and sufficient condition for the existence of a solution of the boundary-value problem 5.3.26 is satisfied.

By Equations 5.3.19, 5.3.20, 5.3.23, and 5.3.29, we see that the vector field $v$ can be written in the form

$$
\begin{equation*}
v=\sum_{j=1}^{4} a_{j} v^{(j)} \tag{5.3.34}
\end{equation*}
$$

where the vector fields $v^{(j)}=\left(v_{i}^{(j)}, \omega_{i}^{(j)}\right),(j=1,2,3,4)$, are defined by

$$
\begin{array}{llll}
v_{\alpha}^{(\beta)}=-\frac{1}{2} x_{3}^{2} \delta_{\alpha \beta}+u_{\alpha}^{(\beta)}, & v_{\alpha}^{(3)}=u_{\alpha}^{(3)}, & v_{\alpha}^{(4)}=\varepsilon_{\beta \alpha} x_{\beta} x_{3} \\
v_{3}^{(\beta)}=x_{\beta} x_{3}, \quad v_{3}^{(3)}=x_{3}, & v_{3}^{(4)}=\varphi, & \omega_{\alpha}^{(\beta)}=\varepsilon_{\alpha \beta} x_{3}  \tag{5.3.35}\\
\omega_{\alpha}^{(3)}=0, \quad \omega_{\alpha}^{(4)}=\psi_{\alpha}, & \omega_{3}^{(i)}=\varphi_{3}^{(i)}, & \omega_{3}^{(4)}=x_{3}
\end{array}
$$

Clearly, $v^{(j)} \in \Lambda,(j=1,2,3,4)$. The relations 5.3.34 and 5.3.35 lead to

$$
\begin{align*}
& v_{\alpha}=-\frac{1}{2} x_{3}^{2} a_{\alpha}+a_{4} \varepsilon_{\beta \alpha} x_{\beta} x_{3}+\sum_{i=1}^{3} a_{i} u_{\alpha}^{(i)}, \quad v_{3}=\left(a_{\rho} x_{\rho}+a_{3}\right) x_{3}+a_{4} \varphi \\
& \omega_{\alpha}=\varepsilon_{\alpha \beta} a_{\beta} x_{3}+a_{4} \psi_{a}, \quad \omega_{3}=a_{4} x_{3}+\sum_{i=1}^{3} a_{i} \varphi_{3}^{(i)} \tag{5.3.36}
\end{align*}
$$

By Equations 5.3.21, 5.3.23, and 5.3.29, we arrive at

$$
\begin{equation*}
t_{i j}(v)=\sum_{s=1}^{4} a_{s} t_{i j}\left(v^{(s)}\right), \quad m_{i j}(v)=\sum_{s=1}^{4} a_{s} m_{i j}\left(v^{(s)}\right) \tag{5.3.37}
\end{equation*}
$$

where

$$
\begin{align*}
t_{\alpha \beta}\left(v^{(\rho)}\right) & =\lambda x_{\rho} \delta_{\alpha \beta}+T_{\alpha \beta}\left(w^{(\rho)}\right), \quad t_{\alpha \beta}\left(v^{(3)}\right)=\lambda \delta_{\alpha \beta}+T_{\alpha \beta}\left(w^{(3)}\right) \\
t_{\alpha \beta}\left(v^{(4)}\right) & =0, \quad t_{\alpha 3}\left(v^{(i)}\right)=0, \quad t_{\alpha 3}\left(v^{(4)}\right)=P_{\alpha}(\widehat{w})-\mu \varepsilon_{\alpha \beta} x_{\beta} \\
t_{3 \alpha}\left(v^{(i)}\right) & =0, \quad t_{3 \alpha}\left(v^{(4)}\right)=Q_{\alpha}(\widehat{w})+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta} \\
t_{33}\left(v^{(\rho)}\right) & =(\lambda+2 \mu+\kappa) x_{\rho}+\lambda u_{\alpha, \alpha}^{(\rho)}, \quad t_{33}\left(v^{(3)}\right)=\lambda+2 \mu+\kappa+\lambda u_{\alpha, \alpha}^{(3)} \\
t_{33}\left(v^{(4)}\right) & =0, \quad m_{\nu \eta}\left(v^{(i)}\right)=0, \quad m_{\nu \eta}\left(v^{(4)}\right)=\alpha \delta_{\nu \eta}+H_{\nu \eta}(\widehat{w}) \\
m_{\alpha 3}\left(v^{(\rho)}\right) & =\beta \varepsilon_{\alpha \rho}+M_{\alpha 3}\left(w^{(\rho)}\right), \quad m_{\alpha 3}\left(v^{(3)}\right)=M_{\alpha 3}\left(w^{(3)}\right), \quad m_{\alpha 3}\left(v^{(4)}\right)=0 \\
m_{3 \alpha}\left(v^{(4)}\right) & =0, \quad m_{33}\left(v^{(i)}\right)=0, \quad m_{33}\left(v^{(4)}\right)=\alpha+\beta+\gamma+\alpha \psi_{\rho, \rho} \\
m_{3 \alpha}\left(v^{(\rho)}\right) & =\gamma \varepsilon_{\alpha \rho}+\beta \varphi_{3, \alpha}^{(\rho)}, \quad m_{3 \alpha}\left(v^{(3)}\right)=\beta \varphi_{3, \alpha}^{(3)} \tag{5.3.38}
\end{align*}
$$

The conditions on the end $\Sigma_{1}$ are

$$
\begin{equation*}
R_{\alpha}(v)=0, \quad R_{3}(v)=F_{3}, \quad H_{i}(v)=M_{i} \tag{5.3.39}
\end{equation*}
$$

Since $v_{, 3} \in \mathcal{R}^{*}$, by Theorem 5.3.1, we find that $R_{\alpha}(v)=0$. The other conditions from Equations 5.3.39 furnish the following system for the constants $a_{1}, a_{2}, a_{3}$,
and $a_{4}$

$$
\begin{equation*}
D_{\alpha j} a_{j}=\varepsilon_{\alpha \rho} M_{\rho}, \quad D_{3 j} a_{j}=-F_{3}, \quad D a_{4}=-M_{3} \tag{5.3.40}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\alpha \eta} & =\int_{\Sigma_{1}}\left\{x_{\alpha}\left[(\lambda+2 \mu+\kappa) x_{\eta}+\lambda u_{\nu, \nu}^{(\eta)}\right]-\beta \varepsilon_{\alpha \rho} \varphi_{3, \rho}^{(\eta)}+\gamma \delta_{\alpha \eta}\right\} d a \\
D_{\alpha 3} & =\int_{\Sigma_{1}}\left\{x_{\alpha}\left(\lambda+2 \mu+\kappa+\lambda u_{\nu, \nu}^{(3)}\right)-\beta \varepsilon_{\alpha \rho} \varphi_{3, \rho}^{(3)}\right\} d a \\
D_{3 \alpha} & =\int_{\Sigma_{1}}\left[(\lambda+2 \mu+\kappa) x_{\alpha}+\lambda u_{\nu, \nu}^{(\alpha)}\right] d a  \tag{5.3.41}\\
D_{33} & =\int_{\Sigma}\left[\lambda+2 \mu+\kappa+\lambda u_{\rho, \rho}^{(3)}\right] d a \\
D & =\int_{\Sigma_{1}}\left[\mu \varepsilon_{\alpha \beta} x_{\alpha} \varphi_{, \beta}+\kappa x_{\alpha} \psi_{\alpha}+(\mu+\kappa) x_{\rho} x_{\rho}+\alpha \psi_{\rho, \rho}+\alpha+\beta+\gamma\right] d a
\end{align*}
$$

We note that the constants $D_{i j}$ and $D$ can be calculated after the functions $\left\{u_{\alpha}^{(i)}, \varphi_{3}^{(i)}\right\},(i=1,2,3)$, and $\left(\varphi, \psi_{1}, \psi_{2}\right)$ are found.

Let us prove that the system 5.3 .40 can always be solved for $a_{1}, a_{2}, a_{3}$, and $a_{4}$. In the view of Equations 5.3.7 and 5.3.34,

$$
U(v)=\frac{1}{2} \sum_{i, j=1}^{4}\left\langle v^{(i)}, v^{(j)}\right\rangle a_{i} a_{j}
$$

Since $W(v)$ is positive definite and $v^{(i)}$ is not a rigid deformation, it follows that

$$
\begin{equation*}
\operatorname{det}\left\langle v^{(i)}, v^{(j)}\right\rangle \neq 0, \quad(i, j=1,2,3,4) \tag{5.3.42}
\end{equation*}
$$

By Equations 5.3.10, 5.3.11, 5.3.35, 5.3.38, and $v^{(i)} \in \Lambda,(i=1,2,3,4)$,

$$
\begin{aligned}
\left\langle v^{(\alpha)}, v^{(\beta)}\right\rangle & =\int_{\partial B}\left[v_{j}^{(\alpha)} s_{j}\left(v^{(\beta)}\right)+\omega_{j}^{(\alpha)} m_{j}\left(v^{(\beta)}\right)\right] d a \\
& =-\frac{1}{2} h^{2} \int_{\Sigma_{2}} t_{3 \alpha}\left(v^{(\beta)}\right) d a+h D_{\alpha \beta} \\
\left\langle v^{(\alpha)}, v^{(3)}\right\rangle & =h D_{\alpha 3}, \quad\left\langle v^{(3)}, v^{(3)}\right\rangle=h D_{33} \\
\left\langle v^{(i)}, v^{(4)}\right\rangle & =0, \quad\left\langle v^{(4)}, v^{(4)}\right\rangle=h D
\end{aligned}
$$

If we use the relations $v^{(i)} \in \Lambda$ and $v_{3,}^{(i)} \in \mathcal{R}^{*}$, then by Theorem 5.3.1 and Equations 5.3.16, we find that $R_{\alpha}\left(v^{(i)}\right)=0$. Thus,

$$
\begin{equation*}
\left\langle v^{(i)}, v^{(j)}\right\rangle=h D_{i j}, \quad\left\langle v^{(i)}, v^{(4)}\right\rangle=0, \quad\left\langle v^{(4)}, v^{(4)}\right\rangle=h D \tag{5.3.43}
\end{equation*}
$$

It follows from Equations 5.3.11, 5.3.42, and 5.3.43 that $D_{i j}=D_{j i}$ and

$$
\begin{equation*}
\operatorname{det}\left(D_{i j}\right) \neq 0, \quad D \neq 0 \tag{5.3.44}
\end{equation*}
$$

Thus, the system 5.3.40 uniquely determines the constants $a_{1}, a_{2}, a_{3}$, and $a_{4}$.

Remark 1. The proof of this theorem offers a constructive procedure to obtain a solution of the extension-bending-torsion problem. This solution has the form 5.3.36 where the functions $u_{\alpha}^{(i)}, \varphi_{3}^{(i)},(i=1,2,3)$, are solutions of the plane strain problems 5.3.30 and 5.3.31, the set of functions $\left(\varphi, \psi_{1}, \psi_{2}\right)$ is characterized by the boundary-value problem 5.3.26, and the constants $a_{1}, a_{2}, a_{3}$, and $a_{4}$ are determined by Equations 5.3.40.

Remark 2. The functions $u_{\alpha}^{(3)}$ and $\varphi_{3}^{(3)}$ can be determined in the following way. The corresponding equilibrium equations and boundary conditions are satisfied if one choose

$$
T_{\beta \alpha}\left(w^{(3)}\right)=-\lambda \delta_{\alpha \beta}, \quad M_{\alpha 3}\left(w^{(3)}\right)=0
$$

Since $\lambda$ is constant, the above functions satisfy the compatibility conditions [83]. By the constitutive equations,

$$
u_{1,1}^{(3)}=u_{2,2}^{(3)}=-\nu, \quad u_{1,2}^{(3)}+\varphi_{3}^{(3)}=u_{2,1}^{(3)}-\varphi_{3}^{(3)}=0, \quad \varphi_{3, \alpha}^{(3)}=0
$$

where $\nu=\lambda(2 \lambda+2 \mu+\kappa)^{-1}$. The integration of these equations yields

$$
u_{\alpha}^{(3)}=-\nu x_{\alpha}, \quad \varphi_{3}^{(3)}=0
$$

modulo a plane rigid displacement.
From Equations 5.3.41, we get

$$
\begin{equation*}
D_{\alpha 3}=D_{3 \alpha}=A E x_{\alpha}^{0}, \quad D_{33}=E A \tag{5.3.45}
\end{equation*}
$$

where $A$ is the area of the cross section, $x_{\alpha}^{0}$ are the coordinates of the centroid of $\Sigma_{1}$ and

$$
E=(2 \mu+\kappa)(3 \lambda+2 \mu+\kappa) /(2 \lambda+2 \mu+\kappa)
$$

We note that we established the relations $D_{3 \alpha}=A E x_{\alpha}^{0}$ without recourse to the determination of $u_{\nu}^{(\rho)}$.

Remark 3. If the rectangular cartesian coordinate frame is chosen in such a way that the origin $O$ coincides with the centroid of the cross section $\Sigma_{1}$, then the problems of extension and bending can be treated independently one of the other.

In view of Equations 5.3.36, 5.3.40, and 5.3.45, if $x_{\alpha}^{0}=0$, then we find the following solutions:

1. Extension solution $\left(F_{\alpha}=0, M_{i}=0\right)$

$$
u_{\alpha}=-a_{3} \nu x_{\alpha}, \quad u_{3}=a_{3} x_{3}, \quad \varphi_{i}=0
$$

where

$$
E A a_{3}=-F_{3}
$$

2. Bending solution ( $\left.F_{i}=0, M_{3}=0\right)$

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}+\sum_{\rho=1}^{2} a_{\rho} u_{\alpha}^{(\rho)}, \quad u_{3}=a_{\beta} x_{\beta} x_{3}  \tag{5.3.46}\\
& \varphi_{\alpha}=\varepsilon_{\alpha \beta} a_{\beta} x_{3}, \quad \varphi_{3}=\sum_{\rho=1}^{2} a_{\rho} \varphi_{3}^{(\rho)}
\end{align*}
$$

where the functions $u_{\alpha}^{(\rho)}, \varphi_{3}^{(\rho)},(\rho=1,2)$, are solutions of the corresponding plane strain problems from Equations 5.3.30 and 5.3.31, and the constants $a_{1}$ and $a_{2}$ are determined by

$$
D_{\alpha \beta} a_{\beta}=\varepsilon_{\alpha \eta} M_{\eta}
$$

3. Torsion solution $\left(F_{i}=0, M_{\alpha}=0\right)$

$$
\begin{equation*}
u_{\alpha}=\varepsilon_{\beta \alpha} a_{4} x_{\beta} x_{3}, \quad u_{3}=a_{4} \varphi, \quad \varphi_{\alpha}=a_{4} \psi_{\alpha}, \quad \varphi_{3}=a_{4} x_{3} \tag{5.3.47}
\end{equation*}
$$

where the torsion functions $\varphi, \psi_{1}$, and $\psi_{2}$ are characterized by the boundary-value problem 5.3.26 and $a_{4}$ is given by

$$
D a_{4}=-M_{3}
$$

$D$ is the torsional rigidity for micropolar cylinders.
The solution of the torsion problem for a circular cylinder has been presented in Refs. 188 and 338 (see the solution of Exercise 5.7.3). The extension and bending of a circular cylinder has been studied in Refs. 188-190 (see the solution of Exercise 5.7.2).

### 5.3.3 Flexure

By a solution of flexure problem, we mean a vector field $u \in \Lambda$ that satisfies the conditions

$$
\begin{equation*}
R_{\alpha}(u)=F_{\alpha}, \quad R_{3}(u)=0, \quad H_{i}(u)=0 \tag{5.3.48}
\end{equation*}
$$

Let $\widehat{a}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$. We denote, for the remainder of this chapter, by $v\{\widehat{a}\}$ the vector field $v$ defined by Equation 5.3.36.

With the help of Corollaries 5.3.1 and 5.3.2 and Theorem 5.3.2, we are led to seek a solution of the flexure problem in the form

$$
\begin{equation*}
u=\int_{0}^{x_{3}} v\{\widehat{b}\} d x_{3}+v\{\widehat{c}\}+w^{\prime} \tag{5.3.49}
\end{equation*}
$$

where $\widehat{b}=\left(b_{1}, b_{2}, b_{3}, b_{4}\right)$ and $\widehat{c}=\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$ are two constant four-dimensional vectors, and $w^{\prime}=\left(w_{i}^{\prime}, \chi_{i}^{\prime}\right)$ is a vector independent of $x_{3}$ such that $w^{\prime} \in C^{1}\left(\bar{\Sigma}_{1}\right) \cap$ $C^{2}\left(\Sigma_{1}\right)$.

Theorem 5.3.3 Let $Y$ be the set of all vector fields of the form 5.3.49. Then there exists a vector field $u^{0} \in Y$ which is solution of the problem $\left(P_{2}\right)$.

Proof. Let $u^{0} \in Y$. Next, we prove that the vector field $w^{\prime}=\left(w_{i}^{\prime}, \chi_{i}^{\prime}\right)$ and the constants $b_{i}, c_{i},(i=1,2,3,4)$, can be determined so that $u^{0} \in K_{I I}\left(F_{1}, F_{2}\right)$. First, we determine the vector $\widehat{b}$. Thus, if $u^{0} \in K_{I I}\left(F_{1}, F_{2}\right)$, then by Corollary 5.3.2 and Equation 5.3.49,

$$
\begin{equation*}
v\{\widehat{b}\} \in K_{I}\left(0, F_{2},-F_{1}, 0\right) \tag{5.3.50}
\end{equation*}
$$

In view of Equations 5.3.40 and 5.3.50, we obtain

$$
\begin{equation*}
D_{\alpha j} b_{j}=-F_{\alpha}, \quad D_{3 j} b_{j}=0, \quad b_{4}=0 \tag{5.3.51}
\end{equation*}
$$

This system determines $b_{1}, b_{2}$, and $b_{3}$. From Equations 5.3.36, 5.3.49, and 5.3.51, we find that

$$
\begin{align*}
u_{\alpha}^{0} & =-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{2} c_{\alpha} x_{3}^{2}-c_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+\sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) u_{\alpha}^{(i)}+w_{\alpha}^{\prime} \\
u_{3}^{0} & =\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}+c_{4} \varphi+w_{3}^{\prime}  \tag{5.3.52}\\
\varphi_{\alpha}^{0} & =\frac{1}{2} \varepsilon_{\alpha \beta} b_{\beta} x_{3}^{2}+\varepsilon_{\alpha \beta} c_{\beta} x_{3}+c_{4} \psi_{\alpha}+\chi_{\alpha}^{\prime} \\
\varphi_{3}^{0} & =c_{4} x_{3}+\sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) \varphi_{3}^{(i)}+\chi_{3}^{\prime}
\end{align*}
$$

where $\left(u_{\alpha}^{(i)}, \varphi_{3}^{(i)}\right),(i=1,2,3)$, are characterized by Equations 5.3.30 and 5.3.31. It follows from Equations 5.3.1, 5.3.3, and 5.3.52 that

$$
\begin{aligned}
t_{\alpha \beta}\left(u^{0}\right)= & \lambda\left[\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}+c_{\rho} x_{\rho}+c_{3}\right] \delta_{\alpha \beta} \\
& +\sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) T_{\alpha \beta}\left(w^{(i)}\right)+T_{\alpha \beta}\left(\omega^{0}\right) \\
t_{33}\left(u^{0}\right)= & (\lambda+2 \mu+\kappa)\left[\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}+c_{\rho} x_{\rho}+c_{3}\right] \\
& +\lambda \sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) u_{\rho, \rho}^{(i)}+\lambda w_{\rho, \rho}^{\prime}
\end{aligned}
$$

$$
\begin{align*}
& t_{\alpha 3}\left(u^{0}\right)=P_{\alpha}(\bar{w})+c_{4}\left[P_{\alpha}(\widehat{w})+\mu \varepsilon_{\beta \alpha} x_{\beta}\right]+\mu \sum_{i=1}^{3} b_{i} u_{\alpha}^{(i)} \\
& t_{3 \alpha}\left(u^{0}\right)=\left[Q_{\alpha}(\bar{w})+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right]+(\mu+\kappa) \sum_{i=1}^{3} b_{i} u_{\alpha}^{(i)} \\
& m_{\lambda \nu}\left(u^{0}\right)=H_{\lambda \nu}(\bar{w})+c_{4}\left[\alpha \delta_{\lambda \nu}+H_{\lambda \nu}(\widehat{w})\right]+\alpha \delta_{\lambda \nu} \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}  \tag{5.3.53}\\
& m_{33}\left(u^{0}\right)=\alpha\left(c_{4} \psi_{\rho, \rho}+\chi_{\rho, \rho}^{\prime}\right)+(\alpha+\beta+\gamma)\left(c_{4}+\sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}\right) \\
& m_{\alpha 3}\left(u^{0}\right)=\beta \varepsilon_{\alpha \nu}\left(b_{\nu} x_{3}+c_{\nu}\right)+\sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) M_{\alpha 3}\left(w^{(i)}\right)+M_{\alpha 3}\left(\omega^{0}\right) \\
& m_{3 \alpha}\left(u^{0}\right)=\gamma \varepsilon_{\alpha \nu}\left(b_{\nu} x_{3}+c_{\nu}\right)+\beta \sum_{i=1}^{3}\left(b_{i} x_{3}+c_{i}\right) \varphi_{3, \alpha}^{(i)}+\beta \chi_{3, \alpha}^{\prime}
\end{align*}
$$

where we have used the notations

$$
\omega^{0}=\left(w_{1}^{\prime}, w_{2}^{\prime}, 0,0,0, \chi_{3}^{\prime}\right), \quad \bar{w}=\left(0,0, w_{3}^{\prime}, \chi_{1}^{\prime}, \chi_{2}^{\prime}, 0\right)
$$

If we substitute Equation 5.3.53 into equations of equilibrium, we find, with the aid of Equations 5.3.26 and 5.3.30, that

$$
\begin{equation*}
\left(T_{\beta \alpha}\left(\omega^{0}\right)\right)_{, \beta}=0, \quad\left(M_{\rho 3}\left(\omega^{0}\right)\right)_{, \rho}+\varepsilon_{\alpha \beta} T_{\alpha \beta}\left(\omega^{0}\right)=0 \text { on } \Sigma_{1} \tag{5.3.54}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{i} \bar{w}=\xi_{i} \text { on } \Sigma_{1} \tag{5.3.55}
\end{equation*}
$$

where

$$
\begin{aligned}
\xi_{\nu} & =-\gamma \varepsilon_{\nu \rho} b_{\rho}-\sum_{i=1}^{3} b_{i}\left[(\alpha+\beta) \varphi_{3, \nu}^{(i)}-\varepsilon_{\nu \beta} \kappa u_{\beta}^{(i)}\right] \\
\xi_{3} & =-(\lambda+2 \mu+\kappa)\left(b_{\rho} x_{\rho}+b_{3}\right)-(\lambda+\mu) \sum_{i=1}^{3} b_{i} u_{\rho, \rho}^{(i)}
\end{aligned}
$$

In view of Equations 5.3.26 and 5.3.31, the conditions on the lateral boundary reduce to

$$
\begin{equation*}
T_{\beta \alpha}\left(\omega^{0}\right) n_{\beta}=0, \quad M_{\alpha 3}\left(\omega^{0}\right) n_{\alpha}=0 \text { on } \Gamma \tag{5.3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{\rho} \bar{w}=-\alpha n_{\rho} \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}, \quad N_{3} \bar{w}=-\mu n_{\alpha} \sum_{i=1}^{3} b_{i} u_{\alpha}^{(i)} \text { on } \Gamma \tag{5.3.57}
\end{equation*}
$$

The relations 5.3 .54 and 5.3 .56 constitute a plane strain problem corresponding to null data. We conclude that $w_{\alpha}^{\prime}=0$ and $\chi_{3}^{\prime}=0$. The necessary
and sufficient condition for the existence of a solution to the boundary-value problem 5.3.55 and 5.3.57 reduces to

$$
D_{3 i} b_{i}=0
$$

This condition is satisfied on the basis of Equations 5.3.51. Thus, the functions $w_{3}^{\prime}$ and $\chi_{\alpha}^{\prime}$ are characterized by the boundary-value problem 5.3.55 and 5.3.57. The conditions $R_{\alpha}(u)=F_{\alpha}$ are satisfied by Equations 5.3.50 and 5.3.51 and Theorem 5.3.1. The conditions $R_{3}(u)=0, \mathbf{H}(u)=\mathbf{0}$ reduce to

$$
\begin{equation*}
D_{i j} c_{j}=0 \tag{5.3.58}
\end{equation*}
$$

and

$$
\begin{align*}
D c_{4}= & -\int_{\Sigma}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu w_{3, \beta}^{\prime}+\varepsilon_{\nu \beta} \kappa \chi_{\nu}^{\prime}+(\mu+\kappa) \sum_{i=1}^{3} b_{i} u_{\beta}^{(i)}\right]\right. \\
& \left.+(\alpha+\beta+\gamma) \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}+\alpha \chi_{\rho, \rho}^{\prime}\right\} d a \tag{5.3.59}
\end{align*}
$$

By Equations 5.3.44 and 5.3.58, we conclude that $c_{i}=0$. The constant $c_{4}$ is given by Equation 5.3.59.

The flexure problem for a circular cylinder was investigated in Refs. 189 and 190.

Remark 4. The above theorem offers a constructive procedure to obtain a solution of the flexure problem. This solution has the form 5.3 .52 where $w_{\alpha}^{\prime}=\chi_{3}^{\prime}=0, c_{i}=0$, the functions $u_{\alpha}^{(i)}, \varphi_{3}^{(i)},(i=1,2,3)$, are solutions of the plane strain problems 5.3.30 and 5.3.31, the functions $\varphi$ and $\psi_{\alpha}$ are characterized by the boundary-value problem 5.3.36, the functions $w_{3}^{\prime}$ and $\chi_{\alpha}^{\prime}$ are characterized by the boundary-value problem 5.3.55 and 5.3.57, and the constants $b_{i}$ and $c_{4}$ are determined by Equations 5.3.51 and 5.3.59.

Remark 5. If the rectangular cartesian coordinate frame is chosen in such a way that the origin $O$ coincides with the centroid of the cross section $\Sigma_{1}$, then Equation 5.3.45 implies $D_{3 \alpha}=0$. It follows from Equation 5.3.51 that $b_{3}=0$. In this case, Equation 5.3.52 yields the following solution of the flexure problem

$$
\begin{align*}
u_{\alpha}^{0} & =-\frac{1}{6} b_{\alpha} x_{3}^{3}+c_{4} \varepsilon_{\beta \alpha} x_{\beta} x_{3}+x_{3} \sum_{\rho=1}^{2} b_{\rho} u_{\alpha}^{(\rho)} \\
u_{3}^{0} & =\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}\right) x_{3}^{2}+c_{4} \varphi+w_{3}^{\prime}  \tag{5.3.60}\\
\varphi_{\alpha}^{0} & =\frac{1}{2} \varepsilon_{\alpha \beta} b_{\beta} x_{3}^{2}+c_{4} \psi_{\alpha}+\chi_{\alpha}^{\prime} \\
\varphi_{3}^{0} & =c_{4} x_{3}+x_{3} \sum_{\rho=1}^{2} b_{\rho} \varphi_{3}^{(\rho)}
\end{align*}
$$

where the constants $b_{\alpha}$ are determined by

$$
D_{\alpha \beta} b_{\beta}=-F_{\alpha}
$$

and $c_{4}$ is given by Equation 5.3.59.
The stress tensor and couple stress tensor are

$$
\begin{aligned}
& t_{\alpha \beta}\left(u^{0}\right)=\lambda b_{\rho} x_{\rho} x_{3} \delta_{\alpha \beta}+x_{3} \sum_{\rho=1}^{2} b_{\rho} T_{\alpha \beta}\left(w^{(\rho)}\right) \\
& t_{33}\left(u^{0}\right)=(\lambda+2 \mu+\kappa) b_{\rho} x_{\rho} x_{3}+x_{3} \lambda \sum_{\rho=1}^{2} b_{\rho} u_{\nu, \nu}^{(\rho)} \\
& t_{\alpha 3}\left(u^{0}\right)=P_{\alpha}(\bar{w})+c_{4}\left[P_{\alpha}(\widehat{w})+\mu \varepsilon_{\beta \alpha} x_{\beta}\right]+\mu \sum_{\rho=1}^{2} b_{\rho} u_{\alpha}^{(\rho)} \\
& t_{3 \alpha}\left(u^{0}\right)=Q_{\alpha}(\bar{w})+c_{4}\left[Q_{\alpha}(\widehat{w})+\varepsilon_{\beta \alpha}(\mu+\kappa) x_{\beta}\right]+(\mu+\kappa) \sum_{\rho=1}^{2} b_{\rho} u_{\alpha}^{(\rho)} \\
& m_{\lambda \nu}\left(u^{0}\right)=H_{\lambda \nu}(\bar{w})+c_{4}\left[H_{\lambda \nu}(\widehat{w})+\alpha \delta_{\lambda \nu}\right]+\alpha \delta_{\lambda \nu} \sum_{\rho=1}^{2} b_{\rho} \varphi_{3}^{(\rho)} \\
& m_{33}\left(u^{0}\right)=\alpha\left(c_{4} \psi_{\rho, \rho}+\chi_{\rho, \rho}^{\prime}\right)+(\alpha+\beta+\gamma)\left(c_{4}+\sum_{\rho=1}^{2} b_{\rho} \varphi_{3}^{(\rho)}\right) \\
& m_{\alpha 3}\left(u^{0}\right)=\beta \varepsilon_{\alpha \nu} x_{3} b_{\nu}+x_{3} \sum_{\rho=1}^{2} b_{\rho} M_{\alpha 3}\left(w^{(\rho)}\right) \\
& m_{3 \alpha}\left(u^{0}\right)=\gamma \varepsilon_{\alpha \nu} b_{\nu} x_{3}+\beta x_{3} \sum_{\rho=1}^{2} b_{\rho} \varphi_{3, \alpha}^{(\rho)}
\end{aligned}
$$

Remark 6. If we replace Equations 5.3 .58 and 5.3 .59 by

$$
\begin{aligned}
D_{\alpha j} c_{j}= & \varepsilon_{\alpha \rho} M_{\rho}, \quad D_{3 j} c_{j}=-F_{3} \\
D c_{4}= & -M_{3}-\int_{\Sigma_{1}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu w_{3, \beta}^{\prime}+\varepsilon_{\nu \beta} \kappa \chi_{\nu}^{\prime}+(\mu+\kappa) \sum_{i=1}^{3} b_{i} u_{\beta}^{(i)}\right]\right. \\
& \left.+(\alpha+\beta+\gamma) \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}+\alpha \chi_{\rho, \rho}^{\prime}\right\} d a
\end{aligned}
$$

then the vector field $u^{0}$ defined by Equation 5.3 .52 belongs to $K(\mathbf{F}, \mathbf{M})$.

Remark 7. The plane problems 5.3.30 and 5.3 .31 can be reduced to plane strain problems without body loads. Let us introduce the functions $u_{\alpha}^{*(\eta)}$,
$\varphi_{3}^{*(\eta)},(\eta=1,2)$, by
$u_{1}^{*(1)}=u_{1}^{(1)}+\frac{1}{2} \nu\left(x_{1}^{2}-x_{2}^{2}\right), \quad u_{2}^{*(1)}=u_{2}^{(1)}+\nu x_{1} x_{2}, \quad \varphi_{3}^{*(1)}=\varphi_{3}^{(1)}+\nu x_{2}$
$u_{1}^{*(2)}=u_{1}^{(2)}+\nu x_{1} x_{2}, \quad u_{2}^{*(2)}=u_{2}^{(2)}-\frac{1}{2} \nu\left(x_{1}^{2}-x_{2}^{2}\right), \quad \varphi_{3}^{*(2)}=\varphi_{3}^{(2)}-\nu x_{1}$
where

$$
\begin{equation*}
\nu=\lambda /(2 \lambda+2 \mu+\kappa) \tag{5.3.61}
\end{equation*}
$$

We define $e_{\alpha \beta}^{*(\eta)}, \kappa_{\alpha 3}^{*(\eta)}, t_{\alpha \beta}^{*(\eta)}$, and $m_{\alpha 3}^{*(\eta)}$ by

$$
\begin{align*}
e_{\alpha \beta}^{*(\eta)}=u_{\beta, \alpha}^{*(\eta)}+\varepsilon_{\beta \alpha} \varphi_{3}^{*(\eta)}, & \kappa_{\alpha 3}^{*(\eta)}=\varphi_{3, \alpha}^{*(\eta)} \\
t_{\alpha \beta}^{*(\eta)}=\lambda e_{\rho \rho}^{*(\eta)} \delta_{\alpha \beta}+(\mu+\kappa) e_{\alpha \beta}^{*(\eta)}+\mu e_{\beta \alpha}^{*(\eta)}, & m_{\alpha 3}^{*(\eta)}=\gamma \kappa_{\alpha 3}^{*(\eta)}, \quad(\eta=1,2) \tag{5.3.63}
\end{align*}
$$

It follows from Equations 5.3.1, 5.3.29, 5.3.61, and 5.3.62 that

$$
\begin{array}{ll}
e_{\alpha \beta}\left(w^{(\eta)}\right)=e_{\alpha \beta}^{*(\eta)}-\nu \delta_{\alpha \beta} x_{\eta}, & \kappa_{\alpha 3}\left(w^{(\eta)}\right)=\kappa_{\alpha 3}^{*(\eta)}+\varepsilon_{\alpha \eta} \nu \\
T_{\alpha \beta}\left(w^{(\eta)}\right)=t_{\alpha \beta}^{*(\eta)}-\lambda \delta_{\alpha \beta} x_{\eta}, & M_{\alpha 3}\left(w^{(\eta)}\right)=m_{\alpha 3}^{*(\eta)}+\gamma \varepsilon_{\alpha \eta} \nu \tag{5.3.64}
\end{array}
$$

By Equations 5.3.30, 5.3.31, and 5.3.64, we obtain the equations

$$
\begin{equation*}
t_{\beta \alpha, \beta}^{*(\eta)}=0, \quad m_{\alpha 3, \alpha}^{*(\eta)}+\varepsilon_{\alpha \beta} t_{\alpha \beta}^{*(\eta)}=0 \text { on } \Sigma_{1} \tag{5.3.65}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
t_{\beta \alpha}^{*(\eta)} n_{\beta}=0, \quad m_{\alpha 3}^{*(\eta)} n_{\alpha}=(\beta+\gamma \nu) \varepsilon_{\eta \alpha} n_{\alpha} \text { on } \Gamma \tag{5.3.66}
\end{equation*}
$$

We denote by $\mathfrak{M}^{(\eta)}$, $(\eta=1,2)$, the plane strain problem characterized by Equations 5.3.63 and 5.3.65 on $\Sigma_{1}$, and the boundary conditions 5.3.66 on $\Gamma$. If we substitute Equation 5.3.61 into Equation 5.3.36 and use the relations $u_{\alpha}^{(3)}=-\nu x_{\alpha}, \varphi_{3}^{(3)}=0$, then the solution of the problem of extension and bending can be written in the form

$$
\begin{align*}
& u_{1}=-\frac{1}{2} a_{1}\left[x_{3}^{2}+\nu\left(x_{1}^{2}-x_{2}^{2}\right)\right]-a_{2} \nu x_{1} x_{2}-a_{3} \nu x_{1}+a_{1} u_{1}^{*(1)}+a_{2} u_{1}^{*(2)} \\
& u_{2}=-a_{1} \nu x_{1} x_{2}-\frac{1}{2} a_{2}\left[x_{3}^{2}-\nu\left(x_{1}^{2}-x_{2}^{2}\right)\right]-a_{3} \nu x_{2}+a_{1} u_{2}^{*(1)}+a_{2} u_{2}^{*(2)} \\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}, \quad \varphi_{\alpha}=\varepsilon_{\alpha \beta} a_{\beta} x_{3} \\
& \varphi_{3}=-a_{1} \nu x_{2}+a_{2} \nu x_{1}+a_{1} \varphi_{3}^{*(1)}+a_{2} \varphi_{3}^{*(2)} \tag{5.3.67}
\end{align*}
$$

where $\left\{u_{\alpha}^{*(\eta)}, \varphi_{3}^{*(\eta)}\right\}$ is the solution of the problem $\mathfrak{M}^{(\eta)}$. Similarly, on the basis of Equations 5.3.61 and 5.3.52, we can express the solution of the flexure problem in terms of the solutions of the problems $\mathfrak{M}^{(\eta)}$.

### 5.4 Minimum Principles

In this section, we present minimum strain-energy characterizations of the solutions obtained in Section 5.3. We assume that the origin $O$ coincides with the centroid of $\Sigma_{1}$. Since in the extension solution the microrotation vector vanishes, we renounce to study this solution. First, we study the bending problem. We denote by $A_{I}$ the set of all equilibrium vector fields $u$ that satisfy the conditions

$$
\begin{gather*}
s_{i}(u)=0, \quad m_{i}(u)=0 \text { on } \Pi, \quad t_{3 \rho}(u)=0  \tag{5.4.1}\\
m_{33}(u)=0 \text { on } \Sigma_{\beta}, \quad H_{\alpha}(u)=M
\end{gather*}
$$

Theorem 5.4.1 Let $v$ be the solution 5.3.46 of the bending problem, corresponding to a couple of moment $\mathbf{M}\left(M_{1}, M_{2}, 0\right)$. Then

$$
U(v) \leq U(u)
$$

for every $u \in A_{I}$, and equality holds only if $u=v(\operatorname{modulo}$ a rigid deformation $)$.
Proof. We note that $v=\left(v_{i}, \omega_{i}\right) \in A_{I}$. Let $u \in A_{I}$ and define $u^{\prime}=u-v$. Then $u^{\prime}$ is an equilibrium vector field that satisfies

$$
\begin{gather*}
s_{i}\left(u^{\prime}\right)=0, \quad m_{i}\left(u^{\prime}\right)=0 \text { on } \Pi, \quad t_{3 \rho}\left(u^{\prime}\right)=0,  \tag{5.4.2}\\
m_{33}\left(u^{\prime}\right)=0 \text { on } \Sigma_{\beta}, \quad H_{\alpha}\left(u^{\prime}\right)=0
\end{gather*}
$$

We can write,

$$
\begin{equation*}
U(u)=U\left(u^{\prime}\right)+U(v)+\left\langle u^{\prime}, v\right\rangle \tag{5.4.3}
\end{equation*}
$$

It follows from Equations 5.3.10, 5.3.16, 5.3.46, and 5.4.2 that

$$
\begin{align*}
\left\langle u^{\prime}, v\right\rangle & =\int_{\partial B}\left[v_{i} s_{i}\left(u^{\prime}\right)+\omega_{i} m_{i}\left(u^{\prime}\right)\right] d a \\
& =\int_{\Sigma_{2}}\left[v_{i} t_{3 i}\left(u^{\prime}\right)+\omega_{i} m_{3 i}\left(u^{\prime}\right)\right] d a-\int_{\Sigma_{1}}\left[v_{i} t_{3 i}\left(u^{\prime}\right)+\omega_{i} m_{3 i}\left(u^{\prime}\right)\right] d a \\
& =h \int_{\Sigma_{2}}\left[\left(a_{1} x_{1}+a_{2} x_{2}\right) t_{33}\left(u^{\prime}\right)+\varepsilon_{\alpha \beta} a_{\beta} m_{3 \alpha}\left(u^{\prime}\right)\right] d a  \tag{5.4.4}\\
& =h a_{\alpha}\left[\varepsilon_{\alpha \beta} H_{\beta}\left(u^{\prime}\right)-h R_{\alpha}\left(u^{\prime}\right)\right]=0
\end{align*}
$$

From Equations 5.4.3 and 5.4.4, we see that $U(u) \geq U(v)$, and $U(u)=U(v)$ only if $u^{\prime}$ is a rigid deformation.

We denote by $A_{I I}$ the set of all equilibrium vector fields $u$ that satisfy conditions

$$
\begin{gather*}
s_{i}(u)=0, \quad m_{i}(u)=0 \text { on } \Pi, \quad t_{33}(u)=0 \\
m_{3 \alpha}(u)=0 \text { on } \Sigma_{\beta}, \quad H_{3}(u)=M_{3} \tag{5.4.5}
\end{gather*}
$$

Theorem 5.4.2 Let $v$ be the solution 5.3.47 of the torsion problem corresponding to the scalar torque $M_{3}$. Then

$$
U(v) \leq U(u)
$$

for every $u \in A_{I I}$, and equality holds only if $u=v$.
Proof. We consider $u \in A_{I I}$ and $v=\left(v_{i}, \omega_{i}\right)$. Since $v \in A_{I I}$, it follows that the field $u^{\prime}=u-v$ is an equilibrium vector field that satisfies

$$
\begin{align*}
& s_{i}\left(u^{\prime}\right)=0, \quad m_{i}\left(u^{\prime}\right)=0 \text { on } \Pi, \quad t_{33}\left(u^{\prime}\right)=0 \\
& m_{3 \alpha}\left(u^{\prime}\right)=0 \text { on } \Sigma_{\rho}, \quad H_{3}\left(u^{\prime}\right)=0 \tag{5.4.6}
\end{align*}
$$

In view of Equations $5.3 .10,5.3 .16,5.3 .47$, and 5.4 .6 we obtain

$$
\left\langle u^{\prime}, v\right\rangle=a_{4} h \int_{\Sigma_{2}}\left[\varepsilon_{\beta \alpha} x_{\beta} t_{3 \alpha}\left(u^{\prime}\right)+m_{33}\left(u^{\prime}\right)\right] d a=-a_{4} h H_{3}\left(u^{\prime}\right)=0
$$

Thus,

$$
U(u)-U(v)=U(u-v)
$$

The conclusion is now immediate.
Let $\mathcal{E}$ denote the set of all equilibrium vector fields $u$ that satisfy the conditions

$$
\begin{aligned}
& u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B), \quad s_{i}(u)=0, \quad m_{i}(u)=0 \text { on } \Pi \\
& {\left[t_{3 \alpha}(u, 3)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 \alpha}\left(u_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right)} \\
& {\left[m_{33}(u, 3)\right]\left(x_{1}, x_{2}, 0\right)=\left[m_{33}\left(u_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right) \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}} \\
& R_{\alpha}(u)=F_{\alpha}
\end{aligned}
$$

Theorem 5.4.3 Let $u^{0}$ be the solution 5.3.60 of the flexure problem corresponding to the loads $F_{1}$ and $F_{2}$. Then

$$
U\left(u_{, 3}^{0}\right) \leq U\left(u_{, 3}\right)
$$

for every $u \in \mathcal{E}$, and equality holds only if $u_{, 3}=u_{, 3}^{0}$.
Proof. We assume that $u \in \mathcal{E}$. Since $u^{0} \in \mathcal{E}$, it follows that the vector field $u^{\prime}$ defined by $u^{\prime}=u-u^{0}$ is an equilibrium displacement field that satisfies

$$
\begin{align*}
& u_{, 3}^{\prime} \in C^{1}(\bar{B}) \cap C^{2}(B), \quad s_{i}\left(u^{\prime}\right)=0, \quad m_{i}\left(u^{\prime}\right)=0 \text { on } \Pi \\
& {\left[t_{3 \alpha}\left(u_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 \alpha}\left(u_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, h\right)}  \tag{5.4.7}\\
& {\left[m_{33}\left(u_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, 0\right)=\left[m_{33}\left(u_{, 3}^{\prime}\right)\right]\left(x_{1}, x_{2}, h\right) \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}, \quad R_{\alpha}\left(u^{\prime}\right)=0}
\end{align*}
$$

We can write,

$$
U\left(u_{, 3}\right)=U\left(u_{, 3}^{\prime}\right)+U\left(u_{, 3}^{0}\right)+\left\langle u_{, 3}^{\prime}, u_{, 3}^{0}\right\rangle
$$

From Equations 5.3.10, 5.3.16, 5.3.60, and 5.4.7,

$$
\begin{aligned}
\left\langle u_{, 3}^{\prime}, u_{, 3}^{0}\right\rangle= & \int_{\partial B}\left[u_{i, 3}^{0} s_{i}\left(u_{, 3}^{\prime}\right)+\varphi_{i, 3}^{0} m_{i}\left(u_{, 3}^{\prime}\right)\right] d a=-\frac{1}{2} b_{\alpha} h^{2} \int_{\Sigma_{2}} t_{3 \alpha}\left(u_{, 3}^{\prime}\right) d a \\
& +h b_{\alpha} \int_{\Sigma_{2}}\left[x_{\alpha} t_{33}\left(u_{, 3}^{\prime}\right)+\varepsilon_{\beta \alpha} m_{3 \beta}\left(u_{, 3}^{\prime}\right)\right] d a \\
= & \frac{1}{2} b_{\alpha} h^{2} R_{\alpha}\left(u_{, 3}^{\prime}\right)+h b_{\alpha}\left[\varepsilon_{\alpha \beta} H_{\beta}\left(u_{, 3}^{\prime}\right)-h R_{\alpha}\left(u_{, 3}^{\prime}\right)\right] \\
= & -\frac{1}{2} b_{\alpha} h^{2} R_{\alpha}\left(u_{, 3}^{\prime}\right)+h b_{\alpha} \varepsilon_{\alpha \beta} H_{\beta}\left(u_{, 3}^{\prime}\right)
\end{aligned}
$$

In view of Theorem 5.3.1 and Equation 5.4.7, we find

$$
\left\langle u_{, 3}^{\prime}, u_{, 3}^{0}\right\rangle=0
$$

so that

$$
U\left(u_{, 3}\right)=U\left(u_{, 3}^{\prime}\right)+U\left(u_{, 3}^{0}\right)
$$

The conclusion is now immediate.

### 5.5 Global Strain Measures

In this section, we study Truesdell's problem for Cosserat elastic cylinders.
We first consider Truesdell's problem for the torsion of Cosserat elastic cylinders. We denote by $T$ the set of all solutions of the torsion problem corresponding to the scalar torque $M_{3}$. We have to solve the following problem: to define the functional $\tau(\cdot)$ on $T$ such that

$$
\begin{equation*}
M_{3}=D \tau(u) \text { for every } u \in T \tag{5.5.1}
\end{equation*}
$$

Let $T_{0}$ be the set of all equilibrium vector fields $u$ that satisfy the conditions

$$
\begin{align*}
s_{i}(u)=0, & m_{i}(u)=0 \text { on } \Pi, \\
R_{33}(u)=0, & m_{3 \alpha}(u)=0 \text { on } \Sigma_{\beta}  \tag{5.5.2}\\
R_{\alpha}(u)=0, & H_{3}(u)=M_{3}
\end{align*}
$$

If $u \in T_{0}$, then $R_{3}(u)=0, H_{\alpha}(u)=0$, so that $u \in T$. We define the real function

$$
\xi \rightarrow\left\|u-\xi v^{(4)}\right\|_{e}^{2}
$$

where $u \in T_{0}$ and $v^{(4)}$ is given by Equation 5.3.35. This function attains its minimum at

$$
\begin{equation*}
\gamma(u)=\left\langle u, v^{(4)}\right\rangle /\left\|v^{(4)}\right\|_{e}^{2} \tag{5.5.3}
\end{equation*}
$$

Let us prove that $\gamma(u)=\tau(u)$ for every $u \in T_{0}$. By Equations 5.3.10, 5.3.35, and 5.5.2, we find that

$$
\begin{equation*}
\left\langle u, v^{(4)}\right\rangle=h H_{3}(u) \tag{5.5.4}
\end{equation*}
$$

In view of the relations 5.3.38, we obtain

$$
\begin{equation*}
\left\|v^{(4)}\right\|_{e}^{2}=h D \tag{5.5.5}
\end{equation*}
$$

where $D$ is defined in Equation 5.3.41. Thus, from Equations 5.5.3, 5.5.4, and 5.5.5, we arrive at

$$
\begin{equation*}
H_{3}(u)=D \gamma(u) \tag{5.5.6}
\end{equation*}
$$

From Equations 5.5.1 and 5.5.6, we see that $\tau(u)=\gamma(u)$ for each $u \in T_{0}$. On the other hand, by Equations 5.3.10, 5.3.11, and 5.3.35, we find that

$$
\begin{equation*}
\left\langle u, v^{(4)}\right\rangle=N(u) \tag{5.5.7}
\end{equation*}
$$

where

$$
\begin{aligned}
N(u)= & \int_{\Sigma_{2}}\left\{u_{\alpha}\left[\mu \varphi_{, \alpha}+\kappa \varepsilon_{\beta \alpha} \psi_{\beta}+\frac{1}{2} \varepsilon_{\beta \alpha}(2 \mu+\kappa) x_{\beta}\right]\right. \\
& \left.+\varphi_{3}\left(\alpha \psi_{\rho, \rho}+\beta+\gamma\right)\right\} d a \\
& -\int_{\Sigma_{1}}\left\{u_{\alpha}\left[\mu \varphi_{, \alpha}+\kappa \varepsilon_{\beta \alpha} \psi_{\beta}+\frac{1}{2} \varepsilon_{\beta \alpha}(2 \mu+\kappa) x_{\beta}\right]\right. \\
& \left.+\varphi_{3}\left(\alpha \psi_{\rho, \rho}+\beta+\gamma\right)\right\} d a
\end{aligned}
$$

In view of Equations 5.5.3, 5.5.5, and 5.5.7, we get

$$
\tau(u)=\frac{1}{h D} N(u) \text { for each } u \in T_{0}
$$

This relation defines the generalized twist on the subclass $T_{0}$ of solutions to the torsion problem. By Equation 5.5.1, we interpret the right-hand side of the above relation as the global measure of strain appropriate to torsion.

In what follows we assume that the rectangular cartesian coordinate is chosen in such a way that the origin $O$ coincides with the centroid of the cross section $\Sigma_{1}$.

Truesdell's problem can be set also for the flexure. Thus we are led to the following problem: to define the functionals $\eta_{\alpha}(\cdot)$ on $K_{I I}\left(F_{1}, F_{2}\right)$ such that

$$
\begin{equation*}
D_{\alpha \rho} \eta_{\rho}(u)=-F_{\alpha} \tag{5.5.8}
\end{equation*}
$$

for each $u \in K_{I I}\left(F_{1}, F_{2}\right)$.
We denote by $G$ the set of all equilibrium vector fields $u$ that satisfy the conditions

$$
\begin{align*}
& u_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B), \quad s_{i}(u)=0, \quad m_{i}(u)=0 \text { on } \Pi \\
& {\left[t_{3 \alpha}(u, 3)\right]\left(x_{1}, x_{2}, 0\right)=\left[t_{3 \alpha}\left(u_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right)} \\
& {\left[m_{33}(u, 3)\right]\left(x_{1}, x_{2}, 0\right)=\left[m_{33}\left(u_{, 3}\right)\right]\left(x_{1}, x_{2}, h\right),\left(x_{1}, x_{2}\right) \in \Sigma_{1}}  \tag{5.5.9}\\
& R_{\alpha}(u)=F_{\alpha}, \quad R_{3}(u)=0, \quad \mathbf{H}(u)=\mathbf{0}
\end{align*}
$$

If $u \in G$, then $u \in K_{I I}\left(F_{1}, F_{2}\right)$. Let us consider the real function $f$ defined by

$$
\begin{equation*}
f\left(\xi_{1}, \xi_{2}\right)=2 U\left(u_{, 3}-\xi_{1} v^{(1)}-\xi_{2} v^{(2)}\right) \tag{5.5.10}
\end{equation*}
$$

where $u \in G$ and $v^{(\rho)},(\rho=1,2)$, are given by Equations 5.3.35. By Equations 5.3.43 and 5.5.10,

$$
f=h D_{\alpha \beta} \xi_{\alpha} \xi_{\beta}-2 \xi_{\alpha}\left\langle u_{, 3}, v^{(\alpha)}\right\rangle+\left\langle u_{, 3}, u_{, 3}\right\rangle
$$

Since $D_{\alpha \beta}$ is positive definite, $f$ will be a minimum at $\left(\rho_{1}(u), \rho_{2}(u)\right)$ if and only if $\left(\rho_{1}(u), \rho_{2}(u)\right)$ is the solution of the following system of equations

$$
\begin{equation*}
h D_{\alpha \beta} \rho_{\beta}(u)=\left\langle u_{, 3}, v^{(\alpha)}\right\rangle \tag{5.5.11}
\end{equation*}
$$

Let us prove that $\rho_{\alpha}(u)=\eta_{\alpha}(u),(\alpha=1,2)$, for every $u \in G$. By Equations 5.3.10, 5.3.16, 5.3.35, and 5.5.9, we obtain

$$
\begin{align*}
\left\langle u_{, 3}, v^{(\alpha)}\right\rangle & =\int_{\partial B}\left[v_{i}^{(\alpha)} s_{i}\left(u_{, 3}\right)+\omega_{i}^{(\alpha)} m_{i}(u, 3)\right] d a \\
& =-\frac{1}{2} h^{2} R_{\alpha}\left(u_{, 3}\right)+h \varepsilon_{\alpha \beta} H_{\beta}(u, 3) \tag{5.5.12}
\end{align*}
$$

By Equation 5.5.12 and Theorem 5.3.1, we find

$$
\begin{equation*}
\left\langle u, 3, v^{(\alpha)}\right\rangle=-h R_{\alpha}(u) \tag{5.5.13}
\end{equation*}
$$

It follows from Equations 5.5 .11 and 5.5 .13 that

$$
\begin{equation*}
D_{\alpha \beta} \rho_{\beta}(u)=-R_{\alpha}(u) \tag{5.5.14}
\end{equation*}
$$

Thus, from Equations 5.5.8, 5.5.9, and 5.5.14, we conclude that $\eta_{\alpha}(u)=$ $\rho_{\alpha}(u),(\alpha=1,2)$, for each $u \in G$.

On the other hand, by Equations 5.3.10, 5.3.11, and 5.3.38, we find

$$
\begin{equation*}
\left\langle u_{, 3}, v^{(\alpha)}\right\rangle=\int_{\partial B}\left[u_{i, 3} t_{3 i}\left(v^{(\alpha)}\right)+\varphi_{i, 3} m_{3 i}\left(v^{(\alpha)}\right)\right] d a=S_{\alpha}(u) \tag{5.5.15}
\end{equation*}
$$

where

$$
\begin{aligned}
S_{\rho}(u)= & \int_{\Sigma_{2}}\left\{u_{3,3}\left[(\lambda+2 \mu+\kappa) x_{\rho}+\lambda u_{\nu, \nu}^{(\rho)}\right]+\varphi_{\alpha, 3}\left[\gamma \varepsilon_{\alpha \rho}+\beta \varphi_{3, \alpha}^{(\rho)}\right]\right\} d a \\
& -\int_{\Sigma_{1}}\left\{u_{3,3}\left[(\lambda+2 \mu+\kappa) x_{\rho}+\lambda u_{\nu, \nu}^{(\rho)}\right]+\varphi_{\alpha, 3}\left[\gamma \varepsilon_{\alpha \rho}+\beta \varphi_{3, \alpha}^{(\rho)}\right]\right\} d a
\end{aligned}
$$

for each $u=\left(u_{i}, \varphi_{i}\right) \in G$.
From Equations 5.5.11 and 5.5.15, we get

$$
D_{\alpha \beta} \eta_{\beta}(u)=\frac{1}{h} S_{\alpha}(u), \quad(\alpha=1,2)
$$

for every $u \in G$. This system defines $\eta_{\alpha}(\cdot)$ on the subclass $G$ of solutions to the flexure problem. We can interpret $\eta_{\alpha}(u)$ as the global measures of strain appropriate to flexure, associated with $u \in G$.

Truesdell's problem can be set and solved also for extension and bending.

### 5.6 Theory of Loaded Cosserat Cylinders

Now we consider that the body force $\mathbf{f}$ and the body couple $\mathbf{g}$ are prescribed on $B$. By an equilibrium vector field on $B$ corresponding to the body loads $\{\mathbf{f}, \mathbf{g}\}$ we mean a six-dimensional vector field $u \in C^{1}(\bar{B}) \cap C^{2}(B)$ that satisfies the equations

$$
\begin{equation*}
\left(t_{j i}(u)\right)_{, j}+f_{i}=0, \quad\left(m_{j i}(u)\right)_{, j}+\varepsilon_{i j k} t_{j k}(u)+g_{i}=0 \tag{5.6.1}
\end{equation*}
$$

on $B$. We assume that the conditions 5.3.14 are replaced by

$$
\begin{equation*}
s_{i}(u)=p_{i}, \quad m_{i}(u)=k_{i} \text { on } \Pi, \quad \mathbf{R}(u)=\mathbf{F}, \quad \mathbf{H}(u)=\mathbf{M} \tag{5.6.2}
\end{equation*}
$$

where $\mathbf{p}$ and $\mathbf{k}$ are prescribed vector fields, and $\mathbf{F}$ and $\mathbf{M}$ are prescribed vectors. The problem of loaded cylinder consists in finding an equilibrium vector field on $B$ that corresponds to the body loads $\{\mathbf{f}, \mathbf{g}\}$ and satisfies the conditions 5.6.2.

When $\mathbf{f}, \mathbf{g}, \mathbf{p}$, and $\mathbf{k}$ are independent of the axial coordinate, we refer to this problem as Almansi-Michell problem. We denote by $\left(P_{3}\right)$ the AlmansiMichell problem corresponding to the system of loads $\{\mathbf{F}, \mathbf{M}, \mathbf{f}, \mathbf{g}, \mathbf{p}, \mathbf{k}\}$. Let $K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{f}, \mathbf{g}, \mathbf{p}, \mathbf{k})$ denote the class of solutions to the problem $\left(P_{3}\right)$.

Theorem 5.6.1 If $u \in C^{1}(\bar{B}) \cap C^{2}(B)$, then

$$
\begin{aligned}
R_{i}(u, 3)= & \int_{\partial \Sigma_{1}} s_{i}(u) d s-\int_{\Sigma_{1}}\left(t_{j i}(u)\right)_{, j} d a \\
H_{\alpha}(u, 3)= & \int_{\partial \Sigma_{1}}\left[\varepsilon_{a \beta} x_{\beta} s_{3}(u)+m_{\alpha}(u)\right] d s-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\beta}\left(t_{j 3}(u)\right)_{, j}\right. \\
& \left.+\left(m_{j \alpha}(u)\right)_{, j}+\varepsilon_{\alpha r s} t_{r s}(u)\right] d a+\varepsilon_{\alpha \beta} R_{\beta}(u) \\
H_{3}(u, 3)= & \int_{\partial \Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha} s_{\beta}(u)+m_{3}(u)\right] d s-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha}\left(t_{j \beta}(u)\right)_{, j}\right. \\
& \left.+\left(m_{j 3}(u)\right)_{, j}+\varepsilon_{\alpha \beta} t_{\alpha \beta}(u)\right] d a
\end{aligned}
$$

The proof of this theorem is analogous to that given for Theorem 5.3.1.
Let us consider the problem $\left(P_{3}\right)$. Theorem 5.6 .1 has the following consequence.

Corollary 5.6.1 If $u \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{f}, \mathbf{g}, \mathbf{p}, \mathbf{k})$ and $\mathbf{u}_{, 3} \in C^{1}(\bar{B}) \cap C^{2}(B)$, then $u_{, 3} \in K(\mathbf{G}, \mathbf{Z})$ where

$$
\begin{align*}
\mathbf{G} & =\int_{\Gamma} \mathbf{p} d s+\int_{\Sigma_{1}} \mathbf{f} d a \\
Z_{\alpha} & =\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\beta} p_{3}+k_{\alpha}\right) d s+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\beta} f_{3}+g_{\alpha}\right) d a+\varepsilon_{\alpha \beta} F_{\beta}  \tag{5.6.3}\\
Z_{3} & =\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}+k_{3}\right) d s+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}+g_{3}\right) d a
\end{align*}
$$

With the help of Corollary 5.6.1 and Equation 5.3.49, we are led to seek a solution of the problem $\left(P_{3}\right)$ in the form

$$
\begin{equation*}
u=\int_{0}^{x_{3}} \int_{0}^{x_{3}} v\{\widehat{b}\} d x_{3} d x_{3}+\int_{0}^{x_{3}} v\{\widehat{c}\} d x_{3}+v\{\widehat{d}\}+x_{3} u^{\prime}+u^{0} \tag{5.6.4}
\end{equation*}
$$

where $\widehat{b}, \widehat{c}$, and $\widehat{d}$ are unknown constant vectors, $u^{\prime}$ and $u^{0}$ are unknown vector fields independent of $x_{3}$, and $v\{\widehat{a}\}$ is defined by Equations 5.3.36.

Theorem 5.6.2 Let $V$ be the set of all vector fields of the form 5.6.4. Then there exists a vector field $\widehat{u} \in V$ which is solution of the problem $\left(P_{3}\right)$.

Proof. Let us determine $\widehat{b}, \widehat{c}, \widehat{d}, u^{\prime}$, and $u^{0}$ such that $\widehat{u} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{f}$, $\mathbf{g}, \mathbf{p}, \mathbf{k})$. If $\widehat{u} \in K_{I I I}(\mathbf{F}, \mathbf{M}, \mathbf{f}, \mathbf{g}, \mathbf{p}, \mathbf{k})$, then by Corollaries 5.3.1, 5.6.1, and Equation 5.6.4,

$$
\int_{0}^{x_{3}} v\{\widehat{b}\} d x_{3}+v\{\widehat{c}\}+u^{\prime} \in K(\mathbf{G}, \mathbf{Z})
$$

By Theorem 5.3.3 and Equation 5.3.51, we obtain

$$
\begin{equation*}
D_{\alpha j} b_{j}=-G_{\alpha}, \quad D_{3 j} b_{j}=0, \quad b_{4}=0 \tag{5.6.5}
\end{equation*}
$$

and $u^{\prime}=\left(0,0, \chi, \chi_{1}, \chi_{2}, 0\right)$ is characterized by

$$
\begin{align*}
& L_{\nu} u^{\prime}=-\gamma \varepsilon_{\nu \rho} b_{\rho}-\sum_{i=1}^{3} b_{i}\left[(\alpha+\beta) \varphi_{3, \nu}^{(i)}-\kappa \varepsilon_{\nu \beta} u_{\beta}^{(i)}\right] \\
& L_{3} u^{\prime}=-(\lambda+2 \mu+\kappa)\left(b_{\rho} x_{\rho}+b_{3}\right)-(\lambda+\mu) \sum_{i=1}^{3} b_{i} u_{\rho, \rho}^{(i)} \text { on } \Sigma_{1}  \tag{5.6.6}\\
& N_{\rho} u^{\prime}=-\alpha n_{\rho} \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}, \quad N_{3} u^{\prime}=-\mu n_{\alpha} \sum_{i=1}^{3} b_{i} u_{\alpha}^{(i)} \text { on } \Gamma
\end{align*}
$$

Moreover, the constant vector $\widehat{c}$ is determined by

$$
\begin{align*}
D_{\alpha j} c_{j}=\varepsilon_{\alpha \rho} G_{\rho}, \quad & D_{3 j} c_{j}=-G_{3} \\
D c_{4}=-Z_{3}-\int_{\Sigma_{1}}\{ & \left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu \chi_{, \beta}+\kappa \varepsilon_{\nu \beta} \chi_{\nu}+(\mu+\kappa) \sum_{i=1}^{3} b_{i} u_{\beta}^{(i)}\right]\right.  \tag{5.6.7}\\
& \left.+(\alpha+\beta+\gamma) \sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}+\alpha \chi_{\rho, \rho}\right\} d a
\end{align*}
$$

From Equations 5.6.4 and 5.6.5, we get

$$
\begin{align*}
\widehat{u}_{\alpha}= & -\frac{1}{24} b_{\alpha} x_{3}^{4}-\frac{1}{6} c_{\alpha} x_{3}^{3}-\frac{1}{2} d_{\alpha} x_{3}^{2}-\frac{1}{2} c_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}^{2} \\
& -d_{4} \varepsilon_{\alpha \beta} x_{\beta} x_{3}+\sum_{i=1}^{3}\left(d_{j}+c_{j} x_{3}+\frac{1}{2} b_{j} x_{3}^{2}\right) u_{\alpha}^{(i)}+w_{\alpha} \\
\widehat{u}_{3}= & \frac{1}{6}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{3}+\frac{1}{2}\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}^{2}+\left(d_{\rho} x_{\rho}+d_{3}\right) x_{3}  \tag{5.6.8}\\
& +\left(c_{4} x_{3}+d_{4}\right) \varphi+x_{3} \chi+\Psi \\
\widehat{\varphi}_{\alpha}= & \varepsilon_{\alpha \beta}\left(\frac{1}{6} b_{\beta} x_{3}^{3}+\frac{1}{2} c_{\beta} x_{3}^{2}+d_{\beta} x_{3}\right)+\left(c_{4} x_{3}+d_{4}\right) \psi_{\alpha}+x_{3} \chi_{\alpha}+\Psi_{\alpha} \\
\widehat{\varphi}_{3}= & \sum_{i=1}^{3}\left(\frac{1}{2} b_{i} x_{3}^{2}+c_{i} x_{3}+d_{i}\right) \varphi_{3}^{(i)}+\frac{1}{2} c_{4} x_{3}^{2}+d_{4} x_{3}+w_{3}
\end{align*}
$$

where $u^{0}=\left(w_{1}, w_{2}, \Psi, \Psi_{1}, \Psi_{2}, w_{3}\right)$. The constitutive equations imply that

$$
\begin{aligned}
t_{\alpha \beta}(\widehat{u})= & \lambda\left[\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}+\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}+d_{\rho} x_{\rho}+d_{3}\right] \delta_{\alpha \beta} \\
& +\lambda\left(\chi+c_{4} \varphi\right) \delta_{\alpha \beta}+\sum_{i=1}^{3}\left(\frac{1}{2} b_{i} x_{3}^{2}+c_{i} x_{3}+d_{i}\right) T_{\alpha \beta}\left(w^{(i)}\right)+T_{\alpha \beta}\left(\omega^{0}\right) \\
t_{33}(\widehat{u})= & (\lambda+2 \mu+\kappa)\left[d_{\rho} x_{\rho}+d_{3}+\left(c_{\rho} x_{\rho}+c_{3}\right) x_{3}+\frac{1}{2}\left(b_{\rho} x_{\rho}+b_{3}\right) x_{3}^{2}\right] \\
& +(\lambda+2 \mu+\kappa)\left(\chi+c_{4} \varphi\right)+\lambda \sum_{i=1}^{3}\left(\frac{1}{2} b_{i} x_{3}^{2}+c_{i} x_{3}+d_{i}\right) u_{\rho, \rho}^{(i)}+\lambda w_{\alpha, \alpha} \\
t_{\alpha 3}(\widehat{u})= & P_{\alpha}(\omega)+x_{3} P_{\alpha}\left(u^{\prime}\right)+\left(d_{4}+c_{4} x_{3}\right)\left[P_{\alpha}(\widehat{w})+\mu \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& +\mu \sum_{i=1}^{3}\left(c_{i}+b_{i} x_{3}\right) u_{\alpha}^{(i)} \\
t_{3 \alpha}(\widehat{u})= & Q_{\alpha}(\omega)+x_{3} Q_{\alpha}\left(u^{\prime}\right)+\left(d_{4}+c_{4} x_{3}\right)\left[Q_{\alpha}(\widehat{w})+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& +(\mu+\kappa) \sum_{i=1}^{3}\left(c_{i}+b_{i} x_{3}\right) u_{\alpha}^{(i)} \\
m_{\lambda \nu}(\widehat{u})= & H_{\lambda \nu}(\omega)+x_{3} H_{\lambda \nu}\left(u^{\prime}\right)+\left(d_{4}+c_{4} x_{3}\right)\left[H_{\lambda \nu}(\widehat{w})+\delta_{\lambda \nu}\right] \\
& +\alpha \delta_{\lambda \nu} \sum_{i=1}^{3}\left(c_{i}+b_{i} x_{3}\right) \varphi_{3}^{(i)} \\
m_{33}(\widehat{u})= & (\alpha+\beta+\gamma)\left[d_{4}+c_{4} x_{3}+\sum_{i=1}^{3}\left(c_{i}+b_{i} x_{3}\right) \varphi_{3}^{(i)}\right] \\
& +\alpha\left(d_{4}+c_{4} x_{3}\right) \psi_{\rho, \rho}+\alpha\left(\Psi_{\rho, \rho}+x_{3} \chi_{\rho, \rho}\right)
\end{aligned}
$$

$$
\begin{align*}
m_{\alpha 3}(\widehat{u})= & \beta \varepsilon_{\alpha \nu}\left(d_{\nu}+c_{\nu} x_{3}+\frac{1}{2} b_{\nu} x_{3}^{2}\right)+\beta\left(\chi_{\alpha}+c_{4} \psi_{\alpha}\right) \\
& +\sum_{i=1}^{3}\left(d_{i}+c_{i} x_{3}+\frac{1}{2} b_{i} x_{3}^{2}\right) M_{\alpha 3}\left(w^{(i)}\right)+M_{\alpha 3}\left(\omega^{0}\right) \\
m_{3 \alpha}(\widehat{u})= & \gamma \varepsilon_{\alpha \nu}\left(d_{\nu}+c_{\nu} x_{3}+\frac{1}{2} b_{\nu} x_{3}^{2}\right)+\gamma\left(\chi_{\alpha}+c_{4} \psi_{\alpha}\right)  \tag{5.6.9}\\
& +\beta \sum_{i=1}^{3}\left(d_{i}+c_{i} x_{3}+\frac{1}{2} b_{i} x_{3}^{2}\right) \varphi_{3, \alpha}^{(i)}+\beta w_{3, \alpha}
\end{align*}
$$

where $\omega^{0}=\left(w_{1}, w_{2}, 0,0,0, w_{3}\right), \omega=\left(0,0, \Psi, \Psi_{1}, \Psi_{2}, 0\right)$.
The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{align*}
& \left(T_{\beta \alpha}\left(\omega^{0}\right)\right)_{, \beta}+h_{\alpha}=0 \\
& \left(M_{\alpha 3}\left(\omega^{0}\right)\right)_{, \alpha}+\varepsilon_{\alpha \beta} T_{\alpha \beta}\left(\omega^{0}\right)+g=0 \text { on } \Sigma_{1}  \tag{5.6.10}\\
& T_{\beta \alpha}\left(\omega^{0}\right) n_{\beta}=p_{\alpha}^{0}, \quad M_{\alpha 3}\left(\omega^{0}\right) n_{\alpha}=q^{0} \text { on } \Gamma
\end{align*}
$$

and

$$
\begin{equation*}
L_{i} \omega=\gamma_{i} \text { on } \Sigma_{1}, \quad N_{i} \omega=\rho_{i} \text { on } \Gamma \tag{5.6.11}
\end{equation*}
$$

where

$$
\begin{align*}
h_{\alpha}= & \lambda\left(\chi+c_{4} \varphi\right)_{, \alpha}+Q_{\alpha}\left(u^{\prime}\right)+c_{4}\left[Q_{\alpha}\left(u^{\prime}\right)+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& +(\mu+\kappa) \sum_{i=1}^{3} b_{i} w_{\alpha}^{(i)}+f_{\alpha} \\
g= & \beta\left(\chi_{\alpha}+c_{4} \psi_{\alpha}\right)_{, \alpha}+(\alpha+\beta+\gamma)\left(c_{4}+\sum_{i=1}^{3} b_{i} \varphi_{3}^{(i)}\right) \\
& +\alpha\left(\chi_{\rho}+c_{4} \psi_{\rho}\right)_{, \rho}+g_{3} \\
p_{\alpha}^{0}= & p_{\alpha}-\lambda\left(\chi+c_{4} \varphi\right) n_{\alpha}, \quad q^{0}=k_{3}-\beta\left(\chi_{\alpha}+c_{4} \psi_{\alpha}\right) n_{\alpha}  \tag{5.6.12}\\
\gamma_{\nu}= & -\sum_{i=1}^{3} c_{i}\left[\alpha \varphi_{3, \nu}^{(i)}+\beta \varphi_{3, \nu}^{(i)}-\kappa \varepsilon_{\nu \beta} u_{\beta}^{(i)}\right]-\gamma \varepsilon_{\nu \beta} c_{\beta}-g_{\nu} \\
\gamma_{3}= & -(\lambda+\mu) \sum_{i=1}^{3} c_{i} w_{\alpha, \alpha}^{(i)}-(\lambda+2 \mu+\kappa)\left(c_{\rho} x_{\rho}+c_{3}\right)-f_{3} \\
\rho_{\nu}= & k_{\nu}-n_{\nu} \alpha \sum_{i=1}^{3} c_{i} \varphi_{3}^{(i)}, \quad \rho_{3}=p_{3}-\mu \sum_{i=1}^{3} c_{i} w_{\alpha}^{(i)} n_{\alpha}
\end{align*}
$$

With the help of Equations 5.6.5, 5.6.7, and 5.6.12, the divergence theorem, and Theorem 5.6.2, we get

$$
\begin{aligned}
& \int_{\Sigma_{1}} h_{\alpha} d a+\int_{\Gamma} p_{\alpha}^{0} d s=G_{\alpha}-R_{\alpha}\left(\widehat{u}_{, 3}\right)=G_{\alpha}-\varepsilon_{\beta \alpha} H_{\beta}(\widehat{u}, 33) \\
& \quad=G_{\alpha}+D_{\alpha i} b_{i}=0 \\
& \int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} h_{\beta}+g\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{0}+q^{0}\right) d s=Z_{3}-H_{3}\left(\widehat{u}_{, 3}\right)=0 \\
& \int_{\Sigma_{1}} \gamma_{3} d a-\int_{\Gamma} \rho_{3} d s=-\int_{\Sigma_{1}} f_{3} d a-\int_{\Gamma} p_{3} d s-D_{3 j} c_{j}=0
\end{aligned}
$$

We conclude that the necessary and sufficient conditions to solve the boundaryvalue problems 5.6.10 and 5.6.11 are satisfied.

It follows from Equations 5.3.15, 5.6.7, and 5.6.9 that

$$
H_{\alpha}(\widehat{u}, 3)=\varepsilon_{\beta \alpha} D_{\beta i} c_{i}=\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\beta} p_{3}+k_{\alpha}\right) d s+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\beta} f_{3}+g_{\alpha}\right) d a+\varepsilon_{\alpha \beta} F_{\beta}
$$

By Theorem 5.6.1,

$$
H_{\alpha}(\widehat{u}, 3)=\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\beta} p_{3}+k_{\alpha}\right) d s+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\beta} f_{3}+g_{\alpha}\right) d a+\varepsilon_{\alpha \beta} R_{\beta}(\widehat{u})
$$

The last two relations imply that $R_{\alpha}(\widehat{u})=F_{\alpha}$.
The conditions $R_{3}(\widehat{u})=F_{3}$ and $\mathbf{H}(\widehat{u})=\mathbf{M}$ reduce to

$$
\begin{align*}
D_{i j} d_{j}= & r_{i} \\
\qquad D d_{4}=-M_{3}-\int_{\Sigma_{1}}\{ & \varepsilon_{\alpha \beta} x_{\alpha}\left[\mu \Psi_{, \beta}+\kappa \varepsilon_{\nu \beta} \Psi_{\nu}+(\mu+\kappa) \sum_{i=1}^{3} c_{i} w_{\beta}^{(i)}\right] \\
& \left.\quad+(\alpha+\beta+\gamma) \sum_{i=1}^{3} c_{i} \varphi_{3}^{(i)}+\alpha \Psi_{\nu, \nu}\right\} d a \tag{5.6.13}
\end{align*}
$$

where

$$
\begin{aligned}
r_{\alpha}= & \varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma_{1}}\left\{x_{\alpha}\left[\lambda w_{\rho, \rho}+(\lambda+2 \mu+\kappa)\left(\chi+c_{4} \varphi\right)\right]\right. \\
& \left.-\varepsilon_{\alpha \beta}\left[\gamma\left(\chi_{\beta}+c_{4} \psi_{\beta}\right)+\beta w_{3, \beta}\right]\right\} d a \\
r_{3}= & -F_{3}-\int_{\Sigma_{1}}\left[(\lambda+2 \mu+\kappa)\left(\chi+c_{4} \varphi\right)+\lambda w_{\alpha, \alpha}\right] d a
\end{aligned}
$$

The vector $\widehat{d}$ is defined by Equation 5.6.13.
Next, we study the Almansi problem. Let $u^{*}$ be an equilibrium vector field on $B$ which corresponds to the body loads $\left\{\mathbf{f}=\mathbf{f}^{*} x_{3}^{n}, \mathbf{g}=\mathbf{g}^{*} x_{3}^{n}\right\}$, and satisfies the conditions

$$
\begin{equation*}
s_{i}\left(u^{*}\right)=p_{i}^{*} x_{3}^{n}, \quad m_{i}\left(u^{*}\right)=k_{i}^{*} x_{3}^{n} \text { on } \Pi, \quad \mathbf{R}\left(u^{*}\right)=\mathbf{0}, \quad \mathbf{H}\left(u^{*}\right)=\mathbf{0} \tag{5.6.14}
\end{equation*}
$$

where $\mathbf{f}^{*}, \mathbf{g}^{*}, \mathbf{p}^{*}$, and $\mathbf{k}^{*}$ are prescribed vector fields independent of $x_{3}$, and $n$ is a positive integer or zero. Let $u$ be an equilibrium vector field on $B$ which corresponds to the body loads $\left\{\mathbf{f}=\mathbf{f}^{*} x_{3}^{n+1}, \mathbf{g}=\mathbf{g}^{*} x_{3}^{n+1}\right\}$ and satisfies the conditions

$$
\begin{equation*}
s_{i}(u)=p_{i}^{*} x_{3}^{n+1}, \quad m_{i}(u)=k_{i}^{*} x_{3}^{n+1} \text { on } \Pi, \quad \mathbf{R}(u)=\mathbf{0}, \quad \mathbf{H}(u)=\mathbf{0} \tag{5.6.15}
\end{equation*}
$$

As in Section 2.3, we can prove that Almansi problem reduces to the finding a vector field $u$ once the vector field $u^{*}$ is known. Moreover, we are led to seek the vector field $u$ in the form

$$
\begin{equation*}
u=(n+1)\left[\int_{0}^{x_{3}} u^{*} d x_{3}+v\{\widehat{a}\}+w\right] \tag{5.6.16}
\end{equation*}
$$

where $\widehat{a}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ is an unknown four-dimensional vector and $w$ is an unknown vector field independent of $x_{3}$. From Equation 5.6.16 and the constitutive equations, we have

$$
\begin{align*}
t_{i j}(u) & =(n+1)\left[\int_{0}^{x_{3}} t_{i j}\left(u^{*}\right) d x_{3}+\sum_{r=1}^{4} a_{r} t_{i j}\left(v^{(r)}\right)+t_{i j}(w)+k_{i j}\right]  \tag{5.6.17}\\
m_{i j}(u) & =(n+1)\left[\int_{0}^{x_{3}} m_{i j}\left(u^{*}\right) d x_{3}+\sum_{r=1}^{4} a_{r} m_{i j}\left(v^{(r)}\right)+m_{i j}(w)+h_{i j}\right]
\end{align*}
$$

where

$$
\begin{array}{ll}
k_{\alpha \beta}=\lambda \delta_{\alpha \beta} u_{3}^{*}\left(x_{1}, x_{2}, 0\right), & k_{33}=(\lambda+2 \mu+\kappa) u_{3}^{*}\left(x_{1}, x_{2}, 0\right) \\
k_{\alpha 3}=\mu u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & k_{3 \alpha}=(\mu+\kappa) u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right) \\
h_{\eta \nu}=\alpha \delta_{\eta \nu} \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right), & \\
h_{33}=(\alpha+\beta+\gamma) \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right) \\
h_{\alpha 3}=\beta \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & \\
h_{3 \alpha}=\gamma \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right)
\end{array}
$$

The equations of equilibrium and the conditions on the lateral boundary reduce to

$$
\begin{align*}
& \left(T_{\beta \alpha}(\omega)\right)_{, \beta}+E_{\alpha}=0 \\
& \left(M_{\rho 3}(\omega)\right)_{, \rho}+\varepsilon_{\alpha \beta} T_{\alpha \beta}(\omega)+J=0 \text { on } \Sigma_{1}  \tag{5.6.18}\\
& T_{\beta \alpha}(\omega) n_{\beta}=p_{\alpha}^{\prime}, \quad M_{\alpha 3}(\omega) n_{\alpha}=q^{\prime} \text { on } \Gamma
\end{align*}
$$

and

$$
\begin{equation*}
L_{i} \omega^{*}=\zeta_{i} \text { on } \Sigma_{1}, \quad N_{i} \omega^{*}=\xi_{i} \text { on } \Gamma \tag{5.6.19}
\end{equation*}
$$

where

$$
\begin{align*}
w & =\left(v_{1}, v_{2}, v_{3}, \chi_{1}, \chi_{2}, \chi_{3}\right), \quad \omega=\left(v_{1}, v_{2}, 0,0,0, \chi_{3}\right) \\
\omega^{*} & =\left(0,0, v_{3}, \chi_{1}, \chi_{2}, 0\right), \quad E_{\alpha}=k_{\rho \alpha, \rho}+\left[t_{3 \alpha}\left(u^{*}\right)\right]\left(x_{1}, x_{2}, 0\right) \\
J & =h_{\alpha 3, \alpha}+\left[m_{33}\left(u^{*}\right)\right]\left(x_{1}, x_{2}, 0\right), \quad p_{\alpha}^{\prime}=-k_{\rho \alpha} n_{\rho}, q^{\prime}=-h_{\rho 3} n_{\rho}  \tag{5.6.20}\\
\zeta_{\alpha} & =-h_{\rho \alpha, \rho}-\left[m_{3 \alpha}\left(u^{*}\right)\right]\left(x_{1}, x_{2}, 0\right) \\
\zeta_{3} & =-k_{\rho 3, \rho}+\left[t_{33}\left(u^{*}\right)\right]\left(x_{1}, x_{2}, 0\right), \quad \xi_{\alpha}=-h_{\rho \alpha} n_{\rho}, \quad \xi_{3}=-k_{\rho 3} n_{\rho}
\end{align*}
$$

From Equation 5.6.20, we get

$$
\begin{aligned}
& \int_{\Sigma_{1}} E_{\alpha} d a+\int_{\Gamma} p_{\alpha}^{\prime} d s=-R_{\alpha}\left(u^{*}\right)=0 \\
& \int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} E_{\beta}+J\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{\prime}+q^{\prime}\right) d s=-H_{3}\left(u^{*}\right)=0 \\
& \int_{\Sigma_{1}} \zeta_{3} d a-\int_{\Gamma} \xi_{3} d s=-R_{3}\left(u^{*}\right)=0
\end{aligned}
$$

Thus, the necessary and sufficient conditions to solve the boundary-value problems 5.6.18 and 5.6 .19 are satisfied. We shall assume that the functions $v_{i}$ and $\chi_{i}$ are known.

In view of Theorem 5.6.1, we have $R_{\alpha}(u)=\varepsilon_{\beta \alpha} H_{\beta}\left[(n+1) u^{*}\right]=0$. The conditions $R_{3}(u)=0, \mathbf{H}(u)=\mathbf{0}$ reduce to

$$
\begin{aligned}
D_{\alpha j} a_{j} & =-\int_{\Sigma_{1}}\left[x_{\alpha}\left(k_{33}+t_{33}(w)\right)-\varepsilon_{\alpha \rho}\left(h_{3 \rho}+m_{3 \rho}(w)\right)\right] d a \\
D_{3 j} a_{j} & =-\int_{\Sigma_{1}}\left[k_{33}+t_{33}(w)\right] d a \\
D a_{4} & =-\int_{\Sigma_{1}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[k_{3 \beta}+t_{3 \beta}(w)\right]+m_{33}(w)+h_{33}\right\} d a
\end{aligned}
$$

This system can always be solved for $a_{1}, a_{2}, a_{3}$, and $a_{4}$.
The problems of Almansi and Michell for Cosserat elastic bodies have been studied in Refs. 155 and 287 using the semi-inverse method.

### 5.7 Exercises

5.7.1 A homogeneous and isotropic Cosserat elastic material occupies a right cylinder $B$ with the cross section $\Sigma_{1}=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, x_{3}=0\right\}$, $(a>0)$. The body is in equilibrium in the absence of body forces and body couples. Investigate the plane strain of the cylinder when the lateral boundary is subjected to the loading

$$
\widetilde{t}_{\alpha}=0, \quad \widetilde{m}_{3}=q_{1} n_{1}+q_{2} n_{2}
$$

where $q_{\alpha}$ are prescribed constants.
5.7.2 Study the extension and bending of a homogeneous and isotropic Cosserat elastic cylinder that occupies the domain $B=\left\{x: x_{1}^{2}+x_{2}^{2}<\right.$ $\left.a^{2}, 0<x_{3}<h\right\},(a>0)$.
5.7.3 Study the torsion problem of a right circular cylinder of radius $a$, made of a homogeneous and isotropic Cosserat elastic material.
5.7.4 Investigate the torsion of a homogeneous and isotropic Cosserat elastic cylinder with square cross section.
5.7.5 Investigate the deformation of a homogeneous and isotropic Cosserat elastic circular cylinder which is subjected to a temperature field independent of the axial coordinate.
5.7.6 Study the Saint-Venant's problem for a homogeneous and hemitropic Cosserat elastic right cylinder.
5.7.7 A homogeneous and isotropic Cosserat elastic continuum occupies the domain $B=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, a<x_{3}<h\right\},(a>0)$. Study the extension of cylinder $B$ which is subjected to a uniform pressure on the lateral surface.
5.7.8 Investigate the torsion of a homogeneous and orthotropic Cosserat elastic cylinder.
5.7.9 Study the problem of loaded cylinders in the theory of homogeneous and hemitropic Cosserat elastic solids.

## Chapter 6

## Nonhomogeneous Cosserat Cylinders

### 6.1 Plane Strain Problems

In this chapter, we study the deformation of nonhomogeneous Cosserat elastic cylinders, when the constitutive coefficients are independent of the axial coordinate. In the first part of the chapter, we consider the case of isotropic bodies and assume that

$$
\begin{equation*}
\lambda=\lambda\left(x_{1}, x_{2}\right), \quad \mu=\left(x_{1}, x_{2}\right), \ldots, \quad \gamma=\gamma\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{6.1.1}
\end{equation*}
$$

We suppose that the domain $\Sigma_{1}$ is $C^{\infty}{ }_{- \text {smooth [88] , and that the elastic }}$ coefficients belong to $C^{\infty}$. The basic equations of the plane strain, parallel to the $x_{1}, x_{2}$-plane, consist of the equations of equilibrium

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}=0, \quad m_{\alpha 3, \alpha}+\varepsilon_{\alpha \beta} t_{\alpha \beta}+g_{3}=0 \tag{6.1.2}
\end{equation*}
$$

the constitutive equations

$$
\begin{equation*}
t_{\alpha \beta}=\lambda e_{\rho \rho} \delta_{\alpha \beta}+(\mu+\kappa) e_{\alpha \beta}+\mu e_{\beta \alpha}, \quad m_{\alpha 3}=\gamma \kappa_{\alpha 3} \tag{6.1.3}
\end{equation*}
$$

and the geometrical equations

$$
\begin{equation*}
e_{\alpha \beta}=u_{\beta, \alpha}+\varepsilon_{\beta \alpha} \varphi_{3}, \quad \kappa_{\alpha 3}=\varphi_{3, \alpha} \tag{6.1.4}
\end{equation*}
$$

on $\Sigma_{1}$. We restrict our attention to the second boundary-value problem, so that we consider the boundary conditions

$$
\begin{equation*}
t_{\beta \alpha} n_{\beta}=\widetilde{t}_{\alpha}, \quad m_{\alpha 3} n_{\alpha}=\widetilde{m}_{3} \text { on } \Gamma \tag{6.1.5}
\end{equation*}
$$

We assume that $f_{\alpha}, g_{3}, \widetilde{t}_{\alpha}$, and $\widetilde{m}_{3}$ are functions of class $C^{\infty}$, and that the elastic potential $\widetilde{W}$ is a positive definite quadratic form in the variables $e_{\alpha \beta}$ and $\kappa_{\alpha 3}$.

The second boundary-value problem consists in the determination of the functions $u_{\alpha}$ and $\varphi_{3}$ of class $C^{2}\left(\Sigma_{1}\right) \cap C^{1}\left(\bar{\Sigma}_{1}\right)$ that satisfy Equations 6.1.2, 6.1.3, and 6.1.4 on $\Sigma_{1}$ and the boundary conditions 6.1 .5 on $\Gamma$, when the constitutive coefficients are given by Equation 6.1.1.

We note the following existence result (cf. [88,142,147]) which holds under the above assumptions of regularity.

Theorem 6.1.1 The second boundary-value problem has solutions belonging to $C^{\infty}\left(\bar{\Sigma}_{1}\right)$ if and only if the functions $f_{\alpha}, g_{3}, \widetilde{t}_{\alpha}$, and $\widetilde{m}_{3}$ satisfy the conditions 5.2.80.

We denote by $\mathscr{A}^{(1)}$ the plane strain problem characterized by the loading

$$
f_{\alpha}=\left(\lambda x_{1}\right)_{, \alpha}, \quad g=-\beta_{, 2}, \quad \widetilde{t}_{\alpha}=-\lambda x_{1} n_{\alpha}, \quad \widetilde{m}_{3}=\beta n_{2}
$$

and by $\mathscr{A}^{(2)}$ the plane strain problem with the loads

$$
f_{\alpha}=\left(\lambda x_{2}\right)_{, \alpha}, \quad g=\beta_{1}, \quad \widetilde{t}_{\alpha}=-\lambda x_{2} n_{\alpha}, \quad \widetilde{m}_{3}=-\beta n_{1}
$$

Let us denote by $\mathscr{A}^{(3)}$ the plane strain problem where

$$
f_{\alpha}=\lambda_{, \alpha}, \quad g=0, \quad \widetilde{t}_{\alpha}=-\lambda n_{\alpha}, \quad \widetilde{m}=0
$$

In what follows, we denote the components of displacement vector, microrotation vector, strain tensor, stress tensor, and couple-stress tensor from the problem $\mathscr{A}^{(s)},(s=1,2,3)$, by $v_{\alpha}^{(s)}, \psi_{3}^{(s)}, \gamma_{\alpha \beta}^{(s)}, \sigma_{\alpha \beta}^{(s)}$, and $\mu_{\alpha 3}^{(s)}$, respectively. Thus, we have

$$
\begin{align*}
& \sigma_{\beta \alpha, \beta}^{(\eta)}+\left(\lambda x_{\eta}\right)_{, \alpha}=0, \quad \sigma_{\beta \alpha, \beta}^{(3)}+\lambda_{, \alpha}=0 \\
& \mu_{\beta 3, \beta}^{(\eta)}+\varepsilon_{\alpha \beta} \sigma_{\alpha \beta}^{(\eta)}+\varepsilon_{\alpha \eta} \beta{ }_{, \alpha}=0, \quad \mu_{\beta 3, \beta}^{(3)}+\varepsilon_{\alpha \beta} \sigma_{\alpha \beta}^{(3)}=0  \tag{6.1.6}\\
& \sigma_{\alpha \beta}^{(s)}=\lambda \gamma_{\eta \eta}^{(s)} \delta_{\alpha \beta}+(\mu+\kappa) \gamma_{\alpha \beta}^{(s)}+\mu \gamma_{\beta \alpha}^{(s)}, \quad \mu_{\alpha 3}^{(s)}=\gamma \psi_{3, \alpha}^{(s)} \\
& \gamma_{\alpha \beta}^{(s)}=v_{\beta, \alpha}^{(s)}+\varepsilon_{\beta \alpha} \psi_{3}^{(s)} \text { on } \Sigma_{1}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
\sigma_{\beta \alpha}^{(\eta)} n_{\beta}=-\lambda x_{\eta} n_{\alpha}, & \sigma_{\beta \alpha}^{(3)} n_{\beta}=-\lambda n_{\alpha}  \tag{6.1.7}\\
\mu_{\alpha 3}^{(\eta)} n_{\alpha}=\varepsilon_{\eta \nu} \beta n_{\nu}, & \mu_{\alpha 3}^{(3)} n_{\alpha}=0 \text { on } \Gamma
\end{align*}
$$

The necessary and sufficient conditions 5.2.80 for the existence of the solution are satisfied for each boundary-value problem $\mathscr{A}^{(s)}$. In what follows, we assume that the functions $v_{\alpha}^{(s)}$ and $\psi_{3}^{(s)}$ have been determined.

### 6.2 Saint-Venant's Problem

We assume that the right cylinder $B$ is occupied by an isotropic and nonhomogeneous Cosserat elastic material with the constitutive coefficients 6.1.1. We suppose that the elastic potential 5.3.6 is positive definite. In the absence of body forces and body couples, the equilibrium equations are

$$
\begin{equation*}
t_{j i, j}=0, \quad m_{j i, j}+\varepsilon_{i j k} t_{j k}=0 \text { on } B \tag{6.2.1}
\end{equation*}
$$

We suppose that the cylinder is free of lateral loading, so that we have the conditions

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=0, \quad m_{\alpha i} n_{\alpha}=0 \text { on } \Pi \tag{6.2.2}
\end{equation*}
$$

Let the loading applied on the end $\Sigma_{1}$ be statically equivalent to a force $\mathbf{F}=F_{k} \mathbf{e}_{k}$ and a moment $\mathbf{M}=M_{k} \mathbf{e}_{k}$. Thus, for $x_{3}=0$ we have the following conditions

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=-F_{\alpha}  \tag{6.2.3}\\
\int_{\Sigma_{1}} t_{33} d a=-F_{3}  \tag{6.2.4}\\
\int_{\Sigma_{1}}\left(x_{\alpha} t_{33}-\varepsilon_{\alpha \beta} m_{3 \beta}\right) d a=\varepsilon_{\alpha \beta} M_{\beta}  \tag{6.2.5}\\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}+m_{33}\right) d a=-M_{3} \tag{6.2.6}
\end{gather*}
$$

Saint-Venant's problem consists in the finding of the functions $u_{i}$ and $\varphi_{i}$ that satisfy Equations $5.1 .11,5.1 .17$, and 6.2 .1 on $B$, the conditions 6.2 .2 on $\Pi$, and the conditions for $x_{3}=0$. As in the classical theory of elasticity, the problem will be reduced to the study of plane problems.

### 6.2.1 Extension and Bending of Cosserat Cylinders

We suppose that the resultant force and the resultant moment about $O$ of the loads acting on $\Sigma_{1}$ are given by $\mathbf{F}=F_{3} \mathbf{e}_{3}$ and $\mathbf{M}=M_{\alpha} \mathbf{e}_{\alpha}$, respectively. In this case, the conditions on the end $\Sigma_{1}$ reduce to

$$
\begin{array}{r}
\int_{\Sigma_{1}} t_{3 \alpha} d a=0, \quad \int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}+m_{33}\right) d a=0 \\
\int_{\Sigma_{1}} t_{33} d a=-F_{3}, \quad \int_{\Sigma_{1}}\left(x_{\alpha} t_{33}-\varepsilon_{\alpha \beta} m_{3 \beta}\right) d a=\varepsilon_{\alpha \beta} M_{\beta} \tag{6.2.8}
\end{array}
$$

The problem of extension and bending consists in the determination of the displacements $u_{k}$ and microrotations $\varphi_{k}$ that satisfy Equations 5.1.11, 5.1.17, and 6.2 .1 on $B$ and the boundary conditions $6.2 .2,6.2 .7$, and 6.2 .8 , when the constitutive coefficients are prescribed functions of the form 6.1.1.

We seek the solution of the problem in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}+\sum_{s=1}^{3} a_{s} v_{\alpha}^{(s)}, \quad u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}  \tag{6.2.9}\\
& \varphi_{\alpha}=\varepsilon_{\alpha \beta} a_{\beta} x_{3}, \quad \varphi_{3}=\sum_{s=1}^{3} a_{s} \psi_{3}^{(s)}
\end{align*}
$$

where $v_{\alpha}^{(s)}$ and $\psi_{3}^{(s)}$ are the solutions of the problems $\mathscr{A}^{(s)}$, and $a_{s}$ are unknown constants.

From Equations 5.1.11, 5.1.17, and 6.2.9, we obtain

$$
\begin{align*}
t_{\alpha \beta} & =\lambda\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) \delta_{\alpha \beta}+\sum_{s=1}^{3} a_{s} \sigma_{\alpha \beta}^{(s)} \\
t_{33} & =(\lambda+2 \mu+\kappa)\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right)+\lambda \sum_{s=1}^{3} a_{s} \gamma_{\alpha \alpha}^{(s)}  \tag{6.2.10}\\
t_{\alpha 3} & =t_{3 \beta}=0, \quad m_{\alpha \beta}=m_{33}=0 \\
m_{\alpha 3} & =\varepsilon_{\alpha \nu} \beta a_{\nu}+\sum_{s=1}^{3} a_{s} \mu_{\alpha 3}^{(s)}, \quad m_{3 \alpha}=\varepsilon_{\alpha \nu} \gamma a_{\nu}+\sum_{s=1}^{3} a_{s} \mu_{3 \alpha}^{(s)}
\end{align*}
$$

Using Equations 6.1.6, 6.1.7, and 6.2.1, we see that the equilibrium equations 6.2 .1 and the boundary conditions 6.2 .2 are satisfied. It follows from Equation 6.2 .1 that the conditions 6.2 .7 are identically satisfied. The conditions 6.2.8 lead to the following system for the unknown constants $a_{1}, a_{2}$, and $a_{3}$,

$$
\begin{equation*}
A_{r s} a_{s}=B_{r} \tag{6.2.11}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
A_{\alpha \beta}=\int_{\Sigma_{1}}\left\{x_{\alpha}\left[(\lambda+2 \mu+\kappa) x_{\beta}+\lambda \gamma_{\eta \eta}^{(\beta)}\right]-\varepsilon_{\alpha \lambda}\left(\varepsilon_{\lambda \beta} \gamma+\mu_{3 \lambda}^{(\beta)}\right)\right\} d a \\
A_{\alpha 3}=\int_{\Sigma_{1}}\left\{x_{\alpha}\left[\lambda+2 \mu+\kappa+\lambda \gamma_{\eta \eta}^{(3)}\right]-\varepsilon_{\alpha \lambda} \mu_{3 \lambda}^{(3)}\right\} d a \\
A_{3 \alpha}=\int_{\Sigma_{1}}\left[(\lambda+2 \mu+\kappa) x_{\alpha}+\lambda \gamma_{\eta \eta}^{(\alpha)}\right] d a  \tag{6.2.12}\\
A_{33}
\end{array}=\int_{\Sigma_{1}}\left[\lambda+2 \mu+\kappa+\lambda \gamma_{\eta \eta}^{(3)}\right] d a, \quad B_{\alpha}=\varepsilon_{\alpha \beta} M_{\beta}, \quad B_{3}=-F_{3}\right\}
$$

As in Section 5.3 we can prove that

$$
\begin{equation*}
\operatorname{det}\left(A_{r s}\right) \neq 0 \tag{6.2.13}
\end{equation*}
$$

It follows that the system 6.2.11 uniquely determines the constants $a_{s}$. Thus, the solution is given by Equations 6.2 .9 where $\left\{v_{\alpha}^{(s)}, \psi_{3}^{(s)}\right\}$ is the solution of the problem $\mathscr{A}^{(s)}$, and $a_{j}$ are given by Equations 6.2.11.

### 6.2.2 Torsion

Let us suppose that $\mathbf{F}=\mathbf{0}$ and $\mathbf{M}=M_{3} \mathbf{e}_{3}$. Then the conditions on the end $\Sigma_{1}$ become

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=0  \tag{6.2.14}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}}\left(x_{\alpha} t_{33}-\varepsilon_{\alpha \beta} m_{3 \beta}\right) d a=0  \tag{6.2.15}\\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}+m_{33}\right) d a=-M_{3} \tag{6.2.16}
\end{gather*}
$$

The problem of torsion consists in the determination of the functions $u_{i}, \varphi_{i} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy Equations $5.1 .11,5.1 .17$, and 6.2 .1 on $B$, the conditions for $x_{3}=0$ and the boundary conditions 6.2 .2 . We seek the solution of this problem in the form

$$
\begin{array}{lc}
u_{\alpha}=\varepsilon_{\beta \alpha} \tau x_{\beta} x_{3}, & u_{3}=\tau \Phi\left(x_{1}, x_{2}\right) \\
\varphi_{\alpha}=\tau \Phi_{\alpha}\left(x_{1}, x_{2}\right), & \varphi_{3}=\tau x_{3} \tag{6.2.17}
\end{array}
$$

where $\Phi$ and $\Phi_{\alpha}$ are unknown functions and $\tau$ is an unknown constant.
Let $V=\left(G, G_{1}, G_{2}\right)$ be an ordered triplet of functions $G, G_{1}$, and $G_{2}$ defined on $\Sigma_{1}$. We introduce the notations

$$
\begin{align*}
T_{\alpha} V & =(\mu+\kappa) G_{, \alpha}+\kappa \varepsilon_{\alpha \beta} G_{\beta}, \quad S_{\alpha} V=\mu G_{, \alpha}+\kappa \varepsilon_{\beta \alpha} G_{\beta} \\
M_{\nu \rho} V & =\alpha G_{\eta, \eta} \delta_{\nu \rho}+\beta G_{\nu, \rho}+\gamma G_{\rho, \nu} \\
\mathcal{L}_{\alpha} V & =\left(M_{\beta \alpha} V\right)_{, \beta}+\varepsilon_{\alpha \beta}\left(T_{\beta} V-S_{\beta} V\right)  \tag{6.2.18}\\
\mathcal{L}_{3} V & =\left(T_{\alpha} V\right)_{, \alpha} \\
\mathscr{N}_{\alpha} V & =\left(M_{\beta \alpha} V\right) n_{\beta}, \quad \mathcal{N}_{3} V=n_{\alpha} T_{\alpha} V
\end{align*}
$$

By Equations 5.1.11, 5.1.17, and 6.2.17, we obtain

$$
\begin{align*}
& t_{\alpha \beta}=0, \quad t_{33}=0, \quad t_{\alpha 3}=\tau\left(T_{\alpha} \Lambda+\mu \varepsilon_{\beta \alpha} x_{\beta}\right) \\
& t_{3 \alpha}=\tau\left[S_{\alpha} \Lambda+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right], \quad m_{\eta \nu}=\left(M_{\eta \nu} \Lambda+\alpha \delta_{\eta \nu}\right)  \tag{6.2.19}\\
& m_{\alpha 3}=m_{3 \alpha}=0, \quad m_{33}=\tau\left(\alpha \Phi_{\nu, \nu}+\alpha+\beta+\gamma\right)
\end{align*}
$$

where $\Lambda=\left(\Phi, \Phi_{1}, \Phi_{2}\right)$. The equilibrium equations 6.2 .1 reduce to

$$
\begin{equation*}
\mathcal{L}_{\nu} \Lambda=x_{\nu} \kappa-\alpha_{, \nu}, \quad \mathcal{L}_{3} \Lambda=\varepsilon_{\alpha \beta}\left(\mu x_{\beta}\right)_{, \alpha} \text { on } \Sigma_{1} \tag{6.2.20}
\end{equation*}
$$

The boundary conditions 6.2 .2 become

$$
\begin{equation*}
\mathscr{N}_{\nu} \Lambda=-\alpha n_{\nu}, \quad \mathscr{N}_{3} \Lambda=\mu \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma \tag{6.2.21}
\end{equation*}
$$

Let us consider the boundary-value problem

$$
\begin{equation*}
\mathcal{L}_{i} V=\xi_{i} \text { on } \Sigma_{1}, \quad \mathscr{N}_{i} V=\zeta_{i} \text { on } \Gamma \tag{6.2.22}
\end{equation*}
$$

where $\xi_{i}$ and $\zeta_{i}$ are $C^{\infty}$ functions. We have the following result (cf. [137]).
Theorem 6.2.1 The boundary problem 6.2.22 has solutions belonging to $C^{\infty}\left(\Sigma_{1}\right)$ if and only if

$$
\begin{equation*}
\int_{\Sigma_{1}} \xi_{3} d a=\int_{\Gamma} \zeta_{3} d s \tag{6.2.23}
\end{equation*}
$$

The necessary and sufficient condition 6.2 .23 for the existence of the solution of the boundary-value problem 6.2 .20 and 6.2 .21 is satisfied. In what follows, we assume that the functions $\Phi$ and $\Phi_{\alpha}$ are known.

From Equations 6.2.16 and 6.2.19, we obtain

$$
\begin{equation*}
\tau D^{*}=-M_{3} \tag{6.2.24}
\end{equation*}
$$

where
$D^{*}=\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha}\left\{\mu \Phi_{, \beta}+\varepsilon_{\nu \beta}\left[\kappa \Phi_{\nu}+(\mu+\kappa) x_{\nu}\right]\right\}+\alpha \Phi_{\nu, \nu}+\alpha+\beta+\gamma\right) d a$
The positive definiteness of the elastic potential implies that $D^{*}>0$, so that the relation 6.2.24 determines the constant $\tau$.

The conditions 6.2.14 are satisfied on the basis of the equations of equilibrium and the boundary conditions. Thus, for the first of 6.2 .14 we have

$$
\begin{aligned}
\int_{\Sigma_{1}} t_{31} d a & =\int_{\Sigma_{1}}\left(t_{13}-m_{\alpha 3, \alpha}\right) d a=\int_{\Sigma_{1}}\left(t_{13}+x_{1} t_{\alpha 3, \alpha}-m_{\alpha 2, \alpha}\right) d a \\
& =\int_{\Sigma_{1}}\left[\left(x_{1} t_{\alpha 3}\right)_{, \alpha}-m_{\alpha 2, \alpha}\right] d a=\int_{\Gamma}\left(x_{1} t_{\alpha 3} n_{\alpha}-m_{\alpha 2} n_{\alpha}\right) d s=0
\end{aligned}
$$

In a similar way we can prove that the second condition of 6.2 .14 is satisfied. We conclude that Equation 6.2 .17 , where $\left(\Phi, \Phi_{1}, \Phi_{2}\right)$ satisfies the boundaryvalue problem 6.2 .20 and 6.2 .21 and $\tau$ is given by Equation 6.2 .24 , is a solution of the torsion problem. This solution was established in Ref. 137.

### 6.2.3 Flexure

We assume that the loading applied on $\Sigma_{1}$ is statically equivalent to the force $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and the moment $\mathbf{M}=\mathbf{0}$. The conditions on $\Sigma_{1}$ are given by

$$
\begin{gather*}
\int_{\Sigma_{1}} t_{3 \alpha} d a=-F_{\alpha}  \tag{6.2.26}\\
\int_{\Sigma_{1}} t_{33} d a=0, \quad \int_{\Sigma_{1}}\left(x_{\alpha} t_{33}-\varepsilon_{\alpha \beta} m_{3 \beta}\right) d a=0  \tag{6.2.27}\\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta}+m_{33}\right) d a=0 \tag{6.2.28}
\end{gather*}
$$

The flexure problem consists in the solving of Equations 5.1.11, 5.1.17, and 6.2 .1 on $B$ with the boundary conditions for $x_{3}=0$ and 6.2 .2 . On the basis of Theorem 5.3.3, we try to solve the problem assuming that

$$
\begin{align*}
u_{\alpha} & =-\frac{1}{6} b_{\alpha} x_{3}^{3}+x_{3} \sum_{s=1}^{3} b_{s} v_{\alpha}^{(s)}+\varepsilon_{\beta \alpha} \tau x_{\beta} x_{3} \\
u_{3} & =\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\tau \Phi+\Psi\left(x_{1}, x_{2}\right)  \tag{6.2.29}\\
\varphi_{\alpha} & =\frac{1}{2} \varepsilon_{\alpha \beta} b_{\beta} x_{3}^{2}+\tau \Phi_{\alpha}+\Psi_{\alpha}\left(x_{1}, x_{2}\right) \\
\varphi_{3} & =x_{3} \sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}+\tau x_{3}
\end{align*}
$$

where $\Phi$ and $\Phi_{\alpha}$ satisfy the boundary-value problem 6.2 .20 and 6.2.21, $v_{\alpha}^{(s)}$ and $\psi_{3}^{(s)}$ are the solutions of the problems $\mathscr{A}^{(s)}, \Psi$ and $\Psi_{\alpha}$ are unknown functions, and $b_{k}$ and $\tau$ are unknown constants. From Equations 5.1.11, 5.1.17, and 6.2.29, we obtain

$$
\begin{align*}
& t_{\alpha \beta}=\lambda x_{3}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) \delta_{\alpha \beta}+x_{3} \sum_{s=1}^{3} b_{s} \sigma_{\alpha \beta}^{(s)} \\
& t_{33}=(\lambda+2 \mu+\kappa)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}+\lambda x_{3} \sum_{s=1}^{3} b_{s} \gamma_{\alpha \alpha}^{(s)} \\
& t_{\alpha 3}=\tau\left(T_{\alpha} \Lambda+\mu \varepsilon_{\beta \alpha} x_{\beta}\right)+T_{\alpha} \omega+\mu \sum_{s=1}^{3} b_{s} v_{\alpha}^{(s)} \\
& t_{3 \alpha}=\tau\left[S_{\alpha} \Lambda+\varepsilon_{\beta \alpha}(\mu+\kappa) x_{\beta}\right]+S_{\alpha} \omega+(\mu+\kappa) \sum_{s=1}^{3} b_{s} v_{\alpha}^{(s)} \\
& m_{\eta \nu}=\tau\left(M_{\eta \nu} \Lambda+\alpha \delta_{\eta \nu}\right)+M_{\eta \nu} \omega+\alpha \delta_{\eta \nu} \sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}  \tag{6.2.30}\\
& m_{\alpha 3}=\beta \varepsilon_{\alpha \rho} b_{\rho} x_{3}+x_{3} \sum_{s=1}^{3} b_{s} \mu_{\alpha 3}^{(s)} \\
& m_{3 \alpha}=\gamma \varepsilon_{\alpha \beta} b_{\beta} x_{3}+x_{3} \sum_{s=1}^{3} b_{s} \mu_{3 \alpha}^{(s)} \\
& m_{33}=(\alpha+\beta+\gamma)\left(\tau+\sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}\right)+\alpha\left(\tau \Phi_{\nu, \nu}+\Psi_{\nu, \nu}\right)
\end{align*}
$$

where $\Lambda=\left(\Phi, \Phi_{1}, \Phi_{2}\right)$ and $\omega=\left(\Psi, \Psi_{1}, \Psi_{2}\right)$.
With the help of the relations 6.1.6, 6.1.7, 6.2.20, and 6.2 .21 we see that the equilibrium equations 6.2 .1 and the boundary conditions 6.2 .2 reduce to

$$
\begin{align*}
\mathcal{L}_{\nu} \omega & =-\gamma \varepsilon_{\nu \beta} b_{\beta}-\sum_{s=1}^{3} b_{s}\left[\left(\alpha \psi^{(s)}\right)_{, \nu}+\mu_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa v_{\beta}^{(s)}\right] \\
\mathcal{L}_{3} \omega & =-(\lambda+2 \mu+\kappa)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)-\sum_{s=1}^{3} b_{s}\left[\lambda \gamma_{\alpha \alpha}^{(s)}+\left(\mu v_{\alpha}^{(s)}\right)_{, \alpha}\right] \text { on } \Sigma_{1} \tag{6.2.31}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{N}_{\nu} \omega=-\alpha n_{\nu} \sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}, \quad \mathscr{N}_{3} \omega=-\mu n_{\alpha} \sum_{s=1}^{3} b_{s} v_{\alpha}^{(s)} \text { on } \Gamma \tag{6.2.32}
\end{equation*}
$$

The condition 6.2.23 for the existence of the solution of the boundary-value problem 6.2.31 and 6.2.32 takes the form

$$
\begin{equation*}
A_{3 s} b_{s}=0 \tag{6.2.33}
\end{equation*}
$$

where $A_{3 s}$ are given by Equations 6.2.12.

Let us impose the conditions 6.2.26. With the aid of Equations 6.2.1 and 6.2.2, we can write

$$
\begin{align*}
\int_{\Sigma_{1}} t_{31} d a= & \int_{\Sigma_{1}}\left(t_{13}-m_{j 2, j}+x_{1} t_{i 3, i}\right) d a=\int_{\Gamma}\left(x_{1} t_{\alpha 3} n_{\alpha}-m_{\alpha 2} n_{\alpha}\right) d s \\
& +\int_{\Sigma_{1}}\left(x_{1} t_{33}-m_{32}\right)_{, 3} d a=\int_{\Sigma_{1}}\left(x_{1} t_{33}-m_{32}\right)_{, 3} d a \tag{6.2.34}
\end{align*}
$$

In a similar way, we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{32} d a=\int_{\Sigma_{1}}\left(x_{2} t_{33}+m_{31}\right)_{, 3} d a \tag{6.2.35}
\end{equation*}
$$

By Equations 6.2.29, 6.2.34, and 6.2.35, the conditions 6.2.26 reduce to

$$
\begin{equation*}
A_{\alpha s} b_{s}=-F_{\alpha} \tag{6.2.36}
\end{equation*}
$$

The system 6.2.33 and 6.2.36 uniquely determines the constants $b_{k}$. From Equations 6.2.16 and 6.2.30, we obtain

$$
\begin{aligned}
\tau D^{*}= & -\int_{\Sigma_{1}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu \Psi_{, \beta}+\varepsilon_{\nu \beta} \kappa \Psi_{\nu}+(\mu+\kappa) \sum_{s=1}^{3} b_{s} v_{\beta}^{(s)}\right]\right. \\
& \left.+(\alpha+\beta+\gamma) \sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}+\alpha \Psi_{\nu, \nu}\right\} d a
\end{aligned}
$$

where $D^{*}$ is given by Equation 6.2.25. The above relation determines the constant $\tau$.

The conditions 6.2.27 are satisfied on the basis of Equation 6.2.30. Thus, the solution of the flexure problem has the form 6.2.29.

The results presented in this section generalize the results established in Ref. 149 for the classical theory of elasticity.

### 6.3 Problems of Almansi and Michell

In this section, we study the problem of loaded cylinders made of nonhomogeneous and isotropic Cosserat elastic materials. We assume that the constitutive coefficients are independent of the axial coordinate.

### 6.3.1 Uniformly Loaded Cylinders

We study first the Almansi-Michell problem stated in Section 5.6. In this case the equilibrium equations are given by Equation 5.1.19, where

$$
\begin{equation*}
f_{i}=f_{i}^{(0)}\left(x_{1}, x_{2}\right), \quad g_{i}=g_{i}^{(0)}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{6.3.1}
\end{equation*}
$$

Here, $f_{i}^{(0)}$ and $g_{i}^{(0)}$ are prescribed functions. The conditions on the lateral surface have the form

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=\widetilde{t}_{i}^{(0)}, \quad m_{\alpha i} n_{\alpha}=\widetilde{m}_{i}^{(0)} \text { on } \Pi \tag{6.3.2}
\end{equation*}
$$

where $\widetilde{t}_{i}^{(0)}$ and $\widetilde{m}_{i}^{(0)}$ are independent of the axial coordinate.
The Almansi-Michell problem consists in the finding of the functions $u_{i}, \varphi_{i} \in$ $C^{2}(B) \cap C^{1}\left(\bar{B}_{1}\right)$ that satisfy Equations 5.1.11, 5.1.17, and 5.1.19 on $B$, the conditions 6.3 .2 on $\Pi$, and the conditions on the end $\Sigma_{1}$, when the body loads, the constitutive coefficients and $\widetilde{t}_{i}^{(0)}, \widetilde{m}_{i}^{(0)}$ are independent of $x_{3}$. We seek the solution in the form

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\varepsilon_{\beta \alpha}\left(\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}\right) x_{\beta} \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) v_{\alpha}^{(s)}+v_{\alpha}\left(x_{1}, x_{2}\right) \\
u_{3}= & \left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2} \\
& +\frac{1}{6}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{3}+\left(\tau_{1}+x_{3} \tau_{2}\right) \Phi+\Psi\left(x_{1}, x_{2}\right)+x_{3} \chi\left(x_{1}, x_{2}\right) \\
\varphi_{\alpha}= & \varepsilon_{\alpha \beta}\left(a_{\beta} x_{3}+\frac{1}{2} b_{\beta} x_{3}^{2}+\frac{1}{6} c_{\beta} x_{3}^{3}\right)+\left(\tau_{1}+x_{3} \tau_{2}\right) \Phi_{\alpha} \\
& +\Psi_{\alpha}\left(x_{1}, x_{2}\right)+x_{3} \chi_{\alpha}\left(x_{1}, x_{2}\right) \\
\varphi_{3}= & \sum_{s=1}^{3}\left(a_{s}+x_{3} b_{s}+\frac{1}{2} c_{s} x_{3}^{2}\right) \psi_{3}^{(s)}+\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}+w\left(x_{1}, x_{2}\right) \tag{6.3.3}
\end{align*}
$$

where $v_{\alpha}^{(s)}, \psi_{3}^{(s)}$ are the solutions of the problems $\mathscr{A}^{(s)}, \Phi$ and $\Phi_{\alpha}$ satisfy the boundary-value problem 6.2 .20 and $6.2 .21 ; \Psi, \Psi_{\alpha}, \chi, \chi_{\alpha}, v_{\alpha}$, and $w$ are unknown functions, and $a_{i}, b_{i}, c_{i}, \tau_{1}$, and $\tau_{2}$ are unknown constants. From Equations 5.1.11, 5.1.17, and 6.3.3, we obtain

$$
\begin{aligned}
t_{\alpha \beta}= & \lambda\left[a_{1} x_{1}+a_{2} x_{2}+a_{3}+\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}\right. \\
& \left.+\frac{1}{2}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{2}\right] \delta_{\alpha \beta} \\
& +\lambda\left(\chi+\tau_{2} \Phi\right) \delta_{\alpha \beta}+\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \sigma_{\alpha \beta}^{(s)}+\sigma_{\alpha \beta} \\
t_{33}= & (\lambda+2 \mu+\kappa)\left[a_{1} x_{1}+a_{2} x_{2}+a_{3}+\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}\right. \\
& \left.+\frac{1}{2}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{2}\right]+(\lambda+2 \mu+\kappa)\left(\chi+\tau_{2} \Phi\right) \\
& +\lambda \sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \gamma_{\alpha \alpha}^{(s)}+\lambda \gamma_{\alpha \alpha}
\end{aligned}
$$

$$
\begin{align*}
t_{\alpha 3}= & T_{\alpha} \Omega+x_{3} T_{\alpha} V+\left(\tau_{1}+\tau_{2} x_{3}\right)\left(T_{\alpha} \Lambda+\mu \varepsilon_{\beta \alpha} x_{\beta}\right) \\
& +\mu \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) v_{\alpha}^{(s)} \\
t_{3 \alpha}= & S_{\alpha} \Omega+x_{3} S_{\alpha} V+\left(\tau_{1}+\tau_{2} x_{3}\right)\left[S_{\alpha} \Lambda+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& +(\mu+\kappa) \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) v_{\alpha}^{(s)} \\
m_{\lambda \nu}= & M_{\lambda \nu} \Omega+x_{3} M_{\lambda \nu} V+\left(\tau_{1}+\tau_{2} x_{3}\right)\left(M_{\lambda \nu} \Lambda+\delta_{\lambda \nu}\right) \\
& +\alpha \delta_{\lambda \nu} \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) \psi_{3}^{(s)} \\
m_{33}= & (\alpha+\beta+\gamma)\left[\tau_{1}+\tau_{2} x_{3}+\sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) \psi^{(s)}\right] \\
& +\alpha\left(\tau_{1}+\tau_{2} x_{3}\right) \Phi_{\lambda, \lambda}+\alpha\left(\Psi_{\lambda, \lambda}+x_{3} \chi_{\lambda, \lambda}\right) \\
m_{\alpha 3}= & \beta \varepsilon_{\alpha \nu}\left(a_{\nu}+b_{\nu} x_{3}+\frac{1}{2} c_{\nu} x_{3}^{2}\right)+\beta\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \mu_{\alpha 3}^{(s)}+\mu_{\alpha 3} \\
m_{3 \alpha}= & \gamma \varepsilon_{\alpha \nu}\left(a_{\nu}+b_{\nu} x_{3}+\frac{1}{2} c_{\nu} x_{3}^{2}\right)+\gamma\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) \\
& +\sum_{s=1}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \mu_{3 \alpha}^{(s)}+\mu_{3 \alpha} \tag{6.3.4}
\end{align*}
$$

where we have used the notations $\Lambda=\left(\Phi, \Phi_{1}, \Phi_{2}\right), \Omega=\left(\Psi, \Psi_{1}, \Psi_{2}\right), V=\left(\chi, \chi_{1}\right.$, $\chi_{2}$ ) and

$$
\begin{align*}
& \sigma_{\alpha \beta}=\lambda \gamma_{\nu \nu} \delta_{\alpha \beta}+(\mu+\kappa) \gamma_{\alpha \beta}+\mu \gamma_{\beta \alpha}  \tag{6.3.5}\\
& \mu_{\alpha 3}=\gamma w_{, \alpha}, \quad \mu_{3 \alpha}=\beta w_{, \alpha}, \quad \gamma_{\alpha \beta}=v_{\beta, \alpha}+\varepsilon_{\beta \alpha} w
\end{align*}
$$

With the help of Equations 6.1.6, 6.2.20, and 6.3.4, the equilibrium equations 5.1.19 reduce to

$$
\begin{gather*}
\sigma_{\beta \alpha, \beta}+H_{\alpha}=0, \quad \mu_{\alpha 3, \alpha}+\varepsilon_{\alpha \beta} \sigma_{\alpha \beta}+H=0  \tag{6.3.6}\\
\mathcal{L}_{i} \Omega=G_{i}  \tag{6.3.7}\\
\mathcal{L}_{i} V=K_{i} \tag{6.3.8}
\end{gather*}
$$

on $\Sigma_{1}$, where

$$
\begin{align*}
H_{\alpha}= & {\left[\lambda\left(\chi+\tau_{2} \Phi\right)\right]_{, \alpha}+S_{\alpha} V+\tau_{2}\left[S_{\alpha} \Lambda+(\mu+\kappa) \varepsilon_{\beta \alpha} x_{\beta}\right] } \\
& +(\mu+\kappa) \sum_{s=1}^{3} c_{a} v_{\alpha}^{(s)}+f_{\alpha}^{(0)} \\
H= & {\left[\beta\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right)\right]_{, \alpha}+(\alpha+\beta+\gamma)\left(\tau_{2}+\sum_{s=1}^{3} c_{s} \varphi^{(s)}\right) } \\
& +\alpha\left(\chi_{\nu}+\tau_{2} \Phi_{\nu}\right)_{, \nu}+g_{3}^{(0)} \\
G_{\nu}= & -\sum_{s=1}^{3} b_{s}\left[\left(\alpha \psi_{3}^{(s)}\right)_{, \nu}+\mu_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa v_{\beta}^{(s)}\right]-\gamma \varepsilon_{\nu \beta} b_{\beta}-g_{\nu}^{(0)}  \tag{6.3.9}\\
G_{3}= & -\sum_{s=1}^{3} b_{s}\left[\lambda \gamma_{\alpha \alpha}^{(s)}+\left(\mu v_{\alpha}^{(s)}\right)_{, \alpha}\right]-(\lambda+2 \mu+\kappa)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)-f_{3}^{(0)} \\
K_{\nu}= & -\sum_{s=1}^{3} c_{s}\left[\left(\alpha \psi_{3}^{(s)}\right)_{, \nu}+\mu_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa v_{\beta}^{(s)}\right]-\gamma \varepsilon_{\nu \beta} c_{\beta} \\
K_{3}= & -\sum_{s=1}^{3} c_{s}\left[\lambda \gamma_{\alpha \alpha}^{(s)}+\left(\mu v_{\alpha}^{(s)}\right)_{, \alpha}\right]-(\lambda+2 \mu+\kappa)\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right)
\end{align*}
$$

Using Equations 6.1.7, 6.2.21, and 6.3.4, the conditions 6.3 .2 become

$$
\begin{gather*}
\sigma_{\alpha \beta} n_{\alpha}=S_{\beta}, \quad \mu_{\alpha 3} n_{\alpha}=S  \tag{6.3.10}\\
\mathscr{N}_{i} \Omega=N_{i}  \tag{6.3.11}\\
\mathscr{N}_{i} V=P_{i} \tag{6.3.12}
\end{gather*}
$$

on $\Gamma$, where

$$
\begin{align*}
& S_{\beta}=\widetilde{t}_{\beta}^{(0)}-\lambda\left(\chi+\tau_{2} \Phi\right) n_{\beta}, \quad S=\widetilde{m}_{3}^{(0)}-\beta\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) n_{\alpha} \\
& N_{\nu}=\widetilde{m}_{\nu}^{(0)}-n_{\nu} \alpha \sum_{s=1}^{3} b_{s} \psi_{3}^{(s)}, \quad N_{3}=\widetilde{t}_{3}^{(0)}-\mu \sum_{s=1}^{3} b_{s} v_{\alpha}^{(s)} n_{\alpha}  \tag{6.3.13}\\
& P_{\nu}=-\alpha n_{\nu} \sum_{s=1}^{3} c_{s} \psi_{3}^{(s)}, \quad P_{3}=-\mu \sum_{s=1}^{3} c_{s} v_{\alpha}^{(s)} n_{\alpha}
\end{align*}
$$

From Equations 6.3.5, 6.3.6, and 6.3.10, it follows that the functions $v_{\alpha}$ and $w$ satisfy the equations and the boundary conditions in a plane strain problem. The necessary and sufficient conditions 5.2.80 for the existence of the solution of this problem are

$$
\begin{gather*}
\int_{\Sigma_{1}} H_{\alpha}+\int_{\Gamma} S_{\alpha} d s=0 \\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} H_{\beta}+H\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} S_{\beta}+S\right) d s=0 \tag{6.3.14}
\end{gather*}
$$

Using Equations 6.3.9 and 6.3.13 and the divergence theorem, we obtain

$$
\begin{align*}
& \int_{\Sigma_{1}} H_{\alpha} d a+\int_{\Gamma} S_{\alpha} d s=\int_{\Sigma_{1}} f_{\alpha}^{(0)} d a+\int_{\Gamma} \widetilde{t}_{\alpha}^{(0)} d s+\int_{\Sigma_{1}} t_{3 \alpha, 3} d a \\
& \int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} H_{\beta}+H\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} S_{\beta}+S\right) d s=\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(0)}+g_{3}^{(0)}\right) d a \\
& \quad+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(0)}+\widetilde{m}_{3}^{(0)}\right) d s+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta, 3}+m_{33,3}\right) d a \tag{6.3.15}
\end{align*}
$$

With the help of equilibrium equations 5.1.19 and 6.3.1, we have

$$
\begin{aligned}
t_{31,3} & =\left(t_{13}-m_{j 2, j}\right)_{, 3}=\left(t_{13}-m_{j 2, j}+x_{1} t_{s 3, s}\right)_{, 3} \\
& =x_{1} t_{33,33}-m_{32,33}+\left(x_{1} t_{\alpha 3}\right)_{, \alpha 3} \\
t_{32,3} & =x_{2} t_{33,33}+m_{31,33}+\left(x_{2} t_{\alpha 3}\right)_{, \alpha 3}
\end{aligned}
$$

so that, taking into account the conditions 6.3 .2 , we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{3 \alpha, 3} d a=\int_{\Sigma_{1}}\left(x_{\alpha} t_{33,33}-\varepsilon_{\alpha \beta} m_{3 \beta, 33}\right) d a \tag{6.3.16}
\end{equation*}
$$

Substituting Equations 6.3.4 into Equation 6.3.16, we find that

$$
\int_{\Sigma_{1}} t_{3 \alpha, 3} d a=A_{\alpha i} c_{i}
$$

so that the condition $6.3 .14_{1}$ can be written in the form

$$
\begin{equation*}
A_{\alpha i} c_{i}=-\int_{\Sigma_{1}} f_{\alpha}^{(0)} d a-\int_{\Gamma} \widetilde{t}_{\alpha}^{(0)} d s \tag{6.3.17}
\end{equation*}
$$

Let us consider the boundary-value problem 6.3.8 and 6.3.12. The necessary and sufficient condition for the existence of the solution of this problem is

$$
\begin{equation*}
\int_{\Sigma_{1}} K_{3} d a-\int_{\Gamma} P_{3} d s=0 \tag{6.3.18}
\end{equation*}
$$

Using Equations 6.2.12, 6.3.9, and 6.3.10, from Equation 6.3 .18 we obtain

$$
\begin{equation*}
A_{3 i} c_{i}=0 \tag{6.3.19}
\end{equation*}
$$

In view of Equation 6.2.13, the system 6.3.17 and 6.3.19 uniquely determines the constants $c_{i}$. Let us consider now the boundary-value problem 6.3.7 and 6.3.11. The necessary and sufficient condition for the existence of the solution of this problem is

$$
\begin{equation*}
\int_{\Sigma_{1}} G_{3} d a-\int_{\Gamma} N_{3} d s=0 \tag{6.3.20}
\end{equation*}
$$

By using Equations 6.2.12, 6.3.9, and 6.3.13, the condition 6.3.20 reduces to

$$
\begin{equation*}
A_{3 s} b_{s}=-\int_{\Sigma_{1}} f_{3}^{(0)} d a-\int_{\Gamma} \widetilde{t}_{3}^{(0)} d s \tag{6.3.21}
\end{equation*}
$$

Let us impose the conditions 6.2.3. We can write

$$
\begin{align*}
\int_{\Sigma_{1}} t_{31} d a= & \int_{\Sigma_{1}}\left(t_{13}-m_{j 2, j}-g_{2}^{(0)}\right) d a \\
= & \int_{\Sigma_{1}}\left[t_{13}-m_{j 2, j}+x_{1}\left(t_{s 3, s}+f_{3}^{(0)}\right)-g_{2}^{(0)}\right] d a \\
= & \int_{\Sigma_{1}}\left[\left(x_{1} t_{\alpha 3}\right)_{, \alpha}-m_{\alpha 2, \alpha}+x_{1} t_{33,3}-m_{32,3}-g_{2}^{(0)}\right] d a \\
= & \int_{\Gamma}\left(x_{1} \widetilde{t}_{3}^{(0)}-\widetilde{m}_{2}^{(0)}\right) d s+\int_{\Sigma_{1}}\left(x_{1} f_{3}^{(0)}-g_{2}^{(0)}\right) d a  \tag{6.3.22}\\
& +\int_{\Sigma_{1}}\left(x_{1} t_{33,3}-m_{32,3}\right) d a \\
\int_{\Sigma_{1}} t_{32} d a= & \int_{\Sigma_{1}}\left(x_{2} f_{3}^{(0)}+g_{1}^{(0)}\right) d a+\int_{\Gamma}\left(x_{2} \widetilde{t}_{3}^{(0)}+\widetilde{m}_{1}^{(0)}\right) d s \\
& +\int_{\Sigma_{1}}\left(x_{2} t_{33,3}+m_{31,3}\right) d a
\end{align*}
$$

By using Equations 6.3.4 and 6.3.22, the conditions 6.2.3 become

$$
\begin{equation*}
A_{\alpha s} b_{s}=-F_{\alpha}-\int_{\Sigma_{1}}\left(x_{\alpha} f_{3}^{(0)}+\varepsilon_{\beta \alpha} g_{\beta}^{(0)}\right) d a-\int_{\Gamma}\left(x_{\alpha} \widetilde{t}_{3}^{(0)}+\varepsilon_{\beta \alpha} \widetilde{m}_{\beta}^{(0)}\right) d s \tag{6.3.23}
\end{equation*}
$$

Equations 6.3 .21 and 6.3.23 determine the constants $b_{s}$. In what follows we assume that the functions $\chi, \chi_{\alpha}, \Psi$, and $\Psi_{\alpha}$, and the constants $b_{i}$ and $c_{i}$ are known.

With the help of Equations 6.3.152 and 6.3.4, the condition 6.3.152 reduces to

$$
\begin{aligned}
\tau_{2} D^{*}= & -\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(0)}+g_{3}^{(0)}\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(0)}+\widetilde{m}_{3}^{(0)}\right) d s \\
& -\int_{\Sigma_{1}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu \chi_{, \beta}+\varepsilon_{\nu \beta} \kappa \chi_{\nu}+(\mu+\kappa) \sum_{s=1}^{3} c_{s} v_{\beta}^{(s)}\right]\right. \\
& \left.+(\alpha+\beta+\gamma) \sum_{s=1}^{3} c_{s} \psi_{3}^{(s)}+\alpha \chi_{\nu, \nu}\right\} d a
\end{aligned}
$$

where $D^{*}$ is given by Equation 6.2.25. The above relation permits the determination of the constant $\tau_{2}$. From Equations 6.2.4, 6.2.5, and 6.3.4, we obtain

$$
\begin{equation*}
A_{i j} a_{j}=C_{i} \tag{6.3.24}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\alpha}= & \varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma}\left\{x_{\alpha}\left[\lambda \gamma_{\nu \nu}+(\lambda+2 \mu+\kappa)\left(\chi+\tau_{2} \Phi\right)\right]\right. \\
& \left.-\varepsilon_{\alpha \beta}\left[\gamma\left(\chi_{\beta}+\tau_{2} \Phi_{\beta}\right)+\mu_{3 \beta}\right]\right\} d a \\
C_{3}= & -F_{3}-\int_{\Sigma}\left[(\lambda+2 \mu+\kappa)\left(\chi+\tau_{2} \Phi\right)+\lambda \gamma_{\alpha \alpha}\right] d a
\end{aligned}
$$

Equations 6.3.24 determine the constants $a_{j}$. By Equations 6.2.6 and 6.3.4, we find that

$$
\begin{aligned}
\tau_{1} D^{*}= & -M_{3}-\int_{\Sigma}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu \Psi_{, \beta}+\varepsilon_{\nu \beta} \kappa \Psi_{\nu}+(\mu+\kappa) \sum_{s=1}^{3} b_{s} v_{\beta}^{(s)}\right]\right. \\
& \left.+(\alpha+\beta+\gamma) \sum_{s=1}^{3} b_{s} \psi^{(s)}+\alpha \Psi_{\nu, \nu}\right\} d a
\end{aligned}
$$

This relation determines the constant $\tau_{1}$. The Almansi-Michell problem is therefore solved.

### 6.3.2 Almansi's Problem

We assume that $f_{i}, g_{i}, \tilde{t}_{i}$, and $\widetilde{m}_{i}$ are polynomials of degree $r$ in the axial coordinate, namely

$$
\begin{align*}
f_{i} & =\sum_{k=0}^{r} F_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k}, & & g_{i}=\sum_{k=0}^{r} G_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k} \\
\tilde{t}_{i} & =\sum_{k=0}^{r} p_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k}, & & \widetilde{m}_{i}=\sum_{k=0}^{r} q_{i k}\left(x_{1}, x_{2}\right) x_{3}^{k} \tag{6.3.25}
\end{align*}
$$

where $F_{i k}, G_{i k}, p_{i k}$, and $q_{i k}$ are prescribed functions of class $C^{\infty}$. In the case of nonhomogeneous Cosserat cylinders, the problem of Almansi consists in finding of the functions $u_{i}, \varphi_{i} \in C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy the Equations 5.1.11, 5.1.17, and 5.1.19 on $B$, the conditions

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=\widetilde{t}_{i}, \quad m_{\alpha i} n_{\alpha}=\widetilde{m}_{i} \text { on } \Pi \tag{6.3.26}
\end{equation*}
$$

and the conditions on the end $\Sigma_{1}$, when $f_{i}, g_{i}, \widetilde{t}_{i}$, and $\widetilde{m}_{i}$ are given by Equation 6.3.25 and the constitutive coefficients have the form 6.1.1. As in Section 2.3, the Almansi problem can be reduced to the following problem: to find the functions $u_{i}, \varphi_{i} \in C^{2}(B) \cap C^{1}(\bar{B})$ which satisfy the equations
$t_{j i, j}+\mathscr{F}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0, \quad m_{j i, j}+\varepsilon_{i r s} t_{r s}+\mathcal{H}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0$
$t_{i j}=\lambda e_{r r} \delta_{i j}+(\mu+\kappa) e_{i j}+\mu e_{j i}$
$m_{i j}=\alpha \varphi_{r, r} \delta_{i j}+\beta \varphi_{i, j}+\gamma \varphi_{j, i}, \quad e_{i j}=u_{j, i}+\varepsilon_{j i r} \varphi_{r}$ on $B$
and the boundary conditions

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 i} d a=0, \quad & \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} t_{3 k}+m_{3 i}\right) d a=0  \tag{6.3.28}\\
t_{\alpha i} n_{\alpha}=p_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}, \quad & m_{\alpha i} n_{\alpha}=q_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1} \text { on } \Pi \tag{6.3.29}
\end{align*}
$$

when the solution of the equations

$$
\begin{align*}
& t_{j i, j}^{*}+\mathscr{F}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}=0, \quad m_{j i, j}^{*}+\varepsilon_{i r s} t_{r s}^{*}+\mathcal{H}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}=0 \\
& t_{i j}^{*}=\lambda e_{r r}^{*} \delta_{i j}+(\mu+\kappa) e_{i j}^{*}+\mu e_{j i}^{*}  \tag{6.3.30}\\
& m_{i j}^{*}=\alpha \varphi_{r, r}^{*} \delta_{i j}+\beta \varphi_{i, j}^{*}+\gamma \varphi_{j, i}^{*}, \quad e_{i j}^{*}=u_{j, i}^{*}+\varepsilon_{j i r} \varphi_{r}^{*}
\end{align*}
$$

with the conditions

$$
\begin{align*}
& \int_{\Sigma_{1}} t_{3 i}^{*} d a=0, \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} t_{3 k}^{*}+m_{3 i}^{*}\right) d a=0  \tag{6.3.31}\\
& t_{\alpha i}^{*} n_{\alpha}=p_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}, \quad m_{\alpha i}^{*} n_{\alpha}=q_{i}\left(x_{1}, x_{2}\right) x_{3}^{n} \text { on } \Pi \tag{6.3.32}
\end{align*}
$$

is known. In the above relations, $\mathscr{F}_{i}, \mathcal{H}_{i}, p_{i}$, and $q_{i}$ are prescribed functions which belong to $C^{\infty}$. We seek the solution of Almansi problem in the form

$$
\begin{equation*}
u_{i}=(n+1)\left[\int_{0}^{x_{3}} u_{i}^{*} d x_{3}+v_{i}\right], \quad \varphi_{i}=(n+1)\left[\int_{0}^{x_{3}} \varphi_{i}^{*} d x_{3}+\psi_{i}\right] \tag{6.3.33}
\end{equation*}
$$

where $v_{i}$ and $\psi_{i}$ are unknown functions. From Equations 6.3.27 and 6.3.33, we obtain

$$
\begin{align*}
t_{i j} & =(n+1)\left[\int_{0}^{x_{3}} t_{i j}^{*} d x_{3}+\tau_{i j}+k_{i j}\right]  \tag{6.3.34}\\
m_{i j} & =(n+1)\left[\int_{0}^{x_{3}} m_{i j}^{*} d x_{3}+\mu_{i j}+h_{i j}\right]
\end{align*}
$$

where

$$
\begin{gather*}
\tau_{i j}=\lambda \gamma_{r r} \delta_{i j}+(\mu+\kappa) \gamma_{i j}+\mu \gamma_{j i}  \tag{6.3.35}\\
\mu_{i j}=\alpha \psi_{r, r} \delta_{i j}+\beta \psi_{i, j}+\gamma \psi_{j, i}, \quad \gamma_{i j}=v_{j, i}+\varepsilon_{j i k} \psi_{k}
\end{gather*}
$$

and

$$
\begin{array}{rlrl}
k_{\alpha \beta} & =\lambda \delta_{\alpha \beta} u_{3}^{*}\left(x_{1}, x_{2}, 0\right), & & k_{33}=(\lambda+2 \mu+\kappa) u_{3}^{*}\left(x_{1}, x_{2}, 0\right) \\
k_{\alpha 3} & =\mu u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & & k_{3 \alpha}=(\mu+\kappa) u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right) \\
h_{\eta \nu}=\alpha \delta_{\eta \nu} \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right), & & h_{33}=(\alpha+\beta+\gamma) \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right)  \tag{6.3.36}\\
h_{\alpha 3}=\beta \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & & h_{3 \alpha}=\gamma \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right)
\end{array}
$$

By using Equations 6.3.30, the equilibrium equations reduce to

$$
\begin{equation*}
\tau_{j i, j}+Y_{i}=0, \quad \mu_{j i, j}+\varepsilon_{i r s} \tau_{r s}+Z_{i}=0 \tag{6.3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{i}=k_{\alpha i, \alpha}+t_{3 i}^{*}\left(x_{1}, x_{2}, 0\right), \quad Z_{i}=h_{\alpha i, \alpha}+m_{3 i}^{*}\left(x_{1}, x_{2}, 0\right) \tag{6.3.38}
\end{equation*}
$$

Let us note that $Y_{i}$ and $Z_{i}$ are independent of the axial coordinate.
With the help of Equations 6.3.32 and 6.3.34, the conditions 6.3.29 become

$$
\begin{equation*}
\tau_{\beta i} n_{\beta}=\rho_{i}, \quad \mu_{\beta i} n_{\beta}=\eta_{i} \text { on } \Pi \tag{6.3.39}
\end{equation*}
$$

where

$$
\rho_{i}=-k_{\alpha i} n_{\alpha}, \quad \eta_{i}=-h_{\alpha i} n_{\alpha}
$$

From Equations 6.3.28 and 6.3.31, we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}} \tau_{3 i} d a=-T_{i}, \quad \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} \tau_{3 k}+\mu_{3 i}\right) d a=-\Omega_{i} \tag{6.3.40}
\end{equation*}
$$

where

$$
T_{i}=\int_{\Sigma_{1}} k_{3 i} d a, \quad \Omega_{i}=\int_{\Sigma_{1}}\left(\varepsilon_{i j s} x_{j} k_{3 s}+h_{3 i}\right) d a
$$

Thus, the functions $v_{i}$ and $\psi_{i}$ satisfy Equations 6.3 .7 and 6.3 .35 on $B$ and the boundary conditions 6.3.39 and 6.3.40. This problem was studied in Section 6.3.1. The solution has the form 6.3.3 in which $c_{i}=b_{i}=\tau_{2}=0$, $\chi=\chi_{\alpha}=0$. Thus, the considered problem is solved.

The results presented in this chapter were established in Ref. 155.

### 6.4 Anisotropic Cosserat Cylinders

This section is concerned with the deformation of nonhomogeneous and anisotropic Cosserat elastic cylinders. Throughout this section we consider nonhomogeneous materials where the elastic coefficients are independent of the axial coordinate, namely

$$
\begin{gather*}
A_{j i k l}=A_{i j k l}\left(x_{1}, x_{2}\right), \quad B_{i j k l}=B_{i j k l}\left(x_{1}, x_{2}\right)  \tag{6.4.1}\\
C_{i j k l}=C_{i j k l}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
\end{gather*}
$$

We suppose that the functions $A_{i j r s}, B_{i j r s}$, and $C_{i j r s}$ belong to $C^{\infty}$, and that the domain $\Sigma_{1}$ is $C^{\infty}$-smooth. We consider only a $C^{\infty}$-theory but it is possible to get a classical solution under more general assumptions of regularity [88].

### 6.4.1 Generalized Plane Strain

We assume that the cylinder $B$ is occupied by an anisotropic elastic material for which the constitutive coefficients are independent of $x_{3}$. We define the state of generalized plane strain of the cylinder $B$ to be that state in which the displacement vector and microrotation vector are independent of the axial coordinate,

$$
\begin{equation*}
u_{i}=u_{i}\left(x_{1}, x_{2}\right), \quad \varphi_{i}=\varphi_{i}\left(x_{1}, x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{6.4.2}
\end{equation*}
$$

This restriction implies that $e_{i j}, \kappa_{i j}, t_{i j}$, and $m_{i j}$ are independent of $x_{3}$. We assume that on the lateral surface of the cylinder, there are prescribed stress vector and the couple stress vector, and that the loads are independent of the axial coordinate. In the case of the generalized plane strain, the equations of equilibrium are

$$
\begin{equation*}
t_{\alpha i, \alpha}+f_{i}=0, \quad m_{\alpha i, \alpha}+\varepsilon_{i j k} t_{j k}+g_{i}=0 \text { on } \Sigma_{1} \tag{6.4.3}
\end{equation*}
$$

The geometrical equations imply that

$$
\begin{equation*}
e_{\alpha i}=u_{i, \alpha}+\varepsilon_{i \alpha k} \varphi_{k}, \quad e_{3 i}=\varepsilon_{i 3 k} \varphi_{k}, \quad \kappa_{\alpha i}=\varphi_{i, \alpha}, \quad \kappa_{3 i}=0 \tag{6.4.4}
\end{equation*}
$$

The constitutive equations reduce to

$$
\begin{gather*}
t_{\alpha i}=A_{\alpha i j k} e_{j k}+B_{\alpha i \beta j} \kappa_{\beta j}, \quad t_{3 \alpha}=A_{3 \alpha j k} e_{j k}+B_{3 \alpha \beta j} \kappa_{\beta j}  \tag{6.4.5}\\
m_{\alpha i}=B_{j k \alpha i} e_{j k}+C_{\alpha i \beta j} \kappa_{\beta j}
\end{gather*}
$$

and

$$
\begin{equation*}
t_{33}=A_{33 j k} e_{j k}+B_{33 \beta j} \kappa_{\beta j}, \quad m_{3 i}=B_{j k 3 i} e_{j k}+C_{3 i \beta j} \kappa_{\beta j} \tag{6.4.6}
\end{equation*}
$$

On the lateral surface of the cylinder, we have the boundary conditions

$$
\begin{equation*}
t_{\alpha i} n_{\alpha}=\widetilde{t}_{i}, \quad m_{\alpha i} n_{\alpha}=\widetilde{m}_{i} \text { on } \Gamma \tag{6.4.7}
\end{equation*}
$$

The generalized plane strain problem consists in the determination of the functions $u_{i}$ and $\varphi_{i}$ which satisfy Equations 6.4.3, 6.4.4, and 6.4.5 on $\Sigma_{1}$ and the boundary conditions 6.4 .7 on $\Gamma$. The functions $t_{33}$ and $m_{3 i}$ can be calculated from Equations 6.4.6 after the components $u_{i}$ and $\varphi_{i}$ have been determined.

The conditions of equilibrium of the cylinder $B$ can be written in the form

$$
\begin{gather*}
\int_{\Sigma_{1}} f_{i} d a+\int_{\Gamma} \widetilde{t}_{i} d s=0 \\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}+g_{3}\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}+\widetilde{m}_{3}\right) d s=0 \tag{6.4.8}
\end{gather*}
$$

and

$$
\begin{align*}
& \int_{\Sigma_{1}}\left(x_{2} f_{3}+g_{1}\right) d a+\int_{\Gamma}\left(x_{2} \widetilde{t}_{3}+\widetilde{m}_{1}\right) d s-\int_{\Sigma_{1}} t_{32} d a=0 \\
& \int_{\Sigma_{1}}\left(x_{1} f_{3}-g_{2}\right) d a+\int_{\Gamma}\left(x_{1} \widetilde{t}_{3}-\widetilde{m}_{2}\right) d s-\int_{\Sigma_{1}} t_{31} d a=0 \tag{6.4.9}
\end{align*}
$$

The conditions 6.4 .9 are identically satisfied on the basis of the relations 6.4.3 and 6.4.7. Thus, for the first of Equation 6.4.9, we have

$$
\begin{aligned}
\int_{\Sigma_{1}} t_{32} d a & =\int_{\Sigma_{1}}\left(t_{23}+g_{1}+m_{\alpha 1, \alpha}\right) d a \\
& =\int_{\Sigma_{1}}\left[t_{23}+x_{2}\left(t_{\alpha 3, \alpha}+f_{3}\right)+m_{\alpha 1, \alpha}+g_{1}\right] d a \\
& =\int_{\Sigma_{1}}\left[\left(x_{2} t_{\alpha 3}\right)_{, \alpha}+x_{2} f_{3}+g_{1}+m_{\alpha 1, \alpha}\right] d a \\
& =\int_{\Gamma}\left(x_{2} t_{\alpha 3}+m_{\alpha 1}\right) n_{\alpha} d s+\int_{\Sigma_{1}}\left(x_{2} f_{3}+g_{1}\right) d a \\
& =\int_{\Gamma}\left(x_{2} \widetilde{t}_{3}+\widetilde{m}_{1}\right) d s+\int_{\Sigma_{1}}\left(x_{2} f_{3}+g_{1}\right) d a
\end{aligned}
$$

In a similar way, we can prove that the second condition 6.4.9 is satisfied.
The elastic potential in the case of generalized plane strain is given by

$$
\begin{aligned}
2 W^{0}= & A_{\alpha i j k} e_{\alpha i} e_{j k}+A_{3 \alpha j k} e_{3 \alpha} e_{j k}+B_{\alpha i \beta j} e_{\alpha i} \kappa_{\beta j} \\
& +B_{3 \alpha \beta j} e_{3 \alpha} \kappa_{\beta j}+B_{j k \alpha i} e_{j k} \kappa_{\alpha i}+C_{\alpha i \beta j} \kappa_{\alpha i} \kappa_{\beta j}
\end{aligned}
$$

We suppose that $W^{0}$ is a positive definite quadratic form in the variables $e_{\alpha i}, e_{3 \alpha}$, and $\kappa_{\alpha i}$. We recall the following result (cf. [88,154]).

Theorem 6.4.1 The generalized plane strain problem has a solution belonging to $C^{\infty}\left(\bar{\Sigma}_{1}\right)$ if and only if the functions $f_{i}, g_{3}, \widetilde{t}_{i}$, and $\widetilde{m}_{3}$ satisfy the conditions 6.4.8.

In what follows we will use four special problems $C^{(s)},(s=1,2,3,4)$, of generalized plane strain. The problems $C^{(s)}$ correspond to the systems of loading $f_{i}^{(s)}, g_{i}^{(s)}, \widetilde{t}_{i}^{(s)}, \widetilde{m}_{i}^{(s)}$, where

$$
\begin{align*}
f_{i}^{(\beta)} & =\left(A_{\alpha i 33} x_{\beta}+\varepsilon_{\nu \beta} B_{\alpha i 3 \nu}\right)_{, \alpha}, \quad f_{i}^{(3)}=A_{\alpha i 33, \alpha} \\
f_{i}^{(4)} & =\left(A_{\alpha i 3 \nu} \varepsilon_{\beta \nu} x_{\beta}+B_{\alpha i 33}\right)_{, \alpha} \\
g_{i}^{(\beta)} & =\left(B_{33 \alpha i} x_{\beta}+\varepsilon_{\nu \beta} C_{\alpha i 3 \nu}\right)_{, \alpha}+\varepsilon_{i j k}\left(A_{j k 33} x_{\beta}+\varepsilon_{\nu \beta} B_{j k 3 \nu}\right) \\
g_{i}^{(3)} & =B_{33 \alpha i, \alpha}+\varepsilon_{i j k} A_{j k 33} \\
g_{i}^{(4)} & =\left(B_{3 \nu \alpha i} \varepsilon_{\beta \nu} x_{\beta}+C_{\alpha i 33}\right)_{, \alpha}+\varepsilon_{i j k}\left(A_{j k 3 \nu} \varepsilon_{\beta \nu} x_{\beta}+B_{j k 33}\right)  \tag{6.4.10}\\
\widetilde{t}_{i}^{(\beta)} & =-\left(A_{\alpha i 33} x_{\beta}+\varepsilon_{\nu \beta} B_{\alpha i 3 \nu}\right) n_{\alpha}, \quad \widetilde{t}_{i}^{(3)}=-A_{\alpha i 33} n_{\alpha} \\
\widetilde{t}_{i}^{(4)} & =-\left(A_{\alpha i 3 \nu} \varepsilon_{\beta \nu} x_{\beta}+B_{\alpha i 33}\right) n_{\alpha} \\
\widetilde{m}_{i}^{(\beta)} & =-\left(B_{33 \alpha i} x_{\beta}+\varepsilon_{\nu \beta} C_{\alpha i 3 \nu}\right) n_{\alpha}, \quad \widetilde{m}_{i}^{(3)}=-B_{33 \alpha i} n_{\alpha} \\
m_{i}^{(4)} & =-\left(B_{3 \nu \alpha i} \varepsilon_{\beta \nu} x_{\beta}+C_{\alpha i 33}\right) n_{\alpha}
\end{align*}
$$

We denote by $u_{i}^{(s)}$ and $\varphi_{i}^{(s)}$, respectively, the components of the displacement vector and the components of the microrotation vector from the problem $C^{(s)}$.

The problem $C^{(s)}$ is characterized by the equations

$$
\begin{gather*}
t_{\alpha i, \alpha}^{(s)}+f_{i}^{(s)}=0, \quad m_{\alpha i, \alpha}^{(s)}+\varepsilon_{i j k} t_{j k}^{(s)}+g_{i}^{(s)}=0 \\
t_{\alpha i}^{(s)}=A_{\alpha i j k} e_{j k}^{(s)}+B_{\alpha i \beta j} \kappa_{\beta j}^{(s)}, \quad t_{3 \alpha}^{(s)}=A_{3 \alpha j k} e_{j k}^{(s)}+B_{3 \alpha \beta j} \kappa_{\beta j}^{(s)} \\
m_{\alpha i}^{(s)}=B_{j k \alpha i} e_{j k}^{(s)}+C_{\alpha i \beta j} \kappa_{\beta j}^{(s)}  \tag{6.4.11}\\
e_{\alpha i}^{(s)}=u_{i, \alpha}^{(s)}+\varepsilon_{i \alpha k} \varphi_{k}^{(s)}, \quad e_{3 i}^{(s)}=\varepsilon_{i 3 k} \varphi_{k}^{(s)}, \quad \kappa_{\alpha i}^{(s)}=\varphi_{i, \alpha}^{(s)}
\end{gather*}
$$

on $\Sigma_{1}$, and the boundary conditions

$$
\begin{equation*}
t_{\alpha i}^{(s)} n_{\alpha}=\widetilde{t}_{i}^{(s)}, \quad m_{\alpha i}^{(s)} n_{\alpha}=\widetilde{m}_{i}^{(s)} \text { on } \Gamma \tag{6.4.12}
\end{equation*}
$$

We denote

$$
t_{33}^{(s)}=A_{33 j k} e_{j k}^{(s)}+B_{33 \beta j} \kappa_{\beta j}^{(s)}, \quad m_{3 i}^{(s)}=B_{j k 3 i} e_{j k}^{(s)}+C_{3 i \beta j} \kappa_{\beta j}^{(s)}
$$

It is a simple matter to see that the necessary and sufficient conditions 6.4.8 for the existence of the solution are satisfied for each boundary-value problem $C^{(s)}$. In what follows we assume that the functions $u_{i}^{(s)}$ and $\varphi_{i}^{(s)}$ are known.

### 6.4.2 Extension, Bending, and Torsion

Let us study the deformation of the cylinder $B$ when the loading applied on the end $\Sigma_{1}$ is statically equivalent to a force $\mathbf{F}=F_{3} \mathbf{e}_{3}$ and a moment $\mathbf{M}=M_{3} \mathbf{e}_{3}$. The problem consists in the solving of Equations 5.1.11, 5.1.16, and 6.2 .1 on $B$, with the conditions $4.10 .14,4.10 .15$, and 6.2 .20 . We seek the solution in the form

$$
\begin{align*}
& u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}+\varepsilon_{\beta \alpha} a_{4} x_{3} x_{\beta}+\sum_{s=1}^{4} a_{s} u_{\alpha}^{(s)} \\
& u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\sum_{s=1}^{4} a_{s} u_{3}^{(s)}  \tag{6.4.13}\\
& \varphi_{\alpha}=\varepsilon_{\alpha \beta} a_{\beta} x_{3}+\sum_{s=1}^{4} a_{s} \varphi_{\alpha}^{(s)}, \quad \varphi_{3}=a_{4} x_{3}+\sum_{s=1}^{4} a_{s} \varphi_{3}^{(s)}
\end{align*}
$$

where $u_{i}^{(s)}$ and $\varphi_{i}^{(s)}$ are the solutions of the problems $C^{(s)}$ and $a_{s}$ are unknown constants. From Equations 5.1.11, 5.1.16, and 6.4.13, we obtain

$$
\begin{equation*}
t_{i j}=\sum_{s=1}^{4} a_{s} \tau_{i j}^{(s)}, \quad m_{i j}=\sum_{s=1}^{4} a_{s} \mu_{i j}^{(s)} \tag{6.4.14}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\tau_{i j}^{(\alpha)}=t_{i j}^{(\alpha)}+A_{i j 33} x_{\alpha}+\varepsilon_{\nu \alpha} B_{i j 3 \nu}, & \tau_{i j}^{(3)}=t_{i j}^{(3)}+A_{i j 33} \\
\tau_{i j}^{(4)}=t_{i j}^{(4)}+A_{i j 3 \nu} \varepsilon_{\beta \nu} x_{\beta}+B_{i j 33}, & \mu_{i j}^{(\alpha)}=m_{i j}^{(\alpha)}+B_{33 i j} x_{\alpha}+\varepsilon_{\nu \alpha} C_{i j 3 \nu} \\
\mu_{i j}^{(3)}=m_{i j}^{(3)}+B_{33 i j}, \quad \mu_{i j}^{(4)}=m_{i j}^{(4)}+B_{3 \nu i j} \varepsilon_{\beta \nu} x_{\beta}+C_{i j 33} \tag{6.4.15}
\end{array}
$$

The equilibrium equations 6.2 .1 and the boundary conditions 6.2 .2 are satisfied on the basis of the relations 6.4.11 and 6.4.12. As in Section 6.2, we can prove that the conditions 4.10 .14 are identically satisfied. From 4.10.15 and 6.4.14, we find that

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{\alpha s} a_{s}=\varepsilon_{\alpha \beta} M_{\beta}, \quad \sum_{s=1}^{4} \mathcal{D}_{3 s} a_{s}=-F_{3}, \quad \sum_{s=1}^{4} \mathcal{D}_{4 s} a_{s}=-M_{3} \tag{6.4.16}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{D}_{\alpha s}=\int_{\Sigma_{1}}\left(x_{\alpha} \tau_{33}^{(s)}+\varepsilon_{\beta \alpha} \mu_{3 \beta}^{(s)}\right) d a, \quad \mathcal{D}_{3 s}=\int_{\Sigma_{1}} \tau_{33}^{(s)} d a  \tag{6.4.17}\\
& \mathcal{D}_{4 s}=\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} \tau_{3 \beta}^{(s)}+\mu_{33}^{(s)}\right) d a
\end{align*}
$$

As in Section 4.3, we can prove that

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{D}_{r s}\right) \neq 0 \tag{6.4.18}
\end{equation*}
$$

so that the system 6.4.16 uniquely determines the constants $a_{s},(s=1,2,3,4)$.

### 6.4.3 Flexure

The problem of flexure consists in the determination of a solution of the Equations 5.1.11, 5.1.16, and 6.2 .1 on $B$ which satisfies the conditions 6.2 .2 and the conditions for $x_{3}=0$. We seek the solution in the form

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}+\varepsilon_{\beta \alpha}\left(a_{4} x_{3}+\frac{1}{2} b_{4} x_{3}^{2}\right) x_{\beta} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) u_{\alpha}^{(s)}+v_{\alpha}\left(x_{1}, x_{2}\right) \\
u_{3}= & \left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) u_{3}^{(s)}+v_{3}\left(x_{1}, x_{2}\right)  \tag{6.4.19}\\
\varphi_{\alpha}= & \varepsilon_{\alpha \beta}\left(a_{\beta} x_{3}+\frac{1}{2} b_{\beta} x_{3}^{2}\right)+\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) \varphi_{\alpha}^{(s)}+\psi_{\alpha}\left(x_{1}, x_{2}\right) \\
\varphi_{3}= & a_{4} x_{3}+\frac{1}{2} b_{4} x_{3}^{2}+\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) \varphi_{3}^{(s)}+\psi_{3}\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $u_{i}^{(s)}$ and $\varphi_{i}^{(s)}$ are the solutions of the problems $C^{(s)}, v_{i}$ and $\psi_{i}$ are unknown functions, and $a_{k}$ and $b_{k},(k=1,2,3,4)$, are unknown constants.

From Equations 5.1.11, 5.1.17, and 6.4.19, we obtain

$$
\begin{align*}
t_{i j} & =\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) \tau_{i j}^{(s)}+\tau_{i j}+K_{i j} \\
m_{i j} & =\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}\right) \mu_{i j}^{(s)}+\mu_{i j}+H_{i j} \tag{6.4.20}
\end{align*}
$$

where $\tau_{i j}^{(s)}$ and $\mu_{i j}^{(s)}$ are given by Equations $6.4 .15, \tau_{i j}$ and $\mu_{i j}$ are defined by

$$
\begin{gather*}
\tau_{i j}=A_{i j r s} \gamma_{r s}+B_{i j r s} \nu_{r s}, \quad \mu_{i j}=B_{r s i j} \gamma_{r s}+C_{i j r s} \nu_{r s} \\
\gamma_{\alpha i}=v_{i, \alpha}+\varepsilon_{i \alpha k} \psi_{k}, \quad \gamma_{3 i}=\varepsilon_{i 3 k} \psi_{k}, \quad \nu_{\alpha i}=\psi_{i, \alpha}, \quad \nu_{3 i}=0 \tag{6.4.21}
\end{gather*}
$$

and

$$
\begin{equation*}
K_{i j}=\sum_{s=1}^{4} b_{s}\left(A_{i j 3 k} u_{k}^{(s)}+B_{i j 3 k} \varphi_{k}^{(s)}\right), \quad H_{i j}=\sum_{s=1}^{4} b_{s}\left(B_{3 k i j} u_{k}^{(s)}+C_{i j 3 k} \varphi_{k}^{(s)}\right) \tag{6.4.22}
\end{equation*}
$$

With the help of Equations 6.4.11 and 6.4.20, the equilibrium equations 6.2.1 reduce to

$$
\begin{equation*}
\tau_{\alpha i, \alpha}+Q_{i}=0, \quad \mu_{\alpha i, \alpha}+\varepsilon_{i j k} \tau_{j k}+G_{i}=0 \text { on } \Sigma_{1} \tag{6.4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{i}=K_{\alpha i, \alpha}+\sum_{s=1}^{4} b_{s} \tau_{3 i}^{(s)}, \quad G_{i}=H_{\alpha i, \alpha}+\varepsilon_{i j k} K_{j k}+\sum_{s=1}^{4} b_{s} \mu_{3 i}^{(s)} \tag{6.4.24}
\end{equation*}
$$

In view of the relations 6.4 .20 and 6.4 .12 , the conditions on the lateral surface become

$$
\begin{equation*}
\tau_{\alpha i} n_{\alpha}=p_{i}, \quad \mu_{\alpha i} n_{\alpha}=q_{i} \text { on } \Gamma \tag{6.4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i}=-K_{\alpha i} n_{\alpha}, \quad q_{i}=-H_{\alpha i} n_{\alpha} \tag{6.4.26}
\end{equation*}
$$

Thus, the functions $v_{i}$ and $\psi_{i}$ are the components of the displacement vector and the components of the microrotation vector in the generalized plane strain problem 6.4.21, 6.4.23, and 6.4.25. The necessary and sufficient conditions to solve this problem are

$$
\begin{gather*}
\int_{\Sigma_{1}} Q_{i} d a+\int_{\Gamma} p_{i} d s=0 \\
\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} Q_{\beta}+G_{3}\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}+q_{3}\right) d s=0 \tag{6.4.27}
\end{gather*}
$$

It is a simple matter to see that we have

$$
\begin{equation*}
\tau_{\alpha i, \alpha}^{(s)}=0, \quad \mu_{\alpha i, \alpha}^{(s)}+\varepsilon_{i j k} \tau_{j k}^{(s)}=0 \text { on } \Sigma_{1} \tag{6.4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\alpha i}^{(s)} n_{\alpha}=0, \quad \mu_{\alpha i}^{(s)} n_{\alpha}=0 \text { on } \Gamma \tag{6.4.29}
\end{equation*}
$$

Using Equations 6.4.28 and 6.4.29, we find that

$$
\begin{align*}
\int_{\Sigma_{1}} \tau_{3 \alpha}^{(s)} d a & =\int_{\Sigma_{1}}\left[\tau_{\alpha 3}^{(s)}+\varepsilon_{\beta \alpha} \mu_{\rho \beta, \rho}^{(s)}\right] d a=\int_{\Sigma_{1}}\left[\tau_{\alpha 3}^{(s)}+x_{\alpha} \tau_{\nu 3, \nu}^{(s)}+\varepsilon_{\beta \alpha} \mu_{\rho \beta, \rho}^{(s)}\right] d a \\
& =\int_{\Sigma_{1}}\left[\left(x_{\alpha} \tau_{\nu 3}^{(s)}\right)_{, \nu}+\varepsilon_{\beta \alpha} \mu_{\rho \beta, \rho}^{(s)}\right] d a=\int_{\Gamma}\left[x_{\alpha} \tau_{\nu 3}^{(s)} n_{\nu}+\varepsilon_{\beta \alpha} \mu_{\rho \beta}^{(s)} n_{\rho}\right] d s=0 \tag{6.4.30}
\end{align*}
$$

By Equations 6.4.24, 6.4.26, and 6.4.30, we find that the first two conditions 6.4.27 are identically satisfied. From the remaining conditions, we get

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{r s} b_{s}=0, \quad(r=3,4) \tag{6.4.31}
\end{equation*}
$$

where $\mathcal{D}_{r s}$ are given by Equations 6.4.17. Taking into account the equilibrium equations and the boundary conditions 6.2 .2 , we obtain

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 \alpha} d a & =\int_{\Sigma_{1}}\left(t_{\alpha 3}+\varepsilon_{\beta \alpha} m_{j \beta, j}\right) d a=\int_{\Sigma_{1}}\left(t_{\alpha 3}+x_{\alpha} t_{i 3, i}+\varepsilon_{\beta \alpha} m_{j \beta, j}\right) d a \\
& =\int_{\Gamma}\left(x_{\alpha} t_{\nu 3}+\varepsilon_{\beta \alpha} m_{\nu \beta}\right) n_{\nu} d s+\int_{\Sigma_{1}}\left(x_{\alpha} t_{33,3}+\varepsilon_{\beta \alpha} m_{3 \beta, 3}\right) d a \\
& =\int_{\Sigma_{1}}\left(x_{\alpha} t_{33}+\varepsilon_{\beta \alpha} m_{3 \beta}\right)_{, 3} d a \tag{6.4.32}
\end{align*}
$$

Using Equations 6.4.20 and 6.4.32, the conditions 6.2.26 reduce to

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{\alpha s} b_{s}=-F_{\alpha} \tag{6.4.33}
\end{equation*}
$$

The system 6.4.31 and 6.4 .33 can always be solved for the constants $c_{s}$. Thus the conditions 6.4.27 are satisfied. In what follows we assume that the functions $v_{j}$ and $\psi_{i}$ have been determined.

In view of Equations 6.4.20, from the conditions 6.2.27 and 6.2.28, we obtain the following equations for the unknown constants $a_{s}$

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{r s} a_{s}=d_{r}, \quad(r=1,2,3,4) \tag{6.4.34}
\end{equation*}
$$

where

$$
\begin{align*}
d_{\alpha} & =-\int_{\Sigma_{1}}\left[x_{\alpha}\left(\tau_{33}+K_{33}\right)-\varepsilon_{\alpha \beta}\left(\mu_{3 \beta}+H_{3 \beta}\right)\right] d a \\
d_{3} & =-\int_{\Sigma_{1}}\left(\tau_{33}+K_{33}\right) d a  \tag{6.4.35}\\
d_{4} & =-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha}\left(\tau_{3 \beta}+K_{3 \beta}\right)+\mu_{33}+H_{33}\right] d a
\end{align*}
$$

Equations 6.4.34 uniquely determine the constants $a_{s},(s=1,2,3,4)$, so that the flexure problem is solved.

### 6.4.4 Uniformly Loaded Cylinders

Let us consider the Almansi-Michell problem for anisotropic elastic bodies. The problem consists in the determination of the functions $u_{i}, \varphi_{i} \in$ $C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy the Equations $5.1 .11,5.1 .16$, and 5.1 .19 on $B$, the conditions on the end $\Sigma_{1}$, and the conditions 6.3 .2 on $\Pi$, when the body loads have the form 6.3.1.

Following Ref. 161, we try to solve the problem assuming that

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\varepsilon_{\beta \alpha}\left(a_{4} x_{3}+\frac{1}{2} b_{4} x_{3}^{2}+\frac{1}{6} c_{4} x_{3}^{3}\right) x_{\beta} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) u_{\alpha}^{(s)}+w_{\alpha}\left(x_{1}, x_{2}\right)+x_{3} v_{\alpha}\left(x_{1}, x_{2}\right) \\
u_{3}= & \left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2} \\
& +\frac{1}{6}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{3} \\
& +\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) u_{3}^{(s)}+w_{3}\left(x_{1}, x_{2}\right)+x_{3} v_{3}\left(x_{1}, x_{2}\right) \\
\varphi_{\alpha}= & \varepsilon_{\alpha \beta}\left(a_{\beta} x_{3}+\frac{1}{2} b_{\beta} x_{3}^{2}+\frac{1}{6} c_{\beta} x_{3}^{3}\right)+\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \varphi_{\alpha}^{(s)} \\
& +\chi_{\alpha}\left(x_{1}, x_{\alpha}\right)+x_{3} \psi_{\alpha}\left(x_{1}, x_{2}\right) \\
\varphi_{3}= & a_{4} x_{3}+\frac{1}{2} b_{4} x_{3}^{2}+\frac{1}{6} c_{4} x_{3}^{3}+\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \varphi_{3}^{(s)} \\
& +\chi_{3}\left(x_{1}, x_{2}\right)+x_{3} \psi_{3}\left(x_{1}, x_{2}\right) \tag{6.4.36}
\end{align*}
$$

where $u_{i}^{(s)}$ and $\varphi_{i}^{(s)}$ are the solutions of the problems $C^{(s)}, v_{i}, \psi_{i}, w_{i}$, and $\chi_{i}$ are unknown functions, and $a_{s}, b_{s}$, and $c_{s},(s=1,2,3,4)$, are unknown
constants. By Equations 5.1.11, 5.1.16, and 6.4.36, we get

$$
\begin{align*}
t_{i j} & =\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \tau_{i j}^{(s)}+\tau_{i j}+x_{3} \sigma_{i j}+k_{i j}+x_{3} K_{i j} \\
m_{i j} & =\sum_{s=1}^{4}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \mu_{i j}^{(s)}+\mu_{i j}+x_{3} \nu_{i j}+h_{i j}+x_{3} H_{i j} \tag{6.4.37}
\end{align*}
$$

where $\tau_{i j}^{(s)}$ and $\mu_{i j}^{(s)}$ are given by Equation $6.4 .15, \tau_{i j}$ and $\mu_{i j}$ are defined by

$$
\begin{align*}
& \tau_{i j}=A_{i j r s} \xi_{r s}+B_{i j r s} \eta_{r s}, \quad \mu_{i j}=B_{r s i j} \xi_{r s}+C_{i j r s} \eta_{r s}  \tag{6.4.38}\\
& \xi_{\alpha i}=w_{i, \alpha}+\varepsilon_{i \alpha k} \chi_{k}, \quad \xi_{3 i}=\varepsilon_{i 3 k} \chi_{k}, \quad \eta_{\alpha i}=\chi_{i, \alpha}
\end{align*}
$$

the functions $\sigma_{i j}$ and $\nu_{i j}$ have the expressions

$$
\begin{gather*}
\sigma_{i j}=A_{i j r s} \gamma_{r s}+B_{i j r s} \zeta_{r s}, \quad \nu_{i j}=B_{r s i j} \gamma_{r s}+C_{i j r s} \zeta_{r s} \\
\gamma_{\alpha i}=v_{i, \alpha}+\varepsilon_{i \alpha k} \psi_{k}, \quad \gamma_{3 i}=\varepsilon_{i 3 k} \psi_{k}, \quad \zeta_{\alpha i}=\psi_{i, \alpha} \tag{6.4.39}
\end{gather*}
$$

and we have used the notations

$$
\begin{align*}
k_{i j} & =A_{i j 3 r} v_{r}+B_{i j 3 r} \psi_{r}+\sum_{s=1}^{4} b_{s}\left(A_{i j 3 r} u_{r}^{(s)}+B_{i j 3 r} \varphi_{r}^{(s)}\right) \\
K_{i j} & =\sum_{s=1}^{4} c_{s}\left[A_{i j 3 r} u_{r}^{(s)}+B_{i j 3 r} \varphi_{r}^{(s)}\right] \\
h_{i j} & =B_{3 r i j} v_{r}+C_{i j 3 r} \psi_{r}+\sum_{s=1}^{4} b_{s}\left[B_{3 r i j} u_{r}^{(s)}+C_{i j 3 r} \varphi_{r}^{(s)}\right]  \tag{6.4.40}\\
H_{i j} & =\sum_{s=1}^{4} c_{s}\left(B_{3 r i j} u_{r}^{(s)}+C_{i j 3 r} \varphi_{r}^{(s)}\right)
\end{align*}
$$

The equations of equilibrium 5.1.19 reduce to

$$
\begin{align*}
& \tau_{\alpha i, \alpha}+k_{\alpha i, \alpha}+\sum_{s=1}^{4} b_{s} \tau_{3 i}^{(s)}+\sigma_{3 i}+K_{3 i}+f_{i}^{(0)}=0  \tag{6.4.41}\\
& \mu_{\alpha i, \alpha}+\varepsilon_{i j k} \tau_{j k}+g_{i}^{(0)}+h_{\alpha i, \alpha}+\sum_{s=1}^{4} b_{s} \mu_{3 i}^{(s)}+\nu_{3 i}+H_{3 i}+\varepsilon_{i j r} k_{j r}=0
\end{align*}
$$

and

$$
\begin{align*}
& \sigma_{\alpha i, \alpha}+K_{\alpha i, \alpha}+\sum_{s=1}^{4} c_{s} \tau_{3 i}^{(s)}=0 \\
& \nu_{\alpha i, \alpha}+\varepsilon_{i j k} \sigma_{j k}+H_{\alpha i, \alpha}+\varepsilon_{i j k} K_{j k}+\sum_{s=1}^{4} c_{s} \mu_{3 i}^{(s)}=0 \text { on } \Sigma_{1} \tag{6.4.42}
\end{align*}
$$

The boundary conditions 6.3 .2 become

$$
\begin{equation*}
\tau_{\alpha i} n_{\alpha}=P_{i}, \quad \mu_{\alpha i} n_{\alpha}=Q_{i} \text { on } \Gamma \tag{6.4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\alpha i} n_{\alpha}=T_{i}, \quad \nu_{\alpha i} n_{\alpha}=S_{i} \text { on } \Gamma \tag{6.4.44}
\end{equation*}
$$

where
$P_{i}=\widetilde{t}_{i}^{(0)}-k_{\alpha i} n_{\alpha}, \quad Q_{i}=\widetilde{m}_{i}^{(0)}-h_{\alpha i} n_{\alpha}, \quad T_{i}=-K_{\alpha i} n_{\alpha}, \quad S_{i}=-H_{\alpha i} n_{\alpha}$
The necessary and sufficient conditions to solve the generalized plane strain problem 6.4.39, 6.4.42, and 6.4.44 reduce to

$$
\begin{equation*}
\int_{\Sigma_{1}} \sum_{s=1}^{4} c_{s} \tau_{3 i}^{(s)} d a=0, \quad \int_{\Sigma_{1}} \sum_{s=1}^{4} c_{s}\left[\varepsilon_{\alpha \beta} x_{\alpha} \tau_{3 \beta}^{(s)}+\mu_{33}^{(s)}\right] d a=0 \tag{6.4.45}
\end{equation*}
$$

By using Equation 6.4.30, it follows that the first two conditions 6.4.45 are satisfied. The remaining conditions imply

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{r s} c_{s}=0, \quad(r=3,4) \tag{6.4.46}
\end{equation*}
$$

The necessary and sufficient conditions for the existence of the solution of the generalized plane strain problem 6.4.38, 6.4.41, and 6.4.43 are

$$
\begin{align*}
& \int_{\Sigma_{1}} f_{i}^{(0)} d a+\int_{\Gamma} \tilde{t}_{i}^{(0)} d s+\int_{\Sigma_{1}} t_{3 i, 3} d a=0 \\
& \int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(0)}+g_{3}^{(0)}\right) d a+\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(0)}+\widetilde{m}_{3}^{(0)}\right) d s  \tag{6.4.47}\\
& \quad+\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta, 3}+m_{33,3}\right) d a=0
\end{align*}
$$

By using Equation 6.3.16, the first two conditions 6.4.47 reduce to

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{\alpha s} c_{s}=-\int_{\Sigma_{1}} f_{\alpha}^{(0)} d a-\int_{\Gamma} \tilde{t}_{\alpha}^{(0)} d s \tag{6.4.48}
\end{equation*}
$$

The system 6.4.46 and 6.4.48 determines the constants $c_{s},(s=1,2,3,4)$. Thus, the conditions 6.4 .45 are satisfied, and in what follows we can assume that the functions $v_{i}$ and $\psi_{i}$ are known. The remaining conditions from Equation 6.4.47 become

$$
\begin{align*}
\sum_{s=1}^{4} \mathcal{D}_{3 s} b_{s}= & -\int_{\Sigma_{1}} f_{3}^{(0)} d a-\int_{\Gamma} \widetilde{t}_{3}^{(0)} d s-\int_{\Sigma_{1}}\left(\sigma_{33}+K_{33}\right) d a \\
\sum_{s=1}^{4} \mathcal{D}_{4 s} b_{s}= & -\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(0)}+g_{3}^{(0)}\right) d a-\int_{\Gamma}\left(\varepsilon_{\alpha \beta} x_{\alpha} \widetilde{t}_{\beta}^{(0)}+\widetilde{m}_{3}^{(0)}\right) d s  \tag{6.4.49}\\
& -\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha}\left(\sigma_{3 \beta}+K_{3 \beta}\right)+\nu_{33}+H_{33}\right] d a
\end{align*}
$$

With the help of Equation 6.3.22, the conditions 6.2.3 take the form

$$
\begin{align*}
\sum_{s=1}^{4} \mathcal{D}_{\alpha s} b_{s}= & -F_{\alpha}-\int_{\Gamma}\left(x_{\alpha} \widetilde{t}_{3}^{(0)}+\varepsilon_{\beta \alpha} \widetilde{m}_{\beta}^{(0)}\right) d s-\int_{\Sigma_{1}}\left(x_{\alpha} f_{3}^{(0)}+\varepsilon_{\beta \alpha} g_{\beta}^{(0)}\right) d a \\
& -\int_{\Sigma_{1}}\left[x_{\alpha}\left(\sigma_{33}+K_{33}\right)+\varepsilon_{\beta \alpha}\left(\nu_{3 \beta}+H_{3 \beta}\right)\right] d a \tag{6.4.50}
\end{align*}
$$

In view of Equation 6.4.18, the system 6.4.49 and 6.4.50 determines the constants $b_{s},(s=1,2,3,4)$. The conditions 6.4 .47 are satisfied so that we can consider that the functions $w_{i}$ and $\chi_{i}$ are given.

From Equations 6.2.4, 6.2.5, and 6.2.6, we obtain the following system for the constants $a_{s}$

$$
\begin{equation*}
\sum_{s=1}^{4} \mathcal{D}_{r s} a_{s}=\zeta_{r}, \quad(r=1,2,3,4) \tag{6.4.51}
\end{equation*}
$$

where

$$
\begin{aligned}
\zeta_{\alpha} & =\varepsilon_{\alpha \beta} M_{\beta}-\int_{\Sigma_{1}}\left[x_{\alpha}\left(\tau_{33}+k_{33}\right)+\varepsilon_{\beta \alpha}\left(\mu_{3 \beta}+h_{3 \beta}\right)\right] d a \\
\zeta_{3} & =-F_{3}-\int_{\Sigma_{1}}\left(\tau_{33}+k_{33}\right) d a \\
\zeta_{4} & =-M_{3}-\int_{\Sigma_{1}}\left[\varepsilon_{\alpha \beta} x_{\alpha}\left(\tau_{3 \beta}+k_{3 \beta}\right)+\mu_{33}+h_{33}\right] d a
\end{aligned}
$$

On the basis of Equation 6.4.18, from Equation 6.4.51, we can find the constants $a_{1}, a_{2}, a_{3}$, and $a_{4}$.

### 6.4.5 Recurrence Process

In this case the problem of Almansi reduces to the finding of the functions $u_{i}, \varphi_{i} \in C^{2}(B) \cap C^{1}(\bar{B})$ that satisfy the equations

$$
\begin{gather*}
t_{j i, j}+\mathscr{F}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0, \quad m_{j i, j}+\varepsilon_{i r s} t_{r s}+\mathcal{H}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0 \\
t_{i j}=A_{i j r s} e_{r s}+B_{i j r s} \kappa_{r s}, \quad m_{i j}=B_{r s i j} e_{r s}+C_{i j r s} \kappa_{r s}  \tag{6.4.52}\\
e_{i j}=u_{j, i}+\varepsilon_{j i k} \varphi_{k}, \quad \kappa_{i j}=\varphi_{j, i} \text { on } B
\end{gather*}
$$

and the boundary conditions 6.3 .28 and 6.3 .29 , when the solution of the equations

$$
\begin{gather*}
t_{j i, j}^{*}+\mathscr{F}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}=0, \quad m_{j i, j}^{*}+\varepsilon_{i r s} t_{r s}^{*}+\mathcal{H}_{i}\left(x_{1}, x_{2}\right) x_{3}^{n}=0 \\
t_{i j}^{*}=A_{i j r s} e_{r s}^{*}+B_{i j r s} \kappa_{r s}^{*}, \quad m_{i j}^{*}=B_{r s i j} e_{r s}^{*}+C_{i j r s} \kappa_{r s}^{*}  \tag{6.4.53}\\
e_{i j}^{*}=u_{j, i}^{*}+\varepsilon_{j i k} \varphi_{k}^{*}, \quad \kappa_{i j}^{*}=\varphi_{j, i}^{*} \text { on } B
\end{gather*}
$$

with the conditions 6.3 .31 and 6.3 .32 , is known. We seek the solution of this problem in the form 6.3.33, where $v_{i}$ and $\psi_{i}$ are unknown functions.

By Equations 6.3.33, 6.4.52, and 6.4.53, we get

$$
\begin{aligned}
t_{i j} & =(n+1)\left(\int_{0}^{x_{3}} t_{i j}^{*} d x_{3}+\tau_{i j}+T_{i j}\right) \\
m_{i j} & =(n+1)\left(\int_{0}^{x_{3}} m_{i j}^{*} d x_{3}+\mu_{i j}+M_{i j}\right)
\end{aligned}
$$

where $\tau_{i j}$ and $\mu_{i j}$ are defined by

$$
\begin{gathered}
\tau_{i j}=A_{i j r s} \xi_{r s}+B_{i j r s} \eta_{r s}, \quad \mu_{i j}=B_{r s i j} \xi_{r s}+C_{i j r s} \eta_{r s} \\
\xi_{i j}=v_{j, i}+\varepsilon_{j i k} \psi_{k}, \quad \eta_{i j}=\psi_{j, i}
\end{gathered}
$$

and we have used the notations

$$
\begin{aligned}
T_{i j} & =A_{i j 3 r} u_{r}^{*}\left(x_{1}, x_{2}, 0\right)+B_{i j 3 r} \varphi_{r}^{*}\left(x_{1}, x_{2}, 0\right) \\
M_{i j} & =B_{3 r i j} u_{r}^{*}\left(x_{1}, x_{2}, 0\right)+C_{i j 3 r} \varphi_{r}^{*}\left(x_{1}, x_{2}, 0\right)
\end{aligned}
$$

The equilibrium equations reduce to

$$
\tau_{j i, j}+P_{i}=0, \quad \mu_{j i, j}+\varepsilon_{i r s} \tau_{r s}+Q_{i}=0 \text { on } B
$$

Here we have used the notations

$$
P_{i}=T_{j i, j}+t_{3 i}^{*}\left(x_{1}, x_{2}, 0\right), \quad Q_{i}=M_{j i, j}+m_{3 i}^{*}\left(x_{1}, x_{2}, 0\right)
$$

The conditions on the lateral surface become

$$
\tau_{\alpha i} n_{\alpha}=s_{i}, \quad \mu_{\alpha i} n_{\alpha}=r_{i} \text { on } \Pi
$$

where

$$
s_{i}=-T_{\alpha i} n_{\alpha}, \quad r_{i}=-M_{\alpha i} n_{\alpha}
$$

One can see that $P_{i}, Q_{i}, s_{i}$, and $r_{i}$ are independent of the axial coordinate. In view of Equations 6.3.31, from Equations 6.3.28, we obtain

$$
\int_{\Sigma_{1}} \tau_{3 i} d a=-\widetilde{A}_{i}, \quad \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} \tau_{3 k}+\mu_{3 i}\right) d a=-\widetilde{B}_{i}
$$

where

$$
\widetilde{A}_{i}=\int_{\Sigma_{1}} T_{3 i} d a, \quad \widetilde{B}_{i}=\int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} T_{3 k}+M_{3 i}\right) d a
$$

Thus, for the unknown functions $v_{i}$ and $\psi_{i}$, we have obtained a problem of Almansi-Michell type. The solution of this problem has the form 6.4.36.

### 6.5 Cylinders Composed of Different Elastic Materials

This section is concerned with the deformation of a cylinder composed of different isotropic Cosserat elastic materials. We now assume that $B$ is a composed cylinder, as described in Section 3.1. We suppose that the domain $B_{\rho}$ is occupied by an isotropic material with the constitutive coefficients $\lambda^{(\rho)}, \mu^{(\rho)}, \ldots, \gamma^{(\rho)}$ and that

$$
\begin{gather*}
\lambda^{(\rho)}=\lambda^{(\rho)}\left(x_{1}, x_{2}\right), \quad \mu^{(\rho)}=\mu^{(\rho)}\left(x_{1}, x_{2}\right), \ldots, \gamma^{(\rho)}=\gamma^{(\rho)}\left(x_{1}, x_{2}\right)  \tag{6.5.1}\\
\left(x_{1}, x_{2}\right) \in A_{\rho}
\end{gather*}
$$

We assume that the elastic coefficients belong to $C^{\infty}$ and that the elastic potential corresponding to the body which occupies $B_{\rho}$ is a positive definite quadratic form. We can consider $B$ as being occupied by an elastic medium which, in general, has elastic coefficients discontinuous along $\Pi_{0}$.

The functions $u_{i}, \varphi_{i}, t_{i}$, and $m_{i}$ must be continuous in passing from one medium to another so that we have the conditions

$$
\begin{align*}
{\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[\varphi_{i}\right]_{1} } & =\left[\varphi_{i}\right]_{2} \\
{\left[t_{\beta i}\right]_{1} n_{\beta}^{0}=\left[t_{\beta i}\right]_{2} n_{\beta}^{0}, \quad\left[m_{\beta i}\right]_{1} n_{\beta}^{0} } & =\left[m_{\beta i}\right]_{2} n_{\beta}^{0} \text { on } \Pi_{0} \tag{6.5.2}
\end{align*}
$$

where it has been indicated that the expressions in brackets are calculated for the domains $B_{1}$ and $B_{2}$, respectively. Here, $n_{\beta}^{0}$ are the direction cosines of the vector normal to $\Pi_{0}$, outward to $B_{1}$.

### 6.5.1 Plane Strain Problems

The plane strain problem for Cosserat elastic solids has been introduced in Sections 5.2 and 6.1. Let us consider now the problem of the plane strain associated to the cylinder $B$, which is occupied by two materials. The equilibrium equations for the plane strain can be written in the form

$$
\begin{equation*}
t_{\beta \alpha, \beta}+f_{\alpha}^{(\rho)}=0, \quad m_{\beta 3, \beta}+\varepsilon_{\alpha \beta} t_{\alpha \beta}+g_{3}^{(\rho)}=0 \text { on } A_{\rho} \tag{6.5.3}
\end{equation*}
$$

We assume that the functions $f_{\alpha}^{(\rho)}$ and $g_{3}^{(\rho)}$ belong to $C^{\infty}$. The constitutive Equations 6.1.3 lead to

$$
\begin{gather*}
t_{\alpha \beta}=\lambda^{(\rho)} e_{\eta \eta} \delta_{\alpha \beta}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) e_{\alpha \beta}+\mu^{(\rho)} e_{\beta \alpha}  \tag{6.5.4}\\
m_{\alpha 3}=\gamma^{(\rho)} \varphi_{3, \alpha} \text { on } A_{\rho}
\end{gather*}
$$

Since the displacement vector, the microrotation vector, the stress vector, and the couple-stress vector are continuous in passing one medium to another, in the plane strain we have the conditions

$$
\begin{align*}
{\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[\varphi_{3}\right]_{1} } & =\left[\varphi_{3}\right]_{2}  \tag{6.5.5}\\
{\left[t_{\alpha \beta}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha \beta}\right]_{2} n_{\alpha}^{0}, \quad\left[m_{\alpha 3}\right]_{1} n_{\alpha}^{0} } & =\left[m_{\alpha 3}\right]_{2} n_{\alpha}^{0} \text { on } \Gamma_{0}
\end{align*}
$$

We consider the following boundary conditions

$$
\begin{equation*}
\left[t_{\beta \alpha} n_{\beta}\right]_{\rho}=h_{\alpha}^{(\rho)}, \quad\left[m_{\alpha 3} n_{\alpha}\right]_{\rho}=q^{(\rho)} \text { on } \Gamma_{\rho} \tag{6.5.6}
\end{equation*}
$$

where $h_{\alpha}^{(\rho)}$ and $q^{(\rho)}$ are functions of class $C^{\infty}$. If the domains $A_{\rho}$ satisfy some conditions of regularity [88], then the above plane strain problem has a solution if and only if

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} h_{\alpha}^{(\rho)} d a\right]=0 \\
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)}+g_{3}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} h_{\beta}^{(\rho)}+q^{(\rho)}\right) d s\right]=0 \tag{6.5.7}
\end{align*}
$$

In what follows, we assume that the requirements which insure this result are fulfilled. If the conditions 6.5.5 are replaced by

$$
\begin{gather*}
{\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[\varphi_{3}\right]_{1}=\left[\varphi_{3}\right]_{2}} \\
{\left[t_{\alpha \beta}\right]_{1} n_{\alpha}^{0}=\left[t_{\alpha \beta}\right]_{2} n_{\alpha}^{0}+p_{\beta}, \quad\left[m_{\alpha 3}\right]_{1} n_{\alpha}^{0}=\left[m_{\alpha 3}\right]_{2} n_{\alpha}^{0}+q \text { on } \Gamma_{0}} \tag{6.5.8}
\end{gather*}
$$

where $p_{\alpha}$ and $q$ are functions of class $C^{\infty}$, then the conditions 6.5.7 are replaced by

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} f_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} h_{\alpha}^{(\rho)} d s\right]+\int_{\Gamma_{0}} p_{\alpha} d s=0 \\
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} f_{\beta}^{(\rho)}+g_{3}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} h_{\beta}^{(\rho)}+q^{(\rho)}\right) d s\right]  \tag{6.5.9}\\
& \quad+\int_{\Gamma_{0}}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}+q\right) d s=0
\end{align*}
$$

We will have occasion to use three special problems $\mathcal{E}^{(s)},(s=1,2,3)$, of plane strain. In what follows, we denote by $u_{\alpha}^{(s)}, \varphi^{(s)}, e_{\alpha \beta}^{(s)}, t_{i j}^{(s)}$, and $m_{i j}^{(s)}$ the solution of the problem $\mathcal{E}^{(s)}$. The problems $\mathcal{E}^{(s)}$ are characterized by the equations of equilibrium

$$
\begin{align*}
& t_{\beta \alpha, \beta}^{(\eta)}+\left(\lambda^{(\rho)} x_{\eta}\right)_{, \alpha}=0, \quad t_{\beta \alpha, \beta}^{(3)}+\lambda_{, \alpha}^{(\rho)}=0, \quad(\eta=1,2)  \tag{6.5.10}\\
& m_{\beta 3, \beta}^{(\eta)}+\varepsilon_{\alpha \beta} t_{\alpha \beta}^{(\eta)}+\varepsilon_{\alpha \eta} \beta_{, \alpha}^{(\rho)}=0, \quad m_{\beta 3, \beta}^{(3)}+\varepsilon_{\alpha \beta} t_{\alpha \beta}^{(3)}=0
\end{align*}
$$

the constitutive equations
$t_{\alpha \beta}^{(s)}=\lambda^{(\rho)} e_{\eta \eta}^{(s)} \delta_{\alpha \beta}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) e_{\alpha \beta}^{(s)}+\mu^{(\rho)} e_{\beta \alpha}^{(s)}, \quad m_{\alpha 3}^{(s)}=\gamma^{(\rho)} \varphi_{3, \alpha}^{(s)}$
the geometrical equations

$$
\begin{equation*}
e_{\alpha \beta}^{(s)}=u_{\beta, \alpha}^{(s)}+\varepsilon_{\beta \alpha} \varphi_{3}^{(s)}, \quad \kappa_{\alpha 3}^{(s)}=\varphi_{3, \alpha}^{(s)} \tag{6.5.12}
\end{equation*}
$$

on $A_{\rho}$, and the following conditions

$$
\begin{align*}
{\left[u_{\alpha}^{(s)}\right]_{1}=\left[u_{\alpha}^{(s)}\right]_{2}, } & {\left[\varphi_{3}^{(s)}\right]_{1}=\left[\varphi_{3}^{(s)}\right]_{2} }  \tag{6.5.13}\\
{\left[t_{\beta \alpha}^{(s)}\right]_{1} n_{\beta}^{0}=\left[t_{\beta \alpha}^{(s)}\right]_{2} n_{\beta}^{0}+P_{\alpha}^{(s)}, } & {\left[m_{\alpha 3}^{(s)}\right]_{1} n_{\alpha}^{0}=\left[m_{\alpha 3}^{(s)}\right]_{2} n_{\alpha}^{0}+Q^{(s)} \text { on } \Gamma_{0} } \\
{\left[t_{\beta \alpha}^{(\eta)} n_{\beta}\right]_{\rho}=-\lambda^{(\rho)} x_{\eta} n_{\alpha}, } & {\left[t_{\beta \alpha}^{(3)} n_{\beta}\right]_{\rho}=-\lambda^{(\rho)} n_{\alpha} }  \tag{6.5.14}\\
{\left[m_{\alpha 3}^{(\eta)} n_{\alpha}\right]_{\rho}=\varepsilon_{\eta \nu} \beta^{(\rho)} n_{\nu}, } & {\left[m_{\alpha 3}^{(3)} n_{\alpha}\right]_{\rho}=0 \text { on } \Gamma_{\rho} }
\end{align*}
$$

where we have used the notations

$$
\begin{gather*}
P_{\alpha}^{(\eta)}=\left(\lambda^{(2)}-\lambda^{(1)}\right) x_{\eta} n_{\alpha}^{0}, \quad P_{\alpha}^{(3)}=\left(\lambda^{(2)}-\lambda^{(1)}\right) n_{\alpha}^{0} \\
Q^{(\eta)}=\varepsilon_{\eta \alpha}\left(\beta^{(1)}-\beta^{(2)}\right) n_{\alpha}^{0}, \quad Q^{(3)}=0 \tag{6.5.15}
\end{gather*}
$$

The necessary and sufficient conditions for the existence of the solution are satisfied for each boundary-value problem $\mathcal{E}^{(s)}$.

### 6.5.2 Extension and Bending

The problem of extension and bending for a composed cylinder consists in the solving of the Equations 5.1.11, 5.1.17, and 6.2 .1 on $B_{\rho}$ with the conditions $6.2 .2,6.2 .7,6.2 .8$, and 6.5 .2 when the constitutive coefficients have the form 6.5.1. We try to solve this problem assuming that

$$
\begin{align*}
u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2} & +\sum_{s=1}^{3} a_{s} u_{\alpha}^{(s)}, & u_{3} & =\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3} \\
\varphi_{\alpha} & =\varepsilon_{\alpha \beta} a_{\beta} x_{3}, & \varphi_{3} & =\sum_{s=1}^{3} a_{s} \varphi_{3}^{(s)} \tag{6.5.16}
\end{align*}
$$

where $u_{\alpha}^{(s)}, \varphi_{3}^{(s)}$ are the solutions of the problems $\mathcal{E}^{(s)}$, and $a_{s}$ are unknown constants. From Equations 5.1.11, 5.1.17, and 6.5.16, we get

$$
\begin{align*}
& t_{\alpha \beta}=\lambda^{(\rho)}\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) \delta_{\alpha \beta}+\sum_{s=1}^{3} a_{s} t_{\alpha \beta}^{(s)} \\
& t_{33}=\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right)+\lambda^{(\rho)} \sum_{s=1}^{3} a_{s} e_{\alpha \alpha}^{(s)} \\
& t_{\alpha 3}=t_{3 \alpha}=0, \quad m_{\alpha \beta}=m_{33}=0, \quad m_{\alpha 3}=\varepsilon_{\alpha \nu} \beta^{(\rho)} a_{\nu}+\sum_{s=1}^{3} a_{s} m_{\alpha 3}^{(s)} \\
& m_{3 \alpha}=\varepsilon_{\alpha \nu} \gamma^{(\rho)} a_{\nu}+\sum_{s=1}^{3} a_{s} m_{3 \alpha}^{(s)} \tag{6.5.17}
\end{align*}
$$

By using Equations 6.5.13, 6.5.14, and 6.5.15, it follows that the conditions 6.2.2 and 6.5.2 are satisfied. The conditions 6.2 .7 are satisfied on the basis of the relations 6.5.17. From Equations 6.2 .8 and 6.5 .17 we obtain the following system for the unknown constants $a_{k}$,

$$
\begin{equation*}
Y_{r s} a_{s}=C_{r} \tag{6.5.18}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{\alpha \beta}= & \sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{x_{\alpha}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right) x_{\beta}+\lambda^{(\rho)} e_{\eta \eta}^{(\beta)}\right]\right. \\
& \left.-\varepsilon_{\alpha \lambda}\left(\varepsilon_{\lambda \beta} \gamma^{(\rho)}+m_{3 \lambda}^{(\beta)}\right)\right\} d a \\
Y_{\alpha 3}= & \sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{x_{\alpha}\left[\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}+\lambda^{(\rho)} e_{\eta \eta}^{(3)}\right]-\varepsilon_{\alpha \lambda} m_{3 \lambda}^{(3)}\right\} d a \\
Y_{3 \alpha}= & \sum_{\rho=1}^{2} \int_{A_{\rho}}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right) x_{\alpha}+\lambda^{(\rho)} e_{\eta \eta}^{(\alpha)}\right] d a  \tag{6.5.19}\\
Y_{33}= & \sum_{\rho=1}^{2} \int_{A_{\rho}}\left[\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}+\lambda^{(\rho)} e_{\eta \eta}^{(3)}\right] d a \\
C_{\alpha}= & \varepsilon_{\alpha \beta} M_{\beta}, \quad C_{3}=-F_{3}
\end{align*}
$$

Following the procedure from Section 3.6 we can prove that $\operatorname{det}\left(Y_{r s}\right) \neq 0$, so that the system 6.5.18 determines the constants $a_{s}$.

### 6.5.3 Torsion

The problem of torsion for a cylinder composed of two materials consists in the finding of the functions $u_{i}$ and $\varphi_{i}$ that satisfy Equations 5.1.11, 5.1.17, and 6.2 .1 on $B_{\rho}$, the conditions 6.5 .2 on the surface of separation $\Pi_{0}$, the conditions on the end $\Sigma_{1}$, and the conditions 6.2 .2 on the lateral boundary of the cylinder $B$. Following Ref. 141 we seek the solution in the form

$$
\begin{equation*}
u_{\alpha}=\varepsilon_{\beta \alpha} \tau x_{\beta} x_{3}, \quad u_{3}=\tau \Phi\left(x_{1}, x_{2}\right), \quad \varphi_{\alpha}=\tau \Phi_{\alpha}\left(x_{1}, x_{2}\right), \quad \varphi_{3}=\tau x_{3} \tag{6.5.20}
\end{equation*}
$$

where $\Phi, \Phi_{1}$, and $\Phi_{2}$ are unknown functions, and $\tau$ is an unknown constant. Let $\widetilde{V}=\left(G, G_{1}, G_{2}\right)$ be an ordered triplet of functions $G, G_{1}$, and $G_{2}$. We
introduce the notations

$$
\begin{align*}
T_{\alpha}^{(\rho)} \widetilde{V} & =\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) G_{, \alpha}+\kappa^{(\rho)} \varepsilon_{\alpha \beta} G_{\beta}, \quad S_{\alpha}^{(\rho)} \widetilde{V}=\mu^{(\rho)} G_{, \alpha}+\kappa^{(\rho)} \varepsilon_{\beta \alpha} G_{\beta} \\
M_{\alpha \beta}^{(\rho)} \widetilde{V} & =\alpha^{(\rho)} G_{\nu, \nu} \delta_{\alpha \beta}+\beta^{(\rho)} G_{\alpha, \beta}+\gamma^{(\rho)} G_{\beta, \alpha} \\
\mathcal{L}_{\nu}^{(\rho)} \widetilde{V} & =\left(M_{\beta \nu}^{(\rho)} \widetilde{V}\right)_{, \beta}+\varepsilon_{\nu \beta}\left(T_{\beta}^{(\rho)} \widetilde{V}-S_{\beta}^{(\rho)} \widetilde{V}\right) \\
& =\left(\alpha^{(\rho)} G_{\lambda, \lambda}\right)_{, \nu}+\left(\beta^{(\rho)} G_{\lambda, \nu}\right)_{, \lambda}+\left(\gamma^{(\rho)} G_{\nu, \lambda}\right)_{, \lambda}+\varepsilon_{\nu \beta} \kappa^{(\rho)} G_{, \beta}-2 \kappa^{(\rho)} G_{\nu} \\
\mathcal{L}_{3}^{(\rho)} \widetilde{V} & =\left(T_{\alpha}^{(\rho)} \widetilde{V}\right)_{, \alpha}=\left[\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) G_{, \alpha}\right]_{, \alpha}+\varepsilon_{\alpha \beta}\left(\kappa^{(\rho)} G_{\beta}\right)_{, \alpha} \\
\mathcal{N}_{\nu}^{(\rho)} \widetilde{V} & =\left(M_{\alpha \nu}^{(\rho)} \widetilde{V}\right) n_{\alpha}=\alpha^{(\rho)} G_{\lambda, \lambda} n_{\nu}+\beta^{(\rho)} G_{\lambda, \nu} n_{\lambda}+\gamma^{(\rho)} G_{\nu, \lambda} n_{\lambda} \\
\mathcal{N}_{3}^{(\rho)} \widetilde{V} & =\left(T_{\alpha}^{(\rho)} \widetilde{V}\right) n_{\alpha}=\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) G_{, \alpha} n_{\alpha}+\kappa^{(\rho)} \varepsilon_{\alpha \beta} G_{\beta} n_{\alpha} \tag{6.5.21}
\end{align*}
$$

Taking into account Equations 5.1.11, 5.1.17, and 6.5.20, we obtain

$$
\begin{align*}
& t_{\alpha \beta}=0, \quad t_{33}=0, \quad t_{\alpha 3}=\tau\left[T_{\alpha}^{(\rho)} \Lambda+\mu^{(\rho)} \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& t_{3 \alpha}=\tau\left[S_{\alpha}^{(\rho)} \Lambda+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \varepsilon_{\beta \alpha} x_{\beta}\right], \quad m_{\eta \nu}=\tau\left[M_{\eta \nu}^{(\rho)} \Lambda+\alpha^{(\rho)} \delta_{\eta \nu}\right] \\
& m_{\alpha 3}=m_{3 \alpha}=0, \quad m_{33}=\tau\left[\alpha^{(\rho)} \Phi_{\nu, \nu}+\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right] \text { on } A_{\rho} \tag{6.5.22}
\end{align*}
$$

where $\Lambda=\left(\Phi, \Phi_{1}, \Phi_{2}\right)$. The equations of equilibrium 6.2.1 reduce to

$$
\begin{equation*}
\mathcal{L}_{i}^{(\rho)} \Lambda=\mathscr{F}_{i}^{(\rho)} \text { on } A_{\rho} \tag{6.5.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{\nu}^{(\rho)}=x_{\nu} \kappa^{(\rho)}-\alpha_{, \nu}^{(\rho)}, \quad \mathscr{F}_{3}^{(\rho)}=\varepsilon_{\alpha \beta}\left(\mu^{(\rho)} x_{\beta}\right)_{, \alpha} \tag{6.5.24}
\end{equation*}
$$

The boundary conditions 6.2 .2 become

$$
\begin{equation*}
\mathscr{N}_{i}^{(\rho)} \Lambda=\sigma_{i}^{(\rho)} \text { on } \Gamma_{\rho} \tag{6.5.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\nu}^{(\rho)}=-\alpha^{(\rho)} n_{\nu}, \quad \sigma_{3}^{(\rho)}=\mu^{(\rho)} \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \tag{6.5.26}
\end{equation*}
$$

The conditions 6.5.2 reduce to

$$
\begin{equation*}
\left[\mathscr{N}_{i}^{(1)} \Lambda\right]\left(n^{0}\right)-\left[\mathscr{N}_{i}^{(2)} \Lambda\right]\left(n^{0}\right)=k_{i} \text { on } \Gamma_{0} \tag{6.5.27}
\end{equation*}
$$

where we have used the notations

$$
\begin{equation*}
k_{\nu}=\left(\alpha^{(2)}-\alpha^{(1)}\right) n_{\nu}^{0}, \quad k_{3}=\left(\mu^{(1)}-\mu^{(2)}\right) \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}^{0} \tag{6.5.28}
\end{equation*}
$$

and $\left[\mathscr{N}_{i}^{(\rho)}\right]\left(n^{0}\right)$ denotes the operator $\mathscr{N}_{i}^{(\rho)}$ for $n_{\alpha}=n_{\alpha}^{0}$. Following Refs. 88, 137 , and 154 , the necessary and sufficient condition for the existence of the
solution of the boundary-value problem 6.5.23, 6.5.25, and 6.5.27 is

$$
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} \mathscr{F}_{3}^{(\rho)} d a-\int_{\Gamma_{\rho}} \sigma_{3}^{(\rho)} d s\right]-\int_{\Gamma_{0}} k_{3} d s=0
$$

By using Equations 6.5.24, 6.5.26, and 6.5.28, it is easy to see that this condition is satisfied. We assume that the functions $\Phi$ and $\Phi_{\alpha}$ are known. Taking into account Equations 6.5.22 it follows that the conditions 6.2.15 are satisfied. As in Section 6.2.2, we can prove that the conditions 6.2.14 are identically satisfied. From Equation 6.2 .16 we determine the constant $\tau$. Thus, by using Equations 6.5.22, the condition 6.2.16 reduces to

$$
\begin{equation*}
\tau D^{\prime}=-M_{3} \tag{6.5.29}
\end{equation*}
$$

where $D^{\prime}$ is the torsional rigidity

$$
\begin{align*}
D^{\prime}= & \sum_{\rho=1}^{2} \int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha}\left\{\mu^{(\rho)} \Phi_{, \beta}+\varepsilon_{\nu \beta}\left[\kappa^{(\rho)} \Phi_{\nu}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) x_{\nu}\right]\right\}\right. \\
& \left.+\alpha^{(\rho)} \Phi_{\nu, \nu}+\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right) d a \tag{6.5.30}
\end{align*}
$$

By using the method presented in Section 5.3 we can prove that $D^{\prime} \neq 0$, so that the relation 6.5.29 determines the constant $\tau$.

### 6.5.4 Flexure

We suppose that the loading applied on $\Sigma_{1}$ is statically equivalent to the force $\mathbf{F}=F_{\alpha} \mathbf{e}_{\alpha}$ and the moment $\mathbf{M}=\mathbf{0}$. The problem consists in the determination of the displacement and microrotation vector fields that satisfy Equations 5.1.11, 5.1.17, and 6.2.1 on $B_{\rho}$, the conditions 6.5 .2 on the surface of separation, the conditions on the end $\Sigma_{1}$, and the conditions 6.2 .2 on the surface $\Pi$. Following Ref. 155, we seek the solution in the form

$$
\begin{align*}
u_{\alpha} & =-\frac{1}{6} b_{\alpha} x_{3}^{3}+x_{3} \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)}+\varepsilon_{\beta \alpha} \tau x_{\beta} x_{3} \\
u_{3} & =\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2}+\tau \Phi+\Psi\left(x_{1}, x_{2}\right) \\
\varphi_{\alpha} & =\frac{1}{2} \varepsilon_{\alpha \beta} b_{\beta} x_{3}^{2}+\tau \Phi_{\alpha}+\Psi_{\alpha}\left(x_{1}, x_{2}\right)  \tag{6.5.31}\\
\varphi_{3} & =x_{3} \sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)}+\tau x_{3}
\end{align*}
$$

where $\Phi, \Phi_{1}$, and $\Phi_{2}$ satisfy Equations 6.5 .23 and the conditions 6.5 .25 and 6.5.27; $u_{\alpha}^{(s)}$ and $\varphi_{3}^{(s)}$ are the solutions of the problems $\mathcal{E}^{(s)} ; \Psi, \Psi_{1}$, and $\Psi_{2}$
are unknown functions, and $b_{i}$ and $\tau$ are unknown constants. By Equations 5.1.11, 5.1.17, and 6.5.31, we find that

$$
\begin{align*}
& t_{\alpha \beta}=x_{3} \sum_{s=1}^{3} b_{s} t_{\alpha \beta}^{(s)}+\lambda^{(\rho)} x_{3}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) \delta_{\alpha \beta} \\
& t_{33}=\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}+\lambda^{(\rho)} x_{3} \sum_{s=1}^{3} b_{s} e_{\alpha \alpha}^{(s)} \\
& t_{\alpha 3}=\tau\left[T_{\alpha}^{(\rho)} \Lambda+\mu^{(\rho)} \varepsilon_{\beta \alpha} x_{\beta}\right]+T_{\alpha}^{(\rho)} \Omega+\mu^{(\rho)} \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} \\
& t_{3 \alpha}=\tau\left[S_{\alpha}^{(\rho)} \Lambda+\varepsilon_{\beta \alpha}\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) x_{\beta}\right]+S_{\alpha}^{(\rho)} \Omega+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} \\
& m_{\eta \nu}=\tau\left[M_{\eta \nu}^{(\rho)} \Lambda+\alpha^{(\rho)} \delta_{\eta \nu}\right]+M_{\eta \nu} \Omega+\alpha^{(\rho)} \delta_{\eta \nu} \sum_{s=1}^{3} b_{s} \varphi^{(s)} \\
& m_{3 \alpha}=x_{3} \sum_{s=1}^{3} b_{s} m_{3 \alpha}^{(s)}+\gamma^{(\rho)} \varepsilon_{\alpha \beta} b_{\beta} x_{3} \\
& m_{\alpha 3}=\beta^{(\rho)} \varepsilon_{\alpha \beta} b_{\beta} x_{3}+x_{3} \sum_{s=1}^{3} b_{s} m_{\alpha 3}^{(s)} \\
& m_{33}=\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right)\left(\tau+\sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)}\right)+\alpha^{(\rho)}\left(\tau \Phi_{\alpha, \alpha}+\Psi_{\alpha, \alpha}\right) \tag{6.5.32}
\end{align*}
$$

where $\Omega=\left(\Psi, \Psi_{1}, \Psi_{2}\right)$. On the basis of the relations 6.5 .10 and 6.5.15, we conclude that the equilibrium equations 6.2 .1 and the conditions 6.2 .2 and 6.5.2 reduce to

$$
\begin{align*}
& \mathcal{L}_{\nu}^{(\rho)} \Omega=-\gamma^{(\rho)} \varepsilon_{\nu \beta} b_{\beta}-\sum_{s=1}^{3} b_{s}\left[\left(\alpha^{(\rho)} \varphi_{3}^{(s)}\right)_{, \nu}+m_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa^{(\rho)} u_{\beta}^{(s)}\right] \\
& \mathcal{L}_{3}^{(\rho)} \Omega=-\sum_{s=1}^{3} b_{s}\left[\lambda^{(\rho)} e_{\alpha \alpha}^{(s)}+\left(\mu^{(\rho)} u_{\alpha}^{(s)}\right)_{, \alpha}\right]  \tag{6.5.33}\\
&-\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) \text { on } A_{\rho} \\
& {[\Psi]_{1}=[\Psi]_{2}, \quad\left[\Psi_{\alpha}\right]_{1}=\left[\Psi_{\alpha}\right]_{2} } \\
& {\left[\mathscr{N}_{\eta}^{(1)} \Omega\right]\left(n^{0}\right)-\left[\mathscr{N}_{\eta}^{(2)} \Omega\right]\left(n^{0}\right)=\left(\alpha^{(2)}-\alpha^{(1)}\right) \nu_{\eta} \sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)} } \tag{6.5.34}
\end{align*}
$$

$$
\begin{align*}
& {\left[\mathscr{N}_{3}^{(1)} \Omega\right]\left(n^{0}\right)-\left[\mathscr{N}_{3}^{(2)} \Omega\right]\left(n^{0}\right)=\left(\mu^{(2)}-\mu^{(1)}\right) \nu_{\alpha} \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} \text { on } \Gamma_{0}} \\
& \mathscr{N}_{\nu}^{(\rho)} \Omega=-\alpha^{(\rho)} n_{\nu} \sum_{s=1}^{3} b_{s} \varphi^{(s)}, \quad \mathscr{N}_{3}^{(\rho)} \Omega=-\mu^{(\rho)} n_{\alpha} \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} \text { on } \Gamma_{\rho} \tag{6.5.35}
\end{align*}
$$

The necessary and sufficient condition for the existence of the solution of this boundary-value problem becomes

$$
\begin{equation*}
Y_{3 s} b_{s}=0 \tag{6.5.36}
\end{equation*}
$$

where $Y_{3 s}$ are given by 6.5.19. Let us impose the conditions 6.2.26. As in Section 6.2, we can prove that the relations 6.2 .34 and 6.2 .35 hold. Thus, taking into account 6.5.32, the conditions 6.2 .26 reduce to

$$
\begin{equation*}
Y_{\alpha s} b_{s}=-F_{\alpha} \tag{6.5.37}
\end{equation*}
$$

The system 6.5.36 and 6.5.37 determines the constants $b_{s}$. Since the conditions 6.5.36 are satisfied, we shall consider that the functions $\Psi$ and $\Psi_{\alpha}$ are known.

From Equations 6.2.28 and 6.5.32, we obtain

$$
\begin{aligned}
\tau D^{\prime}= & -\sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu^{(\rho)} \Psi_{, \beta}+\varepsilon_{\nu \beta} \kappa^{(\rho)} \Psi_{\nu}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \sum_{s=1}^{3} b_{s} u_{\beta}^{(s)}\right]\right. \\
& \left.+\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right) \sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)}+\alpha^{(\rho)} \Psi_{\alpha, \alpha}\right\} d a
\end{aligned}
$$

where $D^{\prime}$ is given by Equation 6.5.38. The above relation determines the constant $\tau$. The conditions 6.2 .27 are identically satisfied on the basis of the relations 6.5.32. Thus, the flexure problem is solved.

### 6.5.5 Problem of Loaded Cylinders

In order to solve the Almansi problem, we first investigate the problem of uniformly loaded cylinders. We assume that the body loads have the form

$$
\begin{equation*}
f_{i}=R_{i}^{(\rho)}\left(x_{1}, x_{2}\right), \quad g_{i}=L_{i}^{(\rho)}\left(x_{1}, x_{2}\right) \text { on } A_{\rho} \tag{6.5.38}
\end{equation*}
$$

and consider the boundary conditions

$$
\begin{equation*}
\left[t_{\alpha i} n_{\alpha}\right]_{\rho}=p_{i}^{(\rho)}\left(x_{1}, x_{2}\right), \quad\left[m_{\alpha i} n_{\alpha}\right]_{\rho}=q_{i}^{(\rho)}\left(x_{1}, x_{2}\right) \text { on } \Pi_{\rho} \tag{6.5.39}
\end{equation*}
$$

Let us establish a solution of the Equations 5.1.11, 5.1.17, and 5.1.19 on $B_{\rho}$ which satisfies the conditions on the end $\Sigma_{1}$, the conditions 6.5.39 on $\Pi_{\rho}$ and the conditions 6.5 .2 on $\Pi_{0}$, when the body loads are given by Equation 6.5.38. On the basis of Theorem 5.6.2, we try to solve the problem
assuming that

$$
\begin{align*}
u_{\alpha}= & -\frac{1}{2} a_{\alpha} x_{3}^{2}-\frac{1}{6} b_{\alpha} x_{3}^{3}-\frac{1}{24} c_{\alpha} x_{3}^{4}+\varepsilon_{\beta \alpha}\left(\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}\right) x_{\beta} \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) u_{\alpha}^{(s)}+v_{\alpha}\left(x_{1}, x_{2}\right) \\
u_{3}= & \left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3}+\frac{1}{2}\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}^{2} \\
& +\frac{1}{6}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{3}+\left(\tau_{1}+x_{3} \tau_{2}\right) \Phi+\Psi\left(x_{1}, x_{2}\right)+x_{3} \chi\left(x_{1}, x_{2}\right) \\
\varphi_{\alpha}= & \varepsilon_{\alpha \beta}\left(a_{\beta} x_{3}+\frac{1}{2} b_{\beta} x_{3}^{2}+\frac{1}{6} c_{\beta} x_{3}^{3}\right) \\
& +\left(\tau_{1}+\tau_{2} x_{3}\right) \Phi_{\alpha}+\Psi_{\alpha}\left(x_{1}, x_{2}\right)+x_{3} \chi_{\alpha}\left(x_{1}, x_{2}\right) \\
\varphi_{3}= & \sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) \varphi_{3}^{(s)}+\tau_{1} x_{3}+\frac{1}{2} \tau_{2} x_{3}^{2}+w\left(x_{1}, x_{2}\right) \tag{6.5.40}
\end{align*}
$$

where $u_{\alpha}^{(s)}$ and $\varphi_{3}^{(s)}$ are the solutions of the problems $\mathcal{E}^{(s)} ; \Phi, \Phi_{1}$, and $\Phi_{2}$ are the torsion functions considered in Section 6.5.3; $\Psi, \Psi_{\alpha}, \chi, \chi_{\alpha}, v_{\alpha}$, and $w$ are unknown functions, and $a_{s}, b_{s}, c_{s}, \tau_{1}$, and $\tau_{2}$ are unknown constants. In view of Equations 5.1.11, 5.1.17, and 6.5.40, we find that

$$
\begin{aligned}
t_{\alpha \beta}= & \lambda^{(\rho)}\left[a_{1} x_{1}+a_{2} x_{2}+a_{3}+\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}\right. \\
& \left.+\frac{1}{2}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{2}\right] \delta_{\alpha \beta}+\lambda^{(\rho)}\left(\chi+\tau_{2} \Phi\right) \delta_{\alpha \beta} \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) t_{\alpha \beta}^{(s)}+\sigma_{\alpha \beta} \\
t_{33}= & \left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left[a_{1} x_{1}+a_{2} x_{2}+a_{3}+\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right) x_{3}\right. \\
& \left.+\frac{1}{2}\left(c_{1} x_{1}+c_{2} x_{2}+c_{3}\right) x_{3}^{2}\right]+\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+k^{(\rho)}\right)\left(\chi+\tau_{2} \Phi\right) \\
& +\lambda^{(\rho)} \sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) e_{\alpha \alpha}^{(s)}+\lambda^{(\rho)} \gamma_{\alpha \alpha} \\
t_{\alpha 3}= & T^{(\rho)} \Omega+x_{3} T_{\alpha}^{(\rho)} \widetilde{V}+\left(\tau_{1}+\tau_{2} x_{3}\right)\left(T_{\alpha}^{(\rho)} \Lambda+\mu^{(\rho)} \varepsilon_{\beta \alpha} x_{\beta}\right) \\
& +\mu^{(\rho)} \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) u_{\alpha}^{(s)} \\
t_{3 \alpha}= & S_{\alpha}^{(\rho)} \Omega+x_{3} S_{\alpha}^{(\rho)} \widetilde{V}+\left(\tau_{1}+\tau_{2} x_{3}\right)\left[S_{\alpha}^{(\rho)} \Lambda+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \varepsilon_{\beta \alpha} x_{\beta}\right] \\
& +\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) u_{\alpha}^{(s)}
\end{aligned}
$$

$$
\begin{align*}
m_{\lambda \nu}= & M_{\lambda \nu}^{(\rho)} \Omega+x_{3} M_{\lambda \nu}^{(\rho)} \widetilde{V}+\left(\tau_{1}+\tau_{2} x_{3}\right)\left(M_{\lambda \nu}^{(\rho)} \Lambda+\alpha^{(\rho)} \delta_{\lambda \nu}\right) \\
& +\alpha^{(\rho)} \delta_{\lambda \nu} \sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) \varphi_{3}^{(s)} \\
m_{\alpha 3}= & \beta^{(\rho)} \varepsilon_{\alpha \nu}\left(a_{\nu}+b_{\nu} x_{3}+\frac{1}{2} c_{\nu} x_{3}^{2}\right)+\beta^{(\rho)}\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) m_{\alpha 3}^{(s)}+\mu_{\alpha 3} \\
m_{3 \alpha}= & \gamma^{(\rho)} \varepsilon_{\alpha \nu}\left(a_{\nu}+b_{\nu} x_{3}+\frac{1}{2} c_{\nu} x_{3}^{2}\right)+\gamma^{(\rho)}\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) \\
& +\sum_{s=1}^{3}\left(a_{s}+b_{s} x_{3}+\frac{1}{2} c_{s} x_{3}^{2}\right) m_{3 \alpha}^{(s)}+\mu_{3 \alpha} \\
m_{33}= & \left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right)\left[\tau_{1}+\tau_{2} x_{3}+\sum_{s=1}^{3}\left(b_{s}+c_{s} x_{3}\right) \varphi^{(s)}\right] \\
& +\alpha^{(\rho)}\left(\tau_{1}+\tau_{2} x_{3}\right) \Phi_{\lambda, \lambda}+\alpha^{(\rho)}\left(\Psi_{\lambda, \lambda}+x_{3} \chi_{\lambda, \lambda}\right) \tag{6.5.41}
\end{align*}
$$

where $\Omega=\left(\Psi, \Psi_{1}, \Psi_{2}\right), \widetilde{V}=\left(\chi, \chi_{1}, \chi_{2}\right)$ and

$$
\begin{align*}
& \sigma_{\alpha \beta}=\lambda^{(\rho)} \gamma_{\nu \nu} \delta_{\alpha \beta}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \gamma_{\alpha \beta}+\mu^{(\rho)} \gamma_{\beta \alpha}  \tag{6.5.42}\\
& \mu_{\alpha 3}=\gamma^{(\rho)} w_{, \alpha}, \quad \mu_{3 \alpha}=\beta^{(\rho)} w_{, \alpha}, \quad \gamma_{\alpha \beta}=v_{\beta, \alpha}+\varepsilon_{\beta \alpha} w
\end{align*}
$$

Taking into account Equations 6.5.10 and 6.5.41, the equations of equilibrium lead to the following equations

$$
\begin{array}{ll}
\sigma_{\beta \alpha, \beta}+H_{\alpha}^{(\rho)}=0, & \mu_{\alpha 3, \alpha}+\varepsilon_{\alpha \beta} \sigma_{\alpha \beta}+H^{(\rho)}=0 \text { on } A_{\rho} \\
& \mathcal{L}_{i}^{(\rho)} \Omega=G_{i}^{(\rho)} \text { on } A_{\rho} \\
& \mathcal{L}_{i}^{(\rho)} \tilde{V}=K_{i}^{(\rho)} \text { on } A_{\rho} \tag{6.5.45}
\end{array}
$$

where we have used the notations

$$
\begin{aligned}
H_{\alpha}^{(\rho)}= & {\left[\lambda^{(\rho)}\left(\chi+\tau_{2} \Phi\right)\right]_{, \alpha}+S_{\alpha}^{(\rho)} \tilde{V}+\tau_{2}\left[S_{\alpha}^{(\rho)} \Lambda\right.} \\
& \left.+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \varepsilon_{\beta \alpha} x_{\beta}\right]+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \sum_{s=1}^{3} c_{s} u_{\alpha}^{(s)}+R_{\alpha}^{(\rho)} \\
H^{(\rho)}= & {\left[\beta^{(\rho)}\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right)\right]_{, \alpha}+\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right)\left(\tau_{2}+\sum_{s=1}^{3} c_{s} \varphi^{(s)}\right) } \\
& +\alpha^{(\rho)}\left(\chi_{\nu}+\tau_{2} \Phi_{\nu}\right)_{, \nu}+L_{3}^{(\rho)}
\end{aligned}
$$

$$
\begin{align*}
G_{3}^{(\rho)}= & -\sum_{s=1}^{3} b_{s}\left[\lambda^{(\rho)} e_{\alpha \alpha}^{(s)}+\left(\mu^{(\rho)} u_{\alpha}^{(s)}\right)_{, \alpha}\right] \\
& -\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(b_{1} x_{1}+b_{2} x_{2}+b_{3}\right)-R_{3}^{(\rho)} \\
G_{\nu}^{(\rho)}= & -\sum_{s=1}^{3} b_{s}\left[\left(\alpha^{(\rho)} \varphi^{(s)}\right)_{, \nu}+m_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa^{(\rho)} u_{\beta}^{(s)}\right] \\
& -\gamma^{(\rho)} \varepsilon_{\nu \beta} b_{\beta}-L_{\nu}^{(\rho)} \\
K_{3}^{(\rho)}= & -\sum_{s=1}^{3} c_{s}\left[\lambda^{(\rho)} e_{\alpha \alpha}^{(s)}+\left(\mu^{(\rho)} u_{\alpha}^{(s)}\right)_{, \alpha}\right] \\
& -\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(c_{1} x_{1}+c_{2} x_{2}+x_{3}\right) \\
K_{\nu}^{(\rho)}= & -\sum_{s=1}^{3} c_{s}\left[\left(\alpha^{(\rho)} \varphi^{(s)}\right)_{, \nu}+m_{3 \nu}^{(s)}-\varepsilon_{\nu \beta} \kappa^{(\rho)} u_{\beta}^{(s)}\right]-\gamma^{(\rho)} \varepsilon_{\nu \beta} c_{\beta} \tag{6.5.46}
\end{align*}
$$

The boundary conditions 6.5 .39 are satisfied if we have

$$
\begin{gather*}
\sigma_{\alpha \beta} n_{\alpha}=s_{\beta}^{(\rho)}, \quad \mu_{\alpha 3} n_{\alpha}=\eta^{(\rho)} \text { on } \Gamma_{\rho}  \tag{6.5.47}\\
\mathscr{N}_{i}^{(\rho)} \Omega=N_{i}^{(\rho)} \text { on } \Gamma_{\rho}  \tag{6.5.48}\\
\mathscr{N}_{i}^{(\rho)} \widetilde{V}=Q_{i}^{(\rho)} \text { on } \Gamma_{\rho} \tag{6.5.49}
\end{gather*}
$$

where

$$
\begin{align*}
& s_{\beta}^{(\rho)}=p_{\beta}^{(\rho)}-\lambda^{(\rho)}\left(\chi+\tau_{2} \Phi\right) n_{\beta}, \quad \eta^{(\rho)}=q_{3}^{(\rho)}-\beta^{(\rho)}\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) n_{\alpha}  \tag{6.5.50}\\
& N_{3}^{(\rho)}=p_{3}^{(\rho)}-\mu^{(\rho)} \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} n_{\alpha}, \quad N_{\nu}^{(\rho)}=q_{\nu}^{(\rho)}-\alpha^{(\rho)} n_{\nu} \sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)}  \tag{6.5.51}\\
& Q_{3}^{(\rho)}=-\mu^{(\rho)} \sum_{s=1}^{3} c_{s} u_{\alpha}^{(s)} n_{\alpha}, \quad Q_{\nu}^{(\rho)}=-\alpha^{(\rho)} n_{\nu} \sum_{s=1}^{3} c_{s} \varphi_{3}^{(s)} \tag{6.5.52}
\end{align*}
$$

The conditions 6.5.2 reduce to the following conditions on $\Gamma_{0}$

$$
\begin{gather*}
{\left[v_{\alpha}\right]_{1}=\left[v_{\alpha}\right]_{2}, \quad[w]_{1}=[w]_{2}} \\
{\left[\sigma_{\alpha \beta}\right]_{1} n_{\alpha}^{0}-\left[\sigma_{\alpha \beta}\right]_{2} n_{\alpha}^{0}=Z_{\beta}, \quad\left[\mu_{\alpha 3}\right]_{1} n_{\alpha}^{0}-\left[\mu_{\alpha 3}\right]_{2} n_{\alpha}^{0}=Z}  \tag{6.5.53}\\
{[\Psi]_{1}=[\Psi]_{2}, \quad\left[\Psi_{\alpha}\right]_{1}=\left[\Psi_{\alpha}\right]_{2}} \\
{\left[\mathscr{N}_{i}^{(1)} \Omega\right]\left(n^{0}\right)-\left[\mathscr{N}_{i}^{(2)} \Omega\right]\left(n^{0}\right)=X_{i}}  \tag{6.5.54}\\
{[\chi]_{1}=[\chi]_{2}, \quad\left[\chi_{\alpha}\right]_{1}=\left[\chi_{\alpha}\right]_{2}} \\
{\left[\mathscr{N}_{i}^{(1)} \widetilde{V}\right]\left(n^{0}\right)-\left[\mathscr{N}_{i}^{(2)} \widetilde{V}\right]\left(n^{0}\right)=Y_{i}} \tag{6.5.55}
\end{gather*}
$$

where

$$
\begin{array}{lll}
Z_{\beta}=\left(\lambda^{(2)}-\lambda^{(1)}\right)\left(\chi+\tau_{2} \Phi\right) n_{\beta}^{0}, & Z=\left(\beta^{(2)}-\beta^{(1)}\right)\left(\chi_{\alpha}+\tau_{2} \Phi_{\alpha}\right) n_{\alpha}^{0} \\
X_{\beta}=\left(\alpha^{(2)}-\alpha^{(1)}\right) n_{\beta}^{0} \sum_{s=1}^{3} b_{s} \varphi_{3}^{(s)}, & X_{3}=\left(\mu^{(2)}-\mu^{(1)}\right) \sum_{s=1}^{3} b_{s} u_{\alpha}^{(s)} n_{\alpha}^{0} \\
Y_{\beta}=\left(\alpha^{(2)}-\alpha^{(1)}\right) n_{\beta}^{0} \sum_{s=1}^{3} c_{s} \varphi_{3}^{(s)}, & Y_{3}=\left(\mu^{(2)}-\mu^{(1)}\right) \sum_{s=1}^{3} c_{s} u_{\alpha}^{(s)} n_{\alpha}^{0} \tag{6.5.56}
\end{array}
$$

From Equations 6.5.42, 6.5.43, 6.5.47, and 6.5 .53 it follows that the functions $v_{\alpha}$ and $w$ satisfy the equations and the boundary conditions in a plane strain problem. The necessary and sufficient conditions to solve this problem are

$$
\begin{align*}
\sum_{\rho=1}^{2} & {\left[\int_{A_{\rho}} H_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} s_{\alpha}^{(\rho)} d s\right]+\int_{\Gamma_{0}} Z_{\alpha} d s=0 } \\
\sum_{\rho=1}^{2} & {\left[\int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} H_{\beta}^{(\rho)}+H^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} s_{\beta}^{(\rho)}+\eta^{(\rho)}\right) d s\right] }  \tag{6.5.57}\\
& \quad+\int_{\Gamma_{0}}\left(\varepsilon_{\alpha \beta} x_{\alpha} Z_{\beta}+Z\right) d s=0
\end{align*}
$$

By using Equations 6.5.46, 6.5.50, and 6.5.53 and the divergence theorem, we obtain

$$
\begin{align*}
& \sum_{\rho=1}^{2}\left[\int_{A_{\rho}} H_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} s_{\alpha}^{(\rho)} d s\right]+\int_{\Gamma_{0}} Z_{\alpha} d s \\
& \quad=\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} R_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{\alpha}^{(\rho)} d s\right]+\int_{\Sigma_{1}} t_{3 \alpha, 3} d a \tag{6.5.58}
\end{align*}
$$

In a similar way, the last condition from Equation 6.5 .57 becomes

$$
\begin{align*}
\sum_{\rho=1}^{2} & {\left[\int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} R_{\beta}^{(\rho)}+L_{3}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(\rho)}+q_{3}^{(\rho)}\right) d s\right] } \\
& +\int_{\Sigma_{1}}\left(\varepsilon_{\alpha \beta} x_{\alpha} t_{3 \beta, 3}+m_{33,3}\right) d a=0 \tag{6.5.59}
\end{align*}
$$

With the help of Equation 6.5.40, from Equation 6.3 .16 we find that

$$
\begin{equation*}
\int_{\Sigma_{1}} t_{3 \alpha, 3} d a=Y_{\alpha i} c_{i} \tag{6.5.60}
\end{equation*}
$$

From Equations 6.5.58 and 6.5.60 it follows that the conditions 6.5.57 $7_{1}$ reduce to

$$
\begin{equation*}
Y_{\alpha i} c_{i}=-\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} R_{\alpha}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{\alpha}^{(\rho)} d s\right] \tag{6.5.61}
\end{equation*}
$$

Let us consider the boundary-value problem 6.5.45, 6.5.49, and 6.5.55. The necessary and sufficient condition for the existence of the solution of this problem is

$$
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} K_{3}^{(\rho)} d a-\int_{\Gamma_{\rho}} Q_{3}^{(\rho)} d s\right]-\int_{\Gamma_{0}} Y_{3} d s=0
$$

Taking into account the relations $6.5 .46,6.5 .52$, and 6.5 .56 , the above condition becomes

$$
\begin{equation*}
Y_{3 i} c_{i}=0 \tag{6.5.62}
\end{equation*}
$$

Equations 6.5.61 and 6.5.62 uniquely determine the constants $c_{k}$. Let us study now the boundary-value problem 6.5.14, 6.5.48, and 6.5.54. The necessary and sufficient condition for the existence of the solution of this problem is

$$
\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} G_{3}^{(\rho)} d a-\int_{\Gamma_{3}} N_{3}^{(\rho)} d s\right]-\int_{\Gamma_{0}} X_{3} d s=0
$$

By using Equations 6.5.46, 6.5.51, and 6.5.56, this condition reduces to

$$
\begin{equation*}
Y_{3 s} b_{s}=-\sum_{\rho=1}^{2}\left[\int_{A_{\rho}} R_{3}^{(\rho)} d a+\int_{\Gamma_{\rho}} p_{3}^{(\rho)} d s\right] \tag{6.5.63}
\end{equation*}
$$

Let us investigate the conditions 6.2.3. We can write

$$
\begin{align*}
\int_{\Sigma_{1}} t_{3 \alpha} d a= & \sum_{\rho=1}^{2}\left[\int_{A_{\rho}}\left(x_{\alpha} R_{3}^{(\rho)}+\varepsilon_{\beta \alpha} L_{\beta}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(x_{\alpha} p_{3}^{(\rho)}+\varepsilon_{\beta \alpha} q_{\beta}^{(\rho)}\right) d s\right] \\
& +\int_{\Sigma_{1}}\left(x_{\alpha} t_{33,3}+\varepsilon_{\beta \alpha} m_{3 \beta, 3}\right) d a \tag{6.5.64}
\end{align*}
$$

With the help of Equations 6.5.40 and 6.5.64, the conditions 6.2 .3 become

$$
\begin{equation*}
Y_{\alpha i} b_{i}=-F_{\alpha}-\sum_{\rho=1}^{2}\left[\int_{A_{\rho}}\left(x_{\alpha} R_{3}^{(\rho)}+\varepsilon_{\beta \alpha} L_{\beta}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(x_{\alpha} p_{3}^{(\rho)}+\varepsilon_{\beta \alpha} q_{\beta}^{(\rho)}\right) d s\right] \tag{6.5.65}
\end{equation*}
$$

The Equations 6.5.63 and 6.5.65 determine the constants $b_{k}$. In what follows, we assume that the constants $c_{s}$ and $b_{s}$, and the functions $\chi, \chi_{\alpha}, \Psi$, and $\Psi_{\alpha}$ are known.

Let us consider now the condition 6.5.573. Taking into account Equations 6.5.41 and 6.5.59, the last condition of 6.5 .57 reduces to

$$
\begin{align*}
\tau_{2} D^{\prime}= & -\sum_{\rho=1}^{2}\left[\int_{A_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} R_{\beta}^{(\rho)}+L_{3}^{(\rho)}\right) d a+\int_{\Gamma_{\rho}}\left(\varepsilon_{\alpha \beta} x_{\alpha} p_{\beta}^{(\rho)}+q_{3}^{(\rho)}\right) d s\right] \\
& -\sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{\varepsilon_{\alpha \beta} x_{\alpha}\left[\mu^{(\rho)} \chi_{, \beta}+\varepsilon_{\nu \beta} \kappa^{(\rho)} \chi_{\nu}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \sum_{s=1}^{3} c_{s} u_{\beta}^{(s)}\right]\right. \\
& \left.+\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right) \sum_{s=1}^{3} c_{s} \varphi_{3}^{(s)}+\alpha^{(\rho)} \chi_{\nu, \nu}\right\} d a \tag{6.5.66}
\end{align*}
$$

where $D^{\prime}$ is given by Equation 6.5.30. The relation 6.5.66 determines the constant $\tau_{2}$. By Equations 6.2.4, 6.2.5, and 6.5.41, we get

$$
\begin{equation*}
Y_{i j} a_{j}=r_{i} \tag{6.5.67}
\end{equation*}
$$

where

$$
\begin{aligned}
r_{\alpha}= & \varepsilon_{\alpha \beta} M_{\beta}-\sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{x _ { \alpha } \left[\lambda^{(\rho)} \gamma_{\nu \nu}+\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(\chi+\tau_{2} \Phi\right)\right.\right. \\
& \left.-\varepsilon_{\alpha \beta}\left[\gamma^{(\rho)}\left(\chi_{\beta}+\tau_{2} \Phi_{\beta}\right)+\mu_{3 \beta}\right]\right\} d a \\
r_{3}= & -F_{3}-\sum_{\rho=1}^{2} \int_{A_{\rho}}\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)\left(\chi+\tau_{2} \Phi\right)+\lambda^{(\rho)} \gamma_{\alpha \alpha}\right] d a
\end{aligned}
$$

Equations 6.5.67 uniquely determine the constants $a_{k}$. From Equations 6.2.6 and 6.5.41, we obtain

$$
\begin{aligned}
\tau_{1} D^{\prime}= & -M_{3}-\sum_{\rho=1}^{2} \int_{A_{\rho}}\left\{\varepsilon _ { \alpha \beta } x _ { \alpha } \left[\mu^{(\rho)} \Psi_{, \beta}+\varepsilon_{\nu \beta} \kappa^{(\rho)} \Psi_{\nu}\right.\right. \\
& \left.+\left(\mu^{(\rho)}+\lambda^{(\rho)}\right) \sum_{s=1}^{3} b_{s} u_{\beta}^{(s)}\right]+\left(\alpha^{(\rho)}+\beta^{(\rho)}\right. \\
& \left.\left.+\gamma^{(\rho)}\right) \sum_{s=1}^{3} b_{s} \varphi^{(s)}+\alpha^{(\rho)} \Psi_{\lambda, \lambda}\right\} d a
\end{aligned}
$$

so that we can determine the constant $\tau_{1}$. The problem is therefore solved.
On the basis of the method presented in Sections 2.1 and 5.6 , we have to study now the recurrence process. Let us determine the functions $u_{i}$ and $\varphi_{i}$
that satisfy the equations

$$
\begin{align*}
& t_{j i, j}+F_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0, \quad m_{j i, j}+\varepsilon_{i r s} t_{r s}+L_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1}=0 \\
& t_{i j}=\lambda^{(\rho)} e_{r r} \delta_{i j}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) e_{i j}+\mu^{(\rho)} e_{j i} \\
& m_{i j}=\alpha^{(\rho)} \varphi_{r, r} \delta_{i j}+\beta^{(\rho)} \varphi_{i, j}+\gamma^{(\rho)} \varphi_{j, i}  \tag{6.5.68}\\
& e_{i j}=u_{j, i}+\varepsilon_{j i r} \varphi_{r} \text { on } B_{\rho}
\end{align*}
$$

subjected to the conditions

$$
\begin{align*}
& {\left[u_{i}\right]_{1}=\left[u_{i}\right]_{2}, \quad\left[\varphi_{i}\right]_{1}=\left[\varphi_{i}\right]_{2}} \\
& {\left[t_{\beta i}\right]_{1} n_{\beta}^{0}=\left[t_{\beta i}\right]_{2} n_{\beta}^{0}, \quad\left[m_{\beta i}\right]_{1} n_{\beta}^{0}=\left[m_{\beta i}\right]_{2} n_{\beta}^{0} \text { on } \Pi_{0}} \\
& \int_{\Sigma_{1}} t_{3 i} d a=0, \quad \int_{\Sigma_{1}}\left(\varepsilon_{i r s} x_{r} t_{3 s}+m_{3 i}\right) d a=0  \tag{6.5.69}\\
& {\left[t_{\alpha i} n_{\alpha}\right]_{\rho}=p_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1}, \quad\left[m_{\alpha i} n_{\alpha}\right]_{\rho}=q_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n+1} \text { on } \Pi_{\rho}}
\end{align*}
$$

when the solution of the equations

$$
\begin{align*}
& t_{j i, j}^{*}+F_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n}=0, \quad m_{j i, j}^{*}+\varepsilon_{i r s} t_{r s}^{*}+L_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n}=0 \\
& t_{i j}^{*}=\lambda^{(\rho)} e_{r r}^{*} \delta_{i j}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) e_{i j}^{*}+\mu^{(\rho)} e_{j i}^{*}  \tag{6.5.70}\\
& m_{i j}^{*}=\alpha^{(\rho)} \varphi_{r, r}^{*} \delta_{i j}+\beta^{(\rho)} \varphi_{i, j}^{*}+\gamma^{(\rho)} \varphi_{j, i}^{*}, \quad e_{i j}^{*}=u_{j, i}^{*}+\varepsilon_{j i r} \varphi_{r}^{*}
\end{align*}
$$

with the conditions

$$
\begin{align*}
& {\left[u_{i}^{*}\right]_{1}=\left[u_{i}^{*}\right]_{2}, \quad\left[\varphi_{i}^{*}\right]_{1}=\left[\varphi_{i}^{*}\right]_{2}} \\
& {\left[t_{\beta i}^{*}\right]_{1} n_{\beta}^{0}=\left[t_{\beta i}^{*}\right]_{2} n_{\beta}^{0}, \quad\left[m_{\beta i}^{*}\right]_{1} n_{\beta}^{0}=\left[m_{\beta i}^{*}\right]_{2} n_{\beta}^{0} \text { on } \Pi_{0}} \\
& \int_{\Sigma_{1}} t_{3 i}^{*} d a=0, \quad \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} t_{3 k}^{*}+m_{3 i}^{*}\right) d a=0  \tag{6.5.71}\\
& {\left[t_{\alpha i}^{*} n_{\alpha}\right]_{\rho}=p_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n}, \quad\left[m_{\alpha i}^{*} n_{\alpha}\right]_{\rho}=q_{i}^{(\rho)}\left(x_{1}, x_{2}\right) x_{3}^{n} \text { on } \Pi_{\rho}}
\end{align*}
$$

is known. In the above relations $F_{i}^{(\rho)}, L_{i}^{(\rho)}, p_{i}^{(\rho)}$ and $q_{i}^{(\rho)}$ are prescribed functions which belong to $C^{\infty}$. We seek the solution of the problem 6.5.68 and 6.5.69 in the form 6.3.33, where $v_{i}$ and $\psi_{i}$ are unknown functions. From Equations $6.5 .68,6.5 .69,6.5 .70$, and 6.3 .33 , we obtain
$t_{i j}=(n+1)\left[\int_{0}^{x_{3}} t_{i j}^{*} d x_{3}+\tau_{i j}+k_{i j}^{(\rho)}\right], \quad m_{i j}=(n+1)\left[\int_{0}^{x_{3}} m_{i j}^{*} d x_{3}+\mu_{i j}+h_{i j}^{(\rho)}\right]$
where we have used the notations

$$
\begin{align*}
& \tau_{i j}=\lambda^{(\rho)} \gamma_{r r} \delta_{i j}+\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) \gamma_{i j}+\mu^{(\rho)} \gamma_{j i}  \tag{6.5.73}\\
& \mu_{i j}=\alpha^{(\rho)} \psi_{r, r} \delta_{i j}+\beta^{(\rho)} \psi_{i, j}+\gamma^{(\rho)} \psi_{j, i}, \quad \gamma_{i j}=v_{j, i}+\varepsilon_{j i k} \psi_{k}
\end{align*}
$$

and

$$
\begin{array}{lc}
k_{\alpha \beta}^{(\rho)}=\lambda^{(\rho)} \delta_{\alpha \beta} u_{3}^{*}\left(x_{1}, x_{2}, 0\right), & k_{33}^{(\rho)}=\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right) u_{3}^{*}\left(x_{1}, x_{2}, 0\right) \\
k_{\alpha 3}^{(\rho)}=\mu^{(\rho)} u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & k_{3 \alpha}^{(\rho)}=\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) u_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right) \\
h_{\lambda \nu}^{(\rho)}=\alpha^{(\rho)} \delta_{\lambda \nu} \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right), & h_{33}^{(\rho)}=\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right) \varphi_{3}^{*}\left(x_{1}, x_{2}, 0\right) \\
h_{\alpha 3}^{(\rho)}=\beta^{(\rho)} \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right), & h_{3 \alpha}^{(\rho)}=\gamma^{(\rho)} \varphi_{\alpha}^{*}\left(x_{1}, x_{2}, 0\right) \tag{6.5.74}
\end{array}
$$

By using Equations $6.5 .70_{1}$, the equations of equilibrium reduce to

$$
\begin{equation*}
\tau_{j i, j}+G_{i}^{(\rho)}=0, \quad \mu_{j i, j}+\varepsilon_{i r s} \tau_{r s}+H_{i}^{(\rho)}=0 \text { on } B_{\rho} \tag{6.5.75}
\end{equation*}
$$

where

$$
G_{i}^{(\rho)}=k_{\alpha i, \alpha}^{(\rho)}+t_{3 i}^{*}\left(x_{1}, x_{2}, 0\right), \quad H_{i}^{(\rho)}=h_{\alpha i, \alpha}^{(\rho)}+m_{3 i}^{*}\left(x_{1}, x_{2}, 0\right)
$$

The conditions on the surface of separation and the conditions 6.5.39 lead to the following conditions

$$
\begin{align*}
& {\left[v_{i}\right]_{1}=\left[v_{i}\right]_{2}, \quad\left[\psi_{i}\right]_{1}=\left[\psi_{i}\right]_{2}} \\
& {\left[\tau_{\beta i}\right]_{1} n_{\beta}^{0}=\left[\tau_{\beta i}\right]_{2} n_{\beta}^{0}+s_{i}, \quad\left[\mu_{\beta i}\right]_{1} n_{\beta}^{0}=\left[\mu_{\beta i}\right]_{2} n_{\beta}^{0}+r_{i} \text { on } \Pi_{0}}  \tag{6.5.76}\\
& {\left[\tau_{\beta i} n_{\beta}\right]_{\rho}=\widetilde{t}_{i}^{(\rho)}, \quad\left[\mu_{\beta i} n_{\beta}\right]_{\rho}=\widetilde{m}_{i}^{(\rho)} \text { on } \Pi_{\rho}}
\end{align*}
$$

where

$$
\begin{array}{cl}
s_{i}=\left(k_{\alpha i}^{(2)}-k_{\alpha i}^{(1)}\right) n_{\alpha}^{0}, & r_{i}=\left(h_{\alpha i}^{(2)}-h_{\alpha i}^{(1)}\right) n_{\alpha}^{0} \\
\widetilde{t}_{i}^{(\rho)}=-k_{\alpha i}^{(\rho)} n_{\alpha}, & \widetilde{m}_{i}^{(\rho)}=-h_{\alpha i}^{(\rho)} n_{\alpha}
\end{array}
$$

The conditions on the end $\Sigma_{1}$ reduce to

$$
\begin{equation*}
\int_{\Sigma_{1}} \tau_{3 i} d a=-T_{i}, \quad \int_{\Sigma_{1}}\left(\varepsilon_{i j k} x_{j} \tau_{3 k}+\mu_{3 i}\right) d a=-N_{i} \tag{6.5.77}
\end{equation*}
$$

where

$$
T_{i}=\sum_{\rho=1}^{2} \int_{A_{\rho}} k_{3 i}^{(\rho)}, \quad N_{i}=\sum_{\rho=1}^{2} \int_{A_{\rho}}\left(\varepsilon_{i r s} x_{r} k_{3 s}^{(\rho)}+h_{3 i}^{(\rho)}\right) d a
$$

We note that the functions $G_{i}^{(\rho)}, H_{i}^{(\rho)}, \widetilde{t}_{i}^{(\rho)}, \widetilde{m}_{i}^{(\rho)}, s_{i}$, and $r_{i}$ are independent of the axial coordinate. We conclude that the functions $v_{k}$ and $\psi_{k}$ are characterized by a problem of Almansi-Michell type. If $s_{i}=r_{i}=0$, then the solution of this problem can be taken as in Equation 6.5.40. However, it is easy to see that for $s_{i} \neq 0, r_{i} \neq 0$, the solution has the same form. Thus, the Almansi problem is solved.

It is easy to extend the solution to the case when $B$ consists of $n$ elastic bodies with different elasticities.

### 6.6 Exercises

6.6.1 A continuum body occupies the domain $B^{*}=\left\{x:\left(x_{1}, x_{2}\right) \in \Sigma_{1}, 0<\right.$ $\left.x_{3}<h\right\}$, where the cross section $\Sigma_{1}$ is the assembly of the regions $A_{1}^{*}=\left\{x: r_{2}^{2}<x_{1}^{2}+x_{2}^{2}<r_{1}^{2}, x_{3}=0\right\}$ and $A_{2}^{*}=\left\{x: x_{1}^{2}+x_{2}^{2}<r_{2}^{2}, x_{3}=\right.$ $0\},\left(r_{1}>r_{2}>0\right)$. The domain $A_{1}^{*}$ is bounded by the circles $L$ and $\Gamma^{*}$, of radius $r_{1}$ and $r_{2}$, respectively. Study the torsion of the cylinder $B^{*}$ if the domains $B_{\rho}^{*}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{\rho}^{*}, 0<x_{3}<h\right\},(\rho=1,2)$, are occupied by different homogeneous and isotropic Cosserat elastic materials.
6.6.2 Investigate the extension and bending of the nonhomogeneous cylinder $B^{*}$ defined in the preceding exercise.
6.6.3 Study the deformation of a heterogeneous circular cylinder subjected to a constant temperature variation.
6.6.4 Investigate the Saint-Venant problem for heterogeneous anisotropic Cosserat elastic cylinders.
6.6.5 A nonhomogeneous and isotropic Cosserat elastic material occupies the domain $B=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, 0<x_{3}<h\right\},(a>0)$. The constitutive coefficients are given by

$$
\begin{gathered}
\lambda=\lambda_{0} e^{-\xi r}, \quad \mu=\mu_{0} e^{-\xi r}, \quad \kappa=\kappa_{0} e^{-\xi r} \\
\alpha=\alpha_{0} e^{-\xi r}, \quad \beta=\beta_{0} e^{-\xi r}, \quad \gamma=\gamma_{0} e^{-\xi r}, \quad \xi>0
\end{gathered}
$$

where $\lambda_{0}, \mu_{0}, \kappa_{0}, \alpha_{0}, \beta_{0}, \gamma_{0}$, and $\xi$ are prescribed constants. Study the extension problem.
6.6.6 Investigate the Almansi-Michell problem for inhomogeneous and hemitropic Cosserat elastic cylinders.
6.6.7 Study the problem of uniformly loaded cylinders composed of different inhomogeneous and anisotropic Cosserat elastic continua.

## Answers to Selected Problems

1.11.1 In the boundary-value problem 1.3 .43 , and 1.3 .44 , the curve $\Gamma$ is defined by the equation

$$
\begin{equation*}
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=1 \tag{A.1}
\end{equation*}
$$

If we take the stress function of Prandtl in the form

$$
\begin{equation*}
\Psi=C\left(\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}-1\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.2}
\end{equation*}
$$

where $C$ is an unknown constant, then the function $\Psi$ satisfies the condition 1.3.44. The stress function satisfies Equation 1.3.43 if

$$
\begin{equation*}
C=-\frac{a^{2} b^{2}}{a^{2}+b^{2}} \tag{A.3}
\end{equation*}
$$

By using the relations

$$
\int_{\Sigma_{1}} x_{1}^{2} d a=\frac{1}{4} \pi a^{3} b, \quad \int_{\Sigma_{1}} x_{2}^{2} d a=\frac{1}{4} \pi a b^{3}, \quad \int_{\Sigma_{1}} d a=\pi a b
$$

from Equations 1.3.46 and A.2, we obtain the torsional rigidity,

$$
\begin{equation*}
D=\frac{\pi a^{3} b^{3} \mu}{a^{2}+b^{2}} \tag{A.4}
\end{equation*}
$$

It follows from Equations 1.3.31 and A. 4 that

$$
\begin{equation*}
\tau=-\frac{M_{3}\left(a^{2}+b^{2}\right)}{\pi \mu a^{3} b^{3}} \tag{A.5}
\end{equation*}
$$

In view of Equations 1.3.36 and 1.3.42,

$$
\begin{aligned}
\varphi_{, 1} & =\Psi_{, 2}+x_{2}=\left(\frac{2 C}{b^{2}}+1\right) x_{2}=\frac{b^{2}-a^{2}}{a^{2}+b^{2}} x_{2} \\
\varphi_{, 2} & =-\Psi_{, 1}-x_{1}=-\left(\frac{2 C}{a^{2}}+1\right) x_{1}=\frac{b^{2}-a^{2}}{a^{2}+b^{2}} x_{1}
\end{aligned}
$$

so that

$$
\begin{equation*}
\varphi=\frac{b^{2}-a^{2}}{a^{2}+b^{2}} x_{1} x_{2}, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.6}
\end{equation*}
$$

Thus, the solution of the problem has the form 1.3 .23 where $\varphi$ is defined in A. 6 and the constant $\tau$ has the value A.5. From Equations A. 2 and 1.3.45, we get

$$
\begin{equation*}
t_{13}=2 \mu \tau C x_{2} b^{-2}, \quad t_{23}=-2 \mu \tau C x_{1} a^{-2} \tag{A.7}
\end{equation*}
$$

The stress vector acting on any cross section is $\mathbf{t}_{3}=t_{13} \mathbf{e}_{1}+t_{23} \mathbf{e}_{2}$. The magnitude of the vector $\mathbf{t}_{3}$ at the point $M\left(\bar{x}_{1}, \bar{x}_{2}\right)$ on $\Gamma$ is

$$
\begin{equation*}
P=\left(t_{13}^{2}+t_{23}^{2}\right)^{1 / 2}=2 \mu|\tau C|\left(\frac{\bar{x}_{1}^{2}}{a^{4}}+\frac{\bar{x}_{2}^{2}}{b^{4}}\right)^{1 / 2} \tag{A.8}
\end{equation*}
$$

The tangent line at the point $M$ on $\Gamma$ is given by

$$
\frac{\bar{x}_{1}}{a^{2}} x_{1}+\frac{\bar{x}_{2}}{b^{2}} x_{2}-1=0
$$

The distance between origin and this tangent line is

$$
d=\left(\frac{\bar{x}_{1}^{2}}{a^{4}}+\frac{\bar{x}_{2}^{2}}{b^{4}}\right)^{-1 / 2}
$$

Thus, by Equation A.8, we get

$$
P=\frac{2}{d} \mu|\tau C|
$$

The maximum and minimum of $P$ are given by

$$
P_{\max }=\frac{2 a^{2} b}{a^{2}+b^{2}} \mu|\tau|, \quad P_{\min }=\frac{2 a b^{2}}{a^{2}+b^{2}} \mu|\tau|
$$

respectively. The maximum stress occurs at the extremities of the minor axis of the ellipse.
1.11.2 If we introduce the notations $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}, x_{1}=r \cos \theta, x_{2}=$ $r \sin \theta$, then the circles $C_{1}$ and $C_{2}$ can be described by

$$
\left(C_{1}\right): r=2 a \sin \theta, \quad\left(C_{2}\right): r=b
$$

We seek the stress function $\Psi$ in the form

$$
\begin{equation*}
\Psi=\alpha(r-2 a \sin \theta)\left(r-\frac{b^{2}}{r}\right) \tag{A.9}
\end{equation*}
$$

where $\alpha$ is an unknown constant. Clearly, the function $\Psi$ satisfies the condition 1.3.44. By using the relation

$$
\Delta \Psi=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \Psi}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \Psi}{\partial \theta^{2}}
$$

from Equations 1.3.43 and A.9, we obtain

$$
\alpha=-\frac{1}{2}
$$

We can express $\Psi$ in the form

$$
\Psi=-\frac{1}{2\left(x_{1}^{2}+x_{2}^{2}\right)}\left(x_{1}^{2}+x_{2}^{2}-2 a x_{2}\right)\left(x_{1}^{2}+x_{2}^{2}-b^{2}\right)
$$

It follows from Equations 1.3.46 and A. 9 that

$$
\begin{aligned}
D= & \mu \int_{\arcsin (b / 2 a)}^{\pi-\arcsin (b / 2 a)}\left[\int_{b}^{2 a \sin \theta}\left(2 a r \sin \theta-r^{2}+b^{2}-2 a b^{2} r^{-1} \sin \theta\right) d r\right] d \theta \\
= & \mu\left\{\left(a^{4}-2 a^{2} b^{2}-\frac{1}{2} b^{4}\right)\left[\frac{1}{2} \pi-\arcsin (b / 2 a)\right]\right. \\
& \left.+a b\left(\frac{7}{4} b^{2}+\frac{1}{2} a^{2}\right)\left[1-(b / 2 a)^{2}\right]^{1 / 2}\right\}
\end{aligned}
$$

The torsion function is given by

$$
\varphi=a\left(1+\frac{b^{2}}{r^{2}}\right) x_{1} \text { on } \Sigma_{1}
$$

It is not difficult to show that the maximum shearing stress is at the point $(0, b) \in \Gamma$.
1.11.3 We suppose that the loading applied on the end located at $x_{3}=0$ is statically equivalent to the force $\mathbf{F}=F_{1} \mathbf{e}_{1}$ and the moment $\mathbf{M}=\mathbf{0}$. In this case, the solution of the flexure problem is given by Equations 1.3.70 where $A_{1}$ is given by Equation 1.3.59 and the function $\Phi$ satisfies the boundaryvalue problem 1.3.66 and 1.3.67. We assume that the curve $\Gamma$ is defined by Equation A.1. In this case, from Equation 1.3.59, we obtain

$$
\begin{equation*}
A_{1}=-\frac{4}{\pi a^{3} b E} F_{1} \tag{A.10}
\end{equation*}
$$

Let us study the boundary-value problem 1.3.66 and 1.3.67. We introduce the function $\Lambda$ on $\Sigma_{1}$ by

$$
\begin{equation*}
\Phi=-A_{1}\left[\Lambda\left(x_{1}, x_{2}\right)-\frac{1}{3}\left(1+\frac{1}{2} \nu\right)\left(x_{1}^{3}-3 x_{1} x_{2}^{2}\right)+\frac{1}{3}(1+\nu) x_{1}^{3}\right],\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.11}
\end{equation*}
$$

From Equations 1.3.66, 1.3.67, and A.11, we find that $\Lambda$ satisfies the equation

$$
\begin{equation*}
\Delta \Lambda=0 \text { on } \Sigma_{1} \tag{A.12}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\frac{\partial \Lambda}{\partial n}=-\left[\frac{1}{2} \nu x_{1}^{2}+\left(1-\frac{1}{2} \nu\right) x_{2}^{2}\right] n_{1}-(2+\nu) x_{1} x_{2} n_{2} \text { on } \Gamma \tag{A.13}
\end{equation*}
$$

We note that in Equation A.13, we have

$$
\begin{equation*}
n_{1}=\frac{x_{1}}{a^{2}} K, \quad n_{2}=\frac{x_{2}}{b^{2}} K, \quad K^{-1}=\left(\frac{x_{1}^{2}}{a^{4}}+\frac{x_{2}^{2}}{b^{4}}\right)^{1 / 2} \tag{A.14}
\end{equation*}
$$

With the aid of Equation A.14, the condition A. 13 reduces to

$$
\begin{equation*}
b^{2} x_{1} \Lambda_{, 1}+a^{2} x_{2} \Lambda_{, 2}=-\left[\frac{1}{2} \nu x_{1}^{2}+\left(1-\frac{1}{2} \nu\right) x_{2}^{2}\right] b^{2} x_{1}-(2+\nu) a^{2} x_{1} x_{2}^{2} \text { on } \Gamma \tag{A.15}
\end{equation*}
$$

We seek the solution of the boundary-value problem A. 12 and A. 15 in the form

$$
\begin{equation*}
\Lambda=\gamma_{1} x_{1}+\gamma_{2}\left(x_{1}^{3}-3 x_{1} x_{2}^{2}\right), \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.16}
\end{equation*}
$$

where $\gamma_{1}$ and $\gamma_{2}$ are arbitrary constants. It is easy to see that Equation A. 12 is satisfied. From Equations A. 15 and A.16, we obtain the condition

$$
\begin{align*}
{\left[\gamma_{1}\right.} & \left.+3 \gamma_{2}\left(x_{1}^{2}-x_{2}^{2}\right)\right] b^{2}-6 \gamma_{2} a^{2} x_{2}^{2} \\
& =-\left[\frac{1}{2} \nu x_{1}^{2}+\left(1-\frac{1}{2} \nu\right) x_{1}^{2}\right] b^{2}-(2+\nu) a^{2} x_{1}^{2} \text { on } \Gamma \tag{A.17}
\end{align*}
$$

Since on $\Gamma$ we have

$$
x_{1}^{2}=a^{2}-\frac{a^{2}}{b^{2}} x_{2}^{2}
$$

the condition A. 17 implies that

$$
\begin{aligned}
\gamma_{1}+3 \gamma_{2} a^{2} & =-\frac{1}{2} \nu a^{2} \\
3\left(3 a^{2}+b^{2}\right) \gamma_{2} & =\left(2+\frac{1}{2} \nu\right) a^{2}+\left(1-\frac{1}{2} \nu\right) b^{2}
\end{aligned}
$$

Thus, we find

$$
\begin{align*}
\gamma_{1} & =-\frac{a^{2}}{3 a^{2}+b^{2}}\left[2(1+\nu) a^{2}+b^{2}\right] \\
\gamma_{2} & =\frac{1}{3\left(3 a^{2}+b^{2}\right)}\left[\left(2+\frac{1}{2} \nu\right) a^{2}+\left(1-\frac{1}{2} \nu\right) b^{2}\right] \tag{A.18}
\end{align*}
$$

From Equations A. 11 and A.16, we obtain

$$
\begin{equation*}
\Phi=-A_{1}\left[\gamma_{1} x_{1}+\left(\gamma_{2}-\frac{1}{3}-\frac{1}{6} \nu\right)\left(x_{1}^{3}-3 x_{1} x_{2}^{2}\right)+\frac{1}{3}(1+\nu) x_{1}^{3}\right], \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.19}
\end{equation*}
$$

With the help of the relations

$$
\begin{align*}
\Phi_{, 1} & =-A_{1}\left[\gamma_{1}+\left(3 \gamma_{2}-1-\frac{1}{2} \nu\right)\left(x_{1}^{2}-x_{2}^{2}\right)+(1+\nu) x_{1}^{2}\right] \\
\Phi_{, 2} & =-A_{1}\left(2+\nu-6 \gamma_{2}\right) x_{1} x_{2}  \tag{A.20}\\
\int_{\Sigma_{1}} x_{1}^{2} x_{2} d a & =\int_{\Sigma_{1}} x_{1}^{3} d a=\int_{\Sigma_{1}} x_{1} x_{2}^{2} d a=\int_{\Sigma_{1}} x_{2}^{3} d a=0
\end{align*}
$$

from Equation 1.3.69, we find that $M^{*}=0$. In view of Equation 1.3.68, we get $\tau=0$. Thus, from Equations 1.3.70, we obtain

$$
\begin{aligned}
& u_{1}=-\frac{1}{2} A_{1}\left[\frac{1}{3} x_{3}^{2}+\nu\left(x_{1}^{2}-x_{2}^{2}\right)\right] x_{3}, \quad u_{2}=-A_{1} \nu x_{1} x_{2} x_{3} \\
& u_{3}=\frac{1}{2} A_{1}\left[x_{3}^{2}+\nu\left(\frac{1}{3} x_{1}^{2}+x_{2}^{2}\right)\right] x_{1}+\Phi, \quad\left(x_{1}, x_{2}, x_{3}\right) \in B
\end{aligned}
$$

The stress tensor is given by

$$
\begin{aligned}
t_{\alpha \beta} & =0, \quad t_{33}=A_{1} E x_{1} x_{3} \\
t_{23} & =-2 \mu A_{1}\left(a^{-2} \gamma_{1}+1+\nu\right) x_{1} x_{2} \\
t_{31} & =-\mu A_{1} \gamma_{1} a^{-2}\left[a^{2}-x_{1}^{2}+\left(\frac{a^{2}}{\gamma_{1}}+1\right) x_{2}^{2}\right]
\end{aligned}
$$

1.11.4 In this case, we have $f_{\alpha}=0$. We seek the solution of Equations 1.5.8 in the form

$$
\begin{equation*}
u_{\alpha}=x_{\alpha} \varphi(r), \quad r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2} \tag{A.21}
\end{equation*}
$$

where $\varphi$ is an unknown function. By Equation A.21,

$$
\begin{align*}
u_{\alpha, \beta}= & \delta_{\alpha \beta} \varphi+x_{\alpha} x_{\beta} r^{-1} \varphi^{\prime}, \quad \varphi^{\prime}=\frac{d \varphi}{d r} \\
u_{\rho, \rho}= & 2 \varphi+r \varphi^{\prime}=\frac{1}{r}\left(r^{2} \varphi\right)^{\prime}, \quad u_{\rho, \rho \alpha}=\left(3 r^{-1} \varphi^{\prime}+\varphi^{\prime \prime}\right) x_{\alpha}  \tag{A.22}\\
u_{\alpha, \beta \gamma}= & \left(\delta_{\alpha \beta} x_{\gamma}+\delta_{\alpha \gamma} x_{\beta}+\delta_{\beta \gamma} x_{\alpha}\right) r^{-1} \varphi^{\prime} \\
& -r^{-3} x_{\alpha} x_{\beta} x_{\gamma} \varphi^{\prime}+x_{\alpha} x_{\beta} x_{\gamma} r^{-2} \varphi^{\prime \prime} \\
\Delta u_{\alpha}= & \left(3 r^{-1} \varphi^{\prime}+\varphi^{\prime \prime}\right) x_{\alpha}
\end{align*}
$$

In view of Equations A.12, the equilibrium equations 1.5.8 reduce to

$$
(\lambda+2 \mu) x_{\alpha}\left(\varphi^{\prime \prime}+3 r^{-1} \varphi^{\prime}\right)=0
$$

Using the relations 1.1.5, we see that these equations are satisfied if and only if

$$
\begin{equation*}
\varphi^{\prime \prime}+3 r^{-1} \varphi^{\prime}=0 \tag{A.23}
\end{equation*}
$$

Equation A. 23 can be written in the form

$$
\left(r^{3} \varphi^{\prime}\right)^{\prime}=0
$$

so that

$$
\begin{equation*}
\varphi(r)=C_{1} r^{-2}+C_{2} \tag{A.24}
\end{equation*}
$$

where $C_{\alpha}$ are arbitrary constants. From the constitutive equations 1.5.7 and A.22, we obtain

$$
\begin{equation*}
t_{\alpha \beta}=2(\lambda+\mu) \varphi \delta_{\alpha \beta}+\left(\lambda r \delta_{\alpha \beta}+2 \mu x_{\alpha} x_{\beta} r^{-1}\right) \varphi^{\prime} \tag{A.25}
\end{equation*}
$$

We have the boundary conditions

$$
\begin{equation*}
\mathbf{t}=-p_{1} \mathbf{n} \text { for } r=R_{1}, \quad \mathbf{t}=-p_{2} \mathbf{n} \text { for } r=R_{2} \tag{A.26}
\end{equation*}
$$

where $p_{\alpha}$ are prescribed constants. Since

$$
n_{\beta}=-\frac{1}{R_{1}} x_{\beta} \text { on } r=R_{1}, \quad n_{\beta}=\frac{1}{R_{2}} x_{\beta} \text { on } r=R_{2}
$$

the conditions A. 26 reduce to

$$
\begin{align*}
& t_{\beta \alpha} x_{\beta}=-p_{1} x_{\alpha} \text { for } r=R_{1} \\
& t_{\beta \alpha} x_{\beta}=-p_{2} x_{\alpha} \text { for } r=R_{2} \tag{A.27}
\end{align*}
$$

In view of Equations A. 24 and A.25, we obtain

$$
t_{\beta \alpha} x_{\beta}=2 x_{\alpha}\left[(\lambda+\mu) C_{2}-\mu r^{-2} C_{1}\right]
$$

Thus, the boundary conditions A. 27 reduce to

$$
\begin{aligned}
& (\lambda+\mu) C_{2}-\mu R_{1}^{-2} C_{1}=-p_{1} / 2 \\
& (\lambda+\mu) C_{2}-\mu R_{2}^{-2} C_{1}=-p_{2} / 2
\end{aligned}
$$

We find that

$$
C_{1}=\frac{R_{1}^{2} R_{2}^{2}\left(p_{2}-p_{1}\right)}{2 \mu\left(R_{1}^{2}-R_{2}^{2}\right)}, \quad C_{2}=\frac{p_{2} R_{2}^{2}-p_{1} R_{1}^{2}}{2(\lambda+\mu)\left(R_{1}^{2}-R_{2}^{2}\right)}
$$

The components of the stress tensor are given by

$$
\begin{aligned}
& t_{\alpha \beta}=2 \mu C_{1} r^{-2}\left(\delta_{\alpha \beta}-2 x_{a} x_{\beta} r^{-2}\right)+2(\lambda+\mu) C_{2} \delta_{\alpha \beta} \\
& t_{33}=2 \lambda C_{2}, \quad t_{\alpha 3}=0
\end{aligned}
$$

1.11.5 Clearly, we have

$$
\begin{aligned}
\chi_{, 11} & =\frac{3}{4 a} q x_{2}-\frac{1}{4 a^{3}} q x_{2}^{3}+\frac{1}{2} q \\
\chi_{, 22} & =\frac{1}{2 a^{3}} q x_{2}^{3}-\frac{3}{4 a^{3}} q x_{1}^{2} x_{2}-\frac{3}{2 a^{3}}\left(m+\frac{1}{5} q a^{2}-\frac{1}{2} q h^{2}\right) x_{2} \\
\chi_{, 12} & =\frac{3}{4 a^{3}} q x_{1} x_{2}^{2}-\frac{3}{4 a} q x_{1} \\
\chi_{, 1111} & =0, \quad \chi_{, 2222}=\frac{3}{a^{3}} q x_{2}, \quad \chi_{, 1212}=-\frac{3}{2 a^{3}} q x_{2}
\end{aligned}
$$

so that $\Delta \Delta \chi=0$, and $\chi$ is a valid Airy stress function. The stresses $t_{\alpha \beta}$ are given by

$$
t_{11}=\chi_{, 22}, \quad t_{22}=\chi_{, 11}, \quad t_{12}=-\chi, 12
$$

The stress vector on the face $x_{2}=a$ is $\mathbf{t}=t_{1} \mathbf{e}_{1}+t_{2} \mathbf{e}_{2}$ where

$$
t_{1}=t_{21}=0, \quad t_{2}=t_{22}=q
$$

so that $\mathbf{t}=q \mathbf{e}_{2}$. The stress vector on the face $x_{2}=-a$ is zero. The stress vector on $x_{1}=h$ is given by

$$
\frac{1}{2 a^{3}}\left(q x_{2}^{3}-3 m x_{2}-\frac{3}{5} q a^{2} x_{2}\right) \mathbf{e}_{1}-\frac{3}{4} q h\left(1-\frac{x_{2}^{2}}{a^{2}}\right) \mathbf{e}_{2}
$$

The resultant force acting on $x_{1}=h$ is $\mathbf{R}=-q h \mathbf{e}_{2}$. The resultant moment about $O$ of the traction acting on $x_{1}=h$ is $\mathbf{M}=\left(m-q h^{2}\right) \mathbf{e}_{3}$. The stress vector on the face $x_{1}=-h$ is

$$
-\frac{1}{2 a^{3}}\left(q x_{2}^{3}-3 m x_{2}-\frac{3}{5} q a^{2} x_{2}\right) \mathbf{e}_{1}-\frac{3}{4 a} q h\left(1-\frac{x_{2}^{2}}{a^{2}}\right) \mathbf{e}_{2}
$$

so that the resultant force acting on $x_{1}=-h$ is $-q h \mathbf{e}_{2}$. If $q<0$, then the stresses are those of a beam which is supported at both sides, and has a uniform distributed load.
1.11.6 We assume that $\Sigma_{1}$ is defined by $\Sigma_{1}=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, x_{3}=0\right\}$, where $a$ is a positive constant. We suppose that on the boundary $\Gamma$ of the domain $\Sigma_{1}$ are imposed the conditions 1.5 .6 where $\widetilde{t}_{\alpha}$ are piecewise regular functions. Since $f_{\alpha}=0$, from Equations 1.5.17, we conclude that $\widetilde{t}_{\alpha}$ must satisfy the relations

$$
\begin{equation*}
\int_{\Gamma} \widetilde{t}_{\alpha} d s=0, \quad \int_{\Gamma}\left(x_{1} \widetilde{t}_{2}-x_{2} \widetilde{t}_{1}\right) d a=0 \tag{A.28}
\end{equation*}
$$

First, we assume that on $\Gamma$ acts a uniform pressure, so that

$$
\widetilde{t}_{1} \mathbf{e}_{1}+\widetilde{t}_{2} \mathbf{e}_{2}=-P \mathbf{n}
$$

where $P$ is a given constant, and $\mathbf{n}$ is the outward unit normal of the circle $\Gamma$. Thus, we can write

$$
\widetilde{t}_{1}=-\frac{1}{a} P x_{1}, \quad \tilde{t}_{2}=-\frac{1}{a} P x_{2}, \quad\left(x_{1}, x_{2}\right) \in \Gamma
$$

In this case, the representation 1.3 .38 of the curve $\Gamma$ reduces to

$$
\begin{equation*}
x_{1}=a \cos \frac{s}{a}, \quad x_{2}=a \sin \frac{s}{a}, \quad s \in[0,2 \pi a] \tag{A.29}
\end{equation*}
$$

The functions $\widetilde{t}_{\alpha}$ can be expressed as

$$
\begin{equation*}
\widetilde{t}_{1}=-P \cos \frac{s}{a}, \quad \widetilde{t}_{2}=-P \sin \frac{s}{a}, \quad s \in[0,2 \pi a] \tag{A.30}
\end{equation*}
$$

It is easy to verify that the conditions A. 28 are satisfied. From Equation 1.5.73, we obtain

$$
\begin{equation*}
\sigma=a\left(\cos \frac{s}{a}+i \sin \frac{s}{a}\right), \quad s \in[0,2 \pi a] \tag{A.31}
\end{equation*}
$$

In view of Equations A. 30 and A.31, the relation 1.5.75 becomes

$$
\begin{equation*}
T(\sigma)=-i P \int_{0}^{s}\left(\cos \frac{s}{a}+i \sin \frac{s}{a}\right) d s=-P a\left(\cos \frac{s}{a}+i \sin \frac{s}{a}\right)=-P \sigma \tag{A.32}
\end{equation*}
$$

The function 1.5.77 that maps $\Sigma_{1}$ on the region $|\zeta| \leq 1$ is

$$
\begin{equation*}
z=\vartheta(\zeta)=a \zeta \tag{A.33}
\end{equation*}
$$

In this case,

$$
\frac{\vartheta(\zeta)}{\bar{\vartheta}^{\prime}(\bar{\zeta})}=\zeta
$$

It follows from Equations A. 32 and A. 33 that

$$
\begin{equation*}
N_{1}(\eta)=T[\vartheta(\eta)]=-P a \eta \tag{А.34}
\end{equation*}
$$

Thus, the boundary condition $1.5 .79_{1}$ becomes

$$
\begin{equation*}
\Omega_{1}(\eta)+\eta \bar{\Omega}_{1}^{\prime}(\bar{\eta})+\bar{\omega}_{1}(\bar{\eta})=-P a \eta, \quad|\eta|=1 \tag{A.35}
\end{equation*}
$$

The functions $\Omega_{1}(\zeta)$ and $\omega_{1}(\zeta)$ have the representations

$$
\begin{equation*}
\Omega_{1}(\zeta)=\sum_{n=1}^{\infty} a_{n} \zeta^{n}, \quad \omega_{1}(\zeta)=\sum_{n=0}^{\infty} b_{n} \zeta^{n}, \quad|\zeta| \leq 1 \tag{A.36}
\end{equation*}
$$

In view of the arbitrariness of complex potentials discussed in Section 1.5, we have taken $\Omega_{1}(0)=0$. Let us impose the condition $\Im m\left[\Omega_{1}^{\prime}(0) / \vartheta^{\prime}(0)\right]=0$. We find that

$$
\begin{equation*}
a_{1}-\bar{a}_{1}=0 \tag{A.37}
\end{equation*}
$$

The insertion of the functions A. 36 in Equation A. 35 yields

$$
\begin{aligned}
& a_{1}+\bar{a}_{1}=-P a, \quad a_{n}=0, \quad n \geq 2 \\
& b_{n}=0, \quad n=0,1,2,3, \ldots
\end{aligned}
$$

Thus, we obtain

$$
\Omega_{1}(\zeta)=-\frac{1}{2} P a \zeta, \quad \omega_{1}(\zeta)=0
$$

so that

$$
\begin{equation*}
\Omega(z)=-\frac{1}{2} P z, \quad \omega(z)=0 \tag{A.38}
\end{equation*}
$$

By Equations 1.5.45 and A.38, we find that

$$
u_{\alpha}=-\frac{\kappa}{4 \mu} P x_{\alpha}
$$

We now consider the general case, when the traction $\widetilde{t}_{\alpha} \mathbf{e}_{\alpha}$ is not a uniform pressure. We assume that the function $N_{1}(\eta)$ can be represented in the form

$$
\begin{equation*}
N_{1}(\eta)=\sum_{-\infty}^{\infty} A_{k} \eta^{k} \tag{A.39}
\end{equation*}
$$

where $A_{k}$ are prescribed complex coefficients. In this case, from Equation 1.5.79 ${ }_{1}$ and A.36, we obtain the following system for the coefficients $a_{k}$ and $b_{k}$,

$$
\begin{align*}
& a_{1}+\bar{a}_{1}=A_{1}, \quad a_{k}=A_{k}, \quad k \geq 2 \\
& b_{k}=\bar{A}_{-k}-(k+2) A_{k+2}, \quad k=0,1,2, \ldots \tag{A.40}
\end{align*}
$$

By Equations A. 37 and A.40, we get

$$
a_{1}=\frac{1}{2} A_{1}
$$

Thus, we conclude that

$$
\begin{aligned}
& \Omega_{1}(\zeta)=\frac{1}{2} A_{1} \zeta+\sum_{k=2}^{\infty} A_{k} \zeta^{k} \\
& \omega_{1}(\zeta)=\sum_{k=0}^{\infty}\left[\bar{A}_{-k}-(k+2) A_{k+2}\right] \zeta^{k}
\end{aligned}
$$

Clearly,

$$
\Omega(z)=\Omega_{1}\left(\frac{1}{a} z\right), \quad \omega(z)=\omega_{1}\left(\frac{1}{a} z\right)
$$

Remark. The first equation from Equations A. 40 requires $A_{1}$ to be real. Let us show that this fact is the consequence of the vanishing of the resultant moment of forces applied to the boundary,

$$
\begin{equation*}
\int_{\Gamma}\left(x_{1} \widetilde{t}_{2}-x_{2} \widetilde{t}_{1}\right) d s=0 \tag{A.41}
\end{equation*}
$$

It follows from Equation 1.5.75 that

$$
\widetilde{t}_{1}=\frac{d T_{2}}{d s}, \quad \widetilde{t}_{2}=-\frac{d T_{1}}{d s}
$$

Thus, the condition A .41 becomes

$$
\begin{align*}
& \int_{\Gamma}\left(x_{1} \widetilde{t}_{2}-x_{2} \widetilde{t}_{1}\right) d s=-\int_{\Gamma} x_{1} d T_{1}+x_{2} d T_{2}=\int_{\Gamma} T_{1} d x_{1}+T_{2} d x_{2} \\
& \quad=a \int_{0}^{2 \pi}\left(F_{2} \cos \theta-F_{1} \sin \theta\right) d \theta=a \Im m\left\{\int_{0}^{2 \pi} T e^{-i \theta} d \theta\right\}=0 \tag{A.42}
\end{align*}
$$

In view of the relations A. 33 and A.39, we find that the condition A. 42 reduces to $\Im m A_{1}=0$.
1.11.7 We consider the ring

$$
R_{1}<|z|<R_{2}
$$

formed by a pair of concentric circles $L_{\alpha}$ of radii $R_{\alpha},(\alpha=1,2)$. We assume that on the curves $L_{\alpha}$ are prescribed constant pressures. In this case, the boundary conditions are A.26. From Equations 1.5.75 and A.26, we obtain

$$
T(\sigma)=-p_{1} \sigma \text { on } L_{1}, \quad T(\sigma)=-p_{2} \sigma \text { on } L_{2}
$$

Thus, the boundary conditions A. 26 can be written in the form

$$
\begin{align*}
& \Omega(\sigma)+\sigma \bar{\Omega}^{\prime}(\bar{\sigma})+\bar{\omega}(\bar{\sigma})=-p_{1} \sigma+d_{1} \text { on } L_{1} \\
& \Omega(\sigma)+\sigma \bar{\Omega}^{\prime}(\bar{\sigma})+\bar{\omega}(\bar{\sigma})=-p_{2} \sigma \text { on } L_{2} \tag{A.43}
\end{align*}
$$

where $d_{1}$ is an arbitrary constant. In the above relation, we have chosen $\omega(0)$ to have no arbitrary constant on $L_{2}$. By Equations 1.5.61 and A.20, we obtain

$$
X_{1}+i Y_{1}=-p_{1} \int_{L_{1}}\left(n_{1}+i n_{2}\right) d s=0, \quad X_{2}+i Y_{2}=0
$$

Thus, from Equations 1.5.64, we find that $\Omega(z)=\Omega_{0}(z), \omega(z)=\omega_{0}(z)$, where $\Omega_{0}$ and $\omega_{0}$ are analytic and single-valued functions on $\Sigma_{1}$,

$$
\begin{equation*}
\Omega(z)=\sum_{-\infty}^{\infty} a_{k} z^{k}, \quad \omega(z)=\sum_{-\infty}^{\infty} b_{k} z^{k}, \quad R_{1}<|z|<\left|R_{2}\right| \tag{A.44}
\end{equation*}
$$

Clearly, we can take $\Omega(0)=0$ and $\Im m \Omega^{\prime}(0)=0$, so that

$$
\begin{equation*}
a_{0}=0, \quad a_{1}-\bar{a}_{1}=0 \tag{A.45}
\end{equation*}
$$

From Equations A.43, A.44, and A.45, we obtain the following system for the unknown coefficients

$$
\begin{align*}
& 2 R_{2}^{2} \bar{a}_{2}+\bar{b}_{0}=0 \\
& 2 a_{1} R_{2}+\bar{b}_{-1} R_{2}^{-1}=-p_{2} R_{2} \\
& a_{k} R_{2}^{k}+(2-k) \bar{a}_{2-k} R_{2}^{2-k}+\bar{b}_{-k} R_{2}^{-k}=0 \\
& 2 R_{1}^{2} \bar{a}_{2}+\bar{b}_{0}=d_{1}  \tag{A.46}\\
& 2 a_{1} R_{1}+\bar{b}_{-1} R_{1}^{-1}=-p_{1} R_{1} \\
& a_{k} R_{1}^{k}+(2-k) \bar{a}_{2-k} R_{1}^{2-k}+\bar{b}_{-k} R_{1}^{-k}=0, \quad k \neq 0,1
\end{align*}
$$

From the above system, we find that the nonvanishing coefficients are

$$
a_{1}=\frac{1}{2\left(R_{1}^{2}-R_{2}^{2}\right)}\left(p_{2} R_{2}^{2}-p_{1} R_{1}^{2}\right), \quad b_{-1}=\frac{1}{R_{1}^{2}-R_{2}^{2}}\left(p_{1}-p_{2}\right) R_{1}^{2} R_{2}^{2}
$$

We note that from Equation A.46, we obtain $d_{1}=0$. Thus, we have

$$
\Omega(z)=a_{1} z, \quad \omega(z)=b_{-1} \frac{1}{z}, \quad R_{1}<|z|<R_{2}
$$

The relation 1.5.45 implies that

$$
2 \mu\left(u_{1}+i u_{2}\right)=\left[(\kappa-1) a_{1}-b_{-1}\left(x_{1}^{2}+x_{2}^{2}\right)\right] z
$$

2.7.1 We assume that the temperature field is a polynomial of degree $r$ in the axial coordinate, namely

$$
T=\sum_{k=0}^{r} T_{k} x_{3}^{k}
$$

where $T_{k}$ are independent of $x_{3}$.
In this case, the problem $(Z)$ considered in Section 2.6 reduces to the Almansi problem. We denote by $\left(Z_{n}\right),(n=0,1,2, \ldots, r)$, the problem $(Z)$ corresponding to the temperature field $T=T_{n} x_{3}^{n}$. Clearly, if we know the solution of the problem $\left(Z_{n}\right)$, for any $n$, then we can establish a solution of the problem $(Z)$ when the temperature has the form 2.6.19. The solution of the problem $\left(Z_{0}\right)$ has been established previously. We must derive the solution $\mathbf{u}^{\prime \prime}$ of the problem $\left(Z_{n+1}\right)$ when the solution of the problem $\left(Z_{n}\right)$ is known. As the solution of the problem $\left(Z_{n}\right)$ is known for any $T_{n}$, it follows that we know the solution $\mathbf{u}^{*}$ of the problem corresponding to the temperature field $T=T_{n+1} x_{3}^{n}$. According to Theorem 2.4.4, the vector field $\mathbf{u}^{\prime \prime}$ is given by Equation 2.4.16, where $\mathbf{w}^{\prime}$ is characterized by Equations 2.4.13 and 2.4.14, and $\widehat{a}$ is determined by Equations 2.4.15.

If the temperature field is linear in $x_{3}$,

$$
T=T_{0}+T_{1} x_{3}
$$

where $T_{0}$ and $T_{1}$ are prescribed constants, then a simple calculation shows that

$$
\begin{aligned}
u_{\alpha} & =\frac{\beta}{3 \lambda+2 \mu} x_{\alpha}\left(T_{0}+T_{1} x_{3}\right) \\
u_{3} & =\frac{\beta}{3 \lambda+2 \mu}\left[\left(T_{0}+\frac{1}{2} T_{1} x_{3}\right) x_{3}-\frac{1}{2} T_{1} x_{\rho} x_{\rho}\right]
\end{aligned}
$$

3.9.1 It follows from Equations 3.6.41 and 3.6.42 that the torsion function $\varphi$ satisfies the boundary-value problem

$$
\begin{aligned}
\Delta \varphi & =0 \text { on } A_{\rho} \\
{[\varphi]_{1} } & =[\varphi]_{2}, \quad \mu^{(1)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{1}=\mu^{(2)}\left[\frac{\partial \varphi}{\partial n^{0}}\right]_{2}+\left(\mu^{(1)}-\mu^{(2)}\right) \varepsilon_{\alpha \beta} x_{\beta} n_{\alpha}^{0} \text { on } \Gamma_{0} \\
{\left[\frac{\partial \varphi}{\partial n}\right]_{\rho} } & =\varepsilon_{\alpha \beta} x_{\beta} n_{\alpha} \text { on } \Gamma_{\rho}
\end{aligned}
$$

If we introduce the functions $\Lambda_{1}$ and $\Lambda_{2}$ by

$$
\varphi=\Lambda_{1}-x_{1} x_{2} \text { on } A_{1}, \quad \varphi=\Lambda_{2}-x_{1} x_{2} \text { on } A_{2}
$$

then we conclude that $\Lambda_{1}$ and $\Lambda_{2}$ satisfy the equations

$$
\begin{equation*}
\Delta \Lambda_{1}=0 \text { on } A_{1}, \quad \Delta \Lambda_{2}=0 \text { on } A_{2} \tag{A.47}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
\Lambda_{1} & =\Lambda_{2}, \quad \mu^{(1)} \Lambda_{1,1}-\mu^{(2)} \Lambda_{2,1}=2\left(\mu^{(1)}-\mu^{(2)}\right) x_{2} \\
\left(x_{1}\right. & \left.=0,-\beta \leq x_{2} \leq \beta\right)  \tag{A.48}\\
\Lambda_{1,1} & =2 x_{2}, \quad\left(x_{1}=-\alpha_{1},-\beta \leq x_{2} \leq \beta\right) \\
\Lambda_{2,1} & =2 x_{2}, \quad\left(x_{1}=\alpha_{2},-\beta \leq x_{2} \leq \beta\right)  \tag{A.49}\\
\Lambda_{1,2} & =0, \quad\left(x_{2}= \pm \beta,-\alpha_{1} \leq x_{1} \leq 0\right)  \tag{A.50}\\
\Lambda_{2,2} & =0, \quad\left(x_{2}= \pm \beta, 0 \leq x_{1} \leq \alpha_{2}\right)
\end{align*}
$$

We seek the functions $\Lambda_{1}$ and $\Lambda_{2}$ in the form of the series

$$
\begin{align*}
& \Lambda_{1}=\sum_{n=0}^{\infty}\left(A_{2 n+1}^{(1)} \operatorname{sh} m x_{1}+B_{2 n+1} \operatorname{ch} m x_{1}\right) \sin m x_{2}  \tag{A.51}\\
& \Lambda_{2}=\sum_{n=0}^{\infty}\left(A_{2 n+1}^{(2)} \operatorname{sh} m x_{1}+B_{2 n+1} \operatorname{ch} m x_{1}\right) \sin m x_{2}
\end{align*}
$$

where

$$
\begin{equation*}
m=\frac{1}{2 \beta}(2 n+1) \pi \tag{A.52}
\end{equation*}
$$

Clearly, each term of Equations A. 51 is a harmonic function. In view of Equations A. 51 and A.52, we see that the conditions A. 50 are satisfied. It is easy to verify that $\Lambda_{1}=\Lambda_{2}$ on $\Gamma_{0}$. Let us study the remaining conditions from Equations A. 48 and A.49. The function $f\left(x_{2}\right)=2 x_{2}, x_{2} \in(-\beta, \beta)$, can be represented in the form

$$
\begin{equation*}
2 x_{2}=\sum_{n=0}^{\infty} m C_{2 n+1} \sin m x_{2}, \quad-\beta<x_{2}<\beta \tag{A.53}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2 n+1}=(-1)^{n} \frac{32 \beta^{2}}{(2 n+1)^{3} \pi^{3}} \tag{A.54}
\end{equation*}
$$

$m C_{2 n+1}$ are the Fourier coefficients for the function defined on $(-2 \beta, 2 \beta)$ by $F\left(x_{2}\right)=2 x_{2}, x_{2} \in(-\beta, \beta) ; F\left(x_{2}\right)=4 \beta-2 x_{2}, x_{2} \in(\beta, 2 \beta) ; F\left(x_{2}\right)=-4 \beta-$ $2 x_{2}, x_{2} \in(-\beta,-2 \beta)$. In view of Equation A.53, we find that the conditions A. 49 reduce to

$$
\begin{align*}
& A_{2 n+1}^{(1)} \operatorname{ch} m \alpha_{1}-B_{2 n+1} \operatorname{sh} m \alpha_{1}=C_{2 n+1}  \tag{A.55}\\
& A_{2 n+1}^{(2)} \operatorname{ch} m \alpha_{2}+B_{2 n+1} \operatorname{sh} m \alpha_{2}=C_{2 n+1}
\end{align*}
$$

The condition A. $48_{2}$ is satisfied if we have

$$
\begin{equation*}
\mu^{(1)} A_{2 n+1}^{(1)}-\mu^{(2)} A_{2 n+1}^{(2)}=2\left(\mu^{(1)}-\mu^{(2)}\right) C_{2 n+1} \tag{A.56}
\end{equation*}
$$

From Equations A. 55 and A.56, we can determine the coefficients $A_{2 n+1}^{(1)}$, $A_{2 n+1}^{(2)}$, and $B_{2 n+1}$. The functions $\Lambda_{1}$ and $\Lambda_{2}$ can be expressed as

$$
\begin{align*}
\Lambda_{1}= & \sum_{n=0}^{\infty} \frac{1}{d_{m}} C_{2 n+1}\left\{\left[\mu^{(2)}+\left(\mu^{(1)}-\mu^{(2)}\right) \operatorname{ch} m \alpha_{2}\right] \operatorname{ch} m\left(x_{1}+\alpha_{1}\right)\right. \\
& \left.+\mu^{(2)} \operatorname{sh} m \alpha_{2} \operatorname{sh} m x_{1}-\mu^{(1)} \operatorname{ch} m \alpha_{2} \operatorname{ch} m x_{1}\right\} \sin m x_{2}  \tag{A.57}\\
\Lambda_{2}= & \sum_{n=0}^{\infty} \frac{1}{d_{m}} C_{2 n+1}\left\{\left[\left(\mu^{(1)}-\mu^{(2)}\right) \operatorname{ch} m \alpha_{1}-\mu^{(1)}\right] \operatorname{ch} m\left(x_{1}-\alpha_{2}\right)\right. \\
& \left.+\mu^{(1)} \operatorname{sh} m \alpha_{1} \operatorname{sh} m x_{1}+\mu^{(2)} \operatorname{ch} m \alpha_{1} \operatorname{ch} m x_{1}\right\} \sin m x_{2}
\end{align*}
$$

where

$$
d_{m}=\mu^{(1)} \operatorname{ch} m \alpha_{2} \operatorname{sh} m \alpha_{1}+\mu^{(2)} \operatorname{ch} m \alpha_{1} \operatorname{sh} m \alpha_{2}
$$

The above series are absolutely and uniformly convergent, so that the term-by-term differentiation is justified. In view of Equation 3.6.48, we find that the torsional rigidity is given by

$$
\begin{align*}
D_{0}= & \mu^{(1)} \int_{A_{1}}\left(2 x_{2}^{2}+x_{1} \Lambda_{1,2}-x_{2} \Lambda_{1,1}\right) d a \\
& +\mu^{(2)} \int_{A_{2}}\left(2 x_{2}^{2}+x_{1} \Lambda_{2,2}-x_{2} \Lambda_{2,1}\right) d a \tag{A.58}
\end{align*}
$$

It follows from Equations A. 57 and A. 58 that

$$
\begin{aligned}
D_{0}= & \frac{8}{3}\left(\mu^{(1)} \alpha_{1}+\mu^{(2)} \alpha_{2}\right) \beta^{3}+\left(\frac{4}{\pi}\right)^{5} b^{4} \sum_{n=0}^{\infty} \frac{1}{(2 n+1)^{5} d_{m}}\left\{\left(\mu^{(1)}\right)^{2} \operatorname{ch} m \alpha_{2}\right. \\
& +\left(\mu^{(2)}\right)^{2} \operatorname{ch} m \alpha_{1}-\left[\left(\mu^{(1)}\right)^{2}+\left(\mu^{(2)}\right)^{2}\right] \operatorname{ch} m \alpha_{1} \operatorname{ch} m \alpha_{2} \\
& \left.-\mu^{(1)} \mu^{(2)}\left[\operatorname{ch} m \alpha_{1}+\operatorname{ch} m \alpha_{2}-\operatorname{ch} m\left(\alpha_{1}-\alpha_{2}\right)-1\right]\right\}
\end{aligned}
$$

The constant $\tau$ is given by

$$
\tau=-\frac{1}{D_{0}} M_{3}
$$

The torsion problem for a homogeneous and isotropic elastic cylinder with rectangular cross section has been solved by Saint-Venant (see, for example, Ref. 211, Sections 221-225).
3.9.2 Let us study the plane strain problems $\mathcal{P}_{*}^{(k)}$, defined in Section 3.7, when $L$ and $\Gamma$ are two concentric circles. The results have been established by Muskhelishvili [241]. We assume that the domain $A_{1}^{*}$ is bounded by two concentric circles of radius $R_{1}$ and $R_{2}$, where $R_{1}<R_{2}$. The domain $A_{2}^{*}$ is bounded by the circle of radius $R_{1}$. We suppose that the domains $A_{1}^{*}$ and $A_{2}^{*}$ are occupied by two different homogeneous and isotropic elastic materials. Let us study the problem $\mathcal{P}_{*}^{(1)}$, where the function $f$ has the form 3.7.13. We try to satisfy the relations 3.7 .11 and 3.7 .12 assuming that

$$
\begin{array}{ll}
\Omega(z)=m_{1} z^{2}, & \omega(z)=0 \text { on } A_{2}^{*} \\
\Omega(z)=m_{2} z^{2}, & \omega(z)=m_{3} z^{-1}+m_{4} \text { on } A_{1}^{*} \tag{A.59}
\end{array}
$$

where $m_{s},(s=1,2,3,4)$, are real constants. We note that $m_{4}$ has no influence on the stress tensor. By Equations 3.7.10 and 3.7.12, we find that

$$
\begin{align*}
m_{1} & =\frac{1}{2} \rho\left(R_{2}^{4}-R_{1}^{4}\right), \quad m_{2}=-\rho R_{1}^{4}, \quad m_{3}=\rho R_{1}^{4} R_{2}^{4} \\
\rho & =\frac{\nu^{(1)}-\nu^{(2)}}{2\left[\beta^{(2)} R_{2}^{4}+\alpha^{(2)} R_{1}^{4}+\alpha^{(1)}\left(R_{2}^{4}-R_{1}^{4}\right)\right]} \tag{A.60}
\end{align*}
$$

It follows from Equations 1.5.38 and A. 59 that

$$
\begin{equation*}
\gamma_{\eta \eta}^{*(1)}=\frac{4 m_{1} x_{1}}{\lambda^{(2)}+\mu^{(2)}} \text { on } A_{2}^{*}, \quad \gamma_{\eta \eta}^{*(1)}=\frac{4 m_{2} x_{1}}{\lambda^{(1)}+\mu^{(1)}} \text { on } A_{1}^{*} \tag{A.61}
\end{equation*}
$$

In the case of the plane strain problem $\mathcal{P}_{*}^{(2)}$, we have $f=f^{(2)}$, where

$$
\begin{equation*}
f^{(2)}=h_{1}^{(2)}+i h_{2}^{(2)}=-\frac{1}{2} i\left(\nu^{(1)}-\nu^{(2)}\right) z^{2} \tag{A.62}
\end{equation*}
$$

We seek the solution of the problem $\mathcal{P}_{*}^{(2)}$ in the form

$$
\begin{array}{ll}
\Omega(z)=i m_{1}^{*} z^{2}, & \omega(z)=0 \text { on } A_{2}^{*} \\
\Omega(z)=i m_{2}^{*} z^{2}, & \omega(z)=i m_{3}^{*} z^{-1}+i m_{4}^{*} \text { on } A_{1}^{*} \tag{A.63}
\end{array}
$$

where $m_{k}^{*},(k=1,2,3,4)$, are real constants. From Equations A.63, 3.7.10, and 3.7.12, we obtain

$$
\begin{equation*}
m_{1}^{*}=-m_{1}, \quad m_{2}^{*}=-m_{2}, \quad m_{3}^{*}=m_{3} \tag{A.64}
\end{equation*}
$$

where $m_{k}$ are given in Equation A.60. By Equations 1.5.38 and A.63, we get

$$
\begin{equation*}
\gamma_{\eta \eta}^{*(2)}=\frac{4 m_{1} x_{2}}{\lambda^{(2)}+\mu^{(2)}} \text { on } A_{2}^{*}, \quad \gamma_{\eta \eta}^{*(2)}=\frac{4 m_{2} x_{2}}{\lambda^{(1)}+\mu^{(1)}} \text { on } A_{1}^{*} \tag{A.65}
\end{equation*}
$$

In the case of the problem $\mathcal{P}_{*}^{(3)}$, we take $f=f^{(3)}$, where

$$
\begin{equation*}
f^{(3)}=h_{1}^{(3)}+i h_{2}^{(3)}=\left(\nu^{(1)}-\nu^{(2)}\right) z \tag{A.66}
\end{equation*}
$$

We seek the solution in the form

$$
\begin{array}{ll}
\Omega(z)=m_{1}^{0} z, & \omega(z)=0 \text { on } A_{2}^{*} \\
\Omega(z)=m_{2}^{0} z, & \omega(z)=m_{3}^{0} z^{-1} \text { on } A_{1}^{*} \tag{A.67}
\end{array}
$$

where $m_{k}^{0}$ are real constants. The conditions 3.7.11 and 3.7.12 are satisfied if

$$
\begin{align*}
& 2 m_{2}^{0} z+m_{3}^{0} \bar{z}^{-1}=0 ; \text { on }|z|=R_{2}, \quad 2 m_{1}^{0} z=2 m_{2}^{0} z+m_{3}^{0} \bar{z}^{-1} \text { on }|z|=R_{1} \\
& \left(\alpha^{(1)}-\beta^{(1)}\right) m_{1}^{0} z=\left(\alpha^{(2)}-\beta^{(2)}\right) m_{2}^{0} z-\beta^{(2)} m_{3}^{0} \bar{z}^{-1} \\
& \quad+\left(\nu^{(1)}-\nu^{(2)}\right) z \text { on }|z|=R_{1} \tag{A.68}
\end{align*}
$$

It follows from Equation A. 68 that

$$
\begin{aligned}
& 2 m_{2}^{0} R_{2}^{2}+m_{3}^{0}=0, \quad 2 m_{1}^{0} R_{1}^{2}=2 m_{2}^{0} R_{1}^{2}+m_{3}^{0} \\
& \left(\alpha^{(1)}-\beta^{(1)}\right) m_{1}^{0} R_{1}^{2}=\left(\alpha^{(2)}-\beta^{(2)}\right) m_{2}^{0} R_{1}^{2}-\beta^{(2)} m_{3}^{0}+\left(\nu^{(1)}-\nu^{(2)}\right) R_{1}^{2}
\end{aligned}
$$

The constants $m_{k}^{0}$ are given by

$$
\begin{align*}
m_{1}^{0} & =\sigma\left(R_{2}^{2}-R_{1}^{2}\right), \quad m_{2}^{0}=-\sigma R_{1}^{2}, \quad m_{3}^{0}=2 \sigma R_{1}^{2} R_{2}^{2} \\
\sigma & =\frac{\nu^{(1)}-\nu^{(2)}}{2 \beta^{(2)} R_{2}^{2}+\left(\alpha^{(2)}-\beta^{(2)}\right) R_{1}^{2}+\left(\alpha^{(1)}-\beta^{(1)}\right)\left(R_{2}^{2}-R_{1}^{2}\right)} \tag{A.69}
\end{align*}
$$

In view of Equations A. 67 and 1.5.38, we obtain

$$
\begin{equation*}
\gamma_{\eta \eta}^{*(3)}=\frac{2 m_{1}^{0}}{\left(\lambda^{(2)}+\mu^{(2)}\right)} \text { on } A_{2}^{*}, \quad \gamma_{\eta \eta}^{*(3)}=\frac{2 m_{2}^{0}}{\left(\lambda^{(1)}+\mu^{(1)}\right)} \text { on } A_{1}^{*} \tag{A.70}
\end{equation*}
$$

3.9.3 We use the solution 3.7.14 to solve the extension and bending problem for a cylinder composed by two different homogeneous and isotropic elastic materials. We assume that the curves $L$ and $\Gamma$ are concentric circles of radius
$R_{1}$ and $R_{2}$, respectively. The solutions of the plane strain problems $\mathcal{P}_{*}^{(k)}$ associated to the considered cylinder are given by Equations A.59, A.63, and A.67. It follows from Equations 3.7.16, A.61, A.65, and A. 70 that

$$
\begin{align*}
\mathscr{I}_{11} & =E^{(1)} \int_{A_{1}^{*}} x_{1}^{2} d a+E^{(2)} \int_{A_{2}^{*}} x_{1}^{2} d a=\frac{\pi}{4}\left[E^{(1)}\left(R_{2}^{4}-R_{1}^{4}\right)+E^{(2)} R_{1}^{4}\right] \\
\mathscr{I}_{22} & =\mathscr{I}_{11}, \quad \mathscr{I}_{12}=\mathscr{I}_{3 \alpha}=\mathscr{I}_{\alpha 3}=0, \quad \mathscr{I}_{33}=\pi\left[E^{(1)}\left(R_{2}^{2}-R_{1}^{2}\right)+E^{(2)} R_{1}^{2}\right] \\
\mathscr{K}_{11} & =\lambda^{(1)} \int_{A_{1}^{*}} x_{1} \gamma_{\eta \eta}^{*(1)} d a+\lambda^{(2)} \int_{A_{2}^{*}} x_{1} \gamma_{\eta \eta}^{*(1)} d a \\
& =2 \pi\left[m_{2} \nu^{(1)}\left(R_{2}^{4}-R_{1}^{4}\right)+m_{1} \nu^{(2)} R_{1}^{4}\right] \\
\mathscr{K}_{22} & =\mathscr{K}_{11}, \quad \mathscr{K}_{12}=\mathscr{K}_{\alpha 3}=\mathscr{K}_{3 \alpha}=0 \\
\mathscr{K}_{33} & =4 \pi m_{2}^{0}\left[\nu^{(1)}\left(R_{2}^{2}-R_{1}^{2}\right)+\nu^{(2)} R_{2}^{2}\right] \tag{A.71}
\end{align*}
$$

Thus, with the aid of Equations 3.7.15, we obtain

$$
L_{11}=L_{22}=\mathscr{I}_{11}+\mathscr{K}_{11}, \quad L_{12}=L_{\alpha 3}=0, \quad L_{33}=\mathscr{I}_{33}+\mathscr{K}_{33}
$$

so that the system 3.6.18 implies that

$$
\begin{equation*}
d_{1}=\frac{M_{2}}{\mathscr{I}_{11}+\mathscr{K}_{11}}, \quad d_{2}=-\frac{M_{1}}{\mathscr{I}_{11}+\mathscr{K}_{11}}, \quad d_{3}=-\frac{F_{3}}{\mathscr{I}_{33}+\mathscr{K}_{33}} \tag{A.72}
\end{equation*}
$$

where $\mathscr{I}_{11}, \mathscr{I}_{33}, \mathscr{K}_{11}$, and $\mathscr{K}_{33}$ are defined in Equations A.71. The solution of the problem has the form 3.7.14 where the functions $v_{\alpha}^{*(k)}$ are defined by Equations A.59, A.63, and A.67, and the constants $d_{k}$ are given by Equations A. 72.
3.9.4 Let us consider a continuum body that occupies the region $B=\{x$ : $\left.R_{2}^{2}<x_{1}^{2}+x_{2}^{2}<R_{1}^{2}, 0<x_{3}<h\right\}, R_{1}>0, R_{2}>0$. The cross section $\Sigma_{1}$ is the assembly of the regions $A_{1}^{*}$ and $A_{2}^{*}, \Sigma_{1}=A_{1}^{*} \cup A_{2}^{*}$, where $A_{1}^{*}=\left\{x: R_{0}^{2}<x_{1}^{2}+\right.$ $\left.x_{2}^{2}<R_{1}^{2}, x_{3}=0\right\}, A_{2}^{*}=\left\{x: R_{2}^{2}<x_{1}^{2}+x_{2}^{2}<R_{0}^{2}, x_{3}=0\right\}, R_{0}>0$. The domains $B_{1}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{1}^{*}, 0<x_{3}<h\right\}$ and $B_{2}=\left\{x:\left(x_{1}, x_{2}\right) \in A_{2}^{*}, 0<x_{3}<h\right\}$ are occupied by different homogeneous and isotropic elastic materials. We denote by $\lambda^{(\rho)}$ and $\mu^{(\rho)}$ the Lamé moduli of the material which occupies the cylinder $B_{\rho}$. We assume that cylinder $B$ is in equilibrium in the absence of the body forces. Let us investigate the plane strain of $B$, parallel to the $x_{1}, x_{2}$-plane, when the lateral boundaries are subjected to constant pressures. It follows from Equations 3.6.2 and 3.6.4 that the displacement vector field satisfies the equations

$$
\begin{equation*}
\mu^{(\rho)} \Delta u_{\alpha}+\left(\lambda^{(\rho)}+\mu^{(\rho)}\right) u_{\beta, \beta \alpha}=0 \text { on } A_{\rho}^{*}, \quad(\rho=1,2) \tag{А.73}
\end{equation*}
$$

We introduce the notation $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$. The conditions (3.6.5) on the surface of separation reduce to

$$
\begin{equation*}
\left[u_{\alpha}\right]_{1}=\left[u_{\alpha}\right]_{2}, \quad\left[t_{\alpha \beta}\right]_{1} x_{\beta}=\left[t_{\alpha \beta}\right]_{2} x_{\beta} \text { on } r=R_{0} \tag{A.74}
\end{equation*}
$$

The conditions on the lateral surface become

$$
\begin{equation*}
\left[t_{\beta \alpha}\right]_{1} x_{\beta}=-p_{1} x_{\alpha} \text { for } r=R_{1}, \quad\left[t_{\beta \alpha}\right]_{2} x_{\beta}=-p_{2} x_{\alpha} \text { for } r=R_{2} \tag{A.75}
\end{equation*}
$$

We seek the solution in the form

$$
\begin{equation*}
u_{\alpha}=x_{\alpha} G^{(\rho)}(r) \text { on } A_{\rho}^{*} \tag{A.76}
\end{equation*}
$$

where $G^{(1)}$ and $G^{(2)}$ are unknown functions of $r$. With the help of Equations A. 22 and A.24, we find that Equations A. 73 are satisfied if and only if

$$
\begin{equation*}
G^{(1)}=C_{1} r^{-2}+C_{2} \text { on } A_{1}^{*}, \quad G^{(2)}=C_{3} r^{-2}+C_{4} \text { on } A_{2}^{*} \tag{А.77}
\end{equation*}
$$

where $C_{k},(k=1,2,3,4)$, are arbitrary constants. Using the constitutive equations 3.6.3 and A.77, we obtain

$$
\begin{aligned}
& {\left[t_{\beta \alpha}\right]_{1} x_{\beta}=2 x_{\alpha}\left[\left(\lambda^{(1)}+\mu^{(1)}\right) C_{2}-\mu^{(1)} C_{1} r^{-2}\right]} \\
& {\left[t_{\beta \alpha}\right]_{2} x_{\beta}=2 x_{\alpha}\left[\left(\lambda^{(2)}+\mu^{(2)}\right) C_{4}-\mu^{(2)} C_{3} r^{-2}\right]}
\end{aligned}
$$

Thus, the conditions A. 74 and A. 75 reduce to

$$
\begin{align*}
& C_{1} R_{0}^{-2}+C_{2}=C_{3} R_{0}^{-2}+C_{4} \\
& \left(\lambda^{(1)}+\mu^{(1)}\right) C_{2}-\mu^{(1)} C_{1} R_{0}^{-2}=\left(\lambda^{(2)}+\mu^{(2)}\right) C_{4}-\mu^{(2)} C_{3} R_{0}^{-2} \\
& \mu^{(1)} R_{1}^{-2} C_{1}-\left(\lambda^{(1)}+\mu^{(1)}\right) C_{2}=\frac{1}{2} p_{1}  \tag{A.78}\\
& \mu^{(2)} R_{2}^{-2} C_{3}-\left(\lambda^{(2)}+\mu^{(2)}\right) C_{4}=\frac{1}{2} p_{2}
\end{align*}
$$

The determinant of the system A. 78 is

$$
\begin{aligned}
\delta_{1}= & \mu^{(1)}\left(\lambda^{(1)}+\mu^{(1)}\right)\left(\frac{1}{R_{0}^{2}}-\frac{1}{R_{1}^{2}}\right)\left(\frac{\lambda^{(2)}+\mu^{(2)}}{R_{0}^{2}}+\frac{\mu^{(2)}}{R_{2}^{2}}\right) \\
& +\mu^{(2)}\left(\lambda^{(2)}+\mu^{(2)}\right)\left(\frac{1}{R_{2}^{2}}-\frac{1}{R_{0}^{2}}\right)\left(\frac{\mu^{(1)}}{R_{1}^{2}}+\frac{\lambda^{(1)}+\mu^{(1)}}{R_{0}^{2}}\right)
\end{aligned}
$$

In view of the relations

$$
\mu^{(\rho)}>0, \quad \lambda^{(\rho)}+\mu^{(\rho)}>0, \quad R_{2}^{-2}>R_{0}^{-2}>R_{1}^{-2}
$$

we conclude that $\delta_{1}$ is different from zero. Thus, the system A. 78 uniquely determines the constants $C_{s},(s=1,2,3,4)$.
4.12.1 The solution of the torsion problem is given by

$$
u_{1}=-\tau x_{2} x_{3}, \quad u_{2}=\tau x_{1} x_{3}, \quad u_{3}=\tau \varphi
$$

where $\varphi$ is the solution of the boundary-value problem 4.8.16 and 4.8.17, and $\tau$ is given by $\tau=-M_{3} / D_{0}$. The torsional rigidity $D_{0}$ is defined in Equation 4.8.24. The corresponding stress tensor has the components

$$
\begin{equation*}
t_{\alpha \beta}=0, \quad t_{33}=0, \quad t_{23}=A_{44} \tau\left(\varphi_{, 2}+x_{1}\right), \quad t_{13}=A_{55} \tau\left(\varphi_{, 1}-x_{2}\right) \tag{A.79}
\end{equation*}
$$

We introduce the function $F$ by

$$
\begin{equation*}
A_{44}\left(\varphi_{, 2}+x_{1}\right)=-F_{1}, \quad A_{55}\left(\varphi_{, 1}-x_{2}\right)=F_{, 2} \tag{A.80}
\end{equation*}
$$

If $F$ is given, then the integrability condition to determine the function $\varphi$ is

$$
\begin{equation*}
\frac{1}{A_{44}} F_{, 11}+\frac{1}{A_{55}} F_{, 22}=-2 \text { on } \Sigma_{1} \tag{A.81}
\end{equation*}
$$

The boundary condition 4.8 .17 takes the form

$$
\begin{equation*}
F_{, 2} n_{1}-F_{, 1} n_{2}=0 \text { on } \Gamma \tag{A.82}
\end{equation*}
$$

Since $\Sigma_{1}$ is simply-connected, from Equations A. 82 and 1.3.39, we obtain the following boundary condition for the function $F$,

$$
\begin{equation*}
F=0 \text { on } \Gamma \tag{A.83}
\end{equation*}
$$

Thus, the function $F$ is the solution of the boundary-value problem A. 81 and A.83. By Equations A. 79 and A.80, we get

$$
\begin{equation*}
t_{23}=-\tau F_{, 1}, \quad t_{13}=\tau F_{, 2} \tag{A.84}
\end{equation*}
$$

As in Section 1.3, we can prove that the torsional rigidity can be written as

$$
\begin{equation*}
D_{0}=2 \int_{\Sigma_{1}} F d a \tag{A.85}
\end{equation*}
$$

In our case, the curve $\Gamma$ is defined by the equation

$$
\begin{equation*}
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}=1 \tag{A.86}
\end{equation*}
$$

We seek the function $F$ in the form

$$
\begin{equation*}
F=C_{1}\left(\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}-1\right) \tag{A.87}
\end{equation*}
$$

where $C_{1}$ is an unknown constant. Clearly, $F$ satisfies the boundary condition A.83. From Equation A.81, we find that

$$
\begin{equation*}
C_{1}=-\frac{A_{44} A_{55} a^{2} b^{2}}{a^{2} A_{44}+b^{2} A_{55}} \tag{A.88}
\end{equation*}
$$

It follows from Equations A. 85 and A. 87 that the torsional rigidity is

$$
\begin{equation*}
D_{0}=\frac{\pi A_{44} A_{55} a^{3} b^{3}}{a^{2} A_{44}+b^{2} A_{55}} \tag{A.89}
\end{equation*}
$$

In view of Equations A. 80 and A.87, we get

$$
\begin{equation*}
\varphi_{, 1}=x_{2}\left(1+\frac{2 C_{1}}{b^{2} A_{55}}\right)=H x_{2}, \quad \varphi_{, 2}=H x_{1} \tag{A.90}
\end{equation*}
$$

where

$$
H=\frac{A_{55} b^{2}-A_{44} a^{2}}{A_{55} b^{2}+A_{44} a^{2}}
$$

Thus we find that the torsion function is given by

$$
\varphi=H x_{1} x_{2}, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1}
$$

We note that for a circular cylinder $(b=a)$, we obtain

$$
\begin{equation*}
\varphi=\frac{A_{55}-A_{44}}{A_{55}+A_{44}} x_{1} x_{2}, \quad\left(x_{1}, x_{2}\right) \in \Sigma_{1} \tag{A.91}
\end{equation*}
$$

In the case of isotropic circular cylinders, we find that $\varphi=0$.
4.12.2 The solution of the flexure problem for a homogeneous and orthotropic cylinder has the form 4.8.41, where the constants $b_{1}, b_{2}$, and $b_{3}$ are given by Equations 4.2.28, the function $\varphi$ is the solution of the boundaryvalue problem 4.8.16 and 4.8.17, the function $\psi$ is characterized by Equations 4.8.35 and 4.8.36, and the constant $c_{4}$ is defined by Equation 4.8.39. We assume that $\mathbf{F}=F_{1} \mathbf{e}_{1}$. We suppose that $\Sigma_{1}$ is bounded by the curve $\Gamma$, defined by Equation A.86. In this case, from Equations 1.4.9 and 1.7.14, we obtain

$$
\begin{aligned}
& A=\int_{\Sigma_{1}} d a=\pi a b, \quad I_{11}=\int_{\Sigma_{1}} x_{1}^{2} d a=\frac{1}{4} \pi a^{3} b \\
& I_{22}=\frac{1}{4} \pi a b^{3}, \quad I_{12}=0, \quad x_{1}^{0}=x_{2}^{0}=0
\end{aligned}
$$

so that the system 4.8.28 implies that

$$
\begin{equation*}
b_{1}=-\frac{4}{\pi a^{3} b E_{0}} F_{1}, \quad b_{2}=0, \quad b_{3}=0 \tag{А.92}
\end{equation*}
$$

Let us study the boundary-value problem 4.8.35 and 4.8.36. In view of Equations A.92, this problem reduces to the equation

$$
\begin{equation*}
A_{55} \psi_{, 11}+A_{44} \psi_{, 22}=q b_{1} x_{1} \text { on } \Sigma_{1} \tag{А.93}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
A_{55} \psi, 1 n_{1}+A_{44} \psi,{ }_{2} n_{2}=\frac{1}{2} A_{55} b_{1}\left(\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right) n_{1}+A_{44} b_{1} \nu_{2} x_{1} x_{2} n_{2} \text { on } \Gamma \tag{A.94}
\end{equation*}
$$

where

$$
\begin{equation*}
q=A_{55} \nu_{1}+A_{44} \nu_{2}-E_{0} \tag{A.95}
\end{equation*}
$$

For the curve A.86, the components $n_{\alpha}$ are given by Equations A.14. Thus, the condition A. 94 can be written as

$$
\begin{equation*}
b^{2} A_{55} \psi_{, 1} x_{1}+a^{2} A_{44} \psi_{, 2} x_{2}=b_{1}\left\{\frac{1}{2} A_{55} b^{2}\left(\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right)+A_{44} a^{2} \nu_{2} x_{2}^{2}\right\} x_{1} \text { on } \Gamma \tag{A.96}
\end{equation*}
$$

We seek the function $\psi$ in the form

$$
\begin{equation*}
\psi=b_{1}\left(\alpha_{1} x_{1}^{3}+\alpha_{2} x_{1} x_{2}^{2}+\alpha_{3} x_{1}\right) \text { on } \Sigma_{1} \tag{A.97}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ are unknown constants. Thus, Equation A. 93 becomes

$$
\begin{equation*}
6 A_{55} \alpha_{1}+2 A_{44} \alpha_{2}=q \tag{A.98}
\end{equation*}
$$

If we take into account Equation A. 97 and the relation

$$
x_{2}^{2}=b^{2}-\frac{b^{2}}{a^{2}} x_{1}^{2} \text { on } \Gamma
$$

we find that the boundary condition A .96 reduces to

$$
\begin{gather*}
3 A_{55} \alpha_{1}-\left(2 A_{44}+\frac{b^{2}}{a^{2}} A_{55}\right) \alpha_{2}=\frac{1}{2} A_{55}\left(\nu_{1}+\frac{b^{2}}{a^{2}} \nu_{2}\right)-A_{44} \nu_{2}  \tag{A.99}\\
\left(2 a^{2} A_{44}+b^{2} A_{55}\right) \alpha_{2}+A_{55} \alpha_{3}=A_{44} \nu_{2} a^{2}-\frac{1}{2} A_{55} b^{2} \nu_{2} \tag{A.100}
\end{gather*}
$$

Thus, the constants $\alpha_{1}$ and $\alpha_{2}$ must satisfy Equations A. 98 and A.99. The determinant of the system A. 98 and A. 99 is

$$
\delta=-6 A_{55}\left(3 A_{44}+\frac{b^{2}}{a^{2}} A_{55}\right)
$$

In view of Equation 4.8.3, we conclude that $\delta \neq 0$ so that the system A. 98 and A. 99 uniquely determines the constants $\alpha_{1}$ and $\alpha_{2}$. From Equation A.100, we can obtain the constant $\alpha_{3}$. In view of Equations 4.8.9, A.20, and A.97, we find that

$$
\int_{\Sigma_{1}}\left(A_{55} x_{2} \psi_{, 1}-A_{44} x_{1} \psi_{, 2}+A_{55} x_{2} b_{1} w_{1}^{(1)}-A_{44} x_{1} b_{1} w_{2}^{(1)}\right) d a=0
$$

so that the relation 4.8.39 reduces to $c_{4}=0$. Thus, the solution of the flexure problem for an elliptic cylinder is

$$
\begin{array}{ll}
u_{1}=-\frac{1}{2} b_{1}\left(\frac{1}{3} x_{3}^{2}+\nu_{1} x_{1}^{2}-\nu_{2} x_{2}^{2}\right) x_{3}, & u_{2}=-b_{1} \nu_{2} x_{1} x_{2} x_{3} \\
u_{3}=b_{1}\left(\frac{1}{2} x_{3}^{2}+\alpha_{1} x_{1}^{2}+\alpha_{2} x_{2}^{2}+\alpha_{3}\right) x_{1}, & \left(x_{1}, x_{2}, x_{3}\right) \in B
\end{array}
$$

We find that the stress tensor is given by

$$
\begin{aligned}
& t_{\alpha \beta}=0, \quad t_{33}=E_{0} b_{1} x_{1} x_{3}, \quad t_{23}=A_{44} b_{1}\left(2 \alpha_{2}-\nu_{2}\right) x_{1} x_{2} \\
& t_{13}=A_{55} b_{1}\left[\left(3 \alpha_{1}-\frac{1}{2} \nu_{1}\right) x_{1}^{2}+\left(\alpha_{2}+\frac{1}{2} \nu_{2}\right) x_{2}^{2}+\alpha_{3}\right]
\end{aligned}
$$

4.12.3 We assume that the domain $\Sigma_{1}$ has the form $\Sigma_{1}=A_{1} \cup A_{2}$, where $A_{1}=\left\{x:-\alpha_{1}<x_{1}<0,-\beta<x_{2}<\beta, x_{3}=0\right\}, A_{2}=\left\{x: 0<x_{1}<\alpha_{2}\right.$, $\left.-\beta<x_{2}<\beta, x_{3}=0\right\},\left(\alpha_{1}>0, \alpha_{2}>0, \beta>0\right)$. We define $B_{\rho}=\left\{x:\left(x_{1}, x_{2}\right) \in\right.$ $\left.A_{\rho}, 0<x_{3}<h\right\}$ and assume that $B_{1}$ and $B_{2}$ are occupied by different homogeneous and orthotropic elastic materials.

We assume that the loading applied at the end $\Sigma_{1}$ is equivalent to the force $\mathbf{F}=\mathbf{0}$ and the moment $\mathbf{M}=M_{3} \mathbf{e}_{3}$. In Section 4.11, we have seen that the solution of the torsion problem is given by

$$
u_{\alpha}=\tau \varepsilon_{\beta \alpha} x_{\beta} x_{3}, \quad u_{3}=\tau \varphi
$$

where the constant $\tau$ is defined by

$$
\begin{equation*}
D^{*} \tau=-M_{3} \tag{A.101}
\end{equation*}
$$

and the function $\varphi$ satisfies the boundary-value problem 4.11.27 and 4.11.28. The constant $D^{*}$ is given by Equation 4.11.34. Let us study the boundaryvalue problem 4.11.27 and 4.11.28. We introduce the functions $G_{\alpha}$ by

$$
\begin{equation*}
G_{1}=\varphi+x_{1} x_{2} \text { on } A_{1}, \quad G_{2}=\varphi+x_{1} x_{2} \text { on } A_{2} \tag{A.102}
\end{equation*}
$$

From Equations 4.11.27 and 4.11.28, we find that the functions $G_{\alpha}$ satisfy the equations

$$
\begin{equation*}
A_{55}^{(1)} G_{1,11}+A_{44}^{(1)} G_{1,22}=0 \text { on } A_{1}, \quad A_{55}^{(2)} G_{2,11}+A_{44}^{(2)} G_{2,22}=0 \text { on } A_{2} \tag{A.103}
\end{equation*}
$$

and the conditions

$$
\begin{equation*}
 \tag{A.104}
\end{equation*}
$$

We seek the functions $G_{1}$ and $G_{2}$ in the form

$$
\begin{equation*}
G_{\alpha}=\sum_{n=0}^{\infty} H_{2 n+1}^{(\alpha)}\left(x_{1}\right) \sin m x_{2} \tag{A.107}
\end{equation*}
$$

where

$$
\begin{equation*}
m=\frac{1}{2 \beta}(2 n+1) \pi \tag{A.108}
\end{equation*}
$$

Clearly, the functions $G_{\alpha}$ satisfy the conditions A.106. By Equations A. 107 and A.103, we obtain

$$
A_{55}^{(\alpha)} \frac{d^{2}}{d x_{1}^{2}} H_{2 n+1}^{(\alpha)}-A_{44}^{(\alpha)} m^{2} H_{2 n+1}^{(\alpha)}=0, \quad(\alpha=1,2)
$$

so that

$$
H_{2 n+1}^{(\alpha)}=A_{2 n+1}^{(\alpha)} \operatorname{sh} \mu_{\alpha} m x_{1}+B_{2 n+1}^{(\alpha)} \operatorname{ch} \mu_{\alpha} m x_{1}
$$

where $A_{2 n+1}^{(\alpha)}$ and $B_{2 n+1}^{(\rho)}$ are arbitrary constants and

$$
\mu_{\alpha}^{2}=A_{44}^{(\alpha)} / A_{55}^{(\alpha)}, \quad(\alpha=1,2)
$$

From the condition A. $105_{1}$, we obtain

$$
B_{2 n+1}^{(1)}=B_{2 n+1}^{(2)}
$$

Thus the functions A. 107 have the form

$$
\begin{align*}
& G_{1}=\sum_{n=1}^{\infty}\left(A_{2 n+1}^{(1)} \operatorname{sh} \mu_{1} m x_{1}+B_{2 n+1} \operatorname{ch} \mu_{1} m x_{1}\right) \sin m x_{2}  \tag{A.109}\\
& G_{2}=\sum_{n=1}^{\infty}\left(A_{2 n+1}^{(2)} \operatorname{sh} \mu_{2} m x_{1}+B_{2 n+1} \operatorname{ch} \mu_{2} m x_{1}\right) \sin m x_{2}
\end{align*}
$$

We can write

$$
2 x_{2}=\sum_{n=0}^{\infty} m C_{2 n+1} \sin m x_{2}, \quad-\beta<x_{2}<\beta
$$

where

$$
m C_{2 n+1}=(-1)^{n} \frac{16 \beta}{\pi^{2}(2 n+1)^{2}}
$$

The conditions A. 105 reduce to

$$
\begin{align*}
& A_{2 n+1}^{(1)} \operatorname{ch} \mu_{1} m \alpha_{1}-B_{2 n+1} \operatorname{sh} \mu_{1} m \alpha_{1}=\mu_{1}^{-1} C_{2 n+1}  \tag{A.110}\\
& A_{2 n+1}^{(2)} \operatorname{ch} \mu_{2} m \alpha_{2}+B_{2 n+1} \operatorname{sh} \mu_{2} m \alpha_{2}=\mu_{2}^{-1} C_{2 n+1}
\end{align*}
$$

The condition A. $104_{2}$ becomes

$$
\begin{equation*}
\left(A_{44}^{(1)} A_{55}^{(1)}\right)^{1 / 2} A_{2 n+1}^{(1)}-\left(A_{44}^{(2)} A_{55}^{(2)}\right)^{1 / 2} A_{2 n+1}^{(2)}=\left(A_{55}^{(1)}-A_{55}^{(2)}\right) C_{2 n+1} \tag{A.111}
\end{equation*}
$$

From Equations A. 110 and A.111, we obtain

$$
\begin{aligned}
A_{2 n+1}^{(1)}= & \frac{(-1)^{n} 16 \beta^{2}}{(2 n+1)^{3} \gamma \pi^{2}}\left[\rho_{2}\left(\mu_{1} \operatorname{sh} \mu_{1} m \alpha_{1}+\mu_{2} \operatorname{sh} \mu_{2} m \alpha_{2}\right)\right. \\
& \left.+\left(A_{55}^{(1)}-A_{55}^{(2)}\right) \mu_{1} \mu_{2} \operatorname{ch} \mu_{2} m \alpha_{2} \operatorname{sh} \mu_{1} m \alpha_{1}\right] \\
A_{2 n+1}^{(1)}= & \frac{(-1)^{n} 16 \beta^{2}}{(2 n+1)^{3} \gamma \pi^{2}}\left[\rho_{1}\left(\mu_{1} \operatorname{sh} \mu_{1} m \alpha_{1}+\mu_{2} \operatorname{sh} \mu_{2} m \alpha_{2}\right)\right. \\
& \left.+\left(A_{55}^{(1)}-A_{55}^{(2)}\right) \mu_{1} \mu_{2} \operatorname{ch} \mu_{1} m \alpha_{1} \operatorname{sh} \mu_{2} m \alpha_{2}\right] \\
B_{2 n+1}= & \frac{(-1)^{n} 16 \beta^{2}}{(2 n+1)^{3} \gamma \pi^{2}}\left[\rho_{1} \rho_{2}\left(\frac{1}{A_{55}^{(1)}} \operatorname{ch} \mu_{1} m \alpha_{2}-\frac{1}{A_{55}^{(2)}} \operatorname{ch} \mu_{2} m \alpha_{2}\right)\right. \\
& \left.+\left(A_{55}^{(1)}-A_{55}^{(2)}\right) \mu_{1} \mu_{2} \operatorname{ch} \mu_{1} m \alpha_{1} \operatorname{sh} \mu_{2} m \alpha_{2}\right]
\end{aligned}
$$

where
$\gamma=A_{44}^{(1)} \mu_{2} \operatorname{ch} \mu_{2} m \alpha_{2} \operatorname{sh} \mu_{1} m \alpha_{1}+A_{44}^{(2)} \mu_{1} \operatorname{ch} \mu_{1} m \alpha_{1} \operatorname{sh} \mu_{2} m \alpha_{2}, \rho_{\alpha}=\left(A_{44}^{(\alpha)} A_{55}^{(\alpha)}\right)^{1 / 2}$
The series A. 109 are absolutely and uniformly convergent.
4.12.4 We denote by $\Pi^{(k)},(k=1,2,3)$, the plane strain problems characterized by the equations of equilibrium

$$
\begin{array}{lll}
t_{\beta 1, \beta}^{(1)}+\left(A_{13} x_{1}\right)_{, 1}=0, & t_{\beta 2, \beta}^{(1)}+\left(A_{23} x_{1}\right)_{, 2}=0, & t_{\beta 1, \beta}^{(2)}+\left(A_{13} x_{2}\right)_{, 1}=0 \\
t_{\beta 2, \beta}^{(2)}+\left(A_{23} x_{2}\right)_{, 2}=0, & t_{\beta 1, \beta}^{(3)}+A_{13,1}=0, & t_{\beta 2, \beta}^{(3)}+A_{23,2}=0 \tag{A.112}
\end{array}
$$

the constitutive equations

$$
\begin{equation*}
t_{11}^{(k)}=A_{11} e_{11}^{(k)}+A_{12} e_{22}^{(k)}, \quad t_{22}^{(k)}=A_{12} e_{11}^{(k)}+A_{22} e_{22}^{(k)}, \quad t_{12}^{(k)}=2 A_{66} e_{12}^{(k)} \tag{A.113}
\end{equation*}
$$

the geometrical equations

$$
\begin{equation*}
2 e_{\alpha \beta}^{(k)}=u_{\alpha, \beta}^{(k)}+u_{\beta, \alpha}^{(k)} \tag{A.114}
\end{equation*}
$$

on $\Sigma_{1}$, and the boundary conditions

$$
\begin{array}{lll}
t_{\beta 1}^{(1)} n_{\beta}=-A_{13} x_{1} n_{1}, & t_{\beta 1}^{(1)} n_{\beta}=-A_{23} x_{1} n_{2}, & t_{\beta 1}^{(2)} n_{\beta}=-A_{13} x_{2} n_{1} \\
t_{\beta 1}^{(2)} n_{\beta}=-A_{23} x_{2} n_{2}, & t_{\beta 1}^{(3)} n_{\beta}=-A_{13} n_{1}, & t_{\beta 1}^{(3)} n_{\beta}=-A_{23} n_{2} \text { on } \Gamma \tag{A.115}
\end{array}
$$

The solution of the extension and bending problem is given by

$$
\begin{equation*}
u_{\alpha}=-\frac{1}{2} a_{\alpha} x_{3}^{2}+\sum_{k=1}^{3} a_{k} u_{\alpha}^{(k)}, \quad u_{3}=\left(a_{1} x_{1}+a_{2} x_{2}+a_{3}\right) x_{3} \tag{A.116}
\end{equation*}
$$

where the constants $a_{k}$ are determined by the following system

$$
\begin{equation*}
H_{\alpha j} a_{j}=\varepsilon_{\alpha \beta} M_{\beta}, \quad H_{3 j} a_{j}=-F_{3} \tag{A.117}
\end{equation*}
$$

The coefficients $H_{i j}$ are defined by

$$
\begin{align*}
& H_{\alpha \beta}=\int_{\Sigma_{1}} x_{\alpha}\left(A_{33} x_{\beta}+A_{13} e_{11}^{(\beta)}+A_{23} e_{22}^{(\beta)}\right) d a \\
& H_{\alpha 3}=\int_{\Sigma_{1}} x_{\alpha}\left(A_{33}+A_{13} e_{11}^{(3)}+A_{23} e_{22}^{(3)}\right) d a \\
& H_{3 \alpha}=\int_{\Sigma_{1}}\left(A_{33} x_{\alpha}+A_{13} e_{11}^{(\alpha)}+A_{23} e_{22}^{(\alpha)}\right) d a  \tag{A.118}\\
& H_{33}=\int_{\Sigma_{1}}\left(A_{33}+A_{13} e_{11}^{(3)}+A_{23} e_{22}^{(3)}\right) d a
\end{align*}
$$

Let us prove that the solution of the problem $\Pi^{(1)}$ is

$$
\begin{equation*}
u_{1}^{(1)}=-\frac{1}{2}\left(\nu_{1}^{*} x_{1}^{2}-\nu_{2}^{*} x_{2}^{2}\right), \quad u_{2}^{(1)}=-\nu_{2}^{*} x_{1} x_{2} \tag{A.119}
\end{equation*}
$$

where

$$
\begin{gather*}
\nu_{1}^{*}=\frac{1}{\delta_{1}^{*}}\left(A_{13}^{*} A_{22}^{*}-A_{23}^{*} A_{12}^{*}\right), \quad \nu_{2}^{*}=\frac{1}{\delta_{1}^{*}}\left(A_{23}^{*} A_{11}^{*}-A_{13}^{*} A_{12}^{*}\right)  \tag{A.120}\\
\delta_{1}^{*}=A_{11}^{*} A_{22}^{*}-\left(A_{12}^{*}\right)^{2}
\end{gather*}
$$

In view of Equations A. 114 and A.119,

$$
\begin{equation*}
e_{11}^{(1)}=-\nu_{1}^{*} x_{1}, \quad e_{22}^{(1)}=-\nu_{2}^{*} x_{1}, \quad e_{12}^{(1)}=0 \tag{A.121}
\end{equation*}
$$

By Equations A. 113 and A.121, we get

$$
\begin{aligned}
& t_{11}^{(1)}=-\left(A_{11} \nu_{1}^{*}+A_{12} \nu_{2}^{*}\right) x_{1}=-\left(A_{11}^{*} \nu_{1}^{*}+A_{12}^{*} \nu_{2}^{*}\right) x_{1} e^{-\alpha r} \\
& t_{22}^{(1)}=-\left(A_{12}^{*} \nu_{1}^{*}+A_{22}^{*} \nu_{2}^{*}\right) x_{1} e^{-\alpha r}, \quad t_{12}^{(1)}=0
\end{aligned}
$$

It follows from Equations A.111, A.120, 4.8.10, and 4.8.11 that

$$
\begin{align*}
\nu_{1} & =\nu_{1}^{*}, & & \nu_{2}=\nu_{2}^{*}  \tag{A.122}\\
A_{11}^{*} \nu_{1}^{*}+A_{12}^{*} \nu_{2}^{*} & =A_{13}^{*}, & & A_{12}^{*} \nu_{1}^{*}+A_{22}^{*} \nu_{2}^{*}=A_{23}^{*}
\end{align*}
$$

Thus we obtain

$$
\begin{equation*}
t_{11}^{(1)}=-A_{13}^{*} x_{1} e^{-\alpha r}=-A_{13} x_{1}, \quad t_{22}^{(1)}=-A_{23} x_{1}, \quad t_{12}^{(1)}=0 \tag{A.123}
\end{equation*}
$$

Clearly, the stresses A. 123 satisfy the equilibrium equations A. $112_{1}$ and the boundary conditions A.1151. Similarly, we can prove that the problems $\Pi^{(2)}$ and $\Pi^{(3)}$ have the solutions

$$
\begin{array}{ll}
u_{1}^{(2)}=-\nu_{1}^{*} x_{1} x_{2}, & u_{2}^{(2)}=\frac{1}{2}\left(\nu_{1}^{*} x_{1}^{2}-\nu_{2}^{*} x_{2}^{2}\right)  \tag{A.124}\\
u_{1}^{(3)}=-\nu_{1}^{*} x_{1}, & u_{2}^{(3)}=-\nu_{2}^{*} x_{2}
\end{array}
$$

From Equation A.124, we obtain

$$
\begin{array}{lll}
e_{11}^{(2)}=-\nu_{1}^{*} x_{2}, & e_{22}^{(2)}=-\nu_{2}^{*} x_{2}, & e_{12}^{(2)}=0 \\
e_{11}^{(3)}=-\nu_{1}^{*}, & e_{22}^{(3)}=-\nu_{2}^{*}, & e_{12}^{(3)}=0 \tag{A.125}
\end{array}
$$

so that

$$
\begin{array}{lll}
t_{11}^{(2)}=-A_{13} x_{2}, & t_{22}^{(2)}=-A_{23} x_{2}, & t_{12}^{(2)}=0 \\
t_{11}^{(3)}=-A_{13}, & t_{22}^{(3)}=-A_{23}, & t_{12}^{(3)}=0
\end{array}
$$

By Equations 4.8.21, 4.8.22, and A.122, we obtain

$$
\begin{equation*}
A_{33}-A_{13} \nu_{1}^{*}-A_{23} \nu_{2}^{*}=E_{0} \tag{A.126}
\end{equation*}
$$

We can write

$$
\begin{equation*}
E_{0}=E_{0}^{*} e^{-\alpha r} \tag{A.127}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{0}^{*}=A_{33}^{*}-A_{13}^{*} \nu_{1}^{*}-A_{23}^{*} \nu_{2}^{*} \tag{A.128}
\end{equation*}
$$

We have $\Sigma_{1}=\left\{x: x_{1}^{2}+x_{2}^{2}<a^{2}, x_{3}=0\right\}$. In view of Equations A.118, A.121, A.125, and A.126, we find that the constants $H_{i j}$ are given by

$$
\begin{align*}
H_{11} & =H_{22}=\frac{\pi}{\alpha^{4}} E_{0}^{*}\left[6-\left(6+6 a \alpha+3 a^{2} \alpha^{2}+a^{3} \alpha^{3}\right) e^{-a \alpha}\right] \\
H_{3 \alpha} & =H_{\alpha 3}=H_{12}=0  \tag{A.129}\\
H_{33} & =\frac{2 \pi}{\alpha^{2}} E_{0}^{*}\left[1-(1+a \alpha) e^{-a \alpha}\right]
\end{align*}
$$

From Equation A.117, we obtain

$$
\begin{equation*}
a_{1}=\frac{M_{2}}{H_{11}}, \quad a_{2}=-\frac{M_{1}}{H_{11}}, \quad a_{3}=-\frac{F_{3}}{H_{33}} \tag{A.130}
\end{equation*}
$$

The solution of the extension and bending problem has the form A. 116 where $u_{\alpha}^{(j)}$ are given by Equations A. 119 and A. 124 and the constants $a_{k}$ are defined by Equations A. 130 .

The solution of the torsion problem is $u_{1}=-\tau x_{2} x_{3}, u_{2}=\tau x_{1} x_{3}, u_{2}=\tau \varphi$, where $\varphi$ is the solution of the boundary-value problem

$$
\begin{gather*}
\left(A_{55} \varphi_{, 1}\right)_{1}+\left(A_{44} \varphi, 2\right)_{, 2}=\left(A_{55} x_{2}\right)_{, 1}-\left(A_{44} x_{1}\right)_{, 2} \text { on } \Sigma_{1}  \tag{A.131}\\
A_{55} \varphi_{, 1} n_{1}+A_{44} \varphi, 2 n_{2}=A_{55} x_{2} n_{1}-A_{44} x_{1} n_{2} \text { on } \Gamma
\end{gather*}
$$

The constant $\tau$ is equal to $-M_{3} / D_{0}$ where $D_{0}$ is defined in Equation 4.8.24. In this case, we have

$$
\begin{equation*}
\left(A_{55} x_{2}\right)_{, 1}-\left(A_{44} x_{1}\right)_{, 2}=A_{55,1} x_{2}-A_{44,2} x_{1}=-\alpha e^{-\alpha r} x_{1} x_{2} r^{-1}\left(A_{55}^{*}-A_{44}^{*}\right) \tag{A.132}
\end{equation*}
$$

The condition on boundary can be written as

$$
\begin{equation*}
A_{55} \varphi, 1 x_{1}+A_{44} \varphi, 2 x_{2}=\left(A_{55}-A_{44}\right) x_{1} x_{2} \text { on } \Gamma \tag{A.133}
\end{equation*}
$$

We seek the function $\varphi$ in the form

$$
\begin{equation*}
\varphi=k x_{1} x_{2} \tag{A.134}
\end{equation*}
$$

where $k$ is a constant. From Equations A. 132 and A.133, we get

$$
k=\frac{A_{55}^{*}-A_{44}^{*}}{A_{55}^{*}+A_{44}^{*}}
$$

It follows from Equations A. 134 and A.4.8.24 that the torsional rigidity is

$$
D_{0}=\frac{\pi}{\alpha^{4}}\left[(1+k) A_{44}^{*}+(1-k) A_{55}^{*}\right]\left[6-\left(6+6 a \alpha+3 \alpha^{2} a^{2}+a^{3} \alpha^{3}\right) e^{-a \alpha}\right]
$$

Thus, the problem of torsion is solved.
5.7.1 We shall use the polar coordinates $(r, \theta)$ and the relations 5.2 .9 and 5.2.13. The problem consists in the finding of the functions $u_{r}, u_{\theta}$, and $\varphi_{3}$ which satisfy Equations $5.2 .9,5.2 .10$, and 5.2 .11 with $f_{r}=f_{\theta}=0, g_{3}=0$, and the boundary conditions

$$
\begin{equation*}
t_{r r}=0, \quad t_{r \theta}=0, \quad m_{r z}=q_{1} \cos \theta+q_{2} \sin \theta \text { for } r=a \tag{A.135}
\end{equation*}
$$

We seek the solution of this problem in the form

$$
\begin{gather*}
u_{r}=u^{(1)}(r) \cos \theta+u^{(2)}(r) \sin \theta, \quad u_{\theta}=v^{(1)}(r) \cos \theta+v^{(2)}(r) \sin \theta \\
\varphi_{3}=\psi^{(1)}(r) \cos \theta+\psi^{(2)}(r) \sin \theta \tag{A.136}
\end{gather*}
$$

where $u^{(\alpha)}, v^{(\alpha)}$, and $\psi^{(\alpha)}$ are functions only on $r$. It follows from Equations 5.3.10, 5.3.11, and A. 136 that

$$
\begin{align*}
t_{r r} & =t_{r r}^{(1)} \cos \theta+t_{r r}^{(2)} \sin \theta, & t_{\theta \theta} & =t_{\theta \theta}^{(1)} \cos \theta+t_{\theta \theta}^{(2)} \sin \theta \\
t_{r \theta} & =t_{r \theta}^{(1)} \cos \theta+t_{r \theta}^{(2)} \sin \theta, & t_{\theta r} & =t_{\theta r}^{(1)} \cos \theta+t_{\theta r}^{(2)} \sin \theta  \tag{A.137}\\
m_{r z} & =m_{r z}^{(1)} \cos \theta+m_{r z}^{(2)} \sin \theta, & m_{\theta z} & =m_{\theta z}^{(1)} \cos \theta+m_{\theta z}^{(2)} \sin \theta
\end{align*}
$$

where

$$
\begin{aligned}
& t_{r r}^{(1)}=(\lambda+2 \mu+\kappa) \frac{d u^{(1)}}{d r}+\lambda\left(u^{(1)}+v^{(2)}\right) r^{-1} \\
& t_{r r}^{(2)}=(\lambda+2 \mu+\kappa) \frac{d u^{(2)}}{d r}+\lambda\left(u^{(2)}-v^{(1)}\right) r^{-1} \\
& t_{\theta \theta}^{(1)}=(\lambda+2 \mu+\kappa)\left(u^{(1)}+v^{(2)}\right) r^{-1}+\lambda \frac{d u^{(1)}}{d r} \\
& t_{\theta \theta}^{(2)}=(\lambda+2 \mu+\kappa)\left(u^{(2)}-v^{(1)}\right) r^{-1}+\lambda \frac{d u^{(2)}}{d r} \\
& t_{r \theta}^{(1)}=(\mu+\kappa) \frac{d v^{(1)}}{d r}+\mu\left(u^{(2)}-v^{(1)}\right) r^{-1}-\kappa \psi^{(1)} \\
& t_{r \theta}^{(2)}=(\mu+\kappa) \frac{d v^{(2)}}{d r}-\mu\left(u^{(1)}+v^{(2)}\right) r^{-1}-\kappa \psi^{(2)} \\
& t_{\theta r}^{(1)}=\mu \frac{d v^{(1)}}{d r}+(\mu+\kappa)\left(u^{(2)}-v^{(1)}\right) r^{-1}+\kappa \psi^{(1)} \\
& t_{\theta r}^{(2)}=\mu \frac{d v^{(2)}}{d r}-(\mu+\kappa)\left(u^{(1)}+v^{(2)}\right) r^{-1}+\kappa \psi^{(2)} \\
& m_{r z}^{(1)}=\gamma \frac{d \psi^{(1)}}{d r}, \quad m_{r z}^{(2)}=\gamma \frac{d \psi^{(2)}}{d r}, \\
& m_{\theta z}^{(2)}=-\gamma r^{-1} \psi^{(1)}
\end{aligned}
$$

The equilibrium equations 5.2.9 reduce to

$$
\begin{align*}
& \frac{d t_{r r}^{(1)}}{d r}+\left(t_{\theta r}^{(2)}+t_{r r}^{(1)}-t_{\theta \theta}^{(1)}\right) r^{-1}=0 \\
& \frac{d t_{r \theta}^{(1)}}{d r}+\left(t_{\theta \theta}^{(2)}+t_{r \theta}^{(1)}+t_{\theta r}^{(1)}\right) r^{-1}=0 \\
& \frac{d m_{r z}^{(1)}}{d r}+\left(m_{\theta z}^{(2)}+m_{r z}^{(1)}\right) r^{-1}+t_{r \theta}^{(1)}-t_{\theta r}^{(1)}=0  \tag{A.139}\\
& \frac{d t_{r r}^{(2)}}{d r}+\left(t_{r r}^{(2)}-t_{\theta \theta}^{(2)}-t_{\theta r}^{(1)}\right) r^{-1}=0 \\
& \frac{d t_{r \theta}^{(2)}}{d r}+\left(t_{r \theta}^{(2)}+t_{\theta r}^{(2)}-t_{\theta \theta}^{(1)}\right) r^{-1}=0 \\
& \frac{d m_{r z}^{(2)}}{d r}+\left(m_{r z}^{(2)}-m_{\theta z}^{(1)}\right) r^{-1}+t_{r \theta}^{(2)}-t_{\theta r}^{(2)}=0
\end{align*}
$$

Substituting the functions A. 138 into A.139, we obtain the equations

$$
\begin{align*}
& r^{2} \frac{d^{2} u^{(1)}}{d r^{2}}+r \frac{d u^{(1)}}{d r}-\left(1+d_{1}\right) u^{(1)}+\left(1-d_{1}\right) r \frac{d v^{(2)}}{d r} \\
& \quad-\left(1+d_{1}\right) v^{(2)}=-d_{2} r \psi^{(2)} \\
& d_{1}\left(r^{2} \frac{d^{2} v^{(2)}}{d r^{2}}+r \frac{d v^{(2)}}{d r}\right)-\left(1+d_{1}\right) v^{(2)}-\left(1-d_{1}\right) r \frac{d u^{(1)}}{d r}  \tag{A.140}\\
& \quad-\left(1+d_{1}\right) u^{(1)}=d_{2} r^{2} \frac{d \psi^{(2)}}{d r} \\
& r^{2} \frac{d^{2} \psi^{(2)}}{d r^{2}}+r \frac{d \psi^{(2)}}{d r}-\left(1+2 d_{3} r^{2}\right) \psi^{(2)}=-d_{3} r\left(r \frac{d v^{(2)}}{d r}+v^{(2)}\right)-d_{3} r u^{(1)}
\end{align*}
$$

and

$$
\begin{align*}
& d_{1}\left(r^{2} \frac{d^{2} v^{(1)}}{d r^{2}}+r \frac{d v^{(1)}}{d r}\right)-\left(1+d_{1}\right) v^{(1)}+r\left(1-d_{1}\right) \frac{d u^{(2)}}{d r} \\
& \quad+\left(1+d_{1}\right) u^{(2)}=d_{2} r^{2} \frac{d \psi^{(1)}}{d r} \\
& r^{2} \frac{d^{2} \psi^{(1)}}{d r^{2}}+r \frac{d \psi^{(1)}}{d r}-\left(1+2 d_{3} r^{2}\right) \psi^{(1)}=-d_{3} r\left(r \frac{d v^{(1)}}{d r}+v^{(1)}\right)+d_{3} r u^{(2)} \\
& r^{2} \frac{d^{2} u^{(2)}}{d r^{2}}+r \frac{d u^{(2)}}{d r}-\left(1+d_{1}\right) u^{(2)}-\left(1-d_{1}\right) r \frac{d v^{(1)}}{d r}+\left(1+d_{1}\right) v^{(1)}=d_{2} r \psi^{(1)} \tag{A.141}
\end{align*}
$$

where $d_{j}$ are defined by

$$
\begin{equation*}
d_{1}=\frac{\mu+\kappa}{\lambda+2 \mu+\kappa}, \quad d_{2}=\frac{\kappa}{\lambda+2 \mu+\kappa}, \quad d_{3}=\frac{\kappa}{\gamma} \tag{A.142}
\end{equation*}
$$

Let us study the system A.141. If we introduce the notations

$$
r=e^{t}, \quad Y=\frac{d}{d t}
$$

then the first two equations from Equations A. 140 become

$$
\begin{align*}
{\left[Y^{2}-\left(1+d_{1}\right)\right] u^{(1)}+\left[\left(1-d_{1}\right) Y-\left(1+d_{1}\right)\right] v^{(2)} } & =-d_{2} e^{t} \psi^{(2)} \\
{\left[d_{1} Y^{2}-\left(1+d_{1}\right)\right] v^{(2)}+\left[\left(d_{1}-1\right) Y-\left(1+d_{1}\right)\right] u^{(1)} } & =d_{2} e^{t} Y \psi^{(2)} \tag{A.143}
\end{align*}
$$

The general solution which corresponds to a nonrigid displacement is

$$
\begin{align*}
u^{(1)}= & A_{1} t+A_{2} e^{2 t}+A_{3} e^{-2 t}+\frac{1}{2 d_{1}} d_{2} \int^{t}\left(e^{3 s-2 t}-e^{s}\right) \psi^{(2)}(s) d s \\
v^{(2)}= & \frac{d_{1}-1}{d_{1}+1} A_{1}-A_{1} t-\frac{3-d_{1}}{1-3 d_{1}} A_{2} e^{2 t}+A_{3} e^{-2 t}  \tag{A.144}\\
& +\frac{1}{2 d_{1}} d_{2} \int^{t}\left(e^{3 s-2 t}+e^{s}\right) \psi^{(2)}(s) d s
\end{align*}
$$

where $A_{i}$ are arbitrary constants. The functions $u^{(1)}$ and $v^{(2)}$ must be bounded for $r=0$ so that from Equation A.144, we obtain

$$
\begin{align*}
& u^{(1)}=A_{2} r^{2}-\frac{1}{2 d_{1}} d_{2}\left[\int_{0}^{r} \psi^{(2)}(x) d x-r^{-2} \int_{0}^{r} x^{2} \psi^{(2)}(x) d x\right]  \tag{A.145}\\
& v^{(2)}=\frac{d_{1}-3}{1-3 d_{1}} A_{2} r^{2}+\frac{1}{2 d_{1}} d_{2}\left[\int_{0}^{r} \psi^{(2)}(x) d x+r^{2} \int_{0}^{r} x^{2} \psi^{(2)}(x) d x\right]
\end{align*}
$$

If we substitute $u^{(1)}$ and $v^{(2)}$ from Equation A. 145 into A. $140_{3}$, then we find the equation

$$
\begin{equation*}
r^{2} \frac{d^{2} \psi^{(2)}}{d r^{2}}+r \frac{d \psi^{(2)}}{d r}-\left(1+k^{2} r^{2}\right) \psi^{(2)}=\frac{8 r^{2}}{1-3 d_{1}} d_{3} A_{2} \tag{A.146}
\end{equation*}
$$

where $k$ is given by Equation 5.2.15. The solution of Equation A.146, which is bounded for $r=0$, has the form

$$
\begin{equation*}
\psi^{(2)}=A_{4} I_{1}(k r)-\frac{8(\mu+\kappa) r}{(2 \mu+\kappa)\left(1-3 d_{1}\right)} A_{2} \tag{A.147}
\end{equation*}
$$

where $A_{4}$ is an arbitrary constant. We denote by $I_{n}$ and $K_{n}$ the modified Bessel functions of order $n$. In view of Equation A.147, from A.145, we obtain

$$
\begin{align*}
u^{(1)} & =Q_{1} A_{2} r^{2}+\frac{1}{2 d_{1} k} d_{2} A_{4}\left[I_{2}(k r)-I_{0}(k d)\right]  \tag{A.148}\\
v^{(2)} & =-Q_{2} A_{2} r^{2}+\frac{1}{2 d_{1} k} d_{2} A_{4}\left[I_{2}(k r)+I_{0}(k r)\right]
\end{align*}
$$

where
$Q_{1}=1+\frac{\kappa}{(2 \mu+\kappa)\left(1-3 d_{1}\right)}, \quad Q_{2}=\frac{1}{1-3 d_{1}}\left(3-d_{1}+\frac{3 \kappa}{2 \mu+\kappa}\right)$
The solution of the system A. 141 can be determined in a similar way. Thus, we get

$$
\begin{align*}
u^{(2)} & =Q_{1} B_{2} r^{2}+\frac{1}{2 d_{1} k} d_{2} B_{4}\left[I_{0}(k r)-I_{2}(k r)\right] \\
v^{(1)} & =Q_{2} B_{2} r^{2}+\frac{1}{2 d_{1} k} d_{2} B_{4}\left[I_{0}(k r)+I_{2}(k r)\right]  \tag{A.150}\\
\psi^{(1)} & =B_{4} I_{1}(k r)+\frac{8(\mu+\kappa) r}{(2 \mu+\kappa)\left(1-3 d_{1}\right)} B_{2}
\end{align*}
$$

where $B_{2}$ and $B_{4}$ are arbitrary constants. It follows from Equations A.139, A.147, A.148, and A. 150 that

$$
\begin{array}{rlrl}
t_{r r}^{(1)} & =N_{1} A_{2} r-k \gamma r^{-1} A_{4} I_{2}(k r), & t_{r r}^{(2)}=N_{1} B_{2} r+k \gamma r^{-1} B_{4} I_{2}(k r) \\
t_{r \theta}^{(1)}=N_{2} B_{2} r-k \gamma r^{-1} B_{4} I_{2}(k r), & t_{r \theta}^{(2)}=-N_{2} A_{2} r-k \gamma r^{-1} A_{4} I_{2}(k r)  \tag{A.151}\\
m_{r z}^{(1)}=k \gamma B_{4} I_{1}^{\prime}(k r)+\gamma Q_{3} B_{2}, & m_{r z}^{(2)}=k \gamma A_{4} I_{1}^{\prime}(k r)-\gamma Q_{3} A_{2}
\end{array}
$$

where

$$
\begin{gather*}
N_{1}=(3 \lambda+4 \mu+2 \kappa) Q_{1}-\lambda Q_{2}, \quad N_{2}=\mu Q_{1}+(\mu+2 \kappa) Q_{2}-\kappa Q_{3} \\
Q_{3}=8(\mu+\kappa)\left[(2 \mu+\kappa)\left(1-3 d_{1}\right)\right]^{-1} \tag{A.152}
\end{gather*}
$$

It is easy to see that

$$
\begin{aligned}
1-3 d_{1}= & \frac{\lambda-\mu-2 \kappa}{\lambda+2 \mu+\kappa}, \quad 3-d_{1}=\frac{3 \lambda+5 \mu+2 \kappa}{\lambda+2 \mu+\kappa} \\
Q_{1}= & \frac{1}{Q}\left[(2 \mu+\kappa)\left(1-3 d_{1}\right)+\kappa\right], \quad Q_{2}=\frac{1}{Q}\left[\left(3-d_{1}\right)(2 \mu+\kappa)+3 \kappa\right] \\
Q_{3}= & \frac{8}{Q}(\mu+\kappa), \quad Q=\left(1-3 d_{1}\right)(2 \mu+\kappa) \\
N_{1}+N_{2}= & (\lambda+2 \mu+\kappa)\left[\left(3-d_{1}\right) Q_{1}-\left(3-d_{1}\right) Q_{2}\right]-\kappa Q_{3} \\
= & \frac{1}{Q}(\lambda+2 \mu+\kappa)\left\{\left(3-d_{1}\right)\left[(2 \mu+\kappa)\left(1-3 d_{1}\right)+\kappa\right]\right. \\
& \left.-\left(1-3 d_{1}\right)\left[\left(3-d_{1}\right)(2 \mu+\kappa)+3 \kappa\right]-\frac{8 \kappa(\mu+\kappa)}{\lambda+2 \mu+\kappa}\right\}=0
\end{aligned}
$$

We note that

$$
\begin{equation*}
t_{r r}^{(1)}=t_{r \theta}^{(2)}, \quad t_{r r}^{(2)}=-t_{r \theta}^{(1)} \tag{A.153}
\end{equation*}
$$

It follows from Equations A. 135 and A. 137 that the boundary conditions reduce to

$$
\begin{array}{ll}
t_{r r}^{(1)}=0, & t_{r \theta}^{(2)}=0,
\end{array} m_{r z}^{(2)}=q_{2}, ~\left(m_{r z}^{(1)}=q_{1}, \text { for } r=a\right.
$$

If we use Equations A. 153 and A.151, then the conditions A. 154 become

$$
\begin{array}{ll}
N_{1} A_{2} a-k \gamma a^{-1} A_{4} I_{2}(k a)=0, & k \gamma A_{4} I_{1}^{\prime}(k a)-\gamma Q_{3} A_{2}=q_{2} \\
N_{1} B_{2} a+k \gamma a^{-1} B_{4} I_{2}(k a)=0, & k \gamma B_{4} I_{1}^{\prime}(k a)+\gamma Q_{3} B_{2}=q_{1}
\end{array}
$$

We find that

$$
\begin{align*}
A_{4} & =\frac{q_{2} N_{1} a^{2}}{k \gamma\left[N_{1} a^{2} I_{1}^{\prime}(k a)-\gamma Q_{3} I_{2}(k a)\right]}, & A_{2} & =\frac{k \gamma}{N_{1} a^{2}} A_{4} I_{2}(k a) \\
B_{4} & =\frac{q_{1} N_{1} a^{2}}{k \gamma\left[N_{1} a^{2} I_{1}^{\prime}(k a)-\gamma Q_{3} I_{2}(k a)\right]}, & B_{2} & =-\frac{k \gamma}{N_{1} a^{2}} B_{4} I_{2}(k a) \tag{A.155}
\end{align*}
$$

Thus, the solution of the problem is given by Equation A.136, where $u^{(\alpha)}$, $v^{(\alpha)}, \psi^{(\alpha)}$ are given by Equations A.147, A.148, A.150, and $A_{2}, A_{4}, B_{2}, B_{4}$ are defined in Equation A. 155.

The plane strain problems for a circular ring-shaped region have been studied by Chiu and Lee [48].
5.7.2 The solution of the problem of extension and bending can be expressed by Equation 5.3.67, where $\left(u_{\alpha}^{*(\eta)}, \varphi_{3}^{*(\eta)}\right)$ is the solution of the problem $\mathfrak{M}^{(\eta)},(\eta=1,2)$, and the constants $a_{k}$ are given by Equations 5.3.40. We shall study these problems by using the polar coordinates $(r, \theta)$. The problem $\mathfrak{M}^{(1)}$ consists in the finding of the functions $u_{r}^{(1)}, u_{\theta}^{(1)}$, and $\varphi_{3}^{(1)}$ which satisfy Equations 5.2.9, 5.2.10, and 5.2.11 with $f_{r}=f_{\theta}=0, g_{3}=0$, and the boundary conditions

$$
\begin{equation*}
t_{r r}=0, \quad t_{r \theta}=0, \quad m_{r z}=(\beta+\gamma \nu) \cos \theta \text { for } r=a \tag{A.156}
\end{equation*}
$$

The problem $\mathfrak{M}^{(2)}$ consists in the determination of the functions $u_{r}^{(2)}, u_{\theta}^{(2)}$, and $\varphi_{3}^{(2)}$ which satisfy Equations $5.2 .9,5.2 .10$, and 5.2 .11 in the absence of body loads, and the boundary conditions

$$
\begin{equation*}
t_{r r}=0, \quad t_{r \theta}=0, \quad m_{r z}=-(\beta+\gamma \nu) \sin \theta \text { for } r=a \tag{A.157}
\end{equation*}
$$

The solution of the problem $\mathfrak{M}^{(1)}$ can be obtained from Equations A.136, A.147, A.148, A.150, and A. 155 if we take

$$
\begin{equation*}
q_{1}=0, \quad q_{2}=\beta+\gamma \nu \tag{A.158}
\end{equation*}
$$

From Equations A. 155 and A.158, we obtain

$$
\begin{equation*}
A_{2}=Z_{2}, \quad A_{4}=Z_{1}, \quad B_{2}=B_{4}=0 \tag{A.159}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{1}=\frac{N_{1} a^{2}(\beta+\gamma \nu)}{\kappa \gamma\left[N_{1} a^{2} I_{1}^{\prime}(k a)-\gamma Q_{3} I_{2}(k a)\right]}, \quad Z_{2}=\frac{k \gamma}{N_{1} a^{2}} Z_{1} I_{2}(k a) \tag{A.160}
\end{equation*}
$$

Thus, the solution of the problem $\mathfrak{M}^{(1)}$ is

$$
\begin{equation*}
u_{r}^{(1)}=u^{(1)} \cos \theta, \quad u_{\theta}^{(1)}=v^{(2)} \sin \theta, \quad \varphi_{3}^{(1)}=\psi^{(2)} \sin \theta \tag{A.161}
\end{equation*}
$$

where $u^{(1)}, v^{(2)}$, and $\psi^{(2)}$ are given by Equations A. 144 and A.147, and the constants $A_{2}$ and $A_{4}$ are defined by Equations A. 159 and A.160.

The solution of the problem $\mathfrak{M}^{(2)}$ can be obtained from Equations A.136, A.147, A.148, A.150, and A. 155 if we take

$$
\begin{equation*}
q_{1}=-(\beta+\gamma \nu), \quad q_{2}=0 \tag{A.162}
\end{equation*}
$$

From Equations A. 135 and A.162, we get

$$
\begin{equation*}
A_{2}=0, \quad A_{4}=0, \quad B_{2}=Z_{2}, \quad B_{4}=-Z_{1} \tag{A.163}
\end{equation*}
$$

The solution of the problem $\mathfrak{M}^{(2)}$ is

$$
\begin{equation*}
u_{r}^{(2)}=u^{(2)} \sin \theta, \quad u_{\theta}^{(2)}=v^{(1)} \cos \theta, \quad \varphi_{3}^{(2)}=\psi^{(1)} \cos \theta \tag{A.164}
\end{equation*}
$$

where $u^{(2)}, v^{(1)}$, and $\psi^{(1)}$ are given by Equations A. 150 with the constants $B_{2}$ and $B_{4}$ defined by Equations A. 163 and A.160.

We note that the divergence of the displacement vector field and the components $m_{z r}$ and $m_{z \theta}$ of the couple stress tensor for the problem $\mathfrak{M}^{(1)}$ are given by

$$
\begin{gather*}
\operatorname{div} \mathbf{u}=\left(3 Q_{1}-Q_{2}\right) Z_{2} r \cos \theta, \quad m_{z r}=\beta\left[k Z_{1} I_{1}^{\prime}(k r)-Q_{3} Z_{2}\right] \sin \theta \\
m_{z \theta}=\beta r^{-1}\left[Z_{1} I_{1}(k r)-Q_{3} Z_{2} r\right] \cos \theta \tag{A.165}
\end{gather*}
$$

In the case of the problem $\mathfrak{M}^{(2)}$, we have

$$
\begin{gather*}
\operatorname{div} \mathbf{u}=\left(3 Q_{1}-Q_{2}\right) Z_{2} r \sin \theta, \quad m_{z r}=-\beta\left[k Z_{1} I_{1}^{\prime}(k r)-Q_{3} Z_{2}\right] \cos \theta \\
m_{z \theta}=\beta r^{-1}\left[Z_{1} I_{1}(k r)-Q_{3} Z_{2} r\right] \sin \theta \tag{A.166}
\end{gather*}
$$

The functions $\left(u_{\alpha}^{*(\rho)}, \varphi_{3}^{*(\rho)}\right)$ which satisfy the problems $\mathfrak{M}^{(\rho)},(\rho=1,2)$, are given by

$$
\begin{array}{ll}
u_{1}^{*(1)}=u^{(1)} \cos ^{2} \theta-v^{(2)} \sin ^{2} \theta, & u_{2}^{*(1)}=\left(u^{(1)}+v^{(2)}\right) \sin \theta \cos \theta \\
u_{1}^{*(2)}=\left(u^{(2)}-v^{(1)}\right) \sin \theta \cos \theta, \quad u_{2}^{*(2)}=u^{(2)} \sin ^{2} \theta+v^{(1)} \cos ^{2} \theta  \tag{A.167}\\
\varphi_{3}^{*(1)}=\psi^{(2)} \sin \theta, \quad \varphi_{3}^{*(2)}=\psi^{(1)} \cos \theta
\end{array}
$$

where $u^{(\alpha)}, v^{(\alpha)}$, and $\psi^{(\alpha)}$ are defined in Equations A. 161 and A.164. We now can determine $D_{i j}$ from Equations 5.3.41 and 5.3.45. Thus, we obtain

$$
\begin{gather*}
x_{\alpha}^{0}=0, \quad D_{12}=0, \quad D_{\alpha 3}=0, \quad D_{33}=\pi a^{2} E \\
D_{11}=D_{22}=\frac{1}{4} \pi E a^{4}+\pi\left(2 \gamma+\beta \nu+\beta Q_{3} Z_{2}\right) a^{2}-\pi a Z_{1} \beta I_{1}(k a) \tag{A.168}
\end{gather*}
$$

where $E$ is introduced in Equation 5.3.45. Here we have used the relations

$$
\begin{gathered}
2 I_{1}(k r)+k r I_{2}(k r)=k r I_{0}(k r) \\
\int_{\Sigma_{1}} m_{32}^{(1)} d a=-\int_{\Sigma_{1}} m_{31}^{(2)} d a=-\beta \int_{\Sigma_{1}}\left[\nu+Q_{3} Z_{2}-\frac{1}{2} k Z_{1} I_{0}(k r)\right] d a
\end{gathered}
$$

It follows from Equations 5.3.40 and A. 168 that

$$
\begin{equation*}
a_{\alpha}=\frac{1}{D_{11}} \varepsilon_{\alpha \beta} M_{\beta}, \quad a_{3}=-\frac{1}{\pi a^{2} E} F_{3} \tag{A.169}
\end{equation*}
$$

The solution of extension and bending problem has the form 5.3.67 where $u_{\alpha}^{(\eta)}$ and $\varphi_{3}^{(\eta)},(\eta=1,2)$, are defined in Equation A. 167 and the constants $a_{k}$ are given by Equation A.169. The solution of Saint-Venant's problem for a circular cylinder has been established by Reddy and Venkatasubramanian [188-190].
5.7.3 In the case of the torsion of a Cosserat elastic cylinder, the displacements and the microrotations have the form 5.3.47, where $\varphi$ and $\psi_{\alpha}$ satisfy the boundary-value problem 5.3.26, and the constant $a_{4}$ is given by

$$
\begin{equation*}
a_{4}=-M_{3} / D \tag{A.170}
\end{equation*}
$$

The torsional rigidity $D$ is defined in Equation 5.3.41. We seek the functions $\varphi$ and $\psi_{\alpha}$ in the form

$$
\begin{equation*}
\varphi=0, \quad \psi_{\alpha}=x_{\alpha} \Psi(r) \tag{A.171}
\end{equation*}
$$

where $\Psi$ is an unknown function, and $r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$. With the help of the relations

$$
\psi_{\alpha, \beta}=\Psi \delta_{\alpha \beta}+x_{\alpha} x_{\beta} r^{-1} \Psi^{\prime}, \quad \Delta \Psi_{\alpha}=x_{\alpha}\left(\Psi^{\prime \prime}+\frac{3}{r} \Psi^{\prime}\right), \quad \Psi^{\prime}=\frac{d \Psi}{d r}
$$

we see that Equations $5.3 .26_{1}$ reduce to

$$
\begin{equation*}
\Psi^{\prime \prime}+\frac{3}{r} \Psi^{\prime}-s^{2} \Psi=0 \tag{A.172}
\end{equation*}
$$

where

$$
\begin{equation*}
s^{2}=\frac{2 k}{\alpha+\beta+\gamma} \tag{A.173}
\end{equation*}
$$

If we introduce the function $F$ by

$$
F=r \Psi
$$

then Equation A. 172 becomes

$$
\begin{equation*}
F^{\prime \prime}+\frac{1}{r} F^{\prime}-\left(\frac{1}{r^{2}}+s^{2}\right) F=0 \tag{A.174}
\end{equation*}
$$

The solution of this equation is

$$
\begin{equation*}
F=A^{*} I_{1}(s r)+B^{*} K_{1}(s r) \tag{A.175}
\end{equation*}
$$

where $A^{*}$ and $B^{*}$ are arbitrary constants, and $I_{n}$ and $K_{n}$ are the modified Bessel functions of order $n$. From Equations A.171, we get

$$
\psi_{1}=F \cos \theta, \quad \psi_{2}=F \sin \theta
$$

To obtain a solution which is bounded for $r=0$, we take $B^{*}=0$. Thus, we have

$$
\begin{align*}
& \varphi=0, \quad \psi_{\alpha}=x_{\alpha} r^{-1} F, \quad F=A^{*} I_{1}(s r), \quad u_{\alpha}=\varepsilon_{\beta \alpha} \tau x_{\beta} x_{3}, \quad u_{3}=0 \\
& \varphi_{\alpha}=\tau\left(\Psi-\frac{1}{2}\right) x_{\alpha}=\frac{1}{2} \tau r^{-1}\left[2 A^{*} I_{1}(s r)-r\right] x_{\alpha}, \quad \varphi_{3}=\tau x_{3} \\
& u_{r}=0, \quad u_{\theta}=\tau z r, \quad u_{z}=0, \\
& \varphi_{r}=\varphi_{1} \cos \theta+\varphi_{2} \sin \theta=\tau\left[A^{*} I_{1}(s r)-\frac{1}{2} r\right] \\
& \varphi_{\theta}=0, \quad \varphi_{z}=\tau z \tag{A.176}
\end{align*}
$$

The conditions $5.3 .26_{2}$ on the boundary $\Gamma$ reduce to

$$
a(\alpha+\beta+\gamma) \Psi^{\prime}(a)+(2 \alpha+\beta+\gamma) \Psi(a)=\frac{1}{2}(\beta+\gamma)
$$

This condition can be written in the form

$$
\begin{equation*}
\alpha F(a)+a(\alpha+\beta+\gamma) F^{\prime}(a)=\frac{1}{2}(\beta+\gamma) a \tag{A.177}
\end{equation*}
$$

Using the relation

$$
x I_{1}^{\prime}+I_{1}(x)=x I_{0}(x)
$$

from Equation A.177, we obtain

$$
A^{*}=\frac{a(\beta+\gamma)}{2(\alpha+\beta+\gamma) k I_{1}(s a)}
$$

where

$$
k=\frac{a s I_{0}(a s)}{I_{1}(a s)}-\frac{\beta+\gamma}{\alpha+\beta+\gamma}
$$

From Equations 5.3.41 and A.176, we find that

$$
\begin{aligned}
D= & \frac{1}{4} \pi a^{4}(2 \mu+\kappa)+\pi a^{2}(\beta+\gamma)+2 \pi \kappa A^{*} \int_{0}^{a} x^{2} I_{1}(s x) d x \\
& +2 \pi A^{*} \alpha \int_{0}^{a}\left[s x I_{1}^{\prime}(s x)+I_{1}(s x)\right] d x
\end{aligned}
$$

With the help of the relations

$$
\left[x^{2} I_{2}(x)\right]^{\prime}=x^{2} I_{1}(x), \quad x I_{1}^{\prime}(x)+I_{1}(x)=\left[x I_{1}(x)\right]^{\prime}, \quad I_{1}(0)=0
$$

we obtain

$$
D=\frac{1}{4} \pi a^{4}(2 \mu+\kappa)+\pi a^{2}(\beta+\gamma)+\frac{2}{s} \pi \kappa a^{2} A^{*} I_{2}(a s)+2 \pi a \alpha A^{*} I_{1}(a s)
$$

The constant $a_{4}$ is given by Equation A.170. The torsion problem for a circular cylinder was studied in Refs. 188 and 338.
6.6.1 We use the cylindrical coordinate system $(r, \theta, z)$. From Equations 6.5.20, it follows that the solution of the torsion problem has the form

$$
\begin{equation*}
u_{r}=0, \quad u_{\theta}=\tau r z, \quad u_{z}=\tau \Phi, \quad \varphi_{r}=\tau \Phi_{r}, \quad \varphi_{\theta}=\tau \Phi_{\theta}, \quad \varphi_{z}=\tau z \tag{A.178}
\end{equation*}
$$

where $\Phi, \Phi_{r}$, and $\Phi_{\theta}$ are unknown functions of $r$ and $\theta$. Equations 6.5.23 become

$$
\begin{equation*}
L_{z}^{(\rho)} \Lambda=0, \quad M_{r}^{(\rho)} \Lambda=\frac{1}{2}\left(s^{(\rho)}\right)^{2} r^{3}, \quad M_{\theta}^{(\rho)} \Lambda=0 \text { on } A_{\rho}^{*} \tag{A.179}
\end{equation*}
$$

where $\Lambda=\left(\Phi, \Phi_{r}, \Phi_{\theta}\right)$ and

$$
\begin{aligned}
L_{z}^{(\rho)} \Lambda= & \left(D_{r}^{2}+D_{\theta}^{2}\right) \Phi+e^{(\rho)} r\left(D_{r}+1\right) \Phi_{\theta}-e^{(\rho)} r D_{\theta} \Phi_{r} \\
M_{r}^{(\rho)} \Lambda= & {\left[D_{r}^{2}+b^{(\rho)} D_{\theta}^{2}-\left(s^{(\rho)}\right)^{2} r^{2}-1\right] \Phi_{r} } \\
& +\left[\left(1-b^{(\rho)}\right) D_{r}-\left(1+b^{(\rho)}\right)\right] D_{\theta} \Phi_{\theta}+\frac{1}{2}\left(s^{(\rho)}\right)^{2} r D_{\theta} \Phi \\
M_{\theta}^{(\rho)} \Lambda= & {\left[b^{(\rho)}\left(D_{r}^{2}-1\right)-r^{2}\left(s^{(\rho)}\right)^{2}+D_{\theta}^{2}\right] \Phi_{\theta} } \\
& +\left[\left(1-b^{(\rho)}\right) D_{r}+\left(1+b^{(\rho)}\right)\right] D_{\theta} \Phi_{r}-\frac{1}{2} r\left(s^{(\rho)}\right)^{2} D_{r} \Phi \\
D_{r}= & r \frac{d}{d r}, \quad D_{\theta}=\frac{d}{d \theta}, \quad e^{(\rho)}=\kappa^{(\rho)}\left(\mu^{(\rho)}+\kappa^{(\rho)}\right)^{-1} \\
b^{(\rho)}= & \gamma^{(\rho)}\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right)^{-1}, \quad\left(s^{(\rho)}\right)^{2}=2 \kappa^{(\rho)}\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right)^{-1}
\end{aligned}
$$

The conditions 6.5.25 and 6.5.27 take the form

$$
\begin{gather*}
{[\Phi]_{1}=[\Phi]_{2}, \quad\left[\Phi_{r}\right]_{1}=\left[\Phi_{r}\right]_{2}, \quad\left[\Phi_{\theta}\right]_{1}=\left[\Phi_{\theta}\right]_{2}} \\
T_{z}^{(1)} \Lambda-T_{z}^{(2)} \Lambda=0, \quad S_{r}^{(1)} \Lambda-S_{r}^{(2)} \Lambda=\alpha^{(2)}-\alpha^{(1)} \\
S_{\theta}^{(1)} \Lambda-S_{\theta}^{(2)} \Lambda=0 \text { on } \Gamma^{*}  \tag{A.180}\\
T_{z}^{(1)} \Lambda=0, \quad S_{r}^{(1)} \Lambda=-\alpha^{(1)}, \quad S_{\theta}^{(1)} \Lambda=0 \text { on } L
\end{gather*}
$$

where

$$
\begin{aligned}
T_{z}^{(\rho)} \Lambda & =\frac{1}{r}\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) D_{r} \Phi+\kappa^{(\rho)} \Phi_{\theta} \\
r S_{r}^{(\rho)} \Lambda & =\left(\alpha^{(\rho)}+\beta^{(\rho)}+\gamma^{(\rho)}\right) D_{r} \Phi_{r}+\alpha^{(\rho)}\left(D_{\theta} \Phi_{\theta}+\Phi_{r}\right) \\
r S_{\theta}^{(\rho)} \Lambda & =\gamma^{(\rho)} D_{r} \Phi_{\theta}+\beta^{(\rho)}\left(D_{\theta} \Phi_{r}-\Phi_{\theta}\right)
\end{aligned}
$$

We seek the solution of the problem A. 179 and A. 180 assuming that $\Phi, \Phi_{r}$, and $\Phi_{\theta}$ are functions only of $r$. Then we obtain

$$
\begin{align*}
\Phi= & -e^{(2)} A_{1} \int^{r} I_{1}\left(\delta^{(2)} r\right) d r, \quad \Phi_{r}=A_{3} I_{1}\left(s^{(2)} r\right)-\frac{1}{2} r \\
\Phi_{\theta}= & A_{1} I_{1}\left(\delta^{(2)} r\right), \text { for } 0 \leq r \leq r_{2} \\
\Phi= & -e^{(1)} \int^{r}\left[B_{1} I_{1}\left(\delta^{(1)} r\right)+B_{4} K_{1}\left(\delta^{(1)} r\right)\right] d r \\
& +B_{5}\left[1+e^{(1)} \kappa^{(1)}\left(\gamma^{(1)} \delta^{(1) 2}\right)^{-1}\right] \ln r  \tag{A.181}\\
\Phi_{r}= & B_{3} I_{1}\left(s^{(1)} r\right)+B_{6} K_{1}\left(s^{(1)} r\right)-\frac{1}{2} r \\
\Phi_{\theta}= & B_{1} I_{1}\left(\delta^{(1)} r\right)+B_{4} K_{1}\left(\delta^{(1)} r\right)-\frac{1}{r} \kappa^{(1)}\left(\gamma^{(1)} \delta^{(1) 2}\right)^{-1} B_{5}, \text { for } r_{2} \leq r \leq r_{1}
\end{align*}
$$

where $I_{n}$ and $K_{n}$ are the modified Bessel functions of order $n$, and $A_{s}$ and $B_{s}$ are unknown constants, and

$$
\left(\delta^{(\rho)}\right)^{2}=\left(2-e^{(\rho)}\right) \sigma^{(\rho)}, \quad \sigma^{(\rho)}=\lambda^{(\rho)}\left(\gamma^{(\rho)}\right)^{-1}
$$

From Equations A. 180 and A.181, we find that

$$
\begin{align*}
& A_{1}=B_{1}=B_{4}=B_{5}=0, \quad B_{3}=\left(c_{5} c_{7}-c_{4} c_{8}\right)\left(c_{3} c_{7}-c_{4} c_{6}\right)^{-1} \\
& B_{6}=\left(c_{3} c_{8}-c_{5} c_{6}\right)\left(c_{3} c_{7}-c_{4} c_{6}\right)^{-1}, \quad A_{3}=c_{1} B_{3}+c_{2} B_{6} \tag{A.182}
\end{align*}
$$

where

$$
\begin{aligned}
c_{1}= & I_{1}\left(s^{(1)} r_{2}\right) / I_{1}\left(s^{(2)} r_{2}\right), \quad c_{2}=K_{1}\left(s^{(1)} r_{2}\right) / I_{1}\left(s^{(2)} r_{2}\right) \\
c_{3}= & c_{1}\left[\left(\alpha^{(2)}+\beta^{(2)}+\gamma^{(2)}\right) I_{1}^{\prime}\left(s^{(2)} r_{2}\right)+\alpha^{(2)} I_{1}\left(s^{(2)} r_{2}\right)\left(s^{(2)} r_{2}\right)^{-1}\right] \\
& -\left[\left(\alpha^{(1)}+\beta^{(1)}+\gamma^{(1)}\right) I_{1}^{\prime}\left(s^{(1)} r_{2}\right)+\alpha^{(1)} I_{1}\left(s^{(1)} r_{2}\right) /\left(s^{(1)} r_{2}\right)\right] s^{(1)} / s^{(2)} \\
c_{4}= & c_{2}\left[\left(\alpha^{(2)}+\beta^{(2)}+\gamma^{(2)}\right) I_{1}^{\prime}\left(s^{(2)} r_{2}\right)+\alpha^{(2)} I_{1}\left(s^{(2)} r_{2}\right) /\left(s^{(2)} r_{2}\right)\right] \\
& -\left[\left(\alpha^{(1)}+\beta^{(1)}+\gamma^{(1)}\right) K_{1}^{\prime}\left(s^{(1)} r_{2}\right)+\alpha^{(1)} K_{1}\left(s^{(1)} r_{2}\right) /\left(s^{(1)} r_{2}\right)\right] s^{(1)} / s^{(2)} \\
c_{5}= & {\left[\left(\beta^{(2)}+\gamma^{(2)}\right)-\left(\beta^{(1)}+\gamma^{(1)}\right)\right] /\left(2 s^{(2)}\right) } \\
c_{6}= & \left(\alpha^{(1)}+\beta^{(1)}+\gamma^{(1)}\right) I_{1}^{\prime}\left(s^{(1)} r_{1}\right)+\alpha^{(1)} I_{1}\left(s^{(1)} r_{1}\right) /\left(s^{(1)} r_{1}\right) \\
c_{7}= & \left(\alpha^{(1)}+\beta^{(1)}+\gamma^{(1)}\right) K_{1}^{\prime}\left(s^{(1)} r_{1}\right)+\alpha^{(1)} K_{1}\left(s^{(1)} r_{1}\right) /\left(s^{(1)} r_{1}\right) \\
c_{8}= & \left(\beta^{(1)}+\gamma^{(1)}\right) /\left(2 s^{(1)}\right)
\end{aligned}
$$

Thus, the solution of the problem A. 179 and A. 180 is

$$
\begin{array}{ll}
\Phi=0, & \Phi_{r}=-\frac{1}{2} r+A_{3} I_{1}\left(s^{(2)} r\right), \quad \Phi_{\theta}=0, \text { for } 0 \leq r \leq r_{2} \\
\Phi=0, & \Phi_{r}=-\frac{1}{2} r+B_{3} I_{1}\left(s^{(1)} r\right)+B_{6} K_{1}\left(s^{(1)} r\right), \quad \Phi_{\theta}=0, \text { for } r_{2} \leq r \leq r_{1}
\end{array}
$$

where $A_{3}, B_{3}$, and $B_{6}$ are given by Equation A.182. From Equation 6.5.30, we obtain

$$
\begin{aligned}
D^{\prime}= & \frac{1}{4}\left(2 \mu^{(2)}+\kappa^{(2)}\right) \pi r_{2}^{4}+\left(\beta^{(2)}+\gamma^{(2)}\right) \pi r_{2}^{2} \\
& +\frac{2}{s^{(2)}} \pi \kappa^{(2)} A_{3} r_{2}^{2} I_{2}\left(s^{(2)} r_{2}\right)+2 \pi \alpha^{(2)} A_{3} r_{2} I_{1}\left(s^{(2)} r_{2}\right) \\
& +\frac{1}{4}\left(2 \mu^{(1)}+\kappa^{(1)}\right) \pi\left(r_{1}^{4}-r_{2}^{4}\right)+\left(\beta^{(1)}+\gamma^{(1)}\right) \pi\left(r_{1}^{2}-r_{2}^{2}\right) \\
& +\left\{B_{3}\left[r_{1}^{2} I_{2}\left(s^{(1)} r_{1}\right)-r_{2}^{2} I_{2}\left(s^{(1)} r_{2}\right)\right]-B_{6}\left[r_{1}^{2} K_{2}\left(s^{(1)} r_{1}\right)\right.\right. \\
& \left.\left.-r_{2}^{2} K_{2}\left(s^{(1)} r_{2}\right)\right]\right\} 2 \pi \kappa^{(1)} / s^{(1)}+2 \pi \alpha^{(1)}\left\{B_{3}\left[r_{1} I_{1}\left(s^{(1)} r_{1}\right)-r_{2} I_{1}\left(s^{(1)} r_{2}\right)\right]\right. \\
& \left.+B_{6}\left[r_{1} K_{1}\left(s^{(1)} r_{1}\right)-r_{2} K_{1}\left(s^{(1)} r_{2}\right)\right]\right\}
\end{aligned}
$$

The constant $\tau$ is given by Equation 6.5.29.
6.6.2 We consider cylinder $B^{*}$ for which the cross section $\Sigma_{1}$ is assembly of the domains $A_{1}^{*}$ and $A_{2}^{*}$. The solution of extension and bending problem has the form 6.5.16. First, we have to solve the plane strain problems $\mathcal{E}^{(s)}$, $(s=1,2,3)$. We introduce the notations

$$
\begin{aligned}
L_{r}^{(\rho)} X= & \left(D_{r}^{2}+c^{(\rho)} D_{\theta}^{2}-1\right) u_{r} \\
& +\left[\left(1-c^{(\rho)}\right) D_{r}-\left(1+c^{(\rho)}\right)\right] D_{\theta} u_{\theta}+d^{(\rho)} r D_{\theta} \varphi_{z} \\
L_{\theta}^{(\rho)} X= & {\left[\left(1-c^{(\rho)}\right) D_{r}+\left(1+c^{(\rho)}\right)\right] D_{\theta} u_{r} } \\
& +\left[c^{(\rho)}\left(D_{r}^{2}-1\right)+D_{\theta}^{2}\right] u_{\theta}-d^{(\rho)} r D_{r} \varphi_{z} \\
M_{z}^{(\rho)} X= & -\sigma^{(\rho)} r D_{\theta} u_{r}+\sigma^{(\rho)} r\left(D_{r}+1\right) u_{\theta}+\left(D_{r}^{2}+D_{\theta}^{2}-2 \sigma^{(\rho)} r^{2}\right) \varphi_{z} \\
T_{r}^{(\rho)} X= & {\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right) D_{r} u_{r}+\lambda^{(\rho)}\left(D_{\theta} u_{\theta}+u_{r}\right)\right] r^{-1} } \\
T_{\theta}^{(\rho)} X= & {\left[\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) D_{r} u_{\theta}+\mu^{(\rho)}\left(D_{\theta} u_{r}-u_{\theta}\right)\right] r^{-1}-\kappa^{(\rho)} \varphi_{z} } \\
S_{z}^{(\rho)} X= & r^{-1} \gamma^{(\rho)} D_{r} \varphi_{z}
\end{aligned}
$$

where $X=\left(u_{r}, u_{\theta}, \varphi_{z}\right)$ and
$c^{(\rho)}=\left(\mu^{(\rho)}+\kappa^{(\rho)}\right)\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)^{-1}, \quad d^{(\rho)}=\kappa^{(\rho)}\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\lambda^{(\rho)}\right)^{-1}$
Using these notations, the problems $\mathcal{E}^{(s)},(s=1,2,3)$, become

$$
\begin{align*}
& L_{r}^{(\rho)} X^{(1)}=-\left(1-2 c^{(\rho)}+d^{(\rho)}\right) r^{2} \cos \theta \\
& L_{\theta}^{(\rho)} X^{(1)}=\left(1-2 c^{(\rho)}+d^{(\rho)}\right) r^{2} \sin \theta, \quad M_{z}^{(\rho)} X^{(1)}=0 \text { on } A_{\rho}^{*} \\
& {\left[X^{(1)}\right]_{1} }=\left[X^{(1)}\right]_{2}, \quad T_{r}^{(2)} X^{(1)}-T_{r}^{(1)} X^{(1)}=\left(\lambda^{(1)}-\lambda^{(2)}\right) r_{2} \cos \theta \\
& T_{\theta}^{(2)} X^{(1)}=T_{\theta}^{(1)} X^{(1)}, \quad S_{z}^{(2)} X^{(1)}-S_{z}^{(1)} X^{(1)}=\left(\beta^{(2)}-\beta^{(1)}\right) \sin \theta \text { on } \Gamma^{*} \\
& T_{r}^{(1)} X^{(1)}=-\lambda^{(1)} r_{1} \cos \theta, \quad T_{\theta}^{(1)} X^{(1)}=0, \quad S_{z}^{(1)} X^{(1)}=\beta^{(1)} \sin \theta \text { on } L \\
& \quad(\text { A.183) }  \tag{A.183}\\
& L_{r}^{(\rho)} X^{(2)}=-\left(1-2 c^{(\rho)}+d^{(\rho)}\right) r^{2} \sin \theta \\
& L_{\theta}^{(\rho)} X^{(2)}=-\left(1-2 c^{(\rho)}+d^{(\rho)}\right) r^{2} \cos \theta, \quad M_{z}^{(\rho)} X^{(2)}=0 \text { on } A_{\rho}^{*} \\
& {\left[X^{(2)}\right]_{1} }=\left[X^{(2)}\right]_{2}, \quad T_{r}^{(2)} X^{(2)}-T_{r}^{(1)} X^{(2)}=\left(\lambda^{(1)}-\lambda^{(2)}\right) r_{2} \sin \theta \\
& T_{\theta}^{(2)} X^{(2)}=T_{\theta}^{(1)} X^{(2)}, \quad S_{z}^{(2)} X^{(2)}-S_{z}^{(1)} X^{(2)}=\left(\beta^{(1)}-\beta^{(2)}\right) \cos \theta \text { on } \Gamma^{*} \\
& T_{r}^{(1)} X^{(2)}=-\lambda^{(1)} r_{1} \sin \theta, \quad T_{\theta}^{(1)} X^{(2)}=0, \quad S_{z}^{(1)} X^{(2)}=-\beta^{(1)} \cos \theta \text { on } L  \tag{A.184}\\
& L_{r}^{(\rho)} X^{(3)}=0, \quad L_{\theta}^{(\rho)} X^{(3)}=0, \quad M_{z}^{(\rho)} X^{(3)}=0, \text { on } A_{\rho}^{*} \\
& {\left[X^{(3)}\right]_{1}=\left[X^{(3)}\right]_{2}, \quad T_{r}^{(2)} X^{(3)}-T_{r}^{(1)} X^{(3)}=\lambda^{(1)}-\lambda^{(2)} }  \tag{A.185}\\
& T_{\theta}^{(2)} X^{(3)}=T_{\theta}^{(1)} X^{(3)}, \quad \quad S_{z}^{(2)} X^{(3)}=S_{z}^{(1)} X^{(3)} \text { on } \Gamma^{*} \\
& T_{r}^{(1)} X^{(3)}=-\lambda^{(1)}, \quad T_{\theta}^{(1)} X^{(3)}=0, \quad \quad S_{z}^{(1)} X^{(3)}=0 \text { on } L
\end{align*}
$$

where $X^{(s)}=\left(u_{r}^{(s)}, u_{\theta}^{(s)}, \varphi_{z}^{(s)}\right)$. Let us determine the solutions of these problems. First, we consider the problems $\mathcal{E}^{(\beta)},(\beta=1,2)$. We seek the solutions
of these problems in the form
$X^{(\beta)}=\left(A_{1}^{(\beta)} \cos \theta+A_{2}^{(\beta)} \sin \theta, B_{1}^{(\beta)} \cos \theta+B_{2}^{(\beta)} \sin \theta, C_{1}^{(\beta)} \cos \theta+C_{2}^{(\beta)} \sin \theta\right)$
where $A_{\alpha}^{(\beta)}, B_{\alpha}^{(\beta)}$, and $C_{\alpha}^{(\beta)}$ are functions of $r$. From Equations A. 183 and A.184, we obtain

$$
\begin{aligned}
& A_{2}^{(1)}=B_{1}^{(1)}=C_{1}^{(1)}=A_{1}^{(2)}=B_{2}^{(2)}=C_{2}^{(2)}=0 \\
& A_{1}^{(1)}=A_{2}^{(2)}=v_{r}, \quad B_{2}^{(1)}=-B_{1}^{(2)}=v_{\theta}, \quad C_{2}^{(1)}=-C_{1}^{(2)}=\psi_{z}
\end{aligned}
$$

where $v_{r}, v_{\theta}$, and $\psi_{z}$ satisfy the equations

$$
\begin{align*}
& \left(D_{r}^{2}-1-c^{(\rho)}\right) v_{r}+\left[\left(1-c^{(\rho)}\right) D_{r}-\left(1+c^{(\rho)}\right)\right] v_{\theta}+d^{(\rho)} r \psi_{z} \\
& \quad=-\left(1+d^{(\rho)}-2 c^{(\rho)}\right) r^{2} \\
& {\left[\left(1-c^{(\rho)}\right) D_{r}+\left(1+c^{(\rho)}\right)\right] v_{r}-\left[c^{(\rho)}\left(D_{r}^{2}-1\right)-1\right] v_{\theta}+d^{(\rho)} r D_{r} \Psi_{z}}  \tag{A.187}\\
& \quad=-\left(1+d^{(\rho)}-2 c^{(\rho)}\right) r^{2} \\
& \left(D_{r}^{2}-1-2 \sigma^{(\rho)} r^{2}\right) \psi_{z}+\sigma^{(\rho)} r\left(D_{r}+1\right) v_{\theta}+\sigma^{(\rho)} r v_{r}=0 \text { on } A_{\rho}^{*}
\end{align*}
$$

and the conditions

$$
\begin{align*}
{[Y]_{1} } & =[Y]_{2}, \quad T_{r}^{(2)} Y-T_{r}^{(1)} Y=\left(\lambda^{(1)}-\lambda^{(2)}\right) r_{2} \\
T_{\theta}^{(2)} Y & =T_{\theta}^{(1)} Y, \quad S_{z}^{(2)} Y-S_{z}^{(1)} Y=\beta^{(2)}-\beta^{(1)} \text { on } r=r_{2}  \tag{A.188}\\
T_{r}^{(1)} Y & =-\lambda^{(1)} r_{1}, \quad T_{\theta}^{(1)} Y=0, \quad S_{z}^{(1)} Y=\beta^{(1)} \text { on } r=r_{1}
\end{align*}
$$

In the above relations, we have used the notations

$$
\begin{aligned}
Y & =\left(v_{r}, v_{\theta}, \psi_{z}\right) \\
T_{r}^{(\rho)} Y & =\left[\left(\lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right) D_{r} v_{r}+\lambda^{(\rho)}\left(v_{r}+v_{\theta}\right)\right] r^{-1} \\
T_{\theta}^{(\rho)} Y & =\left[\left(\mu^{(\rho)}+\kappa^{(\rho)}\right) D_{r} v_{\theta}-\mu^{(\rho)}\left(v_{r}+v_{\theta}\right)-\kappa^{(\rho)} r \psi_{z}\right] r^{-1} \\
S_{z}^{(\rho)} Y & =\gamma^{(\rho)} r^{-1} D_{r} \psi_{z}
\end{aligned}
$$

The general solution of the system A. 187 is

$$
\begin{aligned}
v_{r}= & C_{1}+\left(2-6 c^{(2)}+3 d^{(2)}\right) C_{2} r^{2} \\
& +e^{(2)}\left(2 \delta^{(2)}\right)^{-1} C_{3}\left[I_{1}\left(\delta^{(2)} r\right)-I_{0}\left(\delta^{(2)} r\right)\right]-\frac{1}{8} r^{2} \\
v_{\theta}= & -C_{1}-\left(6-2 c^{(2)}+d^{(2)}\right) C_{2} r^{2}+e^{(2)}\left(d^{(2)}\right)^{-1} C_{3} I_{1}^{\prime}\left(\delta^{(2)} r\right)-\frac{5}{8} r^{2} \\
\psi_{z}= & -8 C_{2} r+C_{3} I_{1}\left(\delta^{(2)} r\right)-r, \text { for } 0 \leq r \leq r_{2}
\end{aligned}
$$

$$
\begin{align*}
v_{r}= & D_{1}+\left(2-6 c^{(1)}+3 d^{(1)}\right) D_{2} r^{2}+e^{(1)}\left(2 \delta^{(1)}\right)^{-1}\left\{D _ { 3 } \left[I_{2}\left(\delta^{(1)} r\right)\right.\right. \\
& \left.-I_{0}\left(\delta^{(1)} r\right)-D_{4}\left[K_{2}\left(\delta^{(1)} r\right)-K_{0}\left(\delta^{(1)} r\right)\right]\right\}+D_{5} r^{-2}-\frac{1}{2} d^{(1)} D_{6} \\
& +c^{(1)}\left(2+2 c^{(1)}-d^{(1)}\right) D_{6} \ln r-\frac{1}{8} r^{2} \\
v_{\theta}= & -D_{1}-\left(6-2 c^{(1)}+d^{(1)}\right) D_{2} r^{2}+e^{(1)}\left(\delta^{(1)}\right)^{-1}\left[D_{3} I_{1}^{\prime}\left(\delta^{(1)} r\right)\right. \\
& \left.+D_{4} K_{1}^{\prime}\left(\delta^{(1)} r\right)\right]+D_{5} r^{-2}-\frac{1}{2}\left[2\left(1-c^{(1)}\right)\left(2 c^{(1)}-d^{(1)}\right)+d^{(1)}\right] D_{6} \\
& -c^{(1)}\left(2+2 c^{(1)}-d^{(1)}\right) D_{6} \ln r-\frac{5}{8} r^{2} \\
\psi_{z}= & -8 D_{2} r+D_{3} I_{1}\left(\delta^{(1)} r\right)+D_{4} K_{1}\left(\delta^{(1)} r\right)-2 c^{(1)} D_{6} r^{-1}, \text { for } r_{2} \leq r \leq r_{1} \tag{A.189}
\end{align*}
$$

where $C_{i}, D_{i}$, and $D_{3+i}$ are unknown constants. From Equations A. 189 and A.187, we find that

$$
\begin{aligned}
D_{1}= & C_{1}+2 r_{2}^{2}\left[\left(2-2 c^{(2)}+d^{(2)}\right) C_{2}-\left(2-2 c^{(1)}+d^{(1)}\right) D_{2}\right] \\
& -e^{(2)}\left(2 \delta^{(2)}\right)^{-1}\left[C_{3} I_{0}\left(\delta^{(2)} r_{2}\right)-D_{3} I_{0}\left(\delta^{(1)} r_{2}\right)+D_{4} K_{0}\left(\delta^{(1)} r_{2}\right)\right] \\
D_{2}= & h_{1}+h_{2} D_{4}+h_{3} D_{5}, \quad D_{3}=h_{4}+h_{5} D_{4}+h_{6} D_{5}, \quad D_{6}=0 \\
D_{4}= & \left(g_{1} g_{2}-h_{8} g_{3}\right)\left(h_{7} g_{1}-h_{8} h_{9}\right)^{-1}, \quad D_{5}=\left(h_{7} g_{3}-h_{9} g_{2}\right)\left(h_{7} g_{1}-h_{8} h_{9}\right)^{-1} \\
C_{2}= & g_{4}+g_{5} D_{2}+g_{6} D_{3}+g_{7} D_{4}+g_{8} D_{5} \\
C_{3}= & g_{9}+k_{1} D_{2}+k_{2} D_{3}+k_{3} D_{4}+k_{4} D_{5}
\end{aligned}
$$

where

$$
\begin{aligned}
h_{1}= & {\left[-\frac{1}{4} \delta^{(1)} r_{1}^{2} I_{1}^{\prime}\left(\delta^{(1)} r_{1}\right)-e^{(1)}\left(\delta^{(1)} \gamma^{(1)}\right)^{-1}\left(\beta^{(1)}+\gamma^{(1)}\right) I_{2}\left(\delta^{(1)} r_{1}\right)\right] G_{1}^{-1} } \\
h_{2}= & {\left[I_{1}^{\prime}\left(\delta^{(1)} r_{1}\right) K_{2}\left(\delta^{(1)} r_{1}\right)+K_{1}^{\prime}\left(\delta^{(1)} r_{1}\right) I_{2}\left(\delta^{(1)} r_{1}\right)\right] e^{(1)} G_{1}^{-1} } \\
h_{3}= & -2 \delta^{(1)} I_{1}^{\prime}\left(\delta^{(1)} r_{1}\right)\left(r_{1}^{2} G_{1}\right)^{-1} \\
h_{4}= & 2 r_{1}^{2}\left[\left(\gamma^{(1)}\right)^{-1}\left(\beta^{(1)}+\gamma^{(1)}\right)\left(2-2 c^{(1)}+d^{(1)}\right)-1\right] G_{1}^{-1} \\
h_{5}= & {\left[-2\left(2-2 c^{(1)}+d^{(1)}\right) \delta^{(1)} r_{1}^{2} K_{1}^{\prime}\left(\delta^{(1)} r_{1}\right)+8 e^{(1)}\left(\delta^{(1)}\right)^{-1} K_{2}\left(\delta^{(1)} r_{1}\right)\right] G_{1}^{-1} } \\
h_{7}= & \eta^{(1)}\left[K_{2}\left(\delta^{(1)} r_{2}\right)-h_{5} I_{2}\left(\delta^{(1)} r_{2}\right)\right] \\
& +2 r_{2}^{2}\left[\rho^{(1)} h_{2}-\rho^{(2)} Q_{1}\right]+\eta^{(2)} Q_{2} I_{2}\left(\delta^{(2)} r_{2}\right), \quad h_{6}=-16\left(r_{1}^{2} G_{1}\right)^{-1} \\
h_{8}= & -2 r_{2}^{-2}-\eta^{(1)} h_{6} I_{2}\left(\delta^{(1)} r_{2}\right)+2 r_{2}^{2}\left(\rho^{(1)} h_{3}-\rho^{(2)} Q_{3}\right)+\eta^{(2)} Q_{4} I_{2}\left(\delta^{(2)} r_{2}\right) \\
h_{9}= & -K_{1}\left(\delta^{(1)} r_{2}\right)+8 r_{2} h_{2}-h_{5} I_{1}\left(\delta^{(1)} r_{2}\right)-8 r_{2} Q_{1}+Q_{2} I_{1}\left(\delta^{(2)} r_{2}\right) \\
g_{1}= & 8 r_{2} h_{3}-h_{6} I_{1}\left(\delta^{(1)} r_{2}\right)-8 r_{2} Q_{3}+Q_{4} I_{1}\left(\delta^{(2)} r_{2}\right) \\
g_{2}= & -2 r_{2}^{2} \rho^{(1)} h_{1}+\eta^{(1)} h_{4} I_{2}\left(\delta^{(1)} r_{2}\right)+2 r_{2}^{2} Q_{5} \rho^{(2)}-Q_{6} I_{2}\left(\delta^{(2)} r_{2}\right) \eta^{(2)} \\
g_{3}= & -8 r_{2} h_{1}+h_{4} I_{1}\left(\delta^{(1)} r_{2}\right)+8 r_{2} Q_{5}-Q_{6} I_{1}\left(\delta^{(2)} r_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
g_{4}= & {\left[(\chi-1) e^{(2)}\left(\delta^{(2)} \gamma^{(2)}\right)^{-1}\left(\beta^{(2)}+\gamma^{(2)}\right) I_{2}\left(\delta^{(2)} r_{2}\right)\right.} \\
& \left.+\frac{1}{4}(\omega-1) \delta^{(2)} r_{2}^{2} I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)\right] G_{2}^{-1} \\
g_{5}= & {\left[8 \varepsilon \eta^{(2)} I_{2}\left(\delta^{(2)} r_{2}\right)+2 \omega \rho^{(1)} \delta^{(2)} r_{2}^{2} I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)\right] G_{2}^{-1} } \\
g_{6}= & {\left[-\varepsilon \eta^{(2)} \delta^{(1)} I_{2}\left(\delta^{(2)} r_{2}\right) I_{1}^{\prime}\left(\delta^{(1)} r_{2}\right)+\omega e^{(1)} \zeta I_{2}\left(\delta^{(1)} r_{2}\right) I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)\right] G_{2}^{-1} } \\
g_{7}= & -\left[\varepsilon e^{(2)} \zeta^{-1} I_{2}\left(\delta^{(2)} r_{2}\right) K_{1}^{\prime}\left(\delta^{(1)} r_{2}\right)+\omega e^{(1)} \zeta K_{2}\left(\delta^{(1)} r_{2}\right) I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)\right] G_{2}^{-1} \\
g_{8}= & 2 \omega \delta^{(2)} I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)\left(r_{2}^{2} G_{2}\right)^{-1}, \quad k_{1}=16 r_{2}^{2}\left[\omega \rho^{(1)}-\varepsilon \rho^{(2)}\right] G_{2}^{-1} \\
g_{9}= & 2 r_{2}^{2}\left[\omega-1+\rho^{(2)}\left(\beta^{(2)}+\gamma^{(2)}\right)\left(\gamma^{(2)}\right)^{-1}(1-\chi)\right] G_{2}^{-1} \\
k_{2}= & {\left[8 \omega \eta^{(1)} I_{2}\left(\delta^{(1)} r_{2}\right)+2 \varepsilon \rho^{(2)} \delta^{(1)} r_{2}^{2} I_{1}^{\prime}\left(\delta^{(1)} r_{2}\right)\right] G_{2}^{-1} } \\
k_{3}= & {\left[-8 \omega \eta^{(1)} K_{2}\left(\delta^{(1)} r_{2}\right)+2 \varepsilon \rho^{(2)} \delta^{(1)} r_{2}^{2} K_{1}^{\prime}\left(\delta^{(1)} r_{2}\right)\right] G_{2}^{-1} } \\
k_{4}= & 16 \omega\left(r_{2}^{2} G_{2}\right)^{-1}, \quad Q_{1}=g_{7}+h_{5} g_{6}+h_{2} g_{5} \\
Q_{2}= & k_{3}+h_{5} k_{2}+h_{2} k_{1}, \quad Q_{3}=g_{8}+h_{6} g_{6}+h_{3} g_{5}, \quad Q_{4}=k_{4}+h_{6} k_{2}+h_{3} k_{1} \\
Q_{5}= & g_{4}+h_{1} k_{5}+h_{4} g_{6}, \quad Q_{6}=g_{9}+h_{1} k_{1}+h_{4} k_{2}, \quad \rho^{(\alpha)}=2-2 c^{(\alpha)}+d^{(\alpha)} \\
\omega= & \left(2 \mu^{(1)}+\kappa^{(1)}\right)\left(2 \mu^{(2)}+\kappa^{(2)}\right)^{-1}, \quad \varepsilon=\gamma^{(1)}\left(\gamma^{(2)}\right)^{-1} \\
\chi= & \left(\beta^{(1)}+\gamma^{(1)}\right)\left(\beta^{(2)}+\gamma^{(2)}\right)^{-1}, \quad \quad \zeta=\delta^{(2)}\left(\delta^{(1)}\right)^{-1} \\
\eta^{(\alpha)}= & e^{(\alpha)}\left(\delta^{(\alpha)}\right)^{-1}, \quad G_{1}=8 \eta^{(1)} I_{2}\left(\delta^{(1)} r_{1}\right)+2 \rho^{(1)} \delta^{(1)} r_{1}^{2} I_{1}^{\prime}\left(\delta^{(1)} r_{1}\right) \\
G_{2}= & 8 \eta^{(2)} I_{2}\left(\delta^{(2)} r_{2}\right)+2 \delta^{(2)} r_{2}^{2} \rho^{(2)} I_{1}^{\prime}\left(\delta^{(2)} r_{2}\right)
\end{aligned}
$$

Therefore, the solutions of the problems $\mathcal{E}^{(\sigma)},(\sigma=1,2)$, are

$$
\begin{array}{lll}
u_{r}^{(1)}=v_{r} \cos \theta, & u^{(1)}=v_{\theta} \sin \theta, & \varphi_{z}^{(1)}=\psi_{z} \sin \theta \\
u_{r}^{(2)}=v_{r} \sin \theta, & u^{(2)}=-v_{\theta} \cos \theta, & \varphi_{z}^{(2)}=-\psi_{z} \cos \theta \tag{A.190}
\end{array}
$$

where $v_{r}, v_{\theta}$, and $\psi_{z}$ are given by Equations A.189. The constant $C_{1}$ characterizes a rigid translation. Let us consider now the problem $\mathcal{E}^{(3)}$ defined by Equations A.185. From Equation A. $185_{1}$, we obtain
$u_{r}^{(3)}=E_{1} r, \quad u_{\theta}^{(3)}=\eta^{(2)} E_{2} I_{1}\left(\delta^{(2)} r\right), \quad \varphi_{z}^{(3)}=E_{2} I_{0}\left(\delta^{(2)} r\right), \quad$ for $0 \leq r \leq r_{2}$
$u_{r}^{(3)}=F_{1} r+F_{2} r^{-1}, \quad u_{\theta}^{(3)}=\eta^{(1)}\left[F_{3} I_{1}\left(\delta^{(1)} r\right)-F_{4} K_{1}\left(\delta^{(1)} r\right)\right]+F_{5} r^{-1}$
$\varphi_{z}^{(3)}=F_{3} I_{0}\left(\delta^{(1)} r\right)+F_{4} K_{0}\left(\delta^{(1)} r\right)$, for $r_{2} \leq r \leq r_{1}$
where $E_{\alpha}$ and $F_{s}$ are unknown constants. If we impose the conditions A.185, we find that

$$
\begin{aligned}
E_{1}= & -\nu^{(1)}+\left[r_{2}^{-2}+r_{1}^{-2}-2 \nu^{(1)} r_{1}^{-2}\right] F_{2}, F_{1}=-\nu^{(1)}+\left(1-2 \nu^{(1)}\right) r_{1}^{-2} F_{2} \\
F_{2}= & \left(\nu^{(1)}-\nu^{(2)}\right)\left[\left(2 \mu^{(1)}+\kappa^{(1)}\right) \lambda^{(2)}\left(\nu^{(2)}\right)^{-1}\left(r_{2}^{-2}-r_{1}^{-2}\right)\right. \\
& \left.+r_{1}^{-2}+r_{2}^{-2}-2 \nu^{(1)} r_{1}^{-2}\right]^{-1} \\
E_{2}= & F_{3}=F_{4}=0, \quad \nu^{(\rho)}=\lambda^{(\rho)}\left(2 \lambda^{(\rho)}+2 \mu^{(\rho)}+\kappa^{(\rho)}\right)^{-1}
\end{aligned}
$$

so that the solution of the problem $\mathcal{E}^{(3)}$ is

$$
\begin{align*}
& u_{r}^{(3)}=E_{1} r, \quad u_{\theta}^{(3)}=0, \quad \varphi_{z}^{(3)}=0, \text { for } 0 \leq r \leq r_{2}  \tag{A.191}\\
& u_{r}^{(3)}=F_{1} r+F_{2} r^{-1}, \quad u_{\theta}^{(3)}=0, \quad \varphi_{z}^{(3)}=0, \text { for } r_{2} \leq r \leq r_{1}
\end{align*}
$$

With the help of Equations 6.5.16, A.190, and A.191, we obtain the solution of the extension and bending problem in the form

$$
\begin{aligned}
& u_{r}=\left(-\frac{1}{2} z^{2}+v_{r}\right)\left(a_{1} \cos \theta+a_{2} \sin \theta\right)+a_{3} u_{r}^{(3)} \\
& u_{\theta}=\left(\frac{1}{2} z^{2}+v_{\theta}\right)\left(a_{1} \sin \theta-a_{2} \cos \theta\right) \\
& u_{z}=r z\left(a_{1} \cos \theta+a_{2} \sin \theta\right)+a_{3} z \\
& \varphi_{r}=-\left(a_{1} \sin \theta-a_{2} \cos \theta\right) z, \quad \varphi_{\theta}=-\left(a_{1} \cos \theta+a_{2} \sin \theta\right) z \\
& \varphi_{z}=\left(a_{1} \sin \theta-a_{2} \cos \theta\right) \psi_{z}
\end{aligned}
$$

where the constants $a_{s}$ can be determined from the system 6.5.18. From Equations 6.5.19, A.190, and A.191, we find that

$$
\begin{aligned}
Y_{12}= & Y_{21}=Y_{3 \alpha}=Y_{\alpha 3}=0 \\
Y_{33}= & \pi\left(\lambda^{(2)}+2 \mu^{(2)}+\kappa^{(2)}+2 \lambda^{(2)} E_{1}\right) r_{2}^{2} \\
& +\pi\left(\lambda^{(1)}+2 \mu^{(1)}+\kappa^{(1)}+2 \lambda^{(1)} F_{1}\right)\left(r_{1}^{2}-r_{2}^{2}\right) \\
Y_{11}= & Y_{22}=\frac{\pi}{4}\left(2 \mu^{(2)}+\kappa^{(2)}\right) r_{2}^{4}+\pi\left(\beta^{(2)}+\gamma^{(2)}\right) r_{2}^{2} \\
& -\pi \beta^{(2)} r_{2}\left[C_{3} I_{1}\left(\delta^{(2)} r_{2}\right)-8 C_{2} r_{2}\right]-2 \pi \lambda^{(2)}\left(2 c^{(2)}-d^{(2)}\right) r_{2}^{4} C_{2} \\
& +\pi \lambda^{(1)} D_{5}\left(r_{1}-r_{2}\right)+\frac{\pi}{4}\left(2 \mu^{(1)}+\kappa^{(1)}\right)\left(r_{1}^{4}-r_{2}^{4}\right)+\pi\left(\beta^{(1)}+\gamma^{(1)}\right)\left(r_{1}^{2}-r_{2}^{2}\right) \\
& -\pi \beta^{(1)}\left\{D_{3}\left[r_{1} I_{1}\left(\delta^{(1)} r_{1}\right)-r_{2} I_{1}\left(\delta^{(1)} r_{2}\right)\right]-8 D_{2}\left(r_{1}^{2}-r_{2}^{2}\right)\right. \\
& \left.+D_{4}\left[r_{1} K_{1}\left(\delta^{(1)} r_{1}\right)-r_{2} K_{1}\left(\delta^{(1)} r_{2}\right)\right]\right\}-2 \pi \lambda^{(1)}\left(2 c^{(1)}-\delta^{(1)}\right) D_{2}\left(r_{1}^{4}-r_{2}^{4}\right)
\end{aligned}
$$

so that, from Equation 6.5.18, we obtain

$$
a_{1}=\frac{1}{Y_{11}} M_{2}, \quad a_{2}=-\frac{1}{Y_{11}} M_{1}, \quad a_{3}=-\frac{1}{Y_{33}} F_{3}
$$

Thus, the problem is solved.
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