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Preface

The priority research ,,Analysis, Modelling and Numerical Calculations ofMul
tiphase Flows" was running for 6 years (from 1996 to 2002) and financially sup
ported by the Deutsche Forschungsgemeinschaft (DFG). The main objective of the
research programme was to provide a better understanding of the physical basis
for multiphase gas-liquid flows as they are found in numerous chemical and bio
chemical reactors. The research comprised steady and unsteady multiphase flows
in three frequently found reactor configurations, namely bubble columns without
interiors, loop reactors, and aerated stirred vessels. For this purpose, new and im
proved measurement techniques should be developed . From the resulting knowl
edge and data, new and refined models for describing the underlying physical
processes should result, which can be used for the establishment and improvement
of analytic as well as numerical methods for predicting multiphase reactors.
Thereby, the development, lay-out and scale-up of such processes should be pos
sible on a more reliable basis.

For achieving this objective three research areas were defined :
• development and improvement of experimental techniques which allow accu

rate measurements in steady and unsteady multiphase flows
• elaboration of new modelling approaches in order to describe the basic trans

port processes for mass, momentum, and heat in bubbly flows
• development of analytical and numerical methods supplemented by the new

modelling strategies in order to support optimisation and lay-out of technical
multiphase processes .

In order to enhance cooperation within the priority research five working
groups were established:
• bubble driven flows as for example in bubble columns and loop reactors
• three-phase flows (i.e, gas-liquid-solid flows)
• aerated stirred vessels
• experimental techniques
• modelling and numerical calculations

More details about the individual projects and their achievements can be found
at www-mvt.iw .uni-halle.de. This homepage will be maintained for some period.

Within the priority research in total 22 projects were supported with durations
between 2 and 6 years. This corresponds in total to about 105 man-years of scien
tists. The entire financial support through the DFG was about 6.9 million Euro.
The scientific outcome of the research programme was published in about 60
journal papers and 100 conference contributions.
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The final colloquium of the priority research was held in Freyburg (Unstrut)
from 23. - 25. September 2002. During the colloquium most of the participants
presented the main achievements of their research effort. In addition other re
search groups working in similar fields were invited to present recent research.

The financial support of the final colloquium by BASF Ludwigshafen is grate
fully acknowledged.

Prof. Dr.-Ing. M. Sommerfeld
Dr.-Ing. B. Giemoth
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Detailed experimental studies on gas-liquid
bubble flow in bubble columns with and without
recycle

Oliver Borchers, Gerhart Eigenberger

Institut flir Chemische Verfahrenstechnik, Boblinger StraI3e 72, D-70199 Stuttgart,
email: egb@icvt.uni-stuttgart .de

Abstract:
Various flow configurat ions in a flat bubble column reactor were investigated with
optical measurement techniques such as Laser Doppler Anemometry (LDA) and a
newly developed image processing method based on Particle Tracking Veloci
metry (PTV). Using the new two-phase PTV, bubble and liquid phase velocity
with high resolution in time (up to 2,000 Hz data rate) and space (video imager
resolution down to 4 urn per pixel) were examined simultaneously at a local gas
hold-up up to 12%. The detailed experimental data was used for validation of nu
merical modeling and simulations of the hydrodynamics in two-phase flow as de
scribed in the contribution of Sokolichin and Eigenberger. Good agreement could
be stated for bubble flow with local gas volume fractions up to 5% regarding both
time averaged velocities as well as turbulence data.

Keywords:
Bubble column, two-phase bubble flow, particle tracking velocimetry, laser Dop
pler anemometry

1 Introduction

Numerical modeling and simulations of bubble column reactors require the com
bined calculation of flow structures , mass transfer and reaction. The main diffi
culty lies in the proper modeling of the complex hydrodynamics of gas-liquid
bubble flow. Therefore, many contributions have focused on this topic, e. g. Del
noij et al. [1], Lain et al. [2], Sokolichin and Eigenberger [3].

Any improvement of hydrodynamics modeling and simulation requires a de
tailed comparison and validation with experimental results. Recently, good
agreement could be stated for several bubble flow configurations (Borchers et al.
[4]), but many important questions remain unsolved . They comprise the question
of bubble swarm velocity and its relation to single bubble velocities (Schluter and
Rabiger [5]), the question of bubble-bubble interactions via coalescence and re
dispersion and two-phase and bubble-induced turbulence . Mathematical models

M. Sommerfeld (ed.), Bubbly  Flows

© Springer-Verlag Berlin Heidelberg 2004



for the bubble-induced turbulence are often derived in analogy to the single-phase
k-s-model with additional bubble-induced source terms for the turbulent kinetic
energy k and the turbulent energy dissipation e (e. g. Kataoka and Serizawa [6]) .
While established measurement techniques such as LDA and PIV allow for a di
rect determination of the turbulent kinetic energy k, the turbulent energy dissipa
tion e is subject of estimation.

Examination of single-phase turbulence and slip velocity requires experimental
methods, which record the velocity of both phases simultaneously and with high
resolution in time and space. Measuring the turbulent kinetic energy and the dis
persion coefficient allows for validation of the parameters chosen for modeling
bubble-induced turbulence. For this purpose, non-intrusive measurement tech
niques like Laser Doppler Anemometry and digital image processing methods are
discussed. A new versatile method based upon Particle Tracking Velocimetry has
been developed and will be presented in this contribution.

Experiments with the new measurement technique were carried out in two flat
bubble columns with rectangular cross -section. This type of apparatus has several
advantages in comparison to the more common cylindrical reactors. The depths of
4 and 8 em, respectively, enables measurements in bubbly flow at high gas vol
ume fractions up to 12 %. Furthermore, no refraction correction at the walls is
necessary as in cylindrical columns. The flat columns can be modeled more easily
with a rectangular space grid and boundary conditions are easier to implement.

2 Experimental

2.1 Gas-liquid reactor facility

The experimental studies were performed in flat bubble column reactors with rec
tangular cross-sections, see Fig. 1. For measurements of the hydrodynamics, the
columns were filled with water and aerated with air by frit spargers and hole plate
spargers leading to bubble diameters in the range of 3 to 5 mm. Glass and plexi
glass plates on the front and back side allow for use of optical, non-intrusive tech
niques such as LDA and image processing. Due to the rectangular cross-section,
no correction to the refraction index is needed. Mounting fixed internals in the 2
meter column allowed for a loop reactor configuration with forced circulation
flow. By variation of water level , gas flow rate, sparger type and position, various
flow configurations were realized.
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Fig. 1. Flat bubble column reactors with rectangular cross-section, dimensions in mm

2.2 Laser Doppler Anemometer

LDA measurements of the liquid velocity were performed with a DANTEC two
component system which operated in backward scattering mode. Laser light was
provided by a 300 mW argon ion laser . Two laser wavelengths of 514.5 nm and
488 nm were used in order to measure two velocity components simultaneously.
For detection of the liquid phase, hollow glass sphere particles with l Oum diame
ter having almost no slip and the same density as water were added to the flow. In
both columns, measurements were taken in the mid plane between the front and
the back plate at regular grid points 10 or 20 mm apart .

Bubble velocity measurements with LDA by use of special electronics or in
combination with Phase Doppler Anemometry (PDA) was topic of several studies
(e. g. Martin et al. [7], Brankowic et al. [8]). However, these were focused on sin
gle bubble experiments or bubbles with diameters less than 1 mm. Recent contri
butions have shown that LDA velocity measurements of the gaseous phase are not
reliable in realist ic bubbly flow (Groen et al. [9]). Hence, LDA was used for liquid .
velocity measurements only . Tracer particles were added in high concentrations so
that few incidences of bubble signals could be neglected in relation to tracer sig
nals as reported by Borchers et al. [4].

LDA provides time dependent data at single points, from which information on
high and low-frequency flow fluctuations can be obtained. Hence, flow maps and
velocity profiles for quantitative validation of numerical simulations are reliable
only with long time averaged data while dynamic flow behavior was analyzed at
single points. Calculating time weighted averages, the biasing error was mini
mized.
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2.3 Image processing: two-phase PTV

The image processing procedure consisted of three major steps. Firstly, image se
quences were recorded using a Weinberger high-speed video camera. Images with
512 x 512 pixels resolution were captured at up to 1000 Hz frame rate and at 2000
Hz with half of the maximum resolution . After storing the sequences on CD
ROM, they were processed with image processing C-algorithms which are de
scribed in detail by Borchers [10].

In the gray scale images, bubbles and tracer particles were detected and stored
in binary images as objects with label 1 (white in Fig. 2) while the background
was set to 0 (black). After this time consuming segmentation step, bubbles and
tracer particles were discriminated by their different sizes. The third step consisted
of tracking the detected objects over successive images. Velocities were calculated
from the displacement of corresponding bubbles and particles .

Fig. 2. Gray scale image of bubbly flow with added tracer particles (left), detected objects
in the binary image (middle) and instantaneous velocity vectors (right).

3 Flow configurations

Various flow structures were established by changing the aeration and/or the in
ternals of the bubble column reactor sketched in Fig. 1 (left). Fig. 3a shows the in
fluence of water level for local aeration in central position and a gas flow rate of 1
l/min. In case the ratio of height to width (HIW) equals 1, the flow has an essen
tially stationary character in which one circulation cell spreads over the full width
of the bubble column. As HIW increases slightly over 1.5, an unsteady flow struc
ture develops with two staggered rows of vortices moving downwards in a peri
odic way. The bubble swarm distribution is shown for aspect ratios of2, 3 and 3.8
at different times. Increasing gas flow rate, the periodic flow structure becomes
more and more irregular until the fluctuations are completely chaotic. The time
dependent behavior of the oscillating bubble swarm with liquid vortices moving
downwards is depicted in Fig. 4 for a HIW ratio of2.

4



Using two frit spargers for aeration, two separated bubble swarms oscillate
irregularly but correlated to each other as shown in Fig. 3b. This flow
configuration is extremely susceptible to changes of the ex erimental conditions.

b) LlL.--"'---J c) l.:iU~W d) ,-=-_--,

Fig. 3. Bubble column configurations with different water level and gas flow rate (a), with
two correlated bubble swarms, with homogeneous aeration (c) and loop reactor configura
tions with flexible reactor internals (d and e)
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A plate sparger with one single line of 0.3 mm holes generated a homogene
ously aerated bubble column configuration (Fig. 3 c). Mounting of different inter
nals in combination with local aeration forced clock-wise circulation of the liquid
flow leading to loop reactor configurations (Fig. 3 d and e).

4 Results and discussion

4.1 Reproducibility and accuracy of flow investigations

Although the mean flow structure in a bubble column is described to be either
steady-state or periodic, it is still turbulent and has therefore an essentially chaotic
character on a smaller scale. Hence, the measuring time interval for mean values
must be chosen long enough in order to get reproducible results. Fig. 5 shows the
cumulated time averaged liquid velocity as function of the length of the averaging
time for two different experiments at the same position and with identical condi
tions. The measuring time has to be chosen long enough so that periodic and high
frequency fluctuations do not influence the mean value. However, it can be clearly
seen that the flow has a substantially transient character even on the long time
scale.

800

- 1. pass
2. pass

200 400 600

time Is

-6111r"---r---~r======j1

-7

-11

-12o

.......

-8

~o -9

:J -10

Fig. 5. Long time LDA measurements in a periodic flow under identical conditions: accu
mulated average of the liquid velocity

4.2 Validation with LOA: example

LDA measurements and validation of the corresponding simulations were per
formed for the flow configurations of Fig. 3 under various conditions. Here, the
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configuration sketched in Fig. 3a with an aspect ratio of 2 shall be presented ex
emplarily.

Quantitative comparison of LDA measured and calculated liquid velocity data
is shown in Fig. 6. Since dynamic measurements with LDA are restricted to single
points, only the time-averaged velocity patterns can be compared with respective
simulation results . Due to this long time averaging the oscillations caused by mov
ing vortices result in a symmetrical flow structure. The long-time averaged liquid
velocity flow map shows two liquid vortices on both sides of the bubble swarm. A
similar flow structure was obtained in the simulations. Also one-dimensional ve
locity profiles at different heights show good agreement of experiments and simu
lations. Differences occur only in the region directly above the aeration where the
flow has a very turbulent, chaotic structure .

--'ii'o =0. 20 m/s --'ii'o =0.20 m/s 1---l=0 . 11 rn/ s

--

Fig. 6. Long time averaged liquid velocity profiles for the flat bubble column reactor with
100 em water level and I l/min gas flow rate as in Fig. 4 - LDA measurements (left) and
simulations (middle). Comparison of measured (---) and calculated (-) vertical velocity
component.

-10 0 10
v.fernfs

20

Fig. 7. Trajectories of FFT-filtered liquid velocities : experimental data (left) and simula
tions (right) in the column center.
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The presented quantitative results are based on time averaged velocity data.
This analysis neglects the dynamics of the strongly transient flow which is the
main reason for lateral mixing. The flow dynamics consist of a low-frequency part
due to the bubble swarm's periodic motion and a superimposed turbulent high
frequency part. In the following, dynamics concerning the low-frequency periodic
liquid motion are analyzed.

The LDA system provides time-dependent, two-dimensional liquid velocities at
single measurement points. In Fig. 7 a comparison of measurements and simula
tions will be presented for the central point of the regarded flow configuration.

Phase trajectories enable the simultaneous visualization of the two-dimensional
change in velocity with the time. To get such a phase trajectory, the time depend
ent trace of the velocity vector is plotted. In case of periodic motion, the phase tra
jectories remain close together following a common curve. In case of chaotic mo
tion the trace will randomly cover a larger area of the velocity plane.

Experimental and simulation data were low-pass filtered to get the low
frequency motion, the trajectories of which are drawn in Fig. 7 for a time of 200
sec. The center of mass of subsequent curves equals the time averaged velocity at
the measuring point, indicated by the black arrow. In the column center, liquid
vortices pass on both sides so that the trajectory resembles a horizontal 8.

4.3 Validation of two-phase PTV

For validation of the newly developed tow-phase PTV technique, the bubble col
umn configuration shown in Fig. 3b was measured with LDA and PTV. The
measured time averaged, two-dimensional vertical velocities and standard devia
tions of both phases are shown for the whole width at 121 em height in central
depth position. Liquid velocities are measured with PTV and LDA, bubble veloci
ties with PTV only (Fig. 8).

• bubbles (PTV)
[J liqUid (PTV)
o Slip (PTV)

liquid (LOA)504020 30
y/cm

10

vertica l standard deviation
14 .---~---------,-----,

12

504020 30
y/cm

vertical velocity

Fig. 8. Vertical liquid velocity and standard deviation in bubble column configuration (3b)
at 121 em height
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The transient liquid flow structure averages to a circulation flow consisting of two
macro-scale eddies with up-stream flow in the center and downstream flow near
the column walls. Hence, the vertical liquid velocities are positive in the central
position and negative at the sides. For bubbles, the curve is similar but shifted to
higher values. Therefore, the slip between bubble and liquid velocity is nearly
constant across the column width. The standard deviation is identical for both
phases and nearly constant across the column width. The good agreement between
LDA and PTV results was a general finding for a large number of similar meas
urements.

4.4 Two-phase PTV at high local gas hold-up

Optical measurement techniques are always restricted to lower gas hold-up in
bubble flow due to multiple refraction and reflection of light beams. PTV meas
urements were performed in the homogeneously aerated bubble column configura
tion of Fig. 3c. In Fig. 9, the PTV measured, time averaged slip velocity is com
pared with corresponding predictions calculated by Ishii and Zuber and Mudde
and Simonin [11] for local gas volume fractions up to 13%.

I Ishii and Zuber
- _. Mudde and Simonin
o I~-phase PTV

30,-- - - - ---;== = = = = = =

5 10

gas hold-Up I %

Fig. 9. Bubble slip velocity measured in a homogeneously aerated bubble column 3c) and
curves predicted by Ishii and Zuber and Mudde and Simonin [12]
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5 Conclusions

LDA and a newly developed two-phase PTV technique were used for detailed
measurements of the hydrodynamics in various gas-liquid reactor configurations.
The experimental results were used for validation and further development of nu
merical modeling and simulations of two-phase flow. The image processing tech
nique was successfully validated with LDA results for gas volume fractions up to
13%. In comparison to LDA, PTV provides additional information such as of
bubble and liquid velocities and instantaneous flow maps.
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Basic experimental investigations on the
hydrodynamics of bubble columns

Giinter Brenn, Vladimir Kolobaric , F. Durst

Institute of Chemical Engineering, Chair of Fluid Mechanics, University of
Erlangen-Niirnberg, CauerstraBe 4, D-91058 Erlangen, Germany!

Abstract

The aim of the present work is to investigate experimentally basic properties of the
buoyancy-driven two-phase flow in bubble columns. The present report represents results
from investigations on the turbulent liquid motion induced by the bubbles. The experimen
tal hardware used was a small-scale bubble column with square-shaped cross section, ori
ented at the design from the Institute of Chemical Process Engineering (ICVT) of the Uni
versity of Stuttgart. The capillary aerator produced bubbles with adjustable sizes of up to 5
mm. Gas void fractions up to around 3% were achieved. Measuring techniques employed
were PIVILIF to get information about the gross-scale liquid and bubble motions, and LDA
for acquiring data on the turbulent motion of the liquid. Results consist in spatial distribu
tions of the mean velocities of the two phases, turbulence levels in the liquid, and power
spectral density distributions at various locations in the flow field. These sets of informa
tion together yield insight into the turbulent behavior of this two-phase flow, which is of in
terest for various fields ofprocess engineering.

Experimental technique and results

The bubble column employed for the investigations had a cross section of
40x40 mm, with a liquid level height of 420 mm. In order to have flow conditions
close to real situations, bubbles with a size of approximately 4 mm were produced.
The left-hand part of Fig. I shows a front view of the column. The aerator used
had six capillaries with an internal diameter of 1.1 mm, placed in a hexagon pat
tern so as to have equidistant bubble streams. The capillary in the center of the
hexagon pattern (y=O) is optically accessible without disturbances. The flow field
in the bubble column, partly shown in the right-hand part of Fig. I, is described in
a coordinate system (x,y,z), with the z axis pointing upwards and the y axis point
ing to the right in the bottom horizontal plane of the front view of the column.

I Present address of G. Brenn: Institute of Fluid Mechanics and Heat Transfer, Graz Uni
versity of Technology, Inffeldgasse 25/F, 8010 Graz, Austria

IIM. Sommerfeld (ed.), Bubbly  Flows
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Fig. 1. Left: sketch of the bubble column employed for the experiments. Right: Bubbles
with volume-equivalent size of 3.7 mm in the water-air system close to the aerator exit.

Fig. 2. Bubble regime in the Eo/Re diagram (Clift et a11978)

In the y direction the column was confined to a length of 40 mm in our experi
ments. According to the shape diagram shown in Fig. 2, adopted from Clift et al
(1978), the shape of 4 mm bubbles in water-air systems belongs to the wobbling
regime. The bubbles shown on the right in Fig. 1 confirm this.
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Fig. 3. PlY/LIF measurement results of the time-average two-phase flow field in the bubble
column for two different bubble sizes
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Fig. 4. The bubble shape with the vector field of the induced water veloc ity for the bubble
diameter of 3.4 mm, The vortex motion in the wake is clearly seen in the third image.

In order to examine the gross-scale velocity field of the two-phase flow in the
bubble column, PIV/LIF measurements were carried out. The results for two bub
ble sizes presented in Fig. 3 were obtained by averaging the results from 500 PIV
images. On the left-hand side of each pair of diagrams the bubble velocity is
shown; the right-hand diagrams show the water velocity fields. The solid lines in
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the figures represent the bubble and water path and streamlines. For both bubble
sizes, the bubble velocities are considerably higher than the mean induced water
velocities. It was of interest for the present investigations to measure the liquid ve
locity field around the bubbles, even for strongly deformed bubbles, as shown in
Fig. 4. For this investigation, the PIVILIF equipment was used. In order to enable
the visualization of the bubble shape during the PIVILIF measurements, the flow
field was back-lighted with white light. In order to eliminate this light for the
PIVILIF measurements, the optical unit was modified by inserting a blue filter
mask. The results show that the bubbles rise along rectilinear paths with almost
constant shape, until they reach a level of approximately z=30 rom above the aera
tor exit. At this level, a transition to a spiraling path occurs. At the same time, the
bubble shape starts to oscillate. In addition, a wake instability is observed, which
points the formation of two counter-rotating filaments. This wake structure is
characteristic for the spiraling motion of bubbles (Brucker 1999). It was one aim
of the present investigations to draw a link between the bubble shape (and its os
cillations) and the frequency spectrum of turbulent velocity fluctuations in the liq
uid. In order to find the dominant oscillation mode of the bubbles, which could af
fect the velocity fluctuation power spectrum, the shape of the bubbles was
analyzed by expanding its radial extension r in Legendre polynomials Pi according
to r(9)=ao+ I:ai Pj(cos9). Figure 5 represents the values of the expansion coeffi
cients aj for different positions of the bubbles above the aerator and show the
dominant role of the second and fourth oscillation modes. All other modes inves
tigated yield small values of the expansion coefficients. These results also repre
sent the change in the shape behavior of the bubbles as the z coordinate exceeds
the value of 30 rom.

=l::a
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20 30 40
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Fig. 5. Bubble shape analysis by expansion in Legendre polynomials - the expansion coef
ficients as functions of the bubble position z
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Fig. 6. Time series of liquid velocities measured with LDA at the bubble formation fre
quency of 25 Hz, bubble size 4 mm, at the location z=240 mm above the central capillary .

The properties of the turbulent liquid flow field were examined with laser-Doppler
anemometry at different gas void fractions and different positions in the two-phase
flow field. The LDA provides information about the liquid flow field in the form
of time series of the velocity. The results shown in Fig. 6 reveal that both the aver
age value of the velocity and the fluctuation level are higher for the vertical than
for the horizontal component. From measured time series, the power spectrum of
the velocity fluctuation frequency is calculated in order to find dominant frequen
cies and the slope of the power spectrum in the developed regime. Typical results
for two positions downstream from the central capillary in the flow field are pre
sented in Fig. 7. The vertical solid lines mark the bubble formation frequency. The
dashed lines represent the second-mode oscillation frequency. For the bubble size
of 4.2 mm, the second-mode oscillation frequency is 48 Hz. As mentioned before,
in the region below z= 30 mm the bubbles rise rectilinearly, without shape oscilla
tions . Correspondingly, we do not find 48 Hz as a characteristic frequency in the
spectrum for the location z=13 mm. Instead, the bubble formation frequency of 39
Hz clearly appears in the power spectrum, which can only be expected at locations
where the bubbles pass the probe volume periodically in time with the frequency
of bubble formation. At distances beyond 30 mm from the aerator, i.e. for spiral
ing rise path, there are no dominant frequencies found in the spectrum. Also, fre
quencies corresponding to the dominant oscillation modes of the bubbles are not
observed. The slope of the power spectrum in the developed regime in all meas
urement points varied between -I and -4/3, which is a behavior similar to what
was observed by other researchers (e.g., Mudde et al, 1997), and different from the
-5/3 law found by Kolmogorov for single-phase turbulence. The low power spec-
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trum slope is in agreement with the findings ofLance and Bataille (1991), who in
terpret the values as caused by the bubbles which continuously maintain the small
scale structures in the flow . The frequency analysis of velocity time series meas 
ured with LDA above the central capillary at the bubble formation frequency of 11
Hz (Fig. 8.) again shows the dominance of the bubble format ion frequency below
z=30 mm. This is, of course, in agreement with results from PIV measurements
and observations with a high-speed camera.

Comparison with theory

The levels of bubble-induced pseudo turbulence were calculated from the ve
locity time series measured with LDA at various positions in the flow field . The
pseudo turbulence level , non-dimensionalised with the square of the terminal bub
ble velocity, is presented in Fig. 9 as a function of the gas void fraction o, The
measurement results are compared with the result from the calculation by Lopez
de Bertodano et al (1994) based on the potential theory, which reads

2 1kfU =_ .(l. p · C
t 2 I vm

(1)
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Fig. 7. Velocity fluctuation frequency spectra above the central capillary at the bubble for
mation frequency of 39 Hz. The bubble size is 4.2 mm.
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Fig. 8. Vertical velocity fluctuation power spectra above the central capillary (y=O)at vary
ing distance z for the bubble size of 3.7 nun

In this equation, k is the turbulent kinetic energy induced by the bubbles, UT the
terminal bubble velocity, PI the liquid density, and Cvm the virtual mass coeffi
cient. The virtual mass coefficient for spherical bubbles is 1/2, but for ellipsoidal
bubbles moving on spiral paths it is considerably higher (Lopez de Bertodano et al
1994). The correction of the virtual mass coefficient according to the bubble size
and shape is given by the equation

Cvm=Q(A.) Cvm,sph (2)

where Cvm.sph is the virtual mass coefficient of a spherical bubble, A. the aspect ra
tio of the ellipsoid (ratio oflonger to shorter axis lengths), and Q is the correction
coefficient. For an oblate spheroid, the coefficient Q is described as a function of A.
per (Milne-Thomson 1968; van Wijngaarden 1998)

(3)
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Fig. 11. Bubble distribution at void fraction u=0.025, z= 240 mm above the central capil
lary for a bubble size of4.2 mm

In our measurements, the average aspect ratio A of the bubble shape is 2.75. An
oblate spheroid of this shape would yield Cvm=1.51. Our bubbles, however, were
not spheroids; for our calculations we therefore set Cvm=2.0, which leads to the
equation

(4)

for the pseudo turbulence level (otherwise called excess turbulence level in cases,
where a pedestal due to a (pressure driven) liquid flow field is also present), where

U~2 is the mean sum of the squares of all three components of fluctuation veloci

ties. In this work the assumption ofequal values of the x and y velocity fluctuation
levels is adopted. The results of our measurements in comparison with the compu
tational results are presented in Fig. 9. Measurement and calculation are in good
agreement at low gas void fractions below 1.5%, and at positions far enough away
from the plane of the aerator, i.e, in the present case at z:2:160 mm. At higher gas
void fractions, the non-dimensional turbulent energy grows progressively, i.e,
more rapidly than predicted by the linear potential theory. The spatial profiles of
the mean liquid velocity shown in Fig. 10 indicate that, at higher gas void frac
tions, the bubble and mean velocity distributions are not homogenous. A typical
non-uniform bubble distribution in the flow for a=2.5% is shown in Fig. 11. A
uniform distribution of the bubbles in the flow field, however, is a basic assump
tion of the calculation that leads to Eq. (4). A departure from this assumption leads
to an increase of the virtual mass coefficient (Zenit et aI2001). Also, at high void
fractions, mutual interactions between the bubbles become important. These ef
fects contribute to the discrepancy between measurement result and calculation
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from Eq. (1) observed in Fig. 9. A solution to this problem would be a computa
tional approach that accounts for the mutual influences of the bubbles on the ve
locities they induce in the flow field when modeled as dipoles in the potential the
ory.

Summary and conclusions

In the first part of our project, not reported here in detail, basic information on
model bubble column flows was obtained by means of detailed measurements
with PDA (Brenn et al 2002). The combined application of image processing,
PIVILIF, and LDA provide detailed information about the water velocity field, the
vorticity distribution, and bubble contour. During the transition from a linear to a
spiraling bubble rise path, instability of the wake occurs, which is indicated by the
formation of counter-rotating vortex filaments characteristic for spiraling rise
paths. In the fluctuation velocity frequency spectra calculated close to the aerator,
the expected cascades are observed, which occur due to the strictly periodic for
mation of the bubbles . Outside the bubble path, and in the spiraling regime, there
is no dominant frequency, and the frequency spectrum exhibits slopes of -1 or
4/3 due to the bubbles maintaining small-scale structures in the flow, thus leading
to slopes smaller than the value of -5/3 known from the single-phase case. The
non-dimensional turbulent kinetic energy in the water depends linearly on the gas
void fraction for a.< 1.5 % and agrees with the equation from potential theory.

References

Brenn G, Braeske H, Durst F (2002) Investigation of the unsteady two-phase flow with
small bubbles in a model bubble column using phase-Doppler anemometry. Chern Eng
Sci (in press)

Briicker C (1999) Structure and dynamics of the wake of bubbles and its relevance for bub
ble interaction. Phys Fluids 11:1787-1796

Clift R, Grace JR, Weber ME (1978) Bubbles, Drops and Particles, Academic Press, New
York

Lance M, Bataille J. (1991) Turbulence in the liquid phase of a uniform bubbly air-water
flow. J Fluid Mech 222: 95-118

Lopez De Bertodano M, Lahey RT Jr, Jones OC (1994) Phase distribution in bubbly two
phase flow in vertical ducts. Int J Multiphase Flow 20:805-818

Milne-Thomson LM (1968) Theoretical Hydrodynamic, Macmillan & CO LTD, London
Mudde RF, Groen JS, Van Den Akker HEA (1997) Liquid velocity field in a bubble col

umn: LDA experiments. Chern Eng Sci 52:4217-4224
van Wijngaarden L (1998) On Pseudo Turbulence. Theoret Comput Fluid Dynamics

10:449-458
Zenit R, Koch DL, Sangani AS (2001) Measurement of the average properties ofa suspen

sion ofbubbles rising in a vertical channel. J Fluid Mech 429: 307-342

20



Examinination of bubble collisions and
coalescence in bubbly flows

D. Broder and M. Sommerfeld

Mechanische Verfahrenstechnik, Fachbereich Ingenieurwissenschaften, Martin
Luther-Universitiit Halle-Wittenberg, D-06099 Halle (Saale), Germany

Abstract. In order to allow more reliable modelling of coalescence processes in
turbulent bubbly flows, detailed experiments in a double loop reactor were performed.
Narrow, essentially monomodal bubble size distributions in the range between 2 to 4 mm
wereproduced by capillary aerators. For simultaneous measurements of bubblesize,bubble
velocity and liquid velocity a combined system of PIV and PTV was developed and
applied. It was possible to determine bubble size distributions and mean, but also
fluctuating velocities for both phases. The spatial changes of the bubble size distribution
due to the influence of bubble coalescence was analyzed and coalescence rates were
calculated.

1. Introduction

For the analysis of bubble coalescence in general two experimental approaches
have been established. One is the injection of bubbles with and without a tracer
gas and analysis of the composition of individual bubbles in different distances to
the sparger, which was for example used by Prince & Blanch (1990), and the other
methods are based on the determination of bubble size or bubble volume distribu
tions. The later one for example was used by Kamp et at. (2001) for the analysis of
coalescence in a pipe flow but also for the analysis of bubble break-up in a turbu
lent jet by Martinez-Bazan et at. (1999) . The measurement of the bubble size dis
tributions is often performed by the evaluation of photographic images or high
speed recordings, but simultaneous measurements of the size and velocity of bub
bles and the surrounding liquid are rare. Kirkpatrick & Lockett (1974) analyzed
the influence of the approach velocity of bubbles to the water surface on the coa
lescence time, but up to now experimental investigations about the collision be
haviour ofbubbles in a swarm and the influence on coalescence are still missing.

Modem camera optical measurement techniques like particle image ve
locimetry (PIV) and particle tracking velocimetry (PTV) are able to realise com
plete planes of a flow and together with methods of digital image processing tech
niques it is possible to provide velocities of both phases and also information
about size, shape and position of bubbles . A big problem for the application of
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standard PIV to bubbly flows is the strong absorption of the penetrating laser light
sheet by scattering on the surface of the bubbles at higher void fractions. Because
the intensity of the light scattered by bubbles is several decades larger than the
scattering intensity of conventional tracer particles, many investigators used fluo
rescing tracer particles and a phase separation by the different wavelengths of the
light source and the fluorescing dye in the tracers (Deen et aI. 2000, Broder and
Sommerfeld 2002). Such an approach however requires the use of two CCD
cameras. Since a light sheet is used for illumination it is very difficult to obtain the
bubble size with this approach (Diaz & Riethmuller 1998). In order to obtain a
planar image of the bubble contour a shadow imaging may be used (Lindken &
Merzkirch 1999, Borchers 2002) . A combination of this shadow imaging with PIV
again requires additionally a light sheet and a second CCD-camera. In order to
avoid strong light scattering on the bubble surface again the use of fluorescing
tracer is necessary (Fujiware et aI. 2001).

The application of two or more cameras and light sources result in quite
extensive experimental equipment and time consuming measurement and evalua
tion procedures. Therefore, an efficient system with background illumination and
only one CCD-camera was developed (Broder and Sommerfeld 2002). The system
allowed for online measurements and was applied to analyse the hydrodynamic in
teractions and coalescence ofbubbles in a laboratory airlift reactor.

2. EXPERIMENTAL

2.1 Test Facility

The experimental facility was a rectangular container of Plexiglas" with
the inner dimensions 2300 x 300 x 100 mm. The apparatus (Fig. 1) was aerated
from the middle part by two capillary aerators and each of these aerators was con
nected to a single flux controller. The capillaries had a diameter of0.4 and 0.6 mm
and each aerator consisted of 50 capillaries. The aerators generated narrow bub
bles size distributions in the rage of 1.9 to 2.3 mm in case of the 0.4 mm capillar
ies and 2.7 to 3.1 mm for the 0.6 mm capillaries. Between the aerators a splitter
plate was installed which kept the two bubbly flows separated up to a height of
1100 mm from the bottom of the container. Downstream of the end of the splitter
plate the different bubbly flows were mixed so that the two bubble populations
could interact. Two more plates separated the up-comer in the middle of the appa
ratus from the two outer down-comer channels. Two weirs in the upper part of the
apparatus were used to reduce the liquid velocity in the two loops and to control
the turbulence intensity in the mixing zone. As the internal water level would de
crease during long measurements periods, it was kept constant by an electronic
level controller.
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A CCD-camera and a pulsed LED array as light source were mounted on
a CNC traversing system allowing to perform fully automated measurements at all
positions inside the airlift facility. This traversing system was also used as a cam
era lifter to follow rising bubbles with a high-speed camera. All components of the
measurement system and the CNC traverse system were controlled by the image
processing PC (Intel Pentium III 700 MHz) to allow fully automated online meas
urements for both phases of the bubbly flow. The synchronization of the CCD
camera and the pulsed LED-array, as well as the pulse duration and the delay time
between the pulses were performed by a timer card, which was also installed in
the image processing PC. The processing time for filtering a double image, detect
ing the bubbles and performing a PTV took around 1 s, while the processing time
for filtering and performing a PlY for the liquid phase took around 5 s. The typical
overall measurement time for a combined measurement of both phases at 5 meas
urement positions was 12 to 15 h.

r

1 I

n
e

a Capillaryaerator
b Downcomer
c Upcomer
d CCDcamera
e LEDarray
f Traversesystem

Fig. 1: Airlift facility with CCD camera, pulsed LED array and CNC traverse system

2.2 Image acquisition

The images of the two-phase flow were acquired by a double shutter camera (PCa
SensiCam) which allowed to acquire two images with a resolution of 1280 by
1024 pixel within a very short time delay. A background illumination was realised
using a pulsed LED-array consisting of 91 high performance LED's with a total
area of 100 x 75 rom. In order to produce a thin vertical plane wherein images of
bubbles and tracer were detected the CCD-camera was equipped with a macro lens
having a small depth of field. The typical duration of the light pulses was 200 us,
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while the time delay between two successive pictures was adjusted to the local
flow velocity in a range from 1 to 3 ms. The images were transferred in a digital
way from the CCD-camera to the controlling and image processing PC. The
evaluation of the images and all controlling tasks were performed by an in-house
developed software. In a first image processing step the images were transformed
from the camera's 12 bit format to a 8 bit format grey value image. The histogram
of the grey values of each image was analysed and from this histogram a contrast
optimized lookup table for the transformation was created.

In order to allow measurements of the liquid velocity fields, the flow was
seeded with polyamide tracer particles with a mean diameter of 50 11m and a den
sity of 1050 kg/rrr' . The phase discrimination between bubbles and tracer particles
was performed in the evaluation procedure using digital image filters. Because of
the small depth of field of the macro camera optics « 4 mm) it was possible to
discriminate also between bubbles and tracer particles inside and outside of the
camera's depth of focus by the gradient ofgrey values. Sharply depicted objects in
the focus have high gradients , while blurred objects out of focus have low gradi
ents of grey values.

2.3 Bubble detection

In order to perform an automatic bubble detection, the recorded images needed to
be optimised by a set of digital filters before an object recognition for the bubbles
was applied . The tracer particles and small scale noise was deleted from the im
ages by a non-linear 5x5 median filter and the gradient of the contours of sharply
depicted bubbles was calculated by an edge-detecting Sobel filter. During the ob
ject recognition for the bubbles the gradient of the grey values at the contours of
the bubbles, i.e. the sharpness, was used as a criterion for the validation. Addition
ally, the continuity of the contours was used as a validation criterion. As overlap
ping bubbles in the images resulted in incomplete contours, it was necessary to re
construct missing contour points by a cubic spline interpolation. The information
about the contour points of the bubbles were used to calculate projection areas,
centroids, area equivalent diameters and the longest and shortest chord length.

2.4 Estimation of bubble volumes and coalescence rates

For analysing coalescence processes the knowledge of the bubble volumes is re
quired. Most of the investigations performed with cameras acquire only one pro
jection of the bubbles, which allows to determine a number of geometrical pa
rameters like projection areas, chord lengths, perimeter and orientation of the main
axis, but no precise determination of the bubble volumes is possible. Accurate
bubble volume measurements could be realized by two perpendicular projections
to gain additional information about the spatial extent of a bubble. But a simulta
neous registration of two projections of one bubble is unlikely to occur even at
low void fraction and impossible to realise in the described apparatus for void
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fractions higher than 4 %. Therefore, the information of only one projection pro
vides an estimation of the bubble volume and the accuracy of the volume detenni
nation will be better for small rigid and spherical bubbles than for large bubbles
with strong shape oscillations. The simplest way to estimate the bubble volume VB
is to determine a bubble diameter DA which is area equivalent to the projection
area Apro of a detected bubble:

1C 1C 2
Ap =-AB =-DA (I)

TO 4 4
The bubble volume corresponds to the volume of a sphere with this area equiva
lent diameter. However, bubbles with larger area equivalent diameters than 2 mm
have a ratio between the length of the major axis larger than 2 (Duineveld 1994)
and differ considerably from a sphere . These bubbles can be described as oblate
spheroids (Fig. 2) with the volume given by:

1C
VSp h =6" ABC (2)

Fig. 2: Oblate spheroid with main axes

Both horizontal major axes A and C are approximately equal and larger than the
vertical major axis B. By substitution of the missing major axis C with the longest
chord length of the bubble contour A, an estimation of the bubble volume VB is
provided by the following equation:

V = 1C A 2B = 1C D 2 *A (3)
B 6 6 A

Evaluations of high speed recordings for bubbles of an area equivalent diameter
DA = 3.8 mm have shown a relative deviation of 12 % for the volume detennina
tion following equation (3) and a relative deviation of 16 % following equation
(2).

The present investigations were performed in water purified by a reverse
osmosis purification system. The system water/air was analysed by many authors
(Oolman and Blanch 1986, Zahradnik et al. 1995) with regard to coalescence be
haviour in a stagnant liquid . For the investigated bubble size and the low turbu
lence intensity in the apparatus, the occurrence of bubble break-up can be ne
glected . Moreover, the test section was not long enough to allow for the formation
of very large bubbles which might again break-up. Therefore, changes of the bub
ble size were caused by coalescence of bubbles and the change of the hydrostatic
pressure along the rise ofbubbles. In order to quantify the coalescence, the proper-
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ties of the bubbles and the continuous phase were measured at 5 horizontal pro
files along one of the risers up to the end of the splitter plate . The coalescence rate
TT was determined from the change of the bubble volume distribution between
two measurement profiles following Prince und Blanch (1990) :

r _ CD Vge V»
J. T - - (4)

t, VgT V be

The bubble concentration CD was calculated with the mean bubble velocity of the
measured profiles, the bubble volume distribution and the superficial gas velocity.
The residence time t, was also calculated by the mean bubble velocity of the pro
files and the distance between the measurement profiles. The coalesced volume
Vge corresponds to the positive integral area of the difference between two volume
distributions. The mean bubble volume of coalesced bubbles Vbe is also calculated
from this area, while the mean bubble volume Vb results from the total volume of
gas VgT• Bubble volumes from different measurement positions have to be cor
rected by the ideal gas law because of the volume expansion due to the change of
the hydrostatic pressure.

2.5 Bubble velocity measurements (PTV)

The velocities of the bubbles were determined by the application of the Particle
Tracking Velocimetry (PTV) and the described bubble detection algorithm for two
consecutive images . Corresponding bubble pairs were found by the criterion of
overlapping bubble contours and the closest neighbour in the direction of bubble
rise. The bubble velocity was calculated from the translation of the centroids of
the bubbles within both images, the time delay and the magnification factor. The
translations of the centroids of the bubbles and the information extracted by the
bubble detection were stored together for later post-processing of the data.

2.6 Liquid velocity measurements (PIV)

The velocities of the continuous phase were determined by the application of the
Particle Image Velocimetry (PIV) to the extracted images of the tracer particles by
using several filter operations (Fig.3). This extraction was performed with an edge
filter proposed by Marr and Hildreth (1980) which is often called Laplacian of
Gaussian (LoG) . After the application of the LoG edge detector the images of the
tracer particles, but also the contours of sharply depicted bubbles were kept inside
the images . Therefore, an additionally image operation was used to remove these
bubble contours. A median filtered image was created which contained only large
objects like bubble contours but no tracer particles (Image C). This median filtered
image with the bubble contours was subtracted from the image filtered by the LoG
edge detector (Image B) and so the resulting image (Image D) was prepared for
the PIV evaluation containing only the tracer particles.
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The evaluation of the filtered images was performed by a PIV with itera
tive refinement of the interrogation areas following an approach of Scarano et al.
(1999). The determination of the tracer displacement was based on a combination
of the Minimum Absolute Difference Method (MAD) and the Minimum Quadratic
Difference Method (MQD) developed by Gui et al. (1997). Further details about
the applied PIV can be found in Broder and Sommerfeld (2002). By recording and
evaluating a large number of images (i.e. typically 500 per measurement plane) it
was possible to determine instantaneous but also mean and fluctuating velocities
fields for the continuous phase within the bubble swarm in all areas of the de
scribed apparatus.

Image A ImageB t--...,

Image C t---'

ImageD

Fig. 3: Schematic diagram of the filter structure for the phase discrimination of the liquid
by extractingthe imagesof tracer particles from the pictures of the two-phaseflow.

3. RESULTS

3.1 Shear layer development

The presented measurements were done in the riser channel of the apparatus. The
measurements in the lower section (i.e. right and left of the splitter plate) are re
stricted to interactions of approximate equal sized bubbles and were used as initial
conditions for the numerical calculations in the area above the splitter plate where
interactions of different sized bubbles were investigated. The main operating con
ditions of the measurements are the superficial gas velocities of 0.44 cm/s in the
left riser channel and 0.22 cm/s in the right one and the superficial water velocities
of 17.06 cm/s in the left riser channel and 1.27 cm/s in the right one . The void
fraction for this case was about 1 %.
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The profiles of the mean and fluctuating velocities of the liquid were determined
by averaging the information of 500 PIV vector fields per profile. The measure
ments of the velocities of the continuous phase showed, up to a height of 800 mm,
no completely developed flow, because of the short length of the riser channels.
This is revealed by the mean velocity profiles of the left riser channel, presented in
Fig. 4, which are not symmetric.

Above the end of the splitter plate the profiles of the mean liquid velocity
show a large-scale circulation in the riser channel caused by the different superfi
cial water velocities in the two lower riser channels. The shear layer extends along
the entire test section (i.e. from the end of the splitter plate up to 1800 mm) and at
the end of the test section an almost constant shear rate over the entire cross
section of the riser is established. The profiles of the mean bubble velocities are
similar to the profiles of the mean liquid velocities but, due to the relative velocity
between the phases of about 0.28 mis, the profile of the vertical bubble velocity
show no negative values. The horizontal component of the bubble velocity shows
a lateral transport of bubbles by the large-scale circulation of the liquid flow .
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Fig, 6: Evolution of the bubble size distribution along the shear layer (data are collected in a
region with a width of 50 mm in the center of the riser) and initial size distributions in the
right and left channel

The fluctuating velocities, presented in Fig . 5, show a strongly anisotropic charac
ter of turbulence and bubble motion. With the exception of the bubbles in the right
lower riser channel, the velocity fluctuations of the bubbles in vertical and hori
zontal direction are strongly anisotropic. The reason for the large horizontal fluc
tuations are the strong horizontal oscillations of the bubbles with a size in the
range from 2 to 4 mm, This behaviour is quite different to the fluctuating veloci
ties of the liquid as the horizontal components of the liquid are smaller than the
vertical ones. The bubbles in the right lower riser channel had a mean bubble di-
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ameter of 2.1 mm and therefore this bubbles show an almost isotropic fluctuating
behaviour.

Within the shear layer above the splitter plate a peak in the profiles of the
fluctuating velocities of the liquid develops, which also shows a lateral shift to the
left by the flow circulation and flattens in stream wise direction. As expected, the
bubble fluctuating velocities are considerably higher then those of the liquid. The
strong oscillations in the profiles of the bubble fluctuations indicate that the num
ber ofcollected images is not yet sufficient.

The development of the bubble size distribution in the centre of the chan
nel above the splitter plate is shown in Fig. 6. The initial bubble size distribution
in the left and right channel were obtained at h = 800 mm giving a number mean
diameter of 2.30 mm in the left channel and 2.74 mm in the right one, respec
tively. Within the shear layer, both bubble populations interact and the resulting
size distributions are a consequence of the mixing of the two streams and the
coalescence between bubbles. The latter is indicated by the fact that the population
of large bubbles increases while that of the smaller bubbles is reduced.

3.2 Coalescence rates

The analysis of the coalescence rates was done in one of both risers from just
above the aerator up to the end of the splitter plate, since here the change of bub
ble size distribution is solely governed by bubble coalescence. However, it should
be noted that this region does not have a fully developed flow.
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Fig. 7: Changes of the bubble volume distribution in one of the riser channels for a void
fraction of 0.96 %.
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(10)

For this purpose at least 30,000 bubbles were recorded over the entire width of the
channel at different vertical positions. The considered height for each cross
section was 40 mm. The change of the bubble volume distribution due to coales
cence for a case of 0.96 % void fraction is showed in Fig. 7. The basic bubble
population has a peak at about 7 mnr' which decreases with the height of the
measurement position, while a second wider peak with twice the volume of the
basic population grows at approximately 14 mnr' . Thereby, the volume distribu
tion becomes more and more bimodal. The coalescence rates for this experiment
decrease with the height of the measurement position, since a larger fraction of the
basic population has already coalesced in the lower part of the channel and there
fore the bubble number concentration has decreased.

3.3 Collision rates

Bubble coalescence may be separated into three sub-processes namely: collision
of bubbles, drainage of the liquid film between the bubbles, break-up of the film
and finally merging of two bubble fractions i and j . Collisions between bubbles
may be caused essentially by three phenomena namely: turbulence induced colli
sions, buoyancy-driven collisions and collisions due to laminar shear (Prince and
Blance, 1990). Mostly measurements do not provide all the properties to deter
mine these different collision rates. However, the present imaging measurements
provide the velocities of both phases as well as the bubble size. The collision rate
due to the turbulent motion of bubbles is given by:

e T 23 /2 1/2 ( )2 (-2 -2)1/2
i ,j = 1r ni n j rbi + rbj , U ti +u!i (8)

Where, S ij is the collision cross-section specified below, n.; nj are the local number

densities of the two bubble fractions and ~: ,uJ are the local averaged fluctuating

velocities of the bubbles which are mostly not available. Therefore, estimations of
these values are based on the theory of homogeneous isotropic turbulence and de
termined as a function of energy dissipation . But such estimations cannot account
for the anisotropic motion behaviour of bubbles rising in typical "zigzag" or heli
cal path. The buoyancy-driven collision rate results from the difference in the rise
velocity of bubbles with different size:

ei / =».nj , S i,j ·IUri - "»I (9)

The rise velocities of the two fractions (Uri and Urj) are often expressed through
empirical correlations like the ones specified in Clift et al. (1978). However, the
bubble rise velocity is not only depending on the bubble size, but also strongly af
fected by the properties of the liquid and possible impurities. The collision rate
due to laminar shear is:

LS _ 4 3 dll,e., <n.n , · _ · (r,b· +r,b') .(-)
',} I} 3 ' '.J dR
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Here dll, / dR is the average shear rate, which for a bubble column is usually de

tennined from empirical correlations for the liquid velocity profile.

With the applied new measurement system all relevant information for a
detailed analysis of different collision rates could be obtained for the first time. In
combination with the determination of the coalescence rate additionally an overall
coalescence efficiency could be obtained. The large number of sampled bubbles
(-30.000) per measurement position resulted in a good statistical reliability which
was high enough to determine local size-dependent bubble properties, like the
mean rise velocity uldAJ but also the mean fluctuating velocities of the bubbles
~(dA) .

The measured mean and fluctuating velocities for the case of a very low
superficial water velocity in one of the lower up-comer channels is shown in Fig.
8. The mean bubble rise velocity follows the trend ofthe well known rise velocity
of single bubbles with a maximum for 1.3 mm bubbles and a decreasing rise ve
locity with growing bubble diameter. Since this experiment was performed with a
low void fraction of 1 % and a low superficial water velocity of 0.01 mis, the dif
ference between the bubble rise velocity and the rise velocity of single bubbles is
small. The fluctuating velocities of the bubbles are almost isotropic up to an area
equivalent bubble diameter of 2 mm. With the onset of strong shape oscillations
for bubbles larger 2 mm, especially the vertical component of the fluctuating ve
locity decreases strongly.
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Fig. 8: Mean bubble rise velocity and fluctuating components of the bubble motion as a
function of the area equivalent bubble diameter. Measurements were performed in one of
the riser channels for a void fraction of 0.96 %.
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From the two components of the fluctuating bubble velocities an fluctuating

velocity u', (d A) averaged over the entire cross-section of the channel was calcu

lated in the following way:

(11)

The overall turbulent collision rate was calculated from that averaged fluctuating
velocity of the different bubble size classes, the concentrations of the size classes
ni; nj and the collision cross-sectional area Sijof the bubbles defined by :

The overall turbulent collision rate is then given by:

()T = ~ ~~23/2n 1/2njnj(rbj +rb)2 . (Uti +17;)1 /2
I J

(12)

(13)

For the buoyancy-driven collision rate the bubble rise velocity averaged across the

channel for each bubble size fraction Ur (dA) was used and the overall buoy

ancy-driven collision rate is then given by:

(14)

In case of the laminar shear collision rate, the averaged shear rate of the liquid
flow was calculated from the vertical component of the liquid velocity profiles
measured by the PIV. Also for the laminar shear collision rate an overall value
was calculated:

(15)

The collision rates along one of the lower up-comer is shown in Fig. 9 for a case
with a void fraction of 0.96 % and an initial number mean bubble diameter of 2.1
mm. All collision rates decrease in flow direction due to flow development and the
reduction of bubble number density as a result of coalescence. The turbulent colli
sion rate shows the highest values as bubbles in the diameter size range from 1 to
3 mm show the strongest fluctuations in their motion (Fig. 8). Due to the fact that
the bubble size distribution was relatively narrow, the difference in the rise veloci
ties of different bubble classes was small, whereby the buoyancy-driven collision
rate is one order of magnitude smaller than the turbulent collision rate . The lami-
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nar shear collision rate is two orders of magnitude smaller than the turbulent colli
sion rate and therefore negligible. The coalescence rate r T was about two orders of
magnitude smaller than the sum of all collision rates , which means that even in the
highly coalescing system of purified water a bubble undergoes around 100 colli
sions before a coalescence process happens. As the investigated bubble size distri
butions were narrow and initially monomodal, it can be assumed that the coales
cence efficiency is almost constant over the entire bubble size distribution.
Therefore, an overall coalescence efficiency can be determined from the overall
coalescence rate and the sum of the three collision rates in the following way:

(16)

The overall coalescence efficiency was about 0.03 which corresponds to a ratio
between coalescence time t and contact time r of about 3.5.
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CONCLUSIONS

The described measurement system, combining imaging PIV and PTV, is able to
acquire all important parameters in a bubbly two-phase flow. Therefore, it pro
vides a potential to create detailed datasets for validating numerical simulations.
Additionally , further analysis of the hydrodynamic interactions of bubbles in a
swarm was possible . The simultaneous measurements of bubble size, bubble ve
locity and liquid velocity allow a sophisticated post-processing of the collected
data in order to analyse important phenomena such as, collision rates, coalescence
rates and collision efficiencies. The obtained results will be used to improve a
bubble collision and coalescence model developed in the frame of the
Euler/Lagrange approach and eventually for the validation of the numerical re
sults.
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Abstract.

The flow in the wake of single bubbles and bubble swarms freely rising in wa
ter is studied experimentally using Digital-Particle-Image-Velocimetry (DPIV) in
combination with high-speed recording. The experiments focus on ellipsoidal
bubbles of diameter of about 0.4 - 0.8 em which show spiraling, zigzagging and
rocking motion during their rise in water, which was seeded with small tracer par
ticles for flow visualization. Under counter-flow conditions in the vertical channel,
the bubbles are retained in the center of the observation region, which allows the
wake oscillations and bubble interaction to be observed over several successive
periods. By simultaneous diffuse illumination in addition to the light-sheet, we
were able to record both the path and shape oscillations of the bubble, as well as
the wake structure in a horizontal and vertical cross-section. The results demon
strate the wake dynamics and its importance on bubble interaction.

1. Introduction

For a long time, the motion of bubbles rising in liquids has drawn the attention
of researchers because of the bubbles fascinating variety of motion patterns and
instabilities. In bubbly two-phase flows, the bubbles have the shape of spheres, el
lipsoids or spherical caps and they rise in rectilinear, spiraling, zigzagging, or
rocking motion, depending on the characteristic numbers of the system for exam
ple, the bubble diameter and the properties of the liquid (see the review given in
Clift et al. (1978) and the recent paper of Maxworthy et al. (1996). In addition,
various kinds ofshape oscillations can be observed (Lunde & Perkins 1998). Early
studies from the beginning of this century had already highlighted the importance
of the wake structure for the path instabilities of solid spheroids and speculated
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that the same held for bubbles (Hirsch 1923). Saffman (1956) studied zigzagging
and spiraling bubbles and concluded that the zigzag motion is possibly related to
an oscillation of the wake or a periodic discharge of vorticity from behind the
bubble. Moreover, the bubble wake is also one of the most significant factors con
tributing to turbulence production, which is important for most industrial applica
tions in which bubbly flows occur (Fan & Tsuchiya 1990). The formation of bub
bles in clusters and their dynamics is another area in which the individual wakes
play an important role. Therefore, the understanding of the nature of the wake of
freely rising bubbles is of fundamental importance in improving models for sim
plified simulations of those mainly three-dimensional and unsteady multiphase
flows. However, detailed quantitative studies of the evolution of the flow in the
wake of bubbles and swarms are extremely difficult. Our current work attempts to
describe the structure of the wake of free rising bubbles and its effect on bubble
interaction in a more detailed way. Therefore, in the experiments described herein,
we used Digital-Particle-Image-Velocimetry (DPIV) in combination with a digital
high-speed camera to obtain the temporal evolution of the flow field in the near
wake . These preliminary studies were done for flow parameters and bubble sizes,
for which ellipsoidal bubbles with a more or less regular spiraling or zigzagging
motion could be observed. This allows comparison of the nature of the vortex
shedding behind bubbles and solid spheroids. The size of a typical bubble in the
experiments was about 0.4 - 0.8 em in diameter. After a description of the ex
perimental method (Section 2), the results of the radial and axial flow within the
wake are given (Section 3) and discussed. Finally, the mechanism responsible for
the observed wake-induced bubble interaction is presented in Section 4.

2. Experimental Method

2.1 Flow channel

The bubble wakes were studied in a vertical water channel, in which the bub
bles were released from the bottom and were held stationary in vertical position by
an imposed counter-flow, Fig. 1. The test section of transparent acrylic plates had
a cross-section of 10 x 10 cnr' and was 1.2 m high. The flow was driven by the
constant head of water in the settling chamber at the top of the channel and was
controlled by a valve located at the right-hand side bottom end of the test section.
A uniform flow with low turbulence level was achieved by a contraction passage
with a contraction ratio of 5, which is located upstream of the inlet into the test
section. Demineralized water was used as the test liquid. Small tracer particles
(Vestosint, mean diameter of 30 urn, p = 1.02 g/cnr') were added to the fluid up
stream in the water basin and were homogeneously distributed. From measure
ments of the rise velocity of the bubbles and comparison with the values in litera
ture (Clift et al. 1978) for the same size of ellipsoidal bubble we concluded that
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the contamination with the tracer particles let the bubbles behave like in impure
water systems.

water overflow tank

laser

a)

Fig. 1. Flow channel and optics

polygonal
mirror

syringe cascade

Experiments were performed either with single bubbles or with the simultane
ous release of a few bubbles, in order to study their interaction in relation to wake
dynamics. The bubbles were released from the bottom plate of the tank, initially
into quiescent fluid. The bubble generator resembled the one used by Stewart
(1995) and consisted of a rotating plate with 8 holes, which was placed between
two fixed plates for which the top represents the release plate and the bottom the
filling plate. In the filling position, each hole in the rotating plate was connected
via the bottom plate with a small tube to a syringe and could be filled with a de
fined gas volume using a proportioning screw. In the release position, the cham
bers were simultaneously opened at the top and bottom and the pressure difference
drove the bubbles out of the generator. Thus, we were able to release in a con
trolled manner, a maximum of 8 bubbles with a defined volume. Shortly before
the bubbles entered the bottom edge of the observation region, the downstream
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control valve was opened such that the bubbles - after a short transient phase 
remained approximately stationary in a vertical position. In bubbly flows, the
Reynolds-number Re, often used is based on the equivalent radius of the gas bub
bles which is calculated from the gas volume contained. In the following however,
the Reynolds-number is defined as Re = UT D/v based on the total speed UT of
the bubble and the mean major diameter D of the spheroid, for reasons of direct
comparison with the definition typically used for solid bodies like spheres or
discs. The total speed of the bubble is calculated with the vertical rise speed wand
the lateral speeds u and u in x- and y-direction.

2.2 Measurement methods

Our investigation focused on the spatial structure and dynamics of the vortices
in the wake of the bubbles. The flow field in the bubble wake was recorded with a
digital high-speed camera and evaluated frame-by-frame with the method of Digi
tal-Particle-Image-Velocimetry (DPIV). The DPIV set-up was first arranged to
measure the velocity field in a horizontal cross-section, downstream of the bub
bles, (see the optical arrangement in Fig. 1) in order to obtain the streamwise
component of the vorticity vector from the results. This is of importance for the
understanding of the lateral motion of the bubble which has to leave a distinct pat
tern of the streamwise vorticity in the wake. The beam of a continuous Ar+ laser
was expanded with a rotating polygonal mirror to form an intense virtual light
sheet in a horizontal cross-section of the channel. A digital high-speed video cam
era (Weinberger GmbH, Germany, resolution: 512 x 512 pixel; maximum frame
rate: 1000 Hz, number of frames: 512) was used to record the flow, synchronized
with the polygonal mirror so that each frame corresponds to a single sweep of the
laser beam. Within the horizontal light-sheet plane (x-y plane, see the coordinate
system in the channel as defined in Fig. I), the in-plane velocity components were
obtained from cross-correlation of successive images in small interrogation win
dows with a size of 32 x 32 pixel. The results represent a two-dimensional data
set, in form of velocity vectors on a grid with 31 x 31 equidistant nodes over a
squared cross-section area 00 x 3 cnr' . In addition to the light-sheet, diffuse light
was used to illuminate the bubble upstream of the light-sheet. The intensity was
adjusted such that the contour of the bubble could be clearly seen from the reflec
tions but did not overexpose the particle images in the light-sheet. With some im
age enhancement and contour processing, the position and shape of the bubble
could be determined from these images. A frame rate of 400 Hz was found to be
sufficient to resolve the time scales of bubble and wake oscillations. The recording
period of the camera was limited to a maximum of 512 frames in each run.

In supplementary experiments, the light-sheet was oriented in the vertical posi
tion (y-z-plane) and the camera was placed to record the vertical motion of the
bubbles. However, it turned out to be impossible to achieve successful experi
ments in which the freely moving bubble was within the plane of the light sheet.
Therefore, a multi-planar extension of classical PIV using a scanning light-sheet
was used (see Brucker 1999 for details). The scanning light-sheet technique en-

40



sured that we would obtain at least one plane which would be close to the bubble
center within each scan. The scanning light-sheet was generated with a rotating
drum by a helical arrangement of mirrors on its surface . With continuous rotation
of the drum, the laser beam illuminates the flow in vertical light-sheets staggered
in depth. The total scanning width was 2.4 cm in 5 planes , each of which was
separated by 0.6 em so that the sampling in depth was small enough to have one
light-sheet close to the bubble center. The 2-D velocity field was again determined
by cross-correlation between successive images in each plane; the temporal
resolution of the flow in each of the 5 planes is 200 frames/sec when the scanning
rate is 1000 planes/sec. To capture a larger extent of vertical motion of the bubbles
we enlarged the observation area to a height of 6 em at the expense of resolution.
The results presented here represent a two-dimensional data set in the form of
velocity vectors on a grid with 21 x 41 equidistant nodes over a cross-sectional
area of 3 x 6 cm2

• Simultaneously, the bubble motion was recorded in three
dimensions using a stereoscopic viewing arrangement (for a more detailed
description see Briicker 1999).

3. Wake of a zig-zagging bubble

3.1 Flow structure in the horizontal cross-section

The measurements were carried out for bubbles with a shape of oblate sphe
roids between a minimum of 0.5 em and a maximum of 0.7 em in diameter. The
diameter of the bubble is defined here as the major diameter of the spheroid and
has been determined from the images of the projection of the bubble as shown
later. They showed a regular zigzag rise path in our experiments with water. The
path oscillations were observed to be more or less unidirectional and quite regular
in time. Several runs of experiments had to be done to achieve optimum boundary
conditions for the measurements, i.e. that the bubble was in the middle of the im
aging field and could be retained at the desired vertical distance relative to the
predefined position of the horizontal light-sheet. From these well-posed experi
ments for reasons of simplicity, we have chosen one exemplary experiment in
which the zigzag motion was aligned closely in the y-direction (the bubble moved
approximately in a plane zigzag with less than maximum 2% motion in the x
direction compared to that in the y-direction). The bubble in this experiment with
a diameter of D = 0.6 em had a mean aspect ratio E of 0.66 (E = maximum verti
cal dimension/maximum horizontal dimension) and a bubble rise speed of about
w = 20 cm/s - this equals the imposed counter-flow velocity - which is quite well
predicted by the correlation for air bubbles rising in contaminated water (see equa
tion 7-20 in Clift et a11978, p. 181). For one complete "zig" and "zag" motion we
measured a frequency of 4.2 Hz and a maximum lateral velocity in the horizontal
plane of about v = 10 cm/s. The Reynolds-number based on the maximum total
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velocity of the bubble and the bubble diameter 0 results to Re e 1320 and the
Strouhal-number calculates to Sr = 0.11 with Sr = fOIUT. Fig. 2 shows the varia
tion of the position of the bubble centroid in the horizontal plane during the com
plete measuring period of approximately 0.3 s, The zigzag motion of the bubble is
clearly seen as a sinusoidal function of the y-coordinate over time with an ampli
tude of 1.3 0 which is about 1 em,
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Fig. 2. Motion of a zigzagging bubble of diameter 0 :::0 0.6 em over time in the
zigzag plane along the y-axis

Fig. 3. Wake visualization for a rocking bubble at Re e 1500 (Lunde & Perkins
1995)
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Before the results of the flow field measurements are discussed, we anticipate a
qualitative picture of the global wake structure to support interpretation of the
quantitative results of only one single plane within the wake. Refer therefore to the
flow visualization picture recently taken by Lunde and Perkins (1995), reproduced
in Fig. 3. It shows the wake structure of a freely rising bubble at a Reynolds
number of Re ::::0 1500 which is similar to the one in our experiments (the Rey
nolds-number they used is likewise based on the total speed of the bubble UT and
the major diameter of the spheroidal bubble D). The bubble was released into a
water tank in which the bottom layer was colored with dye. During the initial
phase of bubble rise, dyed fluid was trapped into the wake which acted as a flow
marker after the bubble left the bottom layer and enters the region with clear wa
ter. The visualized pattern in the wake of the irregular zigzagging bubble shows a
hairpin-vortex whose legs are attached to the base of the bubble while the head
points downstream to the left. Note, that due to self-induction the head of the hair
pin-vortex is already strongly deformed. In the radial cross section in the near
wake region we can therefore expect to see in our measurements regions of con
centrated streamwise vorticity which represent cuts through the legs of the hair
pin-vortices; in the vertical cross-sections, the vorticity regions would represent
cuts through the head.

For the flow studies in the radial cross-section of the wake, we retained the
bubbles in the counter-flow approximately 1 em upstream of the light-sheet. At
this distance from the bubble base (roughly a factor of 1.5 of the bubble diameter)
we can assume that the coherence of the vortex structures is not yet affected by
self-induction and that the measuring plane is already out of the attached part of
the wake. In Fig. 4, the flow field is given in the left column with the additional
information of the bubble contour taken at the moments A-F. Note, that we have
therein corrected for the time, which the vortex structures need to travel from the
bubble base to the light-sheet. We therefore assumed that they move downstream
with the velocity equal to the free-stream velocity. The flow fields were then taken
at the moments corrected by the convection time. This allows us to draw conclu
sions about the correlation between bubble position, shape and the flow field be
ing created at the bubble base at this moment. The right-hand column shows re
gions of concentrated streamwise vorticity which are calculated from the
determined velocity field by central difference schemes.

The flow field in the cross-section exhibits the alternate generation of a pair of
counter-rotating vortices close to the bubble base. As explained above, regions of
concentrated streamwise vorticity represent the legs of hairpin-like vortex struc
tures. At the beginning of the cycle in Fig. 4A, a stagnation point exists in the
cross-flow at the left-hand side of the bubble which indicates the high-pressure
side of the bubble. The flow field to this moment resembles a dipole-like vector
field (a sink and a source in the cross-flow along the y-axis). The bubble is posi
tioned near the left-hand stagnation point. In Fig. 4B, this critical point has been
split up into two foci which indicate the centers of streamwise vortices. The split
ting process hints that the head of the hairpin-vortex has passed the plane and left
its legs which correspond to the pair of streamwise vortices seen in the cross
section. The location of the vortex pair in the horizontal plane is clearly shifted
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towards the left-hand side of the bubble in positive y-direction and the former
weak vorticity concentration at this location (Fig. 4A) has been established in
strength towards the dominant pattern (Fig. 4B). A strong cross-flow in the posi
tive y-direction can be observed which is a consequence of the induction effect of
the vortex pair (see Fig. 4B). Due to this asymmetry of the cross-flow and the ef
fect on the flow around the bubble, the highest total flow velocity on the bubble
equator will occur at a location diametral to the plane of the vortex pair as also
concluded by Lunde and Perkins (1995).
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Fig. 4. Evolution of the velocity field and streamwise vorticity distribution in a
horizontal plane 1 em downstream of the zigzagging bubble
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This region of highest total velocity - this is also the region oflowest pressure
is therefore located at the right-hand side in the equatorial plane of the bubble.
Hence, a net lift force acts to the right in the negative y-direction, which explains
the lateral drift of the bubble to the right. In this phase, the attached vortex pair
moves with the bubble without any topological change of the flow in the cross
section.

Thereafter, the vortices become progressively weaker and the lateral motion of
the bubble begins to decelerate. A new counter-rotating pair is generated at the
right-hand side of the bubble, (as seen in Fig. 4E; compare this also to the diamet
rical situation in Fig. 4A). Once again, the cross-flow shows a vector field with a
dipole-like character. In the next instant (Fig. 4F), the stagnation point on the right
(Fig. 4E) has been split up, indicating the passing of the next hairpin-vortex now
at the right-hand side of the bubble (the centers of the vortices are out of the dis
played area). The newly generated counter-rotating pair with alternate circulation
increases rapidly in strength, replaces the former pair and establishes the dominant
vortex pair, now located at the right-hand side of the bubble. Consequently , the
bubble reverses its motion and starts to drift to the left by the associate lift force,
for the same reason as explained above. This accounts for the zigzag of the bubble
driven by the alternate generation of a pair of longitudinal vortices of alternate cir
culation and the associated lift force. Note that the flow fields presented in Fig. 4
show only a short extract of the complete recording period which contains a total
of3 cycles.

3.2 Flow structure in the vertical cross-section

The experiments described in this section focus on the evolution of the bubble
wake in the vertical cross-section. Measurements of the vertical flow field are
necessary for a more complete description of the three-dimensional flow field and
vorticity distribution . The vertical cross-section contains important information
about the induced vertical flow field and its role for bubble interference . Among
others, the observation studies by Stewart (1995) in which he used clusters offew
bubbles, revealed that these interactions exclusively occurred after a trailing bub
ble entered the wake downstream of a larger leading bubble. In the following, this
is called the wake capture process . To obtain both the dynamic evolution of the
wake of a free rising bubble in the vertical plane and the effects leading to wake
capturing, experiments with two interacting bubbles were recorded . To ensure that
the wake of the leading bubble was not significantly affected by the presence of
the trailing one, the typical diameter of the trailing bubble was chosen about half
the diameter of the leading one. In the following, we first describe the wake struc
ture of the leading bubble in the initial phase of the observed period. Over most of
the period, the fourth plane in the scan was the closest to the centroid of the lead
ing bubble. Fig. 5 shows two characteristic pictures of measured flow fields in this
plane within the cycle of the rocking motion. The velocity field represents the
flow structure in the oscillation plane of the bubble at a): the right-hand side inver-
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sion point (Fig. 5a), and b): close to the left-hand side inversion point O.ls later
(Fig. 5b). The path oscillation frequency was calculated to be 5 Hz, which is in ac
cordance with the left-right discharge ofvortex packages . Note that for the presen
tation of the vector field, the vertical velocity component of the imposed counter
flow (ca. 20 cm/s) has been subtracted. The bubble featured in Fig. 5a was taken a
short moment before it changed its orientation and started to move to the left side.
Regions of concentrated circumferential vorticity can be seen at the locations of
maximum surface curvature of the bubble, i.e. at the equatorial edges (for the val
ues close to the bubble surface we have interpolated the velocity field into the in
ner region of the bubble). A second local maximum of circumferential vorticity
can be found in the wake, on the left-hand side. This region corresponds to a vor
tex center in the vector field marked as "L" and indicates a cut through the head of
a shed hairpin-vortex whose head points to the left (the path of the legs is indi
cated by the thick dashed-dotted line in the plots) .

x

Fig. 5. Flow field in a vertical plane through the wake of a rocking bubble at two
characteristic moments within the cycle (the vertical velocity component of the
imposed counter-flow has been subtracted) .
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On the right-hand side the negative vorticity extends downstream from the edge of
the bubble in the shape of a tongue-like region. At the next instant of the cycle, the
situation is approximately reversed. The bubble is tilted to the left and a new hair
pin-vortex has been generated, of which the head now points to the right, see the
vortex center in the vector field marked at "R" in the vector field. This center was
located at the earlier moment as seen in Fig. 5a, originally at the right-hand side of
the bubble edge and was separated from the wake coupled with the tilting of the
bubble at the inversion point. In addition, the head of the previously shed hairpin
vortex marked as "L" has moved 1.5 cm downstream with the mean flow. The in
ner of the loop-like heads and between the legs of the hairpin-vortices demonstrate
strong lateral and upwards motion, which is the consequence of the induction ef
fect of the vortex structures . For clarification, the direction of induced flow is in
dicated in the plots by arrows. As shown later, these areas of strong local induc
tion prove to be the important factors involved in the wake capturing effect.

4 Wake drafting and bubble collision

Note that the two characteristic moments given in Fig. 5 repeat in a similar way
over approximately three oscillation cycles until shortly before collision. To visu
alize the complete sequence in a single plot a spatio-temporal reconstruction of the
vorticity field was created. From the obtained distribution of the vorticity field in
the vertical plane, the vorticity values along the horizontal line 1 em downstream
of the bubble (see the dashed horizontal lines in Fig. 5) were taken, and stacked
line by line vertically in a data array over the complete series of PIV results in the
recorded period. The resulting data matrix, displayed as a contour plot in Fig. 6a,
gives the spatio-temporal evolution of the component of circumferential vorticity
at a stationary location within the wake of the leading bubble. Only regions of
values exceeding 50% of the absolute maximum vorticity value are shown, in or
der to highlight the centers of the head loops of the hairpin-vortices containing the
maximum of circumferential vorticity. Note that because of fluctuations in time,
the contour lines in the spatio-temporal reconstruction are not as smooth as for a
single instantaneous flow picture. The global pattern of the reconstruction how
ever already demonstrates the nature of the wake as a chain of alternately tilted
vortex structures with a zigzag orientation. The sideward adjacent regions with
contour lines of positive and negative circumferential vorticity represent therein
the orientation of the heads of the hairpin-vortices. For clarification, we have indi
cated the corresponding positive and negative contour lines by dashed ellipses.
Note that these structures actually do not represent closed vortex rings. The part
closer to the vertical centerline is of a lower maximum vorticity and represents the
tip of the tongue-like extended region as seen in Fig. 5, while the outer vorticity
regions actually represent the cut through the head of the hairpin-vortices. Recog
nize also the strong coherence ofleft-right alternation which demonstrates the near
periodic creation and discharge of the vortices. Therefore, the vertical coordinate
in Fig. 6a can be interpreted either as the time coordinate or alternatively as the
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vertical coordinate in a frozen picture of the wake. A rough sketch of the skeleton
of the vortex structures in such a frozen picture is displayed in Fig. Sa on the right
hand side beneath the vorticity reconstruction. The sketch indicates the location
and orientation of the head-loops of the hairpin-vortices, consistent with the re
construction pattern. This allowed us to recognize the wake as a chain of oppo
sitely-oriented hairpin-vortices (the connection between the hairpins is as yet not
clear). However, self-induction effects will disintegrate the coherence further
downstream leading to more complex vortex patterns in the far wake. In conclu
sion, these quantitative results clearly confirm that the wake of bubbles within this
range of Reynolds numbers consists of a chain of vortex loops with alternate cir
culation and orientation.

Collisions were observed exclusively after wake capture (this is in agreement
with the findings of Fan and Tsuchiya, and Stewart) as also seen in the presented
results. The trailing bubble is first captured in the wake and thereafter accelerates
until it collides with the leading bubble. Fig. 6b shows the vertical coordinates of
both bubbles over the recording period. Note, that the rise velocity of the bubbles
is reduced by the imposed counterflow velocity. The motion of the trailing bubble
- which was initially zigzagging - is strongly influenced by the wake of the leader
while the leader bubble remains nearly unaffected until shortly before collision. A
two-fold capturing event of the trailing bubble into the wake of the leading bubble
occurs in the recorded period (in the time span 0.25s < t < 0.32s and 0.5s < t <
0.7s in Fig. 6b). The trailing bubble is initially 1 em further downstream on the
right-hand side of the leading one and shows an irregular zigzagging motion with
an oscillation amplitude of 0.5 em (the bubble's coordinates in the horizontal
plane are not displayed here). At the moment when t "" 0.26s (marked as 'A' in
Fig. 6b) the bubble is suddenly accelerated in vertical direction and approaches in
a progressive curve the bubble ahead within a distance of 0.5 em, During the ap
proach, the bubble orientates strongly towards the vertical plane . However, the
bubble is once again repelled (marked as 'A*' ). A moment later, the bubble is
captured for the second time in the wake of the leading one when t "" O.5s (marked
as 'B') and then collides with the leading bubble when t "" 0.7s (marked as 'C').
Both bubbles are then pushed apart from each other within a sideward distance of
1.5 em, in nearly the same vertical position. After this collision event they once
again re-establish their individual path oscillation.

Correlating the bubble interaction and the wake flow field is possible by com
paring the characteristic events in the vertical coordinates of both bubbles in Fig.
6b, and the corresponding flow field in Fig. 6a. Note that due to the change of po
sition of the trailing bubble relative to the leading bubble, the time marks of these
events in Fig. 6b cannot be exactly transferred to the time scale in Fig. 6a, as the
reconstruction reflects only the location 1 em downstream of the leader bubble.
Therefore, an additional shift in the positive time axis is necessary if the trailing
bubble approaches the leader. At the moment of wake capture initiation, the
smaller trailing bubble is located at the right-hand side of the leading bubble, as
indicated by an arrow in the sketch in Fig. 6a, at mark 'A' or mark 'B '. The ar
rows at mark 'A' and 'B' indicate the direction of the flow field induced by the
hairpin-vortex ahead at these moments. It is suggested that the horizontally in-
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wards induced flow component is responsible for the trailing bubble being driven
from the side into the wake. It seems that the necessary conditions for wake cap
ture to take place are, on one hand, that the bubbles are within a critical distance at
a particular moment and, on the other hand, that the trailing bubble is then at the
right place with respect to the induced flow field in the wake of the leader.
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Fig. 6a. Spatio-temporal reconstruction of the distribution of circumferential
vorticity I em downstream of the bubble over a period of 3 rocking cycles until
the moment of collision
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In the first wake capture cycle (0.26s < t < 0.32s) the trailing bubble is captured at
,A' from the side, into the wake and is attracted to a distance very close to the
leader. However, the immediate following release of the head of the next hairpin
vortex from the right-hand side from the bubble ahead seems to be the reason for
the bubble being repelled again, marked here as 'A*'. The second capture process
shows two successive ''jumps'' of the trailing bubble until it collides with the
leader. The bubble motion in the vertical plane is not continuous, but the bubble is
alternately accelerated (t> O.5s), decelerated (t> 0.55s) and accelerated again (t >
0.6s). Careful inspection of the shedding cycle in the wake of the leader by means
of Fig. 6a reveals that the acceleration and deceleration phase of the trailing bub
ble is coupled in time to the passing of the head of a shed hairpin-vortex. If one
considers a propelling vortex ring as a simplified structure of the head-loop of the
hairpin-vortex, the flow on the axis would be accelerated in front of the approach
ing vortex ring and decelerated behind it, and this would explain the observed
bubble behavior.

time-series of the vertical bubble coordinate
6

4

1.00.80.4 0.6
time t [5]

I
I
I
I
I

I
q

I,
I

,
I

, I I

I :A* B: B~,
I I I

A: , I
I I

I , I
I , I
I , I,

I I

0.2

2

1

o'-------'---'-----'-~~-"'"'--~---"----

o

,g
ro
c:
'Eo
o
tJ 2
E

i
0
::J

Fig. 6b. Rise pattern of the two interacting bubbles within the counter-flow.

In addition, depending on how far the trailing bubble has been attracted to the cen
ter of the wake, the passing by of the next hairpin-vortex either accelerates or de
celerates the bubble again. This is due to the change of the induced flow field at
the right-hand side of the vortex chain from where the trailing bubble approaches
the wake. The induced velocity at the considered location varies with the alternate
orientation and zigzag arrangement of the hairpin-vortices. However, in the sec
ond capture cycle, the first ''jump'' at 'B' brings the bubble directly into the inner
region of the still attached vortex-structure at 'B*', so that it is accelerated imme
diately into the attached wake and is not repelled as in case 'A*'. This illustrates
how the trailing bubble can ''jump'' from one hairpin-vortex to the next, and is
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therein continuously accelerated (this is seen in the profile of the vertical coordi
nate which shows a steeper slope in the second jump in comparison to the first).
The final approach velocity relative to the leader is about 10 cm/s. Interestingly,
the collision and repulsion of the bubbles thereafter leads to a considerable blow
up of the wake region for a short moment (see the top region in the reconstruction
in Fig. 6a) which indicates the amplification of turbulent energy production by the
collision process.

Discussion and Conclusions

The present study was undertaken with the objective of a more detailed quanti
tative analysis of the evolution of the flow field in the wake ofbubbles and its cor
relation to shape and path oscillations . Another focus of investigation, closely re
lated to the wake, was the mechanism of wake-driven interaction between bubbles
under these conditions . The results for a single zigzagging bubble clearly showed
a pair of counter-rotating streamwise vortices within the near wake which is alter
nately generated on opposite sides of the bubble with alternate circulation. The
motion and deformation of the bubble is strongly correlated with the generation of
these vortices. As a result, the motion of the bubble in the horizontal plane was
always in the direction opposite to the induced velocity between the vortices. Sup
plementary measurements in the vertical plane corroborate that the overall shape
of the generated vortices resembles a hairpin-like structure as observed from flow
visualization experiments by Yabe & Kunii (1978). The legs are represented by
the measured centers of streamwise vorticity in the cross-section and the head is
seen by the circular vorticity segment being shed in the vertical plane from the
outer edge of the bubble.

In addition to the influence of the wake on the path instabilities, the wake dy
namics was found to playa major role in bubble-bubble interaction . These interac
tions of zigzagging and rocking bubbles in our experiments exclusively occurred
between a leading bubble and a trailing bubble, the later been captured in the wake
by several 'jumps' of 2-3 diameters of vertical distance. These 'jumps' could be
related to the periodic shedding of the hairpin-vortices in the wake of the bubble
ahead and the induced strong upwards flow in the inner center. During this period
the bubble motion in the vertical plane is not continuous as the bubble is alter
nately accelerated and decelerated in response to the passing of the head-loops of
the hairpin-vortices. Overall, the results demonstrate that the shedding of vortices
in the wake of bubbles trigger the probability of collision. These observations
could possibly help to develop a more accurate statistical model of bubble interac
tion in multiphase flows. In addition, the collision process was found to amplify
the turbulent energy production which is another important aspect, not included in
cloud dynamics models based on potential flow interactions .
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Abstract:

Bubble columns are modelled by means of an Euler-Langrange-type model
based on the Navier-Stokes equation system. It is shown that the model can not
only be used to describe typical situations in the bubble column flow but also to
explain atypical operational modes . Model parameters that cannot yet be deter
mined to sufficient accuracy with well accepted theories, e.g. the apparent viscos
ity of the turbulently flowing dispersion or the bubble path dispersion coefficient
were determined by fitting the model to experimental data. The parameter values
determined in this way for one flow mode of the bubble column are shown to be
applicable for modelling the other flow modes considered as well. The modelling
results were validated by measurement data.

Introduction

Bubble columns are used in chemical and biochemical industries for reactions
in which species dissolved within a continuous liquid phase are converted with
components that are continuously supplied in form of a gas. Typical are halogena
tion- and oxidation reactions. In biotechnology, these reactors are important for
large-scale aerobic fermentations, where the supply of microorganisms with oxy
gen is of primary importance. Bubble columns outperform the standard stirred
tank reactors where the energetic efficiency of the mass transfer is of decisive im
portance provided the mass transfer requirements can be covered. In industrial
practice, bubble columns are thus used for cheap mass products, e.g., baker's yeast
production, or for biological waste water treatment, to name just two important
applicat ions.

In order to optimize big production processes, full reactor models are desirable .
However, up to now a very small number of realistic models is available. This pa
per summarises a series of investigations performed in order to improve dynamic
modelling of bubble column reactors. It also reports about the corresponding
model validation with experimental data.

I Current adress : Institut fiir Bioverfahrenstechnik, Universitat Stuttgart.
2 Corresponding author : Andreas.Luebbert@iw.uni-halle.de
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Numerical Approach

(1)a
a/pu)

Full reactor models are generally based on mass, momentum and energy bal
ances. When we first focus on the velocity pattern u(r,t), which dominates the
transport properties, particularly mixing of the species in the bioreactor, it is
straightforward to use the extended Navier-Stokes equation system, i.e., the conti
nuity equation:

QQ
=at

and the momentum balance:

ainu' a a a
~ +-(pu u) = --(p) +-(T) + pgat ar ar ar (2)

where T is the stress tensor, in components defined as

(3)

Although of simple structure, these equations are difficult to solve to a suffi
cient accuracy with practically relevant initial and boundary conditions. With re
spect to the boundary conditions, bubble column reactors are the most simple gas
liquid reactors, hence, computational fluid dynamic approaches are most easy to
handle for this reactor type. Solutions of the Navier-Stokes equation system,
considering technically relevant initial and boundary conditions were developed
by Lapin and Liibbert (1994), Sokolichin et al. (1997), as well as by Lapin et al.
(2001,2002).

Relative to the size of the numerical grid elements achievable in current 3D
computational fluid dynamics studies, the mean bubble size in real dispersions is
very small. Hence, Lapin and Liibbert (1994) considered the fluid in large bubble
columns as a quasi-single-phase fluid with variable fluid density p(r,t). In this
case, the density is primarily dependent on the local gas hold-up etr.t).

There are three essential quantities in these equations, which vary both, spa
tially and temporally. These are the effective fluid density ptr.t), the apparent vis
cosity J-leg(r,t), and the local pressure ptr.t).

In order to accurately determine the local variations of the fluid density p, the
local gas-holdup e is determined by following the individual bubbles or bubble
clusters through this dispersion . The apparent viscosity J-lejf is much more difficult
to describe, as it depends on the fluid dynamic state of the reactor, particularly on
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the local energy dissipation rate. Finally, the local pressure p is not only dependent
on the liquid height (static pressure), but especially on the local fluid flow condi
tions.

The bubbles are considered to move at a velocity Uslip relative to the surround
ing liquid, which is flowing with the velocity U/ . Their motion is assumed to be
drawn by pressure gradients Vp and decelerated by their flow resistances . These
effects are taken into account in the following equation of motion (Lapin et al.
2001):

(4)

where Cvm is the virtual mass coefficient. According to Schwarz and Turner
(1988), the flow resistance force is proportional to the slip velocity, Cd is the corre
sponding drag coefficient.

One point which proved to be necessary to improve the simple model for the
bubble motion was to consider additional random fluctuation of the bubble mo
tion, which physically is due to bubble wake effects and interactions between the
bubble and eddies of smaller scales, not yet considered in the computations. This
was done by means of an additional submodel for the i-th Cartesian component of
the positions r(b) of the bubbles at time t (Sokolichin et al. 1997):

rj(b)(t) = rj(b)(t) + ran -V2Dt/l t (5)

where ran is a random number taken from the interval [0, 1], ~t the time incre
ment in the computations, and Db a "bubble path dispersion coefficient".

The bubble velocity Ub , measured in the laboratory coordinate system, is simply
related to these two velocity values by

Ub = U/ + Uslip (6)
Even with the coarse resolutions to which fluid flow simulation are currently

restricted (about half a million points on the numerical grids) these fluid dynami
cal calculations involve several million unknowns and solutions take days of turn
around-times on available workstations.

In order to correctly consider the concentrations of the gaseous components
dissolved in the liquid phase, the simulation also considers the gas-liquid mass
transfer. Typically, the mass transfer resistances are assumed to be exclusively on
the liquid-side, in the boundary layers around the bubbles. In the simulations, the
mass m of gas (e.g., oxygen) transferred per unit of time into the continuous liquid
phase is modeled by

~ . mdi = kLA (C g - Cg)

where kL is the mass transfer constant, A is the interfacial area and (C·g-C~ the
driving concentration difference, i.e. the difference between the solubility C g as
sumed at the physical interface and the local concentration Cg dissolved in the liq
uid bulk. Since we are dealing with a slow chemical reaction, the influence of the
consumption of gas on the mass transfer coefficient can be neglected.
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The change of concentration of the dissolved gas in the liquid bulk with time is
described by:

(8)

Besides the diffusive and convectional transport of the dissolved gas within the
liquid, a source (Smt) and a consumption term (Sc) have to be considered in this
equation. According to general similarity assumptions, the effective diffusivity , ef
fective viscosity and effective temperature conductivity were assumed to be linear
functions of the gas-holdup and are practically equal to each other. The gas con
sumption takes place during the chemical reaction. It is described by a kinetic ex
pression of the form:

(9)

where C, is the concentration of the liquid educt. The exponents a and b as well
as the parameters of/(T), an Arrhenius term, were known beforehand. The source
term corresponds to the mass transfer rate:

Smt - ku4 tc',-Cg) (10)

Mixing in the liquid phase is also of importance for the liquid educt. This is
treated in roughly the same way as the mixing of the dissolved gas, the essential
difference being that there is no mass transfer term.

(11)

The corresponding consumption rate is of course apart from the stochiometric
constants the same as discussed before for the dissolved gas.

Reactions we are usually considering in bioreactors produce heat which is be
ing removed via the heat exchanger jackets. The energy balance used to model the
temperature behavior of the dispersion is:

stat+ (u V)T= Kegt1T + Sr
(12)

where Kerr is the effective temperature conductivity. The source term, the heat
production rate, is considered proportional to the chemical reaction rate:

Sr-Sc (13)
In addition, the heat transfer as well as the subsequent temperature increase

within the cooling jackets are considered .
A typical result from such calculations for a pilot-scale bubble column yeast

fermenter (1 m diameter) is shown in Figure 1. The graphs on the left show snap
shots of the velocity vector field and the dissolved oxygen concentration (Lapin
and Liibbert 2000). The latter was determined for an actively growing yeast culti-
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vation. The flow is computed in three dimensions Obviously, the flow patterns on
single planes can be shown only . Here they are depicted in a plane through the
axis of the reactor. Both patterns, the velocity and the dissolved oxygen concentra
tion patterns change steadily with time, even if the reactor is in a quasi-stationary
state.
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Figure 1: Typical results of a CFD simulation of a pilot-scale bubble column reactor for
yeast cultivation with I m column diameter. The arrows in the left graph depict flow ve
locity vectors taken from a snapshot of the dynamically varying velocity pattern. The plot
to its right shows the corresponding dissolved oxygen concentrations. The plots on the
right show the corresponding long time averaged profiles (taken from Lapin and Liibbert
1999).

It is evident from such a snapshot representation of the fluid velocity pattern
that the flow pattern is characterized by randomly distributed eddies, as expected
for turbulent flows . The transient pattern of the dissolved oxygen distribution also
exhibits a chaotic character. In reality, in such a reactor, a uniform oxygen distri
bution is never achieved under realistic input and boundary conditions.

In order to become sure that the computations are correct, such transient com
putational results with time increments of 0.5 s were averaged over real time in
tervals of 30 minutes.
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On the right hand side of Figure 1, long-term averages over the two transient
profiles are shown. The averaged flow velocities (shown on the rightmost graph in
Figure 1.) are typical of the profiles commonly presented in the textbook literature
(e.g., Doran 1997). The time-averaged concentration data show pronounced oxy
gen concentration profiles in both axial and in radial directions, consistent with
experimental data, which are also time averages. With respect to bioreactor per
formance optimization, this point is particularly worth noting: the vessel content is
inhomogeneous with respect to oxygen concentration.

Hydrodynamic calculations in three dimensions are extremely time-consuming
even on the fastest computers available . However, it is essential to note that two
dimensional calculations, which are much less time consuming, do not provide
sufficiently accurate approximations, since turbulence is a truly three-dimensional
flow phenomenon. Recently, Sokolichin and Eigenberger (1999) showed a com
parison of two- and three-dimensional calculations with experimental data giving
additional evidence to this well known fact.

Identification of the model parameters

Fluid dynamical models as chemical and biochemical process models in gen
eral can not yet be established from first principles alone. Hence some of the
model parameters must be obtained from measurement data. As the decisive
model parameters, such as the apparent viscosity Il or the bubble path dispersion
coefficient D, cannot be measured directly, they must be obtained by fitting the
model to measurable variable patterns.

For the fluid dynamical part of the reactor model, predominantly fluid flow ve
locity measurements are needed. Two fundamental problems appear in this re
spect. First, at practically relevant superficial gas velocities, the flow velocities in
the dispersion are chaotically fluctuating. Second, at relevant gas throughputs, the
gas hold-up is rather high, so that liquid flow velocities are very difficult to deter
mine in pilot or production-scale bubble columns.

Bubble velocity distributions, however, can be measured at single points with
the ultrasound-Doppler-anemometer (Broring et al. 1994). As bubble velocities
and their modelled values considerably fluctuate with time, it is only possible to
compare long-time averages. In the particular case reported, an averaging time of
15 minutes proved to be required to obtain reproducible results.

The particular case which was considered for parameter identification was a pi
lot scale bubble column of 30 em diameter and 5 m height, aerated with sparger
consisting of a rubber plate into which holes were drilled with a 0.5 mm drill bit in
a regular scheme covering the entire bottom of the column. The bubble column al
lowed measurements of radial profiles of the mean bubble velocities at heights of
75, 125, and 175 em above the sparger.
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Figure 2: Radial bubble velocity profiles measured (symbols) in and computed (lines) for a
bubble column aerated with an aerator covering the entire bottom of the bubble column.
The column was operated at a superficial gas velocity of 1 cm/s. Measurements were per
formed at three different heights indicated with the symbols.

The corresponding results are shown in Figure 2. The computed profiles follow
the measurement results fairly well . The parameters in the model varied in the
course of the identification were apparent viscosity ~eff, slip velocity of the bub
bles Vslip, and the bubble path dispersion coefficient Db' The values obtained were:

P ejf = 1.5 [cmvs]
Uslip = 26 [crn/s]
Db = 2.5 [cmvs]

All there parameters were considered constant across the entire reactor.
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Validation measurements

Models receive their credibility by validation against measurement data from
the processes under consideration. In the sense of cross validation only those data
can be used for that purpose that have not been used for model identification.
Needless to say that the model must be able to describe the same process under
slightly different operational conditions .
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Figure 3: Radial bubble velocity profiles measured at three different heights above the
sparger of the bubble column (symbols) together with the corresponding computational
results (lines). The measurements were performed twice at each point.

To obtain validation measurement results, the pilot-scale bubble column was
operated with a large-diameter ring sparger, i.e, a sparger with a diameter shortly
below the column diameter.

The fit of the model to these data resulted in practically the same parameter
values as obtained for the bubble column aerated with aeration of the entire bot
tom. The results are shown in Figure 3. Again, the agreement between measure-
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ment and computation is fairly good. Hence we can assume that the model is able
to describe this situation as well, a fact that supports the validity of the model.

Flow within tilted bubble columns

Point measurements of mean liquid velocities in gas-liquid two-phase flows are
difficult as the liquid velocity is not defined if the measurement point is covered
by a gas bubble. As it is not possible with most of the measurement devices to
make use of the measurement values they deliver when the sensors are within
bubbles, the entire signal cannot just be averaged to obtain a reliable value for the
liquid velocity within the dispersion. Early investigators tried to solve that prob
lem by numerically processing the data records. They developed algorithms that
detect segments within the records that are due to bubble influences and removed
them numerically. This is a cumbersome method particularly with signals meas
ured in turbulent flows, where it is not easy to detect bubble influences in the
anemometer signals. Thus, an alternative technique was developed in the project
reported here.

Figure 4: Measurement set-up combining laser Doppler anemometry with ultrasound Dop
pler anemometry in order to measure both mean liquid and mean bubble velocity distribu
tions simultaneously at the same measurement point.

As the ultrasound Doppler technique already used to measure local bubble ve
locity distributions proved to reliably detect bubbles, it was combined with a laser
Doppler anemometer (LDA). The measurement volume of the ultrasound Doppler
was chosen in such a way that it completely covered the smaller measurement
volume of the LDA. Every time the ultrasound device detects a bubble, it elec
tronically switches the signal from the LDA to zero. In this way it was possible to
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measure the mean liquid velocity more reliably. The entire measurement set up is
sketched in Figure 4.

With this measurement arrangement, another feature of bubble columns was
investigated, namely the influence of a small misalignment of bubble columns on
their flow pattern. For this purpose a bubble column of 40 em diameter and 3 m
height, aerated with a sparger, the holes of which covered the entire bottom; was
tilted by I degree against the vertical. The other operational conditions were the
same as for the examples discussed before.

In order to characterize the dispersion, liquid velocity profiles were measured
with the combination of a LOA and an UDA. Measurements were performed at
different heights and with different orientations with respect to the plane within
which the column was inclined. The results are shown in Figure 5.
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Figure 5: Mean liquid velocity profiles in a bubble column tilted against the vertical by 0.5
and 1.0 degrees. The measurement points connected by the dashed lines were measured in
the direction perpendicular to the other one, showing that these profile remain symmetrical
with respect to the column axis. The measurements were performed at 1 cm/s superficial
gas velocity .

The results in Figure 5 show that the mean velocity profiles are drastically
changing with the misalignment .even at very small angles of the tilt against the
vertical.

62



. .. ...l ltl1ll'111l:1"'lI:l\..I' t1n,I ' t1'1 t l1 ~ l.

I ..... , 111~ll~1'I1_h"""'''''''t..I'tl'~11'1 .

• lllrt 1I1\1·\ll"~'\"·\'·""'I'I,.I"ll~lllIl

. •llrllll'l,mm,...u,.""n'lII'll1fl1tl
·_lltllll" ''11lm.",.,n''''111tIUIUl1tl

.4Ilt l lll'I.llmlu."..I I'llltIUl lrJUI

.,1111 UI.,I.,••••T • •• ' • • "rll!J'11'I'tl'l
• ~II'I n. II ••• • _ II ••rl utl,'lfht.
•411111 '••••_ II"lrI1••
•111;111, JtdtlrI1.,
.111111' ", ". tr,Jt lllit l

11tJ'~u•.... .... 11., • • , _ ,.~rJrlirl

11ttJ,.,,. _....,lltl1t1
IllIJI', II •• , •• , •••••• •_ ..·'I111\11

11u,..•.._m~ 1",'\\nU......" ..... . ltntt1
1tV/I'......\1l111111 1111111\\.,,·,·,\1111
iii rtrl1···.I~lllmllullllul\lll,,··lll1l

t'l'l\..........lIl11ruU IIlIL1\\\\"..--"JI
Wt"""~

Figure 6: Velocity patterns in a bubble column tilted by I degree. The left graph shows a
transient velocity patterns resolving large scale eddies within the column, the graph in the
middle and to the right hand side depict long time averages, averaged over 25 min real
time.

Qualitatively the same effect was observed at different heights above the spar
ger, although the deviations from the symmetric profiles observed with a correctly
aligned column are different at different heights.
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The patterns computed with the software used for the examples already dis
cussed reveal the decisive change as compared with the vertically aligned column
(Figure I and 6). Although the transient patterns again depict a chaotic eddy mo
tion that cannot easily be distinguished from the one obtained for the vertical col
umn, the long-time averages show a completely different flow mode. Instead of
the mode observed with a vertical column, a circulation flow appears that, in the
plane within which the column is turned, rises on one side of the column and
comes down at the wall on the other side. In the perpendicular plane, the flow pro
files remain essentially symmetric as shown in the graph on the right side in Fig
ure6.
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Figure 7: Comparison between computation (lines) and measurement (symbols) results for
a bubble column tilted by I degree against the vertical. Two quantities were measured: (i)
the mean vertical bubble velocity and (ii) the mean vertical liquid velocity.

Again, the computations match the measurement values fairly well as shown in
Figure 7. With respect to the computations, the most important point to mention is
that the parameters used for the computations were the same as those used for the
examples discussed before. Hence, this investigation can be viewed at as another
validation measure for the computational fluid dynamical model used.
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Conclusions

Two-phase gas-liquid flows in bubble columns can fairly well be described and
simulated with models based on the Navier-Stokes equation system . As shown in
this article, the Euler-Lagrange representation of such a fluid flow model is able to
capture some main features of the two-phase gas-liquid flow in the so-called large
eddy approximation. The parameters of such models, which are influenced by the
flow behaviour on the smaller scales that can not yet be considered in such flow
simulations can be obtained by fitting the model to measurement data. The critical
parameters are particularly the apparent viscosity of the fluid, the bubble slip ve
locity and the bubble path dispersion.

As it will not be possible in the near future to perform computations for indus
trial-scale bubble columns or airlift reactors on a sufficiently fine scale that can
consider all fluid flow motions, it is strongly recommended to generally determine
these parameters by fitting the model to measurement data . The investigation per
formed here and in Lapin et al. (2000, 200 I) showed that this leads to a good de
scription of the overall behaviour of bubble columns even in the case of chemical
reactions taking place in these reactors.

It was shown that this model is not only able to describe standard situations of
the flow in bubble columns but also some higher order effects such as aeration
with unconventional sparger designs or the flows in not perfectly aligned bubble
columns. All the results could be cross-validated with additional measurement
data, not used during the identification of the model parameters.
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Improved model for the calculation of
homogeneous gas-liquid flows

S. Scheid, S. John, O. Bork, H. Parchmann , M. Schliiter, N. Rabiger

Institute of Environmental Process Engineering, University ofBremen

Abstract

The research project presented below gives a detailed explanation of the phe
nomenon of an increased relative velocity between gas and liquid phase in bubbly
flows. It points out the conditions under which classical models for the description
of two-phase flows tend to predict higher gas hold-ups than those determined ex
perimentally, and explains the underlying physical relations. The cause for the in
creased relative velocity is an interactive effect of the bubble wakes on the shapes
and trajectories of other bubbles . The experimental facilities of this research pro
ject which allowed the simultaneous observation of integral and local effects un
der a broad range of operating conditions are described in detail.

A model for the calculation of the relative velocity in homogeneous bubbly
two-phase flows is presented. It overcomes deficiencies of classical models which
do not consider the mutual effects of swarm turbulence, gas hold-up, bubble shape
and size on the relative velocity . Based on observations of the shape and trajecto
ries of single bubbles under swarm conditions an extension to the model, which
includes further parameters of the liquid phase, is proposed.

Nomenclature

AL
AR
AT
ChC2

deq
dp

f
h
ho
m,n

P
T

cross-sectional area of liquid phase
cross-sectional area of the reactor
cross-sectional area of the de-gassing tank
fitting parameters of the drift flux model
equivalent bubble diameter
seeding particle diameter
wake shedding frequency
Liquid height during the experiment
Liquid height at the start of the experiment
exponent to describe flow conditions
pressure
temperature

m
J.l.m
Hz
m
m

Pa
°C
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VR
WB

WOO

WL

WLO

WRel

Ws

WSlip

WSwann

X

y
(3

EO

Ep

11
rr

Reactor volume
bubble velocity (local)
superficial gas velocity
liquid velocity (local)
superficial liquid velocity
relative velocity WB-WL (local)
single bubble velocity (terminal velocity)
slip velocity (averaged)
swarm velocity (averaged)
horizontal position
vertical position
inclination ofbubble trajectory to vertical
gas hold-up
particle hold-up
viscosity
surface tension

m3

cm s"
cm s"
cm s"
cm s"
cm s'
cm s"
cm s'
cm s"
cm
cm
o

Vol. -%
Vol. -%
mPas
mNm-1

Introduction

A detailed knowledge on the behavior of multiphase flows is necessary to satisfy
the increasing demand for the computer-aided design of reactors for chemical,
food and pharmaceutical industries as well as for biological wastewater treatment.
Increasing customer pressure for inexpensive yet highly reliable production facili
ties forces plant manufacturers to drastically reduce costs. This goal can only be
achieved by cutting experimental tests of the plant performance in favor of com
puter aided simulations, thus requiring very exact numerical descriptions of all
processes, including hydrodynamics (CFD).

Most current models for the description of gas-liquid two-phase flows, which is
one of the most important subsets of multiphase flows, rely on the behavior of
single bubbles under different conditions with empirical corrections which are
supposed to account for the effects of flow structures, turbulence effects and
boundary layers. Unfortunately, these empirical equations tend to be valid only for
limited operating conditions as they are based only on integral parameters, such as
superficial gas and liquid velocities, and gas hold-up. An application for a liquid
with different properties requires a new set of time-consuming and expensive ex
periments to determine the empirical parameters. An exact calculation of the be
havior of multiphase flows can be achieved by means of direct numerical simula
tion (DNS) which requires solving the Navier-Stokes-Equations at a very detailed
level. The computational power required for DNS limits its application to small
scale local phenomena since complete reactors cannot be simulated within a rea
sonable period of time.

This project aims at a more general description of the behavior of two-phase
flows under typical operating conditions formulated as a model which can be im
plemented into commercially available CFD-codes.
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(2)

(4)

Current models

In two-phase flows one has to distinguish between two major flow regimes which
are characterized mainly by the behavior of the gas bubbles. Consider a flow
channel reactor with a given cross sectional area AR filled with liquid which has a
constant superficial velocity WLO. Gas is dispersed at the bottom of the reactor with
a superficial velocity woo resulting in an overall gas hold-up Eo. Since every bub
ble transports a volume of liquid in its wake, the resulting transport has to be
counteracted by some flow in the opposite direction to ensure the conservation of
mass. In the homogeneous flow regime, the gas hold-up is so small that the cross
sectional area taken up by the liquid

AL =(l-EG ) · AR (1)

is sufficient for a compensating recirculation for every individual bubble. Conse
quently, the bubbles exhibit rather continuous, although not necessarily linear,
trajectories with very few disturbances. The size of the turbulent vortices in the
liquid generated by the phase interaction are in the order of the bubble size.

The behavior of homogeneous two-phase flow regimes is often described by
the two-fluid model

WO WO
W - F + GSlip -------

1-EG EG

which is based on integral measurements only. It considers the gaseous and the
liquid phases independently and uses one or more empirical parameters to de
scribe the interaction of the phases , for example as

W Swarm =W Slip' (1- E G mr (3)

(Richardson and Zaki 1954 with m=l, Zehner 1985). In this equation , which was
originally derived from the observation of the sedimentation behavior of solid par
ticles, n is assigned different values by various researchers (Richardson and Zaki
1954; Bridge et al. 1964; Davies and Taylor 1966; Wallis 1969; Ishii and Zuber
1979; Zehner 1985 to mention but a few).

With increasing superficial gas velocity woo, the increasing gas hold-up Eo re
duces the cross sectional area of the liquid to a value smaller than the required
space for homogeneous recirculation. As a consequence, bubbles start to cluster
and rise together as a loose agglomerate with a lower resistance value since the
surrounding liquid flows around the whole rising agglomerate instead of every
single bubble. Through this agglomeration of bubbles, the distribution of gas and
liquid in any cross sectional area of the reactor becomes very uneven or heteroge
neous. The recirculating liquid flows faster past the bubble agglomerates resulting
in vortices similar in size to the reactor diameter.

These flow conditions are often described by the drift-flux model

W~ (0 0) C--=Co . W G + W L + I'
EG
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based on the two-fluid model, which was presented first by Zuber and Findlay
(1965). In this equation the empirical parameters Co and C1 are derived from ex
periments resulting in several different correlations depending on the experimental
apparatus or operating conditions (Zuber and Findlay 1965; Wallis 1969; Clark
and Flemmer 1985, Joshi et al. 1990).

Motivation for this research project

Earlier research projects showed a deviation of the slip velocity in different types
of gas-liquid reactors Get-zone loop reactor and jet driven loop reactor) under cer
tain operating conditions (Fig. I) which were not taken into account by common
empirical models. The aim of this project was to investigate the physical reasons
for the observed phenomena in order to provide a more detailed description of
two-phase flows for the design and layout of reactors with or without the aid of
computational fluid dynamics (CFD).
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Fig. 1. Experimental results from different two-phase reactors indicating a dependency of
the relative velocity on gas hold-up as well as direction and strength of the superficial liquid
velocity .
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(5)

Experimental set-ups

Unit A, the first experimental set-up (Fig. 2), consists of a frequency-controlled
centrifugal pump which circulates liquid (usually deionized tap water) through a 4
m-high perspex column with an inner diameter of 190 mID. By means of a set of
valves, the speed and direction of the liquid flow can be controlled, allowing the
reactor to be operated under co- and counter-current conditions with a superficial
liquid velocity up to WL0 = 0.3 m S-I, as well as an airlift reactor or bubble column.
At the bottom of the reactor different types of gas spargers, such as sinter plates or
rings spargers can be installed in to influence the bubble size distribution. The
pressurized oil-free air is fed into the reactor at a superficial velocity 0::;; wGo ::;; 5
em S-I . In the case of co-current operation the bubbly air-liquid mixture flows to
the top of the reactor into the de-gassing tank where the liquid is slowed down suf
ficiently for all bubbles to be discharged into the atmosphere . The liquid drawn
from the de-gassing tank into the pipe leading back to the centrifugal pump is thus
virtually free ofgas bubbles.

After filling the reactor from the storage tank at the beginning of each experi
mental run, the liquid level ho in the de-gassing tank is measured using the pres
sure transducer at the bottom of the tank. During the experiment, the displacement
of liquid through gas introduced into the flow channel can be measured as an in
creased liquid height h, and is correlated to the cross sectional area of the de
gassing tank ATand the reactor volume VR to calculate the integral gas hold-up

A ·(h-h)c- _ T 0
"0 - .

VR
The superficial gas and liquid velocities are measured by means of a gas mass

flowmeter based on hot-film anemometry, and a magneto-inductive flow meter,
respectively. During the experimental run the liquid temperature is constant at T =

20 ± 1°C.
The electro-diffusion measurement technique (EDM, John et al. 1999) was

used to measure the liquid velocity in a layer vertical to the probe tip at several
positions across the flow channel.

Gas phase parameters such as bubble number density nB, specific surface a and
bubble velocity WB are measured by ultrasound bubble analysis (UBA, Guder
1997).

While the mentioned intrusive measuring techniques are applied at high gas
hold-ups which are consequently inaccessible to visual measurements, a 3D parti
cle-tracking velocimetry (3D-PTV) can be used at low gas hold-ups. To minimize
optical distortions from the round perspex tube, it is enclosed into a square per
spex casing filled with water, allowing the detailed observation of rising bubbles
from two rectangular-oriented CCD-cameras. Using this system the speed, shape
and 3D trajectory of individual bubbles within a swarm can be measured at a fre
quency of up to 200 Hz. The major advantage of the 3D-PTV is the exact analysis
of the bubble size, especially when the bubble shape is highly dynamic.
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Unit B, the other experimental set-up (Fig. 3), is used to obtain detailed infor
mation on local effects in bubble swarms by optical means . Since liquids with
higher gas hold-ups are usually inaccessible to visual measurements - due to the
high optical density - special care has to be taken to observe single bubbles under
conditions similar to those in a bubble swarm .

Differential pressure transducer

US probe

Pressure Gas
/ -- transducer flow

.' --m.. __ meter

-EDM Probe
to
PC

Valves

Val ves ...,;;....-----=
Fig. 2. Unit A: Experimental set-up to examine the correlation between local and integral
phenomena

Frequency
controlled

centrifugal
pump --

To achieve this, a particle grid (Fig. 4) was built of body-centered cubic, ellip
soidal particles with an equivalent diameter of 9 mm. The application of such a
particle arrangement as a model of a bubble swarm was suggested first by Zehner
(1985). The particles are arranged in groups of 9 or 16, with a distance of 20 mm
in orthogonal, horizontal layers, which is equivalent to a particle hold-up of Sp =
11 Vol.-%. With the aid of thin steel rods, the layers are fixed vertically at a dis-
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tance of 18 mm. One layer of particles is left out to allow optical observation of a
single bubble moving though the particle grid while at the same time ensuring a
homogeneous flow field.

A bypass-controlled centrifugal pump is used to set up a downward flow of up
to WLO = 0.08 m S·l through the particle grid generating a flow field similar to the
conditions found in a particle swarm. Single bubbles are generated by pressurized
air - pumped with the aid of a syringe - through a glass capillary mounted below
the particle grid. This device provided the means to exactly control the volume of
the bubbles, independently of any effects of surface tension.

In a first step, the relationship between the artificially generated bubble swarm
flow-field and the bubble motion the flow field in the flow channel, and in the
empty horizontal layer of the particle grid respectively, is examined by standard
Particle Image Velocimetry (plY). A vertical light sheet with a thickness of I mm
is generated by a 7.5 WAr-Ion laser, and set of mirrors and lenses. The liquid
flowing through the particle grid is seeded with tracer particles (dp = 10 urn) with
negligible inertia. The position of the particles through the light sheet is captured
twice by a PlY camera to calculate a momentary 2D vector flow map from the po
sition offset during the interval between the two photographs. A quasi-static flow
map is generated by averaging several individual PlY flow maps. Since the length
and direction of the liquid velocity vector at every position of the flow map can be
interpolated, it is possible to derive the average local vertical liquid velocity WL.

Bypass controlled

L J-\ :/r-J centrifugal pump

Particle
grid

Uniform
light
source

'-+--M-¢l
Gas

Fig. 3. Unit B: Experimental set-up to examine the correlation between bubble shape and
motion and the liquid flow field around it (plY system not pictured)
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In a second step, a single bubble is generated at a glass capillary with the help
of a syringe and rises through the flow channel including the particle grid. This
method of bubble generation aims at a constant bubble size to avoid unwanted
side effects from the surfactant used (Rabiger 1984, Rabiger and Schluter 2002).

Fig. 4. Photograph of the observation region in the particle grid

The liquid viscosity was not influenced by the addition of surfactant and re
mained constant at 11 = 1.02 ± 0.04 mPas as control measurements showed. The
bubble is photographed by a high speed CCO camera with a 312 x 256 pixel reso
lution at 500 Hz while fully visible in the particle-free layer (Particle Tracking Ve
locimetry, PTV) . A control camera positioned at a right angle to the optical axis of
the high-speed CCO camera is used to verify that the bubble rises in the 20 plane
defined by the PIV measurement previously. By means of a calibration before
hand, the exact size as well as the 20 trajectory of the bubble during its residence
time in the particle-free layer can be calculated. The momentary vertical speed of
the bubble WB is calculated from the change in position of the center of area of the
bubble during the known time interval between two images.

Finally, the local relative velocity

W Re l = w B -w. (6)

is calculated, which can be averaged with all instantaneous measurements taken
during the time of observation of the specific bubble.

Results and discussion

A comparison of dependencies between gas hold-up and superficial gas velocity
using different spargers shows the influence of bubble diameter distribution and
relative velocity(Fig. 5).

While the sinter plate produces very small bubbles with a narrow diameter dis
tribution, the ring sparger with a 1 rom hole diameter produces larger bubbles with
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a broad size distribution. Due to different flow conditions, the transition region be
tween homogeneous and heterogeneous regime changes, as does the dependency
between gas hold-up and superficial gas velocity. According to equation 2, this
leads to different slopes of the gas hold-up vs. superficial gas velocity curves,
which are predicted fairly accurately by the two-fluid model in Eq. 3 (Richardson
and Zaki 1954), if the dependency of terminal velocity of single bubbles Ws on
bubble diameter deq is considered as well (thin dashed, and dotted lines in Fig. 6
showing a zoom of the homogeneous region data from Fig. 5).

20 , Ii! i ••----..--.!

18L homog~neous I 1- heter~geneous I

j::~i;:j~-," o o=~~ > nJ
~ 12 · t·· ·· · · ··· --.-~~::-_..--~i"·_~::o;·::::- '-=.--=---··-· r -.iI:r--j J:~5/·--~--- , -- .....·· I=:=l__.__ 1

~ 6 ~/ ,9'/ i ::i~ si'~t~;Pi~t~, ~~=~~ ;';'~~~ ····· ······ ····· ···· W

4 1 /.t·~("°=IJ i =:: ~ ~~~~:;,~:=~~nt j..i
2 I---,1. -~- t 0-

1

'" Rings~_a'f"c""nte<-;'""""'- I
o .---.---1-- .- - - - - -;.. .. + ~ ... . . . . . . . . . . . . . . ... . . ... .. . . . . ,
O~ I~ 2~ 3~ 4~ 5~ 6~

o .[
superficial gas velocity w G / m s

Fig. 5. Comparison of the impact of liquid flow direction and sparger type on gas hold-up

Nevertheless, there is a significant overestimation of gas hold-up in the range of
superficial velocities between 0.3 and 1.0 em S·1 by the two-fluid model, under
considering the diameter and relative velocity of single bubbles. This phenomenon
can be explained by looking at local measurements of relative velocities in homo
geneous flow with 3D-PTV for lower gas hold-ups, and EDMIUBA measurements
at higher gas hold-ups. The results exhibit a dependency between relative velocity,
gas hold-up and liquid velocity as presented before (Schluter and Rabiger 1998,
Schluter et aI. 2001, Schluter 2002).

Influences on momentum transfer due to bubble wakes force bubbles in swarms
onto more narrow helical trajectories than single bubbles, and cause deviations in
relative velocity as a function of gas hold-up, which can be calculated by a re
cently developed model (Schluter 2002).
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Fig. 7. Comparison of calculated vs. measured relative velocities. The influence of the bub
ble diameter on the relative velocity calculated by the improved model is indicated.

This model takes into account the terminal velocity of the single bubble ws, the
gas hold-up EG and the changes in the trajectory ofbubbles in a swarm represented
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by the slope angle e and the Strouhal number Sr. The relative velocity of bubbles
in swarms can be predicted by the correlation

w.., ~ w; +[~.ws. (tan0 - Sr ' (2.2S ' B~13 -S))]' (7)

with

f ·deq
Sr=-

W Re l

(8)

in the range of

tane ~ Sr- (2.28 . e~I /3 - 8)> O. (9)

Taking into account different bubble diameters and the effect of the gas-hold up
Eq. 7 leads to a much better prediction of relative velocities under swarm condi
tions (Fig. 7). Consequently, the accuracy of the calculation of gas hold-ups up to
eG:::; 6 Vol.-% is improved compared to common equations (continuous and broad
dashed plot lines in Fig. 6).

This investigation points at the importance of local bubble dynamics for calcu
lating two-phase flows . The close dependency between the flow field around a
bubble and its surface dynamics is almost unknown. Nevertheless, the presented
model is a first step taking into account local bubble dynamics.

One of the most important links between the surrounding flow field and the
bubble surface dynamics is the gas/liquid interfacial tension. To study its influence
on the movement of bubbles, the interfacial tension was lowered to c = 46.6 mN
mol by the addition of Triton X-lOO, a non-ionic surfactant, which had no dis
cernible effect on the liquid viscosity. The behavior of single bubbles was studied
in counter-current flow with WLO = 8 em S-I in the experimental unit B (Fig. 3),
with and without the additional influence of swarm turbulence generated by the
particle grid (Fig. 4).

The quasi-static liquid velocity data from the time-averaged PIV measurements
is displayed in Fig . 8. While the vector field indicates both direction and absolute
velocity of the liquid, the color-coded background indicates the vertical velocity
component, with darker colors corresponding to higher velocities. As expected,
the turbulent flow field (Re = 8000) in the perspex pipe with an inner diameter of
100 mm is very homogeneous, resulting in an evenly colored background.

The dots represent the trajectories of several single bubbles which were meas
ured by 2D PTV during independent experimental runs, the color of the dots rep
resenting the local relative velocity of the bubbles according to Eq. 6.

All of the bubbles moving in purified water with a surface tension of o = 72.4
mN mol exhibit typical helical trajectories with a wake shedding frequency around
f = 5 Hz, which are to be expected for ellipsoidal bubbles in the range 0.67 :::; deq :::;

0.87 em (Fan 1990). Apart from the large-scale motion, many smaller deviations
in the bubble motion can be observed which are very irregular in respect to occur
rence and extent.
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Fig. 8. Trajectories of single bubbles rising in counter-current flow with WL
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without influence of the particle grid . The liquid is purified water with rr = 72.4 mN mol.
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Fig. 9. Similar to Fig. 8, but the liquid is a water-surfactant solution with cr= 46.6 mN mol
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In contrast, Fig. 9 displays the trajectories of similar sized bubbles (0.55 ~ deq ~
0.77 em), moving in the counter-current flow of a water-surfactant solution with a
surface tension of o = 46.6 roN m-I. The trajectories show stable helixes with very
few and minor irregularities. Generally the wake-shedding frequencies are higher
with f> 6 Hz.

2.0 2.0 1 - - 1 - 1 -,== = = = ,-,

Fig. 10. Trajectories of exemplary single bubbles from Figs. 7 (left) and 8 (right). The pho
tographs indicate the shape of the bubbles at specific times .

The reason for the different behavior of bubbles moving in water and in a wa
ter-surfactant solution becomes obvious in Fig. 10 which shows photographic im
ages of two exemplary bubbles from the 2D PTV-system. The bubble on the left
in Fig. lOis moving in purified water and shows a very irregular shape. Minor
turbulent disturbances from the surrounding liquid cause deformations of the bub
ble surface which then changes the bubble's path and disturbs the formation of the
bubble wake region.

The bubble moving in a water-surfactant solution with a lowered surface ten
sion (Fig. 10 right) shows a very stable shape with only few deformations. Conse
quently, the trajectory is closer to the ideal helix with large-scale horizontal mo
tion. Given a constant terminal bubble velocity, Eq. 7 results in a lower average
relative velocity WRel = 17.27 em S-I, compared to WRel = 19.28 em S-I for the ex
emplary bubble moving in purified water, whose horizontal motion is disturbed by
the stochastic shape distortions. This corresponds well with literature data for the
motion of bubbles in contaminated water (Levich 1962, Brauer 1971, Maxworthy
et al. 1996). The physical reason for the stable bubble shape can be seen in the lo
cally increased viscosity through the adsorption of surfactant molecules at the
bubble surface (Agrawal and Wasan 1979).
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Fig. 11. Similar to Fig. 8, but with liquid flow influenced by the particle grid . The liquid is
purified water with a surface tension of cr= 72.4 mN m-I. The size and position of the grid
particles are indicated as black ellipsoids.
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The experiment was repeated with the particle grid (Fig. 4) installed. The re
sulting flow field is shown in Figs. 10 and 11. The large black ellipsoids show the
position of particles which limited the range of vision for optical measurements .
The vector map as well as the color-coded vertical components of the liquid veloc
ity indicate wake regions with darker colored zones of upward flow below the
solid particles, as well as the lighter colored regions of increased downward ve
locities between them.

In case of purified water with a surface tension of o = 72.4 mN mol as the con
tinuous phase, the bubble trajectories plotted in Fig. 11 appear stretched and do
not show the large scale helical motion. Nevertheless, the stochastically appearing ,
small-scale irregularities are still visible.

When the observed bubble is moving in surfactant solution with a surface ten
sion of cr= 46.6 mN m", again, the stochastic changes in the trajectory are absent
in Fig. 12, in this case as well as the large-scale horizontal motion usually caused
by the helical motion.
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Fig. 13. Trajectories of exemplary single bubbles from Figs. 10 (left) and 11 (right) .

A comparison of the bubble shapes in Fig. 13 which shows a bubble moving in
purified water on the left and a bubble moving in surfactant solution on the right,
shows that there are again significant differences in the bubble shapes. While the
bubble moving in purified water is still distorted and continuously changing its
shape, the bubble moving in surfactant solution is very stable.

These observations indicate that the turbulence structure generated by the parti
cle grid, similarly to the turbulence generated by a freely moving bubble swarm,
has an effect on the formation of the bubble wake responsible for the large-scale
helical motion of the bubble. In agreement with the model of Schluter (2002) in
Eq. 7, the vertical component of the bubble motion, which is relevant for the cal
culation of the relative velocity WReh is increased, if the horizontal motion of the
bubble is reduced. In case of bubbles moving in undisturbed turbulent pipe flow,
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the lowered surface tension favors the helical motion by stabilizing the bubble
shape and thus, reducing the effect of shape deformations. Consequently the rela
tive velocity is lowered by the surfactant.

The turbulence generated by the particle grid (or by a bubble swarm) prevents
the helical motion of a bubble to a large degree by disturbing a regular wake for
mation, resulting in a generally accelerated vertical motion of the bubbles. Since
the remaining stochastic deformations of a bubble moving in purified water still
cause some horizontal motion, they cause a lower relative velocity compared to a
bubble moving under the influence of swarm turbulence in a water-surfactant so
lution: here, both helical and stochastic horizontal motions are more or less sup
pressed.

Since the effect of swarm turbulence is already accounted for in Eq. 7, an ex
tension of the model such as

w = w2+[7t .w . {tan e - Sr. (2 28·s-1/ 3 -8).f(s cr))~2 (10)
Rei S 2 s . G G' 'J

is necessary and will be added in future work.

Recommendations

As a recommendation for the calculation of relative velocities in gas-liquid flows,
it is important to consider the susceptibility of gas bubbles towards deformation
depending on their equivalent diameter dEq. While very small bubbles with deq :::;; 2
mm are inherently spherical, very large ones with deq ~ 6 mm are shapeless (Fan
1990). The relative velocities of both bubble size classes are hardly influenced by
swarm turbulence effects.

At very low gas hold-ups Eo :::;; 0.5 Vol.-%, the distance between the bubbles is
usually too small for a significant effect of the swarm turbulence on the relative
velocity. In this case bubbles with a surfactant-stabilized shape would rise on a
more pronounced helical trajectory, and thus lowered relative velocity compared
to bubbles rising in pure water.

At high gas hold-ups Eo ~ 5 Vol.-%, the high degree of momentum exchange
between the bubbles tends to stabilize the two-phase mixture .

In the frequently found case of intermediately sized bubbles at medium gas
hold-ups, the influence of liquid phase parameters, such as viscosity and surface
tension on the swarm effect, have to be considered. While an increased liquid vis
cosity speeds up the decay of turbulence, and hence limits the range of influence
of the swarm turbulence, a lowered surface tension stabilizes the bubble shape .

This necessity is upheld even if these conditions are found only in a small space
within a complete reactor, since a changed relative velocity affects the operating
conditions of the whole unit. A model which considers most of the effects was
presented in Eq. 7, with a suggested extension to include further parameters in Eq.
10. The details of this extension are the focus ofa continuing research program.
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Abstract

The population balance equation considers the change of the bubble size and
the bubble number density due to coalescence and break-up in bubbly flows. Al
though a number of theoretical models exist for coalescence and break-up rates,
nearly no experimental data for the validation of these models exist for turbulent
flow with high void fraction. To overcome this lack, vertical air-water pipe flows
were examined. The validation concept consists of two steps: The observation of
single coalescence and break-up events with a high-speed video system and the
measurement of time averaged influence parameters such as number density and
liquid turbulence . For measuring the number density a combination of single and
double fibre optical probes was used that could be applied in high void fraction
flows. X-Hotfilm probes were used to measure the liquid flow turbulence .

The observation of single events gave information about the efficiency of colli
sions leading to coalescence. Based on these observations, the coalescence model
of Prince was modified using a critical Weber number to calculate the coalescence
efficiency. The break-up model of Luo was corrected because comparison of cal
culated with measured turbulent spectra showed that this model overestimates the
turbulent kinetic energy for large eddies. The number density was obtained from
the solution of the one-dimensional conservation equation and was compared with
measured data. Good agreement between measured and calculated values within
the error range could be obtained. That proves the applicability of the adapted
models for coalescence and break-up rates.
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Introduction

In gas-liquid flows the knowledge of bubble sizes and the interfacial area concen
tration is needed for a proper calculation of mass, momentum and heat transfer be
tween the phases. In a technical apparatus these parameters are time and space de
pendent due to coalescence and break-up. A general way to take these processes
into account is the solution of the population balance equation together with the
conservation equations for mass, momentum and energy (Randolph 1964; Koca
mustafaogullari 1995).

a~(v) _
--+ V' .(~(v) uB) = BBreale-Up +BCaa/escence + DBreak-Up +DCaa/escenceat ' , , ,

Bi~/h De~th

(1)

The population balance equation describes the change of the number density
distribution function in time and space. Equation (1) shows its general form for an
adiabatic, non-reacting system. Evaporation and condensation as well as pressure
changes have not been taken into consideration. From the number density distribu
tion function the number density ofbubbles n(v) in a certain volume class of width
dv can be determined as ftvrdv. The source terms of the right-hand side denote
birth and death of bubbles caused by coalescence and break-up.

The formulation of the source terms is quite sophisticated and has been subject
to some, mostly theoretical investigations (Kolev 1993; Hibiki 1999; Kataoka
1999). The physical properties of the gas and the liquid, the number density, the
bubble volume and the turbulence of the liquid phase have been identified as main
influence parameters. But there exists still a large uncertainty in the formulation of
the source terms due to lacking experimental data especially for turbulent gas
liquid flows with high void fraction and large bubbles. Most of the experiments
concerning coalescence and break-up were carried out with single bubbles or very
low void fraction (Drogaris 1982; Martinez-Bazan 1998; Hesketh 1990).

According to the most common models the birth and death terms are formu
lated analogous to the principles of molecular collisions. Bubbles collide with
other bubbles and they may coalesce with a certain efficiency (Prince and Blanch
1990; Millies and Mewes 1999). Break-up is modeled as result of a collision be
tween bubbles and eddies if the energy of the eddies is sufficiently high (Luo and
Svendsen 1996) . Here only turbulence induced collisions shall be taken into con
sideration since the focus of the investigations is highly turbulent flow.

00

f . 2 I • •

DCoa/escence = - ~(d +d ) UB.reJ(v)~(v ~ ~ dv
o Col/isi~n rate Efficiency

(2)
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BCoaleseenee =- f ~(v-v·,v·)u~,reJ(v-v·)f(v·~ ~ dv'
o Col/isi~n rale Efficiency

(3)
To model the coalescence rate, the collision rate between bubbles is expressed
through the collision cross-section, the relative fluctuating bubble velocity and the
number densities of the bubble volume classes (see Eq. (2» . Here the collis ion
cross section is correctly defined using the diameters of the colliding bubbles and
not their radii that were used by Prince, The collision rate is strongly dependent on
the turbulence in the liquid phase. Though it is difficult to measure, the dissipation
rate s of turbulent kinetic energy is used as characteristic parameter of the liquid
phase turbulence. The coalescence efficiency represents the probability of a colli
sion leading to coalescence. According to Lehr coalescence occurs, if the bubble
relative velocity is smaller than a critical relative velocity (Lehr and Mewes 200 I) .
Assuming a Normal-distributed fluctuating relative bubble velocity the efficiency
is modeled according Eq. (4).

u' lu'ryc = e- ' .../ ou

(4)

The fluctuating relative bubble velocity is determined by the liquid turbulence and
the bubble diameter,

U~,rel = ..fiu;"'(deq) =..fi .1.4(sdeq) 1/ 3

(5)

A similar expression for the efficiency is shown by Prince who used as exponent
the ratio of coalescence time and the contact time. However these values are diffi
cult to obtain experimentally. Models for the coalescence time have only been
validated for stagnant liquids and cannot be applied for turbulent flows, The criti
cal relative velocity is derived from a critical Weber number,

Weeril = pdeqU;ri' Ia ,
(6)

that is determined via experimental investigations of single coalescence events .
The break-up rate is formulated analogous to the coalescence rate. Bubbles of

volume v collide with eddies of diameter A.. The probability for a break-up to take
place after such a collision is expressed through a break-up efficiency term ac
cording to Luo (see Eq. (7». For the application of this model additional informa
tion about the number density of eddies and the kinetic turbulent energy of an
eddy with diameter A. is required. These informations are deduced from turbulent
spectra. Isotropic turbulence and the existence of an inertial subrange is often as
sumed.
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DOreak-up =- J~(d+Aiu;el.J(v)n(A~ ~ dA
Amm Co/ljsi~n rate Efficiency

(7)
.1.,..

BOreak-up =- J~(d(2v)+A)2U;el,J(2v)n(A~ ~ dA
Awn Col/isi~n rate Efficiency

(8)

The break-up efficiency is based on energetic considerations. According to Luo
break-up occurs if the kinetic energy of the colliding eddy is higher than the en
ergy that is needed to create the new interface. The kinetic energy is calculated
from the size of the eddy and its fluctuating velocity. Assuming a Normal Distri
bution for the eddy energies, the following expression is obtained for the break-up
efficiency:

(9)

The energy that is needed to create the new surface is expressed as a fraction of
the original bubble surface. The parameter cf that represents the surface increase
fraction is still subject of research. It is assumed to be a function of the bubble
form and its deformation and of the daughter bubble size distribution (Hesketh
1990). In this article only the break-up into two equal sized daughter bubbles shall
be investigated. For a spherical bubble that breaks into two equal sized spherical
daughter bubbles the parameter cf is theoretically set to 0.26. Single break-up
events should be observed to quantify the efficiency experimentally.

To simplify the population balance equation, the one-dimensional conservation
equation of the total number density shall be examined as proposed by Millies. All
bubbles are assumed to have the same velocity.

It yields from the population balance equation by integrating it over all bubble
volumes and area-averaging. The cross-sectional averaged total number density
(in angled brackets) is used as variable. The total number density represents the
first statistical moment of the number density distribution function and can also be
expressed through the void fraction and the mean bubble volume (see Eq. (13)). Y
and n are the kernel functions for coalescence and break-up, respectively.
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1 .,
y =-()2 f(BCoa/escence(V)- DCoa/escence(v))dv

nlOI 0

(11)
1 .,

n=-()f(BSreak_up(v)-Dsreak_u/v))dv
nlOI 0

(12)

»; = Jf(v)dv = ~
o v

(13)

The effort to solve only one differential equation of the number density conser
vation equation is relatively low compared to that one solving the complete popu
lation balance equation . The integrals in Eqs. (11, 12) can be solved and stored in
dependently as proposed by Gharaibah (Gharaibah and Polifke 2002) . Therefore it
would be feasible to implement this conservation equation into a CFD Code.

Validation concept

The focus of the presented investigations lies in the measurement of those pa
rameters that influence coalescence and break-up in turbulent flows with low and
high void fraction. The validation concept consists of two steps. The first step
comprises the observation and evaluation of single coalescence and break-up
events in flows with low void fraction. As described above, such experiments can
be used to quantify the efficiency of bubble/bubble or bubble/eddy collisions lead
ing to coalescence and break-up, respectively. Especially the bubble sizes and ve
locities have to be determined from high video speed sequences.

The second step of the validation concept comprises the validation of the re
sults ofthe number density conservation equation (Eq. (10)) . For that the axial de
velopment of the number density in bubbly flow was measured. Additionally, all
relevant hydrodynamic parameters, such like liquid turbulence and bubble veloci
ties, were determined.

With all these informations, it can be checked if the underlying models con
cerning the collision rates and efficiencies for coalescence and break-up, respec
tively, are valid. Additionally, the consistency of the solution process of the num
ber density conservation equation is shown.
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Measuring system

The experiments were carried out in an adiabatic air-water test facility at ambient
conditions. Deionized water was used . The test section comprised a 90 mm diame
ter and 7 m long vertical transparent pipe . About 2.5 m upstream of the mixing
chamber (see figure 1), at the water inlet to the pipe, a flow stratifier is situated.
The mixing chamber contains a built-in exchangeable turbulence grid. Via needles
above the grid air is injected into the turbulent water flow. Four turbulence grids
with different obstructed area were used to modify the inlet turbulence (for details
see Benk 2001). They modified specifically the inlet bubble diameter distribution
of a flow immediately downstream of the grid due to turbulent forces that enhance
the bubble break-up. It was possible to produce a homogenous and defined turbu
lence field in the developed flow region over a certain cross-section of the pipe
and to study the effect of different bubble diameters and number densities on coa
lescence and break-up even for equal air and water flow rates . In this report results
for two different grids are presented. Different air and water superficial velocities
can be adjusted to produce different flow regimes ranging from dispersed small
bubbles to large, irregularly shaped bubbles.

Turbulence grids as part
of the mixing chamber

Probesupport ('¥"~~u';'" v
~•.."tI&.a-er1&tW$w> '""' .....

Mean flow direction t
X·Hotfilm probe

Fibre optical single
and double probes

No.2
Tu = 25%

'-,

\ No.1

/) Tu =6%

.:
(
~,

t Water

Fig. 1. Experimental setup of the test section

The probes - fibre opical probes and X-Hotfilm probes - were positioned in dif
ferent radial and axial measurement points. In order to get information about the
liquid flow parameters, the mean liquid velocity and the turbulent fluctuations
were measured with X-hotfilm-probes (TSI -1240W). These probes are also appli
cable in flows with high void fractions . Detailed information concerning the mea
suring system can be found by Benk (Benk 2000,2001). A signal processing pro-
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cedure is used to separate the liquid signal from the gas signals of the probes to
determine correctly the liquid turbulence. Fibre optical probes were used to meas
ure void fraction, velocity, diameter distribution and number density of the bub
bles . A detailed description of the used measuring system and the signal process
ing can be found by Rinne (Rinne 1996). The local void fraction is obtained by
dividing the total gas detection time by the total measuring time t. The mean bub
ble velocity in flow direction is determined by the cross-correlation of the two
signals of a double-probe consisting of two conical fibre tips separated by 10 mm.
Now the penetration time or chord length, respectively, of each bubble can be cal
culated. In the following step all chord lengths are assigned to finite chord length
intervals and so a discrete chord length PDF is obtained. This chord length distri
bution can further be transformed into a diameter distribution according to a
method of Clark (Clark et al. 1996). The procedure to determine the number den
sity distribution function is described by Gnotke (Gnotke 2002).

In order to obtain the one-dimensional development of the flow parameters,
measurements with all probes have been performed at 16 radial points . The cross
sectional area averaged value of all flow parameters (i.e. void fraction, velocity,
turbulence, size distributions) was determined.

A digital High-Speed Camera (Vosskiihler HCC 1000) was used to observe the
coalescence and break-up events. The frame rate was up to 1800 frames per sec
ond with a maximum image size of 1024xl024 pixel. This time-resolving meas
urement method allowed to determine the bubble sizes and velocities immediately
before and after the coalescence or break-up event. Also the coalescence time
could be determined. The image processing comprised an automatic blob analysis
to get the bubble sizes. The software package Impuls VISON XXL was used. The
procedure to detect the bubbles comprised image enhancement, finding the
borderlines via a Sobel operator and binarization of the image . Due to the fact that
the borderline of the detected bubbles was in some cases not closed, the form and
area of the bubbles were not always correctly determined. The Feret diameter
gives then the most accurate result for the bubbles size. The bubble velocity vector
was manually determined by measuring the bubble displacement from two
succeeding images. The images were taken with a small depth of focus to get a
quasi two-dimensional view. For the illumination of the flow a diffusive backlight
from a strobe light was used.

Observation of coalescence events

For checking the physical boundary conditions during coalescence events about
50 single events were evaluated in a low void fraction flow region at x = 0.29 m (
jl = O.5m1s ; jg= 0.05 mls ;a = 6%; Tu = 10 %). In this region directly downstream
of the mixing chamber most of the coalescence events take place. To show which
bubble sizes contribute most on coalescence within a certain flow, characterized
by its size distribution according to the left diagram of figure 2, the size distribu
tion of the coalescing bubbles is shown at the right diagram. The horizontal Feret-
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Diameter distribution for all bubbles ranges up to about 8 mm. In contrast, the size
distribution for bubbles that were involved in coalescence ranges only up to a
maximal bubble diameter of about 3 mm. This observation indicates that for flows
of this kind the coalescence efficiency decreases with increasing bubble sizes .
However, further observations have to be made to get statistically significant data.

Size distribution of coalescing bubbles
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Fig. 2. Bubble diameter distributions from digital image processing

For all coalescence events the vector of the relative bubble velocity was deter
mined immediately before the moment of coalescence. Its alteration shows clearly
that the efficiency decreases with increasing relative velocity and supports the
model assumption that for coalescence a critical relative velocity must exist.

According to Hageseether (Hageseether 2002) the coalescence efficiency is also
dependent on the collision angle f3 in the moment of coalescence. It may be de
fined as the angle between the relative velocity vector and the difference position
vector corresponding with the colliding bubbles (see Fig. 3).

/i~:.:::::::::............ v2

Fig. 3. Geometry ofbubble collision
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The most probable collision angles observed were 30 and 60 degree. This means
that most of the collisions that lead to coalescence were non-central. One can as
sume that the mobile surfaces of the bubbles deform already before they collide
and the bubbles push each other apart. These surface deformations will influence
the contact time or the critical velocity, respectively. The larger the collision angle
the shorter is the critical velocity. From the images with high speed sequences also
the coalescence time could be estimated. It was defined as period of time that
elapses from the first contact (no more liquid could be distinguished between the
interfaces) to the film rupture. The mean coalescence time was five milliseconds
for the investigated flows. With this information the critical Weber number could
be quantified to 0.12 and equation (4) can be solved. The resulting coalescence ef
ficiency is shown in the left diagram ofFig. 6.
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Fig. 4. Relative velocity and contact angle of coalescing bubbles

Break-up efficiency

Luo's model for the kinetic energy of the eddies assumes the existence of an
inertial subrange. To check his model, turbulent spectra were measured. The
measured data (see Fig. 5) show that the turbulent spectra for a flow with low Re
Number of turbulence (Re-, = U'A,Iv) , that go along with small bubbles, do not
have a distinct inertial subrange. For high turbulent flows, as it was observed for
high void fractions, a good agreement was obtained between measured and calcu
lated kinetic energies within the inertial subrange. The model of Luo, however,
overestimates the turbulent kinetic energy for eddies larger than the macroscale.
So, the macro-length should be considered in the calculation of the turbulent ki
netic energy.
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Fig. 5. Energy spectra from X-Hotfilm in developed flow at x = 0.82 m (j, = lmls ; jg= 0.2
mls ;a = 10%)

The attained efficiency curve is shown in the right diagram of figure 6. It shows
the break-up efficiency for a collision between a bubble and an eddy of the same
size, i. e. J.,=d. The parameter cfwas chosen based on the observation of break-up
events. Before the break-up occurs, the bubbles are strongly deformed and elon
gated. The axis ratio was 5 for most of the events. If an rotational ellipsoid is as
sumed, the surface of such a bubble is 1.4 times larger than that of a spherical
bubble with the same volume, resulting in the coefficient cf= 0.4.

The break-up efficiency increases with increasing bubble diameter. As already
mentioned the model was corrected for eddy sizes larger than the macro-length.
For this, the energy E(A) of a single eddy was kept constant, leading to a steeper
decrease of the total turbulent kinetic energy n(A)E(A). This leads to a decrease of
the efficiency if the diameter of the bubble exceeds the macro-length. In this case
the surface energy increases faster than the eddy energy.
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Comparison of calculated and experimentally determined
number densities

Experiments were performed within a wide range ofboundary conditions concern
ing superficial gas Og) and liquid velocities 01)and inlet turbulence levels . The ax
ial development of the area averaged number density was recorded based on a
procedure described by Gnotke. The presented new models were implemented in
the number density conservation equation which was then solved numerically. To
solve the integrals in the Eqs. (11/12), the diameter-pdf has to be known. For sim-
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plification a Gamma-pdf was used to approximate the measured data. The results
are compared to the experimental data.

Figure 7 shows the results for Grid 2 that produces high inlet turbulence and
therefore small bubbles. The mean bubble diameter ranged from 1.5 to 2.5 mm.
According to a We-number criterion no break-up is assumed to occur in such
flows. Thus, only coalescence takes place and the experimental results can directly
be used to validate the coalescence rate model. As can be seen from Fig. 7 good
agreement between experimental and calculated data was reached. For higher
number densities the deviation becomes larger. This is due to the fact, that the
small bubbles have a size similar to the fibre optical probe tip and they cannot be
detected correctly anymore. The error of the measured number density was quanti
fied to be 15 percent of the measured value. Also the model of Lehr is able to pre
dict reasonably the measured data except for high number density, i.e, small bub
bles, where it overestimates the coalescence rate. The reason for the deviation lies
in the higher coalescence efficiency in the model of Lehr. However a slightly dif
ferent calculation of the collision frequency of bubbles is used that reduce the coa
lescence rate.
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Fig. 7. Axial development of the total number density for Grid 2

In Fig. 8 the results are shown for Grid I that produces low inlet turbulence and
a flow with both small and large bubbles. An equilibrium of coalescence and
break-up is nearly reached within a short distance downstream of the gas distribu
tor where almost a fully developed flow region exists . The new coalescence and
break-up rate models are capable to correctly predict the equilibrium state and
good agreement is also reached for these flows with the experimental data. It
should be emphasized that all calculations were done with the same model pa
rameters.
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Conclusions

Frequently used models, the coalescence model of Prince and the break-up model
ofLuo, have been improved by quantifying their parameters through experimental
investigations of two-phase pipe flow. Single coalescence and break-up events
were observed with a High Speed Camera and first results were obtained for the
coalescence and break-up efficiency. Digital image processing was applied to get
the relevant information. Further investigations are needed here to get statistically
significant data. The liquid flow turbulence was measured with a X-hotfilm probe
in order to use in the break-up model a more correct dependency of the turbulent
kinetic energy from the eddy size. The total number density of the bubbles and the
bubble sizes were measured with fibre optical probes. The conservation equation
of the total number density can be solved without high numerical effort. Good
agreement between calculated and measured total number densities could be
achieved for all investigated boundary conditions. Thus, the new models have
been proven for turbulent systems with small and large bubbles (>20 rom) and
high local void fractions a ranging from 5 to 25 percent. The data will be further
used to validate in detail the population balance equation to calculate the bubble
size distribution.
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Nomenclature

Symbol description unit
B Birth term m"6 s· 1

D Death term m-6s-1

E(A) Kinetic turbulent eddy energie kgm2s-2

I(v) number density distribution function m-6
j superficial velocity ms"
M;.. mass of eddy with diameter "- kg
ntot total number density m"
S cross sectional area m2

Tu turbulence intensity (= u'/ud
U' fluctuating velocity ms"
Un Mean bubble velocity ms"
v bubble volume m3

a Break-up kernel S-I

y coalescence kernel m3s·1

a void fraction

f3 collision angle 0

e dissipation rate m2s·3

A eddy diameter m
p density kgm?

a surface tension Nm-1
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Experimental investigation and modeling of
air/water flows in vertical pipes
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510119,01454 Dresden, Germany

Abstract

CFD codes are more and more used for practical applications as the design and
optimization of technical facilities, e.g. in process industry or in nuclear power
plants. For most cases this limited to single phase flows. To qualify CFD codes for
two-phase flows, they have to be equipped with constitutive laws describing the
interaction between the gaseous and the liquid phases. In the case of bubble flow
this particularly concerns the forces acting on the bubbles and bubble coalescence
and break-up. To obtain detailed experimental data, an electrode wire-mesh sensor
was used, which enables the measurement of the phase distribution with high reso
lution in space and in time. Air-water flow at ambient conditions in a vertical pipe
(51.2 mm inner diameter) is investigated to have well defined boundary condi
tions. Local bubble size distributions are calculated from the data. The measure
ments were done in different distances from the gas injection device. As a result
the development of bubble size distributions and the development of the radial gas
fraction profiles can be studied. It was found, that the bubble size distribution as
well as local effects determine the transition from bubble flow to slug flow. The
data are used for the development of a model, which predicts the development of
the bubble size distribution and the transition from bubble flow to slug flow in
case of stationary flow in a vertical pipe.

1 Introduction

World-wide great efforts are made to develop CFD codes for two-phase flows in
complicated three-dimensional geometries. In case of bubble flow, and especially
for the correct prediction of the flow pattern transition from bubble to slug flow,
constitutive laws describing the interaction between the gaseous and the liquid
phases in a more detailed way than the wide-spread assumption of mono-disperse
bubble flow are needed. Recently attempts were made to solve this problem by the
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introduction of additional equations for the bubble density or similar variables like
bubble diameter, bubble volume or interfacial area. Rates for bubble coalescence
and frequencies for bubble break-up, which form the source terms in these equa
tions, have to be calculated as local quantities. They depend on local parameters of
turbulence as well as on the local bubble size distribution. In order to reflect the
fact, that bubbles of different sizes develop different spatial distributions, it is nec
essary to introduce multi-bubble-size models. The main challenge is to find model
equations for quantifying the interaction between these bubble-size classes.

Gas-liquid flow in vertical pipes is a very suitable object for studying the corre
sponding phenomena. Here, the bubbles move under simple boundary conditions,
resulting in a shear field of nearly constant structure where the bubbles rise for a
comparatively long time. This allows to study the lateral motion of the bubbles in
a shear flow by comparing distributions measured at different heights. It was
shown, that the radial distribution of bubbles strongly depends on their diameter.
For a vertical upflow smaller bubbles tend to move towards the wall, while large
bubbles are preferably found in the centre. This was initially observed for single
bubbles (Tomiyama 1998). In an air-water system at ambient conditions the
change of the direction of the lift force in the shear field occurred at a bubble di
ameter of about 5-6 rom. We could confirm this also for multi-disperse flow
(Prasser et al. 2002). This is very important for the evolution of the flow because
the local bubble size distributions may differ significantly from those averaged
over the cross section.

For this reason detailed investigations of gas-liquid flows in vertical tubes in
cluding the transition from bubble flow to slug flow along the flow path were per
formed. The change of the bubble size distribution along the pipe as well as the
changing radial profiles of the gas fraction represented by bubbles of different size
were measured by fast wire-mesh sensors developed by the Research Centre
Rossendorf. A model was developed to simulate the development of the flow
along the flow path for the special case of vertical pipe flow. This allows to test
the models for the forces acting on a bubble perpendicular to the flow path as well
as models for bubble coalescence and break-up and to adjust them according to
the experimental data.

2 Experiments

2.1 Experimental setup and instrumentation

The evolution of the bubble size distribution was studied in a vertical tube of 51.2
rom inner diameter supplied with air-water mixture at 30°C. Different gas injec
tion devices were used. The distance between sensor and air injection was varied
from 0.03 m to 3.03 m (inlet lengths 0.6 - 60 LID). Gas and liquid superficial ve
locities were varied in a wide range. Stationary flow rates of air and water were

102



- - - - - - - -r.;;;--tf-+

'y
~---r-------,.,...--",

\ \ If)

\ \ ro
\
-1-\--
I I
I /

I

I
-f-_./"

I
I
I
1

I

I.Jl

r
eo

187 .5

Fig. 1. Scheme of the wire-mesh sensor

used. About 150 combinations of the superficial velocities were considered . They
include stable bubble flow, finely dispersed bubble flow, slug flow and annular
flow at the upper end of the pipe. Transitions between the flow regimes were ob
served within the pipe.

Data were obtained by an electrode wire-mesh sensor (Fig. I) performing
measurement of the instantaneous conductivity distribution (Prasser et al. 1998).
Two electrode grids with 24 electrode wires each (diameter 120 urn) are placed at
an axial distance of 1.5 mm behind each other. During signal acquisition, the elec
trodes of the first grid (transmitter wires) are supplied with short voltage pulses in
a successive order. The currents arriving at the second grid (receiver wires) are
digitalized by ADCs and stored in a data acquisition computer. Two sensors were
put in a distance of 36 mm behind each other to measure velocities, too. For this
sensor assembly, a time resolution of 2500 frames per second was achieved . The
spatial resolution is given by the pitch of the electrodes and equals 2 mm.

The sensor delivers a sequence of two-dimensional distributions of the local in
stantaneous conductivity, measured in each mesh formed by two crossing wires i
and j. Local instantaneous gas fractions are calculated assuming a linear depend
ence between gas fraction and conductivity . The result is a three-dimensional data
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array ij,k where k is the number of the instantaneous gas fraction distribution in
the time sequence. A special procedure, described in (Prasser et al. 200 I) allows
the identification of single bubbles and the determination of their volume and the
equivalent bubble diameter. Using this procedure, bubble size distributions as well
as gas fraction profiles for bubbles within a predefined interval of bubble sizes can
be calculated, the latter by using the method described in (Prasser et al. 2002).

2.2 Test matrix for the investigations on the transition from bubble to
slug flow

A detailed experimental database concerning the development of the flow along
the flow path, including the transition from bubble to slug flow was obtained. A
description of the database and selected results can be found in (Lucas et al. 2002).
The gas injection device used, consists of 19 capillaries, which are equally distrib
uted over the cross section of the pipe. 89 combinations of gas and liquid volume
flow rates and 10 different gas flow rates in case of stagnant liquid were investi
gated. The air superficial velocity varies from 0.0025 mls up to 0.53 mls and the
maximum water superficial velocity is 4 mls . The measurements were conducted
for up to 10 different distances from the gas injection (LID = 0.6, 1.6, 2.5, 4.5, 8.4,
16.2,29.9,39.6,49.4,59.2). The measuring time was always 10 s, what results in
a matrix of raw data with the dimension of 24*24*25 .000 for each sensor. From
these data total and local bubble size distributions as well as radial gas fraction
profiles decomposed according to the bubble size were calculated .

2.3 Experimental results

Tomiyama found a correlation for the bubble lift force by investigations of the be
havior of single bubbles within a well defined shear field (Tomiyama 1998). It
changes sign at a bubble diameter of about 5.5 rom in air-water flow at ambient
conditions . This was confirmed by our own experiments in a multi-dispersed
flow. (Figure 3 gives an example.)
Stable bubble flow was only observed for high water superficial velocities and low
air superficial velocities. In this case a stable sharp wall peak of the gas fraction
was found. In all cases with a core peak, the development of the bubble size dis
tributions along the pipe indicates, that the coalescence rate exceeds the break-up
rate. Although at LID == 60 the transition to slug flow is not yet completed in
many cases, it can be expected at larger distances. This is also evident by the
comparison of experiments for the same superficial velocities, but different gas in
jection devices. If the initially generated bubbles are larger than the critical bubble
diameter of about 5.5 rom, slug flow is established for many combinations of su
perficial velocities, whereas bubble flow is observed in case of an initial bubble
diameter less than 5.5 rom. The experiments clearly show, that the transition from
wall to core peak leads to a transition to slug flow somewhere upwards in the pipe,
if the length is sufficient.
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Fig. 2. Bubble size distributions (upper picture) and radial gas volume fraction profiles
(lower picture) for different distances from the gas inlet. Superficial velocities: jl = 1.0 mis,
jg = 0.14mls.

105



Titel : Titel :
Graphics produced by IDL Graphics produced by IDL
Erstellt von: Erstellt von:
IDL Version 5.3.1 (Win32 x86) IDL Version 5.3.1 (Win32 x86)
Vorschau: Vorschau:
Diese EPS-Grafik wurde nicht gespeichert Diese EPS-Grafik wurde nicht gespeichert
mit einer enthaltenen Vorschau. mit einer enthaltenen Vorschau.
Kommentar: Kommentar:
Diese EPS-Grafik wird an einen Diese EPS-Grafik wird an einen
PostScript-Drucker gedruckt, aber nicht PostScript-Drucker gedruckt, aber nicht
an andere Druckertvnen. an andere Druckertvnen.

Titel: Titel:
Graphics produced by IDL Graphics produced by IDL
Erstellt von: Erstellt von:
IDL Version 5.3.1 (Win32 x86) IDL Version 5.3.1 (Win32 x86)
Vorschau: Vorschau:
Diese EPS-Grafik wurde nicht gespeichert Diese EPS-Grafik wurde nicht gespeichert
mit einer enthaltenen Vorschau. mit einer enthaltenen Vorschau.
Kommentar: Kommentar:
Diese EPS-Grafik wird an einen Diese EPS-Grafik wird an einen
PostScript-Drucker gedruckt, aber nicht PostScript-Drucker gedruckt, aber nicht
an andere Druckertvpen. an andere Druckertvnen.

Fig. 3. Radial volume fraction profiles decomposed for different bubbles sizes at four dif
ferent distances from the gas inlet. Superficial velocities: j, = 1.0 mis, jg =0.14 mls.

In pipes of a larger diameter the effects have still to be investigated, since there is
a maximum pipe diameter for the establishment of slug flow (Taitel et al. 1980) .

The transition from wall to core peaking is demonstrated at Figure 2. The upper
picture shows the bubble size distributions for different distances from the gas
inlet. Starting from an initial bubble diameter of about 4.7 mm more and more lar
ger bubbles are generated by coalescence. The lower picture shows the corre
sponding gas fraction profiles. Very close to the gas injection device (LID = 0.6)
still the individual injection nozzles (19 nozzles, equally distributed over the cross
section) determine the radial profile. The small bubbles migrate quickly to the
wall and form a wall peak of the gas fraction (LID = 16.2 - 29.9). With a further
increase of the distance from the gas inlet a transition to core peaking is observed
(LID = 59.2).

Figure 3 shows again gas fraction profiles for different distances from the inlet,
but here they are subdivided according to the bubble diameter. Only few bubbles
exceeding 5.5 mm are generated by the air injector. They appear due to coales
cence at higher positions and migrate to the core of the pipe. These large bubbles
form a clear core peak at LID = 59.2, while the small bubbles show a wall peaking
also for this distance.

106



Titel:
Graphics produced by IDL
Erstellt von:
IDL Version 5.3.1 (Win32 x86)
Vorschau:
Diese EPS-Grafik wurde nicht gespeichert
mit einer enthaltenen Vorschau.
Kommentar:
Diese EPS-Grafik wird an einen
PostScript-Drucker gedruckt. aber nicht
an andere Druckertypen.

litel:
Graphics produced by IDL
Erstellt von:
IDL Version 5.3.1 (Win32 x86)
Vorschau:
Diese EPS-Grafik wurde nicht gespeichert
mit einer enthaltenen Vorschau .
Kommentar:
Diese EPS-Grafik wird an einen
PostScript-Drucker gedruckt. aber nicht
an andere Druckertypen.

Fig. 4. Bubble size distributions (upper picture) and radial gas volume fraction profiles
(lower picture) for different distances from the gas inlet. Superficial velocities: jl = 0.4 mis,
jg = 0.34 mls.
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For other combinations of superficial velocities the transition from bubble to
slug flow was observed. The process of transition is very fast, if a sufficient frac
tion of bubbles with a diameter between 10 mm and 15 mm is generated by coa
lescence. Figure 4 shows a typical evolution of the bubble size distribution and the
radial gas fraction profile in case of the transition. Bubbles larger than 10 mm in
diameter coalesce with an high rate and form slugs. Consequently, a transition to a
bi-modal bubble size distribution is observed.
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Fig. 5. Development of the flow pattern for different gas volume flow rates (superficial ve
locities). Small bubbles are injected in both cases. For low gas volume flow rates (left) an
equilibrium of bubble coalescence and break-up leading to a stable bubbly flow is estab
lished. For large volume flow rates (left) large bubbles coalesce at the pipe center at low
break-up rates, what leads to a transition to slug flow.
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3 THE TRANSITION FROM BUBBLE TO SLUG FLOW

As the experimental data advice, the transition from bubble to slug flow along the
flow path in case of an co-current flow within a pipe is influenced by local effects
depending on the bubble size. Bubble coalescence and bubble break-up, which
cause the transition, depend on the local bubble densities n as well as on the dissi
pation rate of the turbulent kinetic energy s (Prince and Blanch 1990):

Coalescence rate: rj,j = f(d j,dj .s) *nj *nj

Break-up rate: OJ = f(dpdj ,e) *nj
i and j indicate the bubble class. The lift force found by Tomiyama (1998)

causes, that small bubbles (diameter < ca. 5.5 mm in case of air-water flow) can be
found preferably in the wall region, while larger bubbles are accumulated in the
core region.

Another important fact is, that the dissipation rate of turbulent energy is larger
in the near wall region than in the core flow in most cases . The consequences for
the transition to slug flow can be explained by help of Figure 5. An upward air
water flow is considered. In both considered cases small bubbles (diameter
< 5.5 mm) are injected. In the left side of the figure a low superficial gas velocity
was assumed. The small bubbles tend to move towards the wall. The local gas
fraction in the wall region is larger than the averaged gas fraction, but it is still
low. In this case bubble coalescence and break-up are in equilibrium and an stable
bubble flow is established.

If the gas superficial velocity is increased (Figure 5, right side), the equilibrium
between bubble coalescence and break-up is shifted towards a larger bubble di
ameter, because the coalescence rate increases with the square of the bubble den
sity, while the break-up rate is proportional to the bubble density. The bubble
break-up rate strongly increases with the bubble diameter.

By a further increase of the gas superficial velocity, more and more large bub
bles (diameter> 5.5 mm) are generated. They start to migrate towards the pipe
centre. If enough large bubbles are generated by coalescence in the wall region,
some of them can reach the core region without break-up. Because of the lower
dissipation rate of turbulent energy they can then growth up by further coalescence
at much lower break-up rates, typical for the low shear in the centre. This mecha
nism is the key for the transition from bubble to slug flow. That means, for an ap
propriate simulation of the transition a number of bubble classes as well as radial
gas fraction profiles for each bubble class have to be considered.
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4 Modeling

4.2 Basic idea of the model

According to the importance of the local bubble size distributions and the depend
ence of the parameter on the radial position, a model, which considers a large
number of bubble classes and resolves the parameter on the radial position was
developed. Because this model is explained in detail in (Lucas et al. 200lb), only
the basic idea of the model is presented here.

The radial profiles of the bubble density are the result of the non drag forces,
acting perpendicularly to the flow direction. They are caused by the liquid shear
flow, turbulence and no-slip boundary at the tube wall. The radial profiles of the
liquid velocity, of the turbulent energy and of the dissipation rate of turbulent en
ergy are calculated on basis of the model from Sato et al. (1980) and the balance
equation for the turbulent energy (Lucas et al. 200la). Using these data, the model
calculates the radial gas fraction profiles for each bubble class on the basis of a
balance of the non drag forces. In the result local bubble size distributions for all
radial positions are available. Simple models for bubble coalescence and break-up
calculate from these data rates for bubble coalescence and break-up for each bub
ble class and each radial position.

The model does not resolve the parameters over the height of the pipe. Instead a
bubble velocity, which is equal for all bubble sizes and radial positions is as
sumed. This allows the approximate evaluation of the flow pattern over the height
of the pipe in case of stationary flows by introducing a dependence on time. Be
cause of the assumed uniform bubble velocity the time corresponds to a height po
sition within the pipe. Starting from an initial bubble size distribution for each
time step radial profiles and new bubble size distributions are calculated.

For the non drag forces the model assumes an equilibrium. The transient behav
iour of the radial gas fraction profiles is modelled by a relaxation. For situations
with stable flow conditions a good agreement between predicted and measured ra
dial gas fraction profiles is observed, but deviations occur especially in the region
of the transition from bubble to slug flow. The model is up to now not able to
simulate the time dependence of the shift of the large bubbles, generated by coa
lescence in the near wall region, to the centre of the pipe. For this reason it is
planned to consider the velocity of the bubble migration in future versions of the
model.

First calculations were made using simplified assumptions for coalescence and
break-up rates. Starting with the bubble size distribution and the radial profile of
the gas fraction measured at the inlet of the test pipe the development of the bub
ble size distribution was calculated. After adjusting the model parameters a good
agreement with the experimental data at the upper end of the pipe was achieved
(Lucas et al. 200lb). The transition from bubble to slug flow was reproduced by
the model. It has to be remarked that the model adjustment is independent from
the flow rates, i.e. the model has a generalising capability. The models for the non-
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drag bubble forces and the rates for coalescence and break-up can be applied in
one-dimensional codes as well as in CFD-codes .

4.2 Comparison with experimental results

The new database, shortly characterised in 2.2, will be used for the further im
provement of the model. As a first step the model described above was applied on
the new experimental data. The only extension of the model is, that it now also
considers the decreasing pressure along the flow path, which is connected with an
increase of the total gas fraction.

Measured total bubble size distributions and radial gas fraction profiles close to
the gas injection device (LID = 0.6) were taken as an input of the model. Starting
from these data, the model calculates the radial gas fraction profiles and the bub
ble size distributions along the flow path. Figures 6 to 8 compare the measured
and calculated bubble size distributions at the upper end of the pipe (LID = 60) for
different combinations of gas liquid superficial velocities. From Fig. 6 to Fig. 8
the liquid superficial velocity is increased from 0.40 mls to 0.64 mls and 1.0 mls.
The gas superficial velocities were chosen in a way, that cases with bubble flow as
well as with slug flow at the upper end of the pipe are included.

In general the flow pattern for LID = 60 is well predicted by the model. How
ever there are deviations in the radial gas fraction profiles as well in the bubble
size for other distances from the gas inlet. For this reason it is necessary to include
the transient radial migration of the bubbles and more sophisticated models for
bubble coalescence and break-up into the model. This will be done on basis of the
new experimental database.

5 Conclusions

The experimental data clearly show, that the transition from bubble to slug flow is
determined by effects depending on the bubbles sizes as well as on local effects.
For an adequate modelling a large number of bubble classes (e.g. 25) has to be
considered . There are very different conditions for bubble coalescence and break
up in the core region of the pipe compared to the near wall region. This fact has
also to be considered by the models for the simulation of the development of the
flow pattern along the pipe. The experimental data obtained in vertical pipes are
useful for the development of generalised models for the non-drag bubble forces
as well as for local bubble coalescence and break-up. These models can be used
by one-dimensional codes as well as 2- or 3-dimensional CFD-codes . The simpli
fied approach is a powerful tool for the model development for CFD codes, since
it allows to test model correlations in a very efficient manner.

111



Tile!:
Graph ics produced by IDL
Erstellt von:
IDL Version 5.3.1 (Win32 x86)
Vorschau:
Diese EP5-Grafik wurde nicht gespe ichert
mit einer enthaltenen Vorschau.
Kommentar:
Diese EP5-Grafik wird an einen
PostScr ipt-Drucker gedruckl, aber nicht
an andere Druckertypen .

I

Titel :
Graphics produced by IDL
Erstellt von:
IDL Version 5.3.1 (Win32 x86)
Vorschau :
Diese EP5-Grafik wurde nicht gespe ichert
mn einer enthaltenen Vorschau .
Kommentar:
Diese EP5-Grafik wird an einen
PostScript -Drucker gedruckl, aber nicht
an andere Druckertypen .

Tilel :
Graph ics produced by IDL
Erstellt von:
IDL Version 5.3.1 (Win32 x86)
Vorschau:
Diese EP5-G rafik wurde nicht gespe ichert
mit einer enthaltenen Vorschau.
Kommentar:
Diese EP5-G rafik wird an einen
PostScr ipt-Drucker gedruckt, aber nicht
an andere Druckertypen .

Fig. 6. Experimental bubble size distribution at the gas inlet and experimental and calcu
lated bubble size distribut ions at the upper end of the test section. Superficial velocity of the
liquid: jl = 0.4 mls.
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Fig. 7. Experimental bubble size distribution at the gas inlet and experimental and calcu
lated bubble size distributions at the upper end of the test section. Superficial velocity of the
liquid: j. = 0.64 mls.
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Fig. 8. Experimental bubble size distribution at the gas inlet and experimental and calcu
lated bubble size distributions at the upper end of the test section . Superficial velocity of the
liquid: j, = 1.0 mls.
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Nomenclature

d, Bubble diameter of the bubble class i
D Inner diameter of the pipe
jg Gas superficial velocity
jl Liquid superficial velocity
n, Bubble density of the bubble class i
r i j Rate of coalescence of bubbles from the bubble class i with bubbles from

the bubble class j
e Dissipation rate of turbulent energy
.oj Break-up rate for bubbles of the bubble class i
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Experimental and theoretical investigation of
instationary bubble flow and mass transfer in a
bubble column

D. Schmitz, D. Mewes

Institute of Process Engineering, University of Hannover, Callinstrasse 36, 30167
Hannover, Germany

Abstract

In many chemical processes, chemical reactors and storage vessels are used under
high pressure and temperature conditions. In case of a sudden decrease of the
pressure a large amount of steam and gas is generated by flashing of the liquid and
re-volatilisation of dissolved gaseous substances. As a result, the liquid level in
side the vessel swells and a two-phase blowdown from the vessel may occur. In
the present work a water-carbon dioxide system is examined. The time dependent
pressure , the axial profile of the void fraction and its distribution over the cross
sectional area at different axial positions are measured by electric tomography. For
the simulation of the pressure relief an improved mathematical model compared to
common calculation methods for pressure relief systems is used. A new method
for calculating the maximum possible mass flow of the liquid at the entrance of
the blowdown pipe is developed. The calculated values of the pressure and the
two-phase mass flow rate agree well with the experimental data.

1 Introduction

In recent years standard practices in the chemical industry regarding safety, envi
ronmental protection, energy consumption, quality assurance and complexity of
the products have developed significantly, necessitating more complex and de
tailed measurement techniques for the design and control of chemical plants and
transportation systems. During this development, the use of tomographic meas
urement techniques has become increasingly popular. The advantage of tomo
graphic measurements in contrast to local measurements is the imaging, by simul
taneous or near-simultaneous measurements, of the complete cross sectional area
of the measured object once at a time. This is in contrast to local probes which
provide only local information. For the measurement of the radial void distribution
in bubble columns one-point conductivity probes have been used by e.g. Menzel
(1990), resistivity probes have been used by e.g. Idogawa et al. (1986).
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The application of tomographic measurement techniques for process or chemi
cal engineering applications is, in comparison to the medical sector, relatively
new. Nevertheless, the use of electrical, x-ray or NMR tomographic techniques is
now widely spread. The advantage of x-ray tomography is its high spatial resolu
tion. The time resolution varies depending on the sensor system used. Very fast
and expensive systems can reach measurement times of 0.5 ms with a spatial reso
lution of 2 mm" (cp. Hori et al. 1997). Most of the used systems have imaging
times of several seconds or minutes and therefore they are not applicable for in
vestigations on non steady state multiphase flows. Kumar et al. (1997) have meas
ured the gas-hold up in bubble columns. Toye et al. (1994) have investigated
steady state flows in trickle bed reactors, measuring the liquid distribution in the
packing . Sederman et al. (1997) use NMR for the imaging of the pore structure
within packed beds. With the NMR technique the distribution of density and ve
locity are measured simultaneously. The NMR technique is restricted to non
ferromagnetic materials due to the magnetic field used for the measurements .
Hence this technique cannot be used for steel pressure vessels but for glass ves
sels.

Electrical capacitance tomography (ECT) has been used for the investigation of
pulsing flow in trickle bed reactors by Reinecke and Mewes (1991). They devel
oped a 16 electrode sensor for the measurement of the phase distribution in reac
tors filled with ceramic spheres as packing material. Investigations on three phase
flow have been carried out by Johansen et al (1996) using mixtures of oil, water
and gas. The time resolution in these applications are in the range of 100 frames
per second. The spatial resolution depending on the diameter of the pipe is about
10 % of the cross sectional area. The tomographic measurement technique pre
sented in this paper combines a high measurement frequency with good spatial
resolution .

2 Experimental setup

The experimental setup consists of two pressure vessels, which can be operated
with pressures of up to 1.6 MPa. In the first vessel, tap water is saturated with car
bon dioxide. In the next step the saturated water is pumped into the second vessel
which is shown in Fig. 1. This vessel is 2100 mm in height, 315 mm in diameter
and has a volume of 160 1. It is built from several cylindrical segments. The tomo
graphic sensor is mounted between the cylindrical segments in the vessel at vari
ous heights to measure void fraction distributions over the height of the column.
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Fig. 1. Drawing of the column, tomographic Sensor

In addition to the tomographic measurement of the void fraction, the axial pro
file of the gas holdup is determined from 9 differential pressure transducers
mounted in equal distances from the bottom to the top of the column. The blow
down is started by opening the ball valve at the top of the vessel. The pressure in
the vessel decreases rapidly and the liquid starts bubbling. The surface of the liq
uid rises until it reaches the top of the vessel. A two phase flow through the vent
line is established. It takes about one minute until the pressure reaches the ambient
pressure, depending on the liquid viscosity and the filling level at the beginning of
the depressurization. In addition to the void fractions the temperatures at the top
and the bottom as well as the pressures at the top of the vessel are measured.

3 Tomographic measurement technique

For the measurement of the local void fractions a conductive tomographic meas
urement technique is used . It provides a spatial resolution of 5.3 mm and a time
resolution of 100 measurements per second . The tomographic sensor consists, as
shown in Fig. I, of three planes ofparallel wires. The inner diameter is set equiva
lent to the vessel diameter. The wires have a diameter of 0.18 mm and are spaced
5.3 mm to each other. In every plane 59 wires are stretched across the sensor, re
sulting in 58 integral measurement values. The individual planes are rotated 120°
to each other in such a way that 4722 isosceles triangles are obtained. Between
each two adjacent wires within each plane the electrical conductance is measured.
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This value is directly proportional to the liquid fraction in the area between the
wires. From the measured conductances the void fraction of each triangle is calcu
lated by using the ART-Algorithm (Algebraic Reconstruction Technique). The
computation is performed in an adapted coordinate system, as suggested by
Reinecke et al. (1997). Further details of the measurement technique and recon
struction-algorithm are also described by Reinecke et al (1998).

4 Experimental results
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Fig. 2. Void fraction at different axial positions

In Fig. 2 the volumetric void fraction is plotted as a function of time at different
vessel heights. In this case the void fraction is measured with the differential pres
sure transducers. The initial liquid level is 50 % and the initial pressure is 1.28
MPa. At the beginning of the pressure relief the pressure transducers are located
either above the liquid level or beneath the liquid level, the void fraction is either 1
or O. Only pressure transducer No.5 gives a void fraction of 50 % due to the gas
liquid interface which is in between the two pressure taps of the differential pres
sure transducers. The void fraction rises rapidly within the first 7 seconds after the
start of the de-pressurisation and reaches a maximum value. The measured void
fractions for the pressure transducers No .1-4 fall to approximately 80 %. The void
fractions measured by the pressure transducers No. 5-9 are increasing from bot
tom-up, according to the gas volatilisation during blowdown.
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A sample tomographic measurement of the void fraction distribution in the
cross sectional area of the column is shown in Fig. 3. On the left side the meas
ured integral values of the electrical conductivity is shown for one of the projec
tions as a function of time. The void fraction is scaled according to the table on the
right side. The time scale starts at the top. The measurement frequency is 100
frames per second. Beside the results from the integral measurements a tomogram
is given at the right side. The tomogram is measured approximately 12 s after the
starting of the blowdown. The level of the liquid is located at beginning of the
blowdown at 65 % of the vessel height. After 2.5 s the carbon dioxide starts to de
sorp, as indicated by the change of the colors. More and more the void distribution
becomes inhomogeneous. Areas with a high gas-holdup can be distinguished from
others with a low.

In a separate series of experiments the ball valve at the top of the vessel is con
trolled by one of the differential pressure transducers to avoid the two phase flow
in the vent-line. As a result the liquid remains in the vessel. The control-loop is
shown in Fig. 4. If the two-phase flow reaches the maximum level in the vessel
the ball valve is closed. The pressure in the vessel increases again and the two
phase flow mixture collapses. The ball valve is opened again when the two-phase
flow mixture reaches the lower limit of the control mechanism . This is repeated
until the pressure in the vessel reaches the ambient pressure.
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5 Simulation of the blowdown

The aim of the theoretical investigations it is to calculate the time dependent val
ues of pressure and two-phase mass-flow rate during the pressure-relief. The cal
culations are carried out for carbon-dioxide as the dissolving component. The
bubble production takes place within the whole liquid volume. The bubble produc
tion is caused by growing of small bubbles already suspended within the liquid af
ter filling the vessel.

Details of the conducted numerical calculations and the applied equations
would exceed the limits of this publication by far. A detailed listing and derivation
of the numerical model can be found in Schmitz et al. (2001) . The calculated pa
rameters include transient level swell, pressure in the vessel, dissolution rate, local
void fractions, mass flow out of the vessel, and others. The superficial gas velocity
is calculated by the Drift-Flux model of Zuber and Findlay (1965). For calculating
the unsteady bubble flow in the liquid, the breakup and coalescence of bubbles is
taken into account, cp. Millies and Mewes (1996). The interfacial mass transfer
rate is calculated according to Calderbank (1967).

5.1 Comparison with experiments

In Fig. 5 the calculated void fraction at the entrance of the orifice is shown as a
function of time. The initial dimensionless liquid level is 110* = 90 %. The initial
pressure is Po = 12.8 lOSPa, the initial temperature To = 10°C. After 2.2 s the liq
uid level reaches the top of the reactor, a two-phase flow occurs. This yields to a
sudden decrease of the void fraction. The void fraction decreases from its initial
value of 1 to a minimum value of about 0.4.
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In Fig. 6 the calculated value of the pressure is compared to experimental data
for the initial liquid level ofho* = 0.9. Initially the pressure decreases very fast be
cause of the high volumetric flow rate of the single-phase gas flow. With the be
ginning bubble growth the liquid level begins to swell. The speed of depressurisa
tion decreases until the pressure reaches a minimum value. After this time the
mass of gas which is produced due desorption is bigger than the gas mass leaving
the vessel, causing an increase of the pressure . While the pressure is increasing the
level of the two-phase mixture within the vessel reaches the entrance of the blow
down pipe. The lower the initial liquid level is the longer it takes for the level to
reach the top of the vessel.
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In Fig. 7 the calculated axial void distribution is compared to experimental re
sults for a elapsed time of 5s after the start of the de-pressurisation. The void frac
tion profile develops due to the production of gas and the rise of the bubbles .

1.0
::I::"
~ t '"5.0s
n. 0.8 - _._-
N

c:
0

~ 0.6 _.- - _.-
0
CL

Experimentro 0
'x -- SimulationIt!
en
'"OJ
C Water/CO0.;;;

0.2 H~·=0.9c:
OJ

'"12.810~ Pa. e Pc.:c
T~ '" 10"C

0.0
0.25 0.50 0.15 1.00

void fract ion CI~
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All experiments described above have been carried out without a control of the
ball valve at the top of the column. This leads in all cases to a two-phase outflow
in the vent line. To prevent environmental contamination with liquid, experiments
are conducted with the use of the described control mechanism. By consecutive
opening and closing of the ball valve the liquid is kept in the column. Both the re
sults for the numerical simulation and experimental results are shown in Fig. 8.
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6 Conclusion

Electrical tomography is used to measure the phase distribution during the blow
down of a pressurised vessel. The high time resolution allows to measure the al
teration of the void fraction during the pressure relief process . The sensor is
mounted in various axial positions in the column in order to gain the void fraction
distribution in axial direction . For calculating the pressure and the mass-flow rate
during blowdown an improved mathematical model is developed . By controlling a
valve at the vessel outlet a maximum flowrate out of the vessel can be achieved,
resulting in in short blowdown times without liquid overflow.
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X-ray Based Particle Tracking Velocimetry for
Bubble Columns with High Void Fraction

Seeger, A., Kertzscher, D., Affeld, K., Goubergrits, L., Wellnhofer, E.

Biofluidmechanics Lab, Charite, Spandauer Damm 130, 14050 Berlin, Germany

German Heart Institute Berlin, Augustenburger Platz 1, 13353 Berlin , Germany

1 Introduction

Bubble columns are liquid filled vertical tubes which are aerated - usually from
the bottom. They are widely used in biotechnology and chemical engineering, e.g.,
for yeast production and wastewater treatment. Despite their widespread applica
tion, the flow phenomena in these apparatus is not yet fully understood. Velocity
measurements are required for a better understanding of the fluid mechanics as
well as for the development of mathematical models for the computational fluid
dynamics (CFD) (Pfleger & Becker, 2001 , Dudukovic, Larachi, & Mills, 1999).
The problems of the current methods available for the measurement of the liquid
velocity are briefly described below.

All optical methods based on visible light (Laser Doppler Velocimetry, Particle
Image Velocimetry, Particle Tracking Velocimetry) face the problem of reflection
and refraction of light at the gas-liquid boundaries (Larue de Toumemine, Roig, &
Suzanne, 2001; Chen et aI., 1994, Borchers & Eigenberger, 2000; Mudde, Groen,
& Akker, 1998). These methods can therefore only be applied when bubbles are
not obscuring the path of the light. This means that these methods are only appli
cable for a bubble column with a small void fraction. Larue de Toumemine, Roig,
& Suzanne (2001) report that void fraction in bubble columns should be below
5 % when optical methods are to be applied. This value also depends on the bub
ble size distribution and the length of the optical path. Other authors like Mudde,
Groen, & Akker (1998) made averaging measurements with Laser Doppler Ve
locimetry (LDV) at 25 % void fraction. However, the data acquisition rate was
low (e.g . with a length of the optical path of 75 mrn the data acquisition rate was
0.1 Hz) . LDV yields only limited information - point measurement - about the
flow. Time dependent flow structures cannot be measured.

Hot Film Velocimetry (Franz et aI., 1984) and the electrodiffusion method
(Pauli, 1991) can be applied, to a large extent, independently from the void frac
tion. Like LDV, Hot Film Velocimetry allows only point measurements. An addi
tional disadvantage of this method is that the probes disturb the flow itself.
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Another method is the of Computer Aided Radioactive Particle Tracking
(CARPT). A radioactive particle with a diameter of 2.38 mm is added to the flow
(Chen et al., 1999). Radioactive radiation penetrates the flow in straight lines. The
radioactive particle represents the flow of the liquid phase and is tracked. This
measurement technique is very time and money consuming (measurement time:
approximately 20 hours).

The only multi-point measurement method which works independently from
the void fraction is X-ray based Particle Tracking Velocimetry (XPTV). X-rays
penetrate a multi-phase flow in straight lines. They are neither refracted nor re
flected at phase boundaries. The method is a three-dimensional, three component
method. It enables us to obtain a mean velocity field of the region of interest
within 20 seconds (Seeger et al., 2001, Seeger et al., 2002). This method is pre
sented here.

2 Method

The liquid is seeded with X-ray absorbing particles. These particles have the same
density as the liquid. It is assumed that the particles represent the liquid velocity
(see section about the particles). Therefore, the liquid motion itself can be derived
from the particle motion.

X-rays penetrate a gas-liquid interface in straight lines. Thus the problems de
scribed above, i.e. those of an observation using visible light - refraction and re
flection - do not occur.

The experimental set-up is shown in figure 1. Two X-ray-sources Sl and S2
generate X-rays, which are directed through the bubble column onto the image in
tensifiers. The image intensifiers convert X-rays into visible light and intensify it.
Digital cameras behind the image intensifier record the images. An X-ray absorb
ing particle, represented by point P, is mapped on the two image intensifiers 11
and 12, generating the points PI and P2. The straight lines Gl and G2, which con
nect PI and P2 and the X-ray sources are calculated and the point of their nearest
distance is the reconstructed point P. By recording a series of images, the motion
of a particle can be observed. The velocity of the particle can be obtained by its
displacement and the time difference between the images. By the observation of
many particles (in this case between 50 and 80) over a defined period, a vector
field can be calculated. The method resembles optica13D-PTV.

2.1 Device

A medical X-ray device (Philips Integris BH 3000) was used for the experi
ments. It is clinically used for the flow visualization in human coronary blood ves
sels. The German Heart Center in Berlin (DHZB) provided this device.
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Image intensifier 11

Fig. 1. Experimental set-up

The input screens of the image intensifiers had a diameter of 23 em. The image
intensifiers had a resolution of 1024xl024 pixel. The digital cameras behind the
image intensifiers transformed the X-ray intensities into digital 8 bit grayscale im
ages. A digital camera had a resolution of 512x512 pixels. X-ray flashes were
generated and images were recorded every 20 ms alternating between each X-ray
system, thus 25 image pairs per second were recorded . The time delay between the
first and second image made the three-dimensional reconstruction difficult. On
one hand it limited the number of traceable particles (50-80) and on the other hand
it limited the maximum traceable velocity. The time delay between the two images
was not adjustable . A time delay between the images is necessary, because X-rays
from source 81 are scattered at the bubble column and the scattered X-rays would
greatly reduce the image quality in the image intensifier 12. Image series of up to
1000 images (500 image pairs) can be recorded. The volume under analysis had a
size of about 104 mm x 104 mm x 104 mm.

2.2 Particles and liquid

Particle Tracking Velocimetry (PTV) is based on the observation of particles that
move with the liquid in question. The particles have to have the same density as
the liquid - in this case glycerin. In addition, they must be able to absorb X-rays.
Particles were manufactured at the Biofluidmechanics Lab according to these re
quirements . They have a cubic shape with the dimensions of 2.1x2.1x2.I mnr',
The cubic shape was chosen due to fabrication reasons. The particles were made

131



of polyurethane foam with a cylindrical insert of a lead alloy with a length of
2.1 mm and a diameter of 0.5 mm. The alloy absorbs X-rays, whilst the foam
makes the cubes buoyant. Despite their size, it was possible to measure flow struc
tures accurately by the use of these particles, because they were small in compari
son with the typical flow structures in our flow system. The reason for this is that
the experiments are performed with glycerin as a liquid, which is highly viscous
compared with water. Glycerin was used because it led to a slower flow, therefore
making the particle velocity lower and the particle tracking easier.

The performance of the particle in a vortex was investigated theoretically to
prove that the particles represent the liquid flow. The particle was assumed to be
in a vortex 10.00 mm away from its center. The vortex had a velocity of five revo
lutions per second. The calculation returned that the distance of the particle from
its initial position after one revolution was small . It was about 10.03 mm. This in
dicates that the particle follows a glycerin flow very well .

2.3 Software

The software works with the following steps :
1. Particle recognition: The first step recognizes the particles on the grayscale im

ages . The algorithm enables us to detect whether a pixel is much darker than its
surroundings. If this is so, it could be the case that the pixel may belong to the
particle itself. A second step helps us decide whether the pixel belongs to a par
ticle or not. If a selected area of pixels, which may possibly belong to a particle,
has a size of between 10 and 45 pixels, this area is generally recognized as a
particle.

2. Distortion correction: The distortion correction is necessary because the image
intensifier works with a curved input screen, leading to what is known as pin
cushion distortion. This step enables us to correct the distortion.

3. Particle Tracking: The particles are tracked two-dimensionally with a standard
next neighborhood-algorithm (resembling the one of Guezennec et al. (1994))

4. Isocenter correction (see below)
5. Reconstruction of the three-dimensional trajectories: Both orthogonal two

dimensional trajectories are combined to obtain the three-dimensional trajecto
ries .

6. Calculation of a velocity field : The velocity field is calculated assuming that
the flow during the measurement time is stationary (see also results section).

All algorithms are described in detail in Seeger et al. (2001). However, the isocen
ter correction used has been improved since then, allowing us to increase the
number of reconstructed particles by up to 50 %. This is described here in more
detail.

The isocenter correction rectifies the insufficient positioning of the two "X-ray
source - image intensifier" units . If straight lines connect the centers of the image
intensifiers and the corresponding X-ray sources, ideally they should touch each
other at the so-called isocenter. However, in reality they do not.
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To correct this error, the isocenter correction is performed. Images ofabout 300
randomly distributed points in space are taken. A grid with X-ray absorbing, non
moving particles are placed in different positions of the investigation area to do
this. It is essential to know which point on image intensifier II corresponds with
which point on image intensifier 12. Straight lines between the mapped points on
the image intensifiers and the X-ray sources were calculated. The corresponding
lines should touch each other - in reality, they do not. Therefore, the distance be
tween the corresponding lines was calculated. A virtual change of the positions of
the image intensifiers and of the X-ray sources minimized this distance. However,
it had to be considered that: (1) The virtual position change of the X-ray sources
and the image intensifiers have to be small. (2) It is necessary to yield a true scale.

The latter is possible since the distances among the randomly distributed points
in space are known. The algorithm yielded the new coordinates of the X-ray
sources and the image intensifiers. The mean initial distance between the straight
lines was 16 mm. The mean distance was 1.8 mm after the isocenter correction.
One has to consider that the points in space are recognized by a particle recogni
tion algorithm, which has, as well as the distortion correction, an influence on the
accuracy of the algorithm. The whole algorithm reconstructs between 59 % and
76 % of the recognized particles in the three-dimensional space.

2.4 Bubble column

The method was applied to a cylindrical bubble column. It had an inner diameter
of 104 mm and a filling height of 100 mm. 91 hypodermic needles with an inner
diameter of 0.34 mm were used as gas dispergers. The use of these needles made
the gas distribution uniform. A disc was mounted at the tip of the needles to pre
vent any possible flow between them (see figure 2).

Fig. 2. Bubble column. It has an inner diameter of 104 mm. 91 hypodermic needles with an
inner diameter of 0.34 mm are used as gas dispergers.
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3 Results

3.1 Accuracy analysis and validation

Images from non-moving X-ray absorbing particles in the form of an X-ray ab
sorbing tin grid (mesh width: 10 mm) were taken in different positions in order to
calculate the accuracy of the 3D-reconstruction. The particle recognition algorithm
recognizes the particles. Their position is rectified by the distortion correction and
they are reconstructed in the three-dimensional space by the reconstruction algo
rithm. Therefore, all algorithms could be verified except the particle tracking algo
rithm.

The mean distance between the straight lines yielded by the connection of the
mapped points on the image intensifiers and the X-ray sources (G I and G2 in fig
ure 1) was calculated. It was 1,8 mm (standard deviation: 1,7 mm) .

Since the geometry of the tin grid is known, the scale accuracy could be calcu
lated. For a distance of 10 mm, the error was 0,02 mm (standard deviation: 0,43
mm) . The angular error was 2,1° (standard deviation: 1,5°). These values are
comparable with results from other authors (Cheriet & Meunier, 1998) .

The method was validated in a bubble column with a rectangular cross section.
The vertical velocity was measured in a height of 9 em by three methods: LDV
(Laser Doppler Velocimetry), optical PTV (Particle Tracking Velocimetry)
(Borchers and Eigenberger, 2000), and XPTV (X-ray based Particle Tracking Ve
locimetry). The results obtained by the new XPTV method showed a strong simi
larity with the results measured by LDV and PTV. Moreover, the standard devia
tion of the vertical velocity was also found to be very similar. The detailed results
are published in Seeger et al. (2001).

3.2 Measurements in a cylindrical bubble column

The measurements in the cylindrical bubble column were taken under different
conditions. One example is shown here. The superficial gas velocity was set to
3 mm/s. The void fraction was about 8 %. The left-hand image of figure 3 shows a
photo of the flow. The right-hand image of figure 3 shows the bubble column with
a paper grid in the middle of the bubble column. The grid is visible only at the
edges, which shows that optical methods cannot be applied in this case.

Particle trajectories consisting of 18607 velocity vectors were obtained by the
algorithm. Some of them are shown in figure 4. A velocity field was calculated
from the trajectories, which is shown in figure 5. It is a mean value of 470 image
pairs. Since 25 images were taken per second, the recording time was about 18.6 s.

The visualization was performed with AMIRA (Indeed - Visual Concepts
GmbH, Berlin), a software package for the visualization of three-dimensional
data.
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Fig. 3. Photo of the flow (left-hand side) and paper grid in the middle of the bubble column
(right-hand side).

Fig. 4. Particle trajectories. 'The dots on the surface of the trajectories indicate the three
dimensionally reconstructed points belonging to a trajectory. The box represents the inves
tigated area.
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Fig. 5. Velocity field - calculated from the trajectories assuming a stationary flow.

To evaluate whether the velocity field was changing during the measurement, a
velocity field was calculated for the first set of 235 images (image series 1) and
the second set of 235 images (image series 2) separately. To do this, the trajecto
ries were calculated separately for the two cases. 9480 velocity vectors in the tra
jectories were found in image series 1 and 9168 velocity vectors in the trajectories
were found in image series 2. Again, velocity fields were calculated and they
looked alike. The mean velocity in image series 1 was 22.7 mm/s and in image se
ries 2 23 .2 mm/s. The mean standard deviation in the investigated area was 26.5
mm/s and 30.2 mm/s respectively.

4. Discussion

X-ray based Particle Tracking Velocimetry proved to be suitable for the measure
ment of the three-dimensional velocity of the liquid phase of a bubble column.
The main advantages of this technique are:
1. Reflection and refraction at the phase boundaries pose no problem - the

application of this method is not limited by a large void fraction or by opaque
fluids.

2. The method is a 3-dimensional, 3-component method.
3. It is a non-intrusive technique - the flow is not disturbed by probes.
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4. The method is also applicable to regions with no optical access.
5. The time required for the acquisition of a 3-dimensional velocity field is small.

In this case, it was 20 seconds. However, using a faster system would allow
measurement times of less than I second (see below). This means that time de
pendent structures in bubble columns with water as liquid could be measured .

6. The method can also be applied to a three-phase flow (gas, solid, liquid), where
the X-ray absorbing particles represent either the liquid or the solid phase. It is
also possible to measure the velocity of the liquid and the solid phase simulta
neously (see paper: Kertzscher et al.: "Measurement of the local liquid and the
local solid velocity simultaneously" in this book).

The disadvantages of this method are:
1. The image frequency is small (25 image pairs per second).
2. Due to the fact that the particles have to be recognized on the pictures , the

minimum particle size is limited.
3. The particle seeding density is low.
4. The use of X-rays is hazardous. However, this problem can be solved by the

use of adequate precautions

Using a measurement system specially designed for two-phase flows - instead of
the medical system - can reduce the first three problems. Such a system would ap
ply:
• smaller particles with a smaller X-ray absorbing area to prevent particle over

lapping (1 dimension smaller than the one used here - depending on the image
resolution, the size ofthe investigated area etc.)

• 2 cameras taking 500 images per second, resolution 1024xlO24 pixels
• 2 X-ray generators, 500 flashes/s
• 2 fast X-ray image intensifiers

Such a system can be composed for the price of a PIV systems including the laser.
In the following paragraph, an estimation of the recording time for the measure
ment of a 3D-flow field is given:

It is assumed that a cubic vector field is to be calculated. There are 10 grid
points in each direction. It is furthermore assumed that five trajectory vectors at
these grid points are necessary to calculate a mean velocity field. The trajectory
vectors are distributed so that five vectors are at each grid point. The seeding con
sists of 500 X-ray absorbing particles. With the help of the theoretical investiga
tion of Guezennec et al. (1994), the necessary number of images for the calcula
tion of the velocity field can be determined. In our case, it is 24 images. This
corresponds to a recording time of 48 ms (at the maximal recording frequency of
500 image pairs per second). This is, of course, only a theoretical number and the
real recording time would be longer. However, it shows, that XPTV can be ex
tended to become a powerful technique for velocity measurements in multi-phase
flows.
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Multi-Level Modelling of Dispersed Gas-Liquid Two
Phase Flows
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1. Introduction

Dispersed gas-liquid two-phase flows are encountered in a variety of industrial proc
esses such as the large-scale production of synthetic fuels and base chemicals employing
bubble column reactors. Despite their widespread industrial application the detailed under
standing of the fluid mechanics prevailing in bubble column reactors is unfortunately lack
ing (Tomiyama, 1998), which can be related to the inherent complexity of the underlying
physical phenomena in (dense) bubbly flows such as bubble-liquid interaction (including
turbulence) and bubble-bubble interaction (including coalescence and break-up).

Flows encountered in bubble columns are inherently unsteady (Sokolichin and Eigen
berger, 1994) and display a wide range of time and length scales and as a direct conse
quence therefore we adopted a multi-level modelling approach consisting of several levels
(see Fig. 1) each with its own particular strong point. At the lowest level (i.e. the smallest
time and length scale) we use the Front Tracking (FT) approach originally developed by
Tryggvason and co-workers (Unverdi and Tryggvason, 1992) to study the behaviour of a
single bubble or a few (interacting) bubbles. The idea is that simulations

Continuum model

Discrete bubble model

Front tracking model

Large scale structures
Industrial columns

Bubble-bubble interaction
Closure laws

Bubble-liquid interaction
Closure laws

Figure 1. Multi-level approach for modelling of dispersed gas-liquid two-phase flow. For each level
ofmodelling the typical application area is indicated.
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using the FT approach should generate insight in the behaviour of a single rising gas bub
ble or the behaviour of a few rising gas bubbles and provide closures for bubble-liquid in
teraction. At the intermediate level (i.e. the intermediate time and length scale) we use the
Euler-Lagrange (EL) or discrete bubble approach, which is particularly suited to account
for bubble-bubble and/or bubble-wall encounters. Because, contrary to the FT approach,
the flow field at the scale of an individual bubble is not resolved, closure laws for bubble
liquid interaction (drag, lift and added mass) have to be provided. At the highest level (i.e.
the biggest time and length scale) we use the Euler-Euler (EE) or continuum approach,
which is particularly suited to model bubbly flows in industrial scale bubble columns.
Similar to the EL approach closures for bubble-liquid and bubble-bubble interaction have
to be provided.

Subsequently the three levels of modelling will be discussed in more detail together
with some illustrative computational results, which have been obtained from the respective
models.

2. Front Tracking model

To model complex multiphase free surface flows a Front Tracking method based on
direct numerical simulation has been introduced by Univerdi and Tryggvason (1992).
Contrary to other numerical models developed to simulate multiphase flows, like the Level
Set or Marker and Cell methods (Welch et al., 1965) and Volume of Fluid methods
(Nichols and Hirt, 1971; Youngs, 1982, 1987), the Front Tracking method uses an
unstructured dynamic mesh to represent the interface surface and tracks this interface
explicitly by the interconnected marker points. The Lagrangian representation of the
interface avoids the necessity to reconstruct the interface from the local distribution of the
fractions of the phases and, moreover, allows a direct calculation of the surface tension
forces without the inaccurate numerical computation of the interface curvature, as is
required in the Continuum Surface Force-method (CSF) introduced by Brackbill et al.
(1992).

For incompressible bubbly flows the Navier-Stokes equations describing the fluid
motion inside and outside the bubbles can be combined into a single vector equation for
the fluid velocity u in the entire domain when accounting for the local volumetric surface

tension forces Fa' since the transport equation for the colour function F, indicating the

local instantaneous liquid fraction, can be reduced to a passive scalar equation. Thus, the
governing conservation equations for unsteady, incompressible, immiscible, Newtonian,
two-fluid flow systems are given by:

(Y' .u)= 0
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(2.2)

where the local averaged density p and viscosity f.J. are evaluated from the local

distribution of the indicator function F. For the local average density linear weighing of the
gas and liquid densities is used:

(2.3)

Usually the local average dynamic viscosity is also obtained via linear averaging of the
gas and liquid dynamic viscosities. In this work an alternative, more fundamental approach
recently proposed by Prosperetti (200I) has been applied, where the local average viscosity
is calculated via harmonic averaging of the kinematic viscosities:

P....=F PI +(l-F) Pg

f.J. f.J.1 Pg

(2.4)

The Navier-Stokes equations have been solved with a finite volume technique on a
staggered rectangular three-dimensional grid using a two-step projection-correction
method with an implicit treatment of the pressure gradient and explicit treatment of the
convection and diffusion terms. A second order flux delimited Barton-scheme (Centrella
and Wilson, 1984) has been used for the descretisation of the convection terms and
standard second order central finite differences for the diffusion terms. In order to be able
to simulate systems with very large density ratios, the Navier-Stokes equations have been
rewritten in their non-conservative form using the total continuity equation,

(2.5)

where the density in the term on the left hand side has been discretised explicitly in
time.

The local distribution of the indicator function F is computed from the location of the
triangulated interface by solving a Poisson-equation, following the method proposed by
Univerdi and Tryggvason (1992):

(2.6)

where the summation is carried out over all markers m representing the interface, using
lim to denote the outwardly pointing normal on interface element m and /ism its surface

area. The function D represents a numerical approximation of the Dirac-function
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normalised to the cell volume. In this work volume weighing proofed to be sufficiently
stable, but a distribution function as suggested by Peskin (1977) could be applied to
smoothen the interface, however, at the expense of a significantly increased size of the
computational stencil, thus requiring more Eulerian grid cells. A robust Incomplete
Cholesky Conjugate Gradient (ICCG) algorithm has been used to solve the Poisson
equation for the F-field .

Figure 2. Schematic representation of the calculation of the three tensile forces acting on the three
edges of interface marker m,

The surface tension forces are computed from the tensile forces on the three edges e of
all interface markers m (see Fig. 2), which are subsequently distributed to the Eulerian grid
via volume weighing.

F., = LLD(x-Xm,tP(~,l ®nm,t)
m e

(2.7)

where t".,e denotes the tangential vector to edge e of marker m. Note that in this work

the normal and tangent vectors of the edges of the elements are used, which can be
obtained directly from the interface marker data, in contrast to the method used by
Tryggvason et al. (2001), where a polynomial fit for the interface is constructed from
which the normal and tangent vectors to the elements are calculated.

The Langrangian handling of the interface marker points deforms the triangular surface
elements. To maintain an adequate resolution of the interface, the elements are reshaped in
case the aspect ratio of the element edges becomes too large and elements are added or
deleted in case the length of one of the edges becomes too large or too small compared to
the Eulerian grid size, following Univerdi and Tryggvason (1992).

Some computational results with the Front Tracking model for a few selected cases will
be shown to illustrate the capabilities of the model.
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Results Front Tracking model

With the Front Tracking model the shape of a bubble and the bubble rise velocity can be
calculated as a function of the physical properties of the bubble and continuous phase and
the bubble volume. In Fig. 3 the final bubble shape computed with the Front Tracking
model for a single initially spherical bubble released in an initially quiescent liquid in a
small column is given for two different sets of physical properties listed in Table I . For the
first case (Fig. 3a) a very high density and viscosity ratio and a very high surface tension
coefficient were selected to demonstrate the capabilities of our implementation of the Front
Tracking model to handle these systems that often give rise to numerical problems . For
this case an ellipsoidal bubble shape was calculated, while for the second case (Fig. 3b)
with the main difference a much lower surface tension coefficient, a spherical-cap bubble
shape was finally obtained, as expected because of the lower surface tension forces (see
Grace, 1973). For the second case the initially spherical bubble changes into a bubble with
a large indentation at the bottom of the bubble, while the top of the bubble remains per
fectly smooth and convex. Then, the bubble shape slowly changes into a hemisphere with
an almost perfectly flat bottom. For these calculations typically about 104 markers were
used and after about 0.2 s simulation time about 105 markers were added and a similar
number of markers deleted . The bubble volume was conserved typically within a few %.
The computed terminal bubble Reynolds-numbers compared very well with experimental
results summarized by Grace (1973): 84 vs. 90 for the first case and 51 vs. 60 for the sec
ond case (see Table 1). Increasing the column width and depth compared to the bubble
size, obviously at the cost of larger computational times, can even further decrease the
small discrepancy in the terminal rise velocities.

Also the interactions of bubble wakes on other bubbles can be investigated with the
Front Tracking model. Results of a sample calculation, where three initially spherical bub
bles were released in an initially quiescent liquid in a small column, are shown in Fig. 4.
Firstly, the two lower bubbles on the left and right side are accelerated in the wake of the
top bubble and almost catch up with the bubble in the centre (at t=O.l5 s). Then, the two
bubbles on both sides are pushed towards the free-slip walls, where they are again slowed
down due to the downwards flowing liquid (t=0.25 s).
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(a) Case 1(at t = 0.16 s) (b) Case II (at t = 0.20 s)

Figure 3. Final bubble shape of an initially 0.02 m diameter spherical bubble in an initially quiescent
liquid in a square column of0.05 m x 0.05 m x 0.10 m released at position (0.025 m, 0.025 m, 0.025
m), calculated with the Front Tracking model using a 50 x 50 x 100 grid and a time step of 1.0,10-4s,
for two cases with different physical properties for the bubble and continuous phase (listed in Table
1). (Free-slip boundary conditions.)

Table 1. Physical properties used for the numerical simulations of the fmal bubble shape (shown in
Fig. 2) and terminal Re-number computed with the Front Tracking model and compared with ex
perimental data taken from Grace (1973) .

Bubble
phase

Case 1

Density p" (kg/nr') 1.0

Viscosity Il g (kg/m-s) 1.0.10-5

Bubble diameter db (m) 0.02
--- --- -------- ---------D~~;itY-p;----------------- ----- --- -- -- -- -- -- -(kg/~j)-- - ---- - --- --- --iooo-

Continuous
Viscosity III (kg/m-s) 0.1

phase
Surface tension a (N/m) 1.0

Eo (= gjj,pdb
2/cr) (-) 3.9

M (= g Il/jj,plpld) (-) 9.8'10-
7

Computed Reb (= PIUb db IIll) (-) 84

Experimental Red= PI Ub db IIlI) (-) - 90

144

Case II

10

1.0'10 -3

0.02
. .".__.__.•....__..•.•._-_...._._.•.-

1000

0.1

0.1

39

9.7 '10-4

51

-60



t= 0.05 s

t= 0.20 s

t = 0.10 s

t = 0.25 s

t = 0.15s

t =0.20s

Figure 4. Snapshots at different times of three initially spherical bubbles of 0.016 m diameter re
leased at positions (0.015 m, 0.030 m, 0.015 m), (0.045 m, 0.030 m, 0.Ql5 m) and (0.030 m, 0.030
m, 0.025 m) in an initially quiescent liquid in a square column of 0.05 m x 0.05 m x 0.10 m, calcu
lated with the Front Tracking model using a 60 x 60 x 150 grid and a time step of 1.0'10-4s. Also the
velocity field at the central plane at t=0.20 s is shown (reference vector: 1.0 m/s). (Physical parame
ters: Pe = 10 kg/rrr', J.lg = 0.001 kg/m -s, PI= 1000 kg/nr', J.lI = 0.1 kg/m -s, a = 1.0 N/m). (Free-slip
boundary conditions.)
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3. Euler-Lagrange model

Our Euler-Lagrange model is based on volume-averaged continuity and momentum
equations given below to compute the liquid phase flow field.

~(eIPI)+(V · eI P/~ ) = oat
~(eIP/~)+(V · eIPI~~ ) =-eSp-(V . e/T/ ) - ~"'b +elPlgat

(3.1)

(3.2)

The viscous stress in the liquid phase is assumed to obey the general Newtonian form
where the shear viscosity consists of the sum of a laminar and a turbulent contribution,
where the latter is computed from a simple SGS turbulent viscosity model given by:

(3.3)

where C, equals 0.1, t:. represents the filter width and S the rate of strain tensor, respec
tively given by the following expressions:

(3.4)

Two-way coupling is achieved via a source term which can be computed form the posi
tions and velocities of the bubbles. To obtain this information for each individual bubble
the equation of motion is solved taking into account the action of external forces due to
gravity, pressure, drag, lift and virtual mass:

~(mbWb)=mbg -v;,Vp+CDAdpll~ -wbl(~ -Wb)-CLv;,PI(Wb-~)x(Vx~)
~ ~~

-[.E..(PIVbCVM(Wb -~)+ PIv;,CVM(Wb-~HV~)]Dt

For the drag, lift and virtual mass coefficient the following simple closures were used:
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Reb < 1000~ CD = -[1 + 0.15(Reb)0687]

Reb

Reb> 1000~ CD = 0.44

CL =0.5 and CVM =0.5[1+2.78(1-el)]

(3.6)
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In our model it is also possible to account for (possible) encounters between a bubble
and another bubble (binary encounter) and a bubble and a solid wall . It should be men
tioned here that the processing of the bubble-bubble and bubble-wall encounters is com
puted using an event driven computational strategy employing efficient techniques (such as
the neighbourlist concept) borrowed from the field of Molecular Dynamics (MD) (see
Delnoij et al., 1997 and Delnoij, 1999 for further details) .

Results Euler-Lagrange model

In this paper the effect of incorporating bubble-bubble interaction on the flow structure
in a homogeneously aerated bubble column with a square cross-sectional area will be re
ported. The results of two simulations in which bubble-bubble encounters were respec
tively neglected and incorporated will be mutually compared in terms of the time-averaged
distributions of the vertical liquid phase velocity and its RMS value . In Table 2 the com
mon conditions used for both numerical simulations are summarized. At the top boundary
the free slip condition was applied , whereas at all remaining boundaries the no-slip condi
tion was imposed. The liquid exits the computational domain through four openings lo
cated at the top of the four side walls (prescribed pressure condition applied) and the bub
bles leave at the top boundary (no collision). Note that the superficial gas velocity U is
relatively low in this case which is not due to any fundamental limitation of the EL model.

Table 2. Conditions used for the numerical simulation of a homogeneously aerated square bubble
column using the Euler-Lagrange approach.

Gas air Column square

Bubble size 2mm Area 0.2 mx 0.2 m
Density 1.2 kg/m' Height 0.5m
Viscosity 2.W5 kg/(m.s)
U 1.05.10,3m/s Grid 40x40x100

Liquid water L1x 5mm
L1y 5mm

Density 1000kg/m3 Liz 5mm
Viscosity 0.001 kg/(m.s)

Time step 2.5 ms

In Fig. 5 and 6 the results are shown for respectively the case neglecting the bubble
bubble encounters and the case incorporating the bubble-bubble encounters. In both figures
the results are presented in terms of computed bubble configurations (left), liquid phase ve
locity field (central) and liquid phase velocity field at positions with non-zero bubble
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Figure 5. Computed bubble configurations (left), liquid phase velocity field (central) and liquid
phase velocity field at positions with non-zero bubble hold-up (right) at the central plane (velocity
distribution) of the column at /=30.0 s for case without bubble-bubble encounters. Reference vector:
1.0 mls.

Figure 6. Computed bubble configurations (left), liquid phase velocity field (central) and liquid
phase velocity field at positions with non-zero bubble hold-up (right) at the central plane (velocity
distribution) of the column at /=30.0 s for case with bubble-bubble encounters. Reference vector: 1.0
mls.
hold-up (right) at the central plane of the square column, all at t=30.0 s. In both cases the
flow is found to be very dynamic containing many vortical structures of different size

148



moving in the column . This result is in accordance with results obtained by Sokolichin et
ai. (1997) who compared results obtained from a pseudo Euler-Lagrange and an Euler
Euler approach. When the computed bubble configurations are examined in more detail for
both cases it turns out that for the case in which the bubble-bubble encounters were ac
counted for, the lateral spreading of the bubble plume is more pronounced. This can only
be due to the bubble-bubble encounters and seems logical in view of the dispersive nature
of bubble-bubble collisions, although it is somewhat surprising that the effect is so clearly
noticeable already at the relatively low superficial gas velocity used in our computations.
This difference in lateral spreading influences the time-averaged distribution of the vertical
liquid phase velocity considerably as can be concluded from Fig. 7, whereas the RMS
value of the vertical liquid phase velocity is not significantly affected.
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'<ii"a 0.00
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Figure 7. Time-averaged distributions of the averaged(in y-direction) vertical liquid phase velocity
and its RMS component after 1=30.0 s for case withoutbubble-bubble encounters (left)and case with
(right)bubble-bubble encounters.
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4. Euler-Euler model

In the two-fluid model the equation of motion of the dispersed gas-phase is ensemble
averaged in order to obtain an Euler-Euler discription of the two-phase flow. When an
ensemble averaging or filtering procedure is applied to the equations of motion, unclosed
parts emerge in the stress term and the interface forces. In this work, the unclosed part of
the interface forces were neglected. The stress term was closed through an effective viscos
ity. The effective viscosity of the liquid phase is composed of three contributions:

P effol = PLol + PT,/ + PH/Tol (4.1)

Two models were used to incorporate the turbulent viscosity of the liquid phase, ]Jr.I: the
standard k-e model, and a LES sub-grid scale model suggested by Smagorinsky (1963).

There are several models available to take account of the turbulence induced by the
movement of the bubbles, ]JHfT./. In this study the model proposed by Sato (1975) was used:

(4.2)

with a model constant Cp,BlTequal to 0.6.
The calculation of the effective gas viscosity was based on the effective liquid viscosity

as follows:

(4.3)

as was proposed by Jakobsen et al. (1997).
The interface momentum transfer consists of forces due to drag, lift and virtual mass. In

the two-fluid model simulations the drag coefficient for distorted bubbles of Ishii and
Zuber (1979) was used:

(4.4)

where Eo is the dimensionless Eotvds number (Eo = gL1p db
2/cr). In this work, a bubble size

of 4.0 mm was used, giving Eo = 2.2 and CD = 1.0. The bubble size was in accordance
with experimental observations by Deen (2001). The coefficients for both the lift and vir
tual mass force were set equal to a value of 0.5.

The flow in a square bubble column was simulated, using seven different settings, as
summarized in Table 3. The effects of both the different interface forces and the different
turbulence models were investigated. All simulations were carried out with the commercial
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CFD code CFX 4.3 from AEA Technologies. The Smagorinsky model and the averaging
routines were implemented in user Fortran. Further details of the numerical implementa
tion of the simulations can be found in Deen (2001).

The simulations are compared with experiments of Deen (2001), who performed two
camera particle image velocimetry (PIV) measurements in a 3-D bubble column filled with
distilled water. The column had a square cross-section of 0.15 x 0.15 m2 and a height of
1 m. The column was initially filled with water up to a height of 0.45 m. Air was intro
duced into the centre of the bubble column through a perforated plate at a superficial gas
velocity of 4.9 mm/s.

Table 3. Overview of numerical settings for the Euler-Euler simulations.

Case Grid b.t Jlejf M1

(ms)
I 15 x 15 x 45 10 k-e, BIT Mo
2 15 x 15 x 45 5 LES, BIT Mo
3 15 x 15 x 45 5 LES, BIT MoML
4 15 x 15 x 45 5 LES, BIT MoMvM
5 15 x 15 x 45 5 LES, BIT MoMLMvM
6 15 x 15 x 45 5 LES MoMLMvM
7 32 x 32 x45 5 LES, BIT MoMLMvM

Results Euler-Euler model

The effect of the different interface forces for the LES can be inferred from Fig. 8a.
When only the drag force was incorporated the bubble plume rose straight to the top ofthe
column without transversal spreading. This is in contrast to the experiment, where the bub
ble plume moves around in the bubble column in a random fashion. Accordingly, the pre
dicted liquid velocity profile shows a strong peak in the centre where the gas is rising, and
moderate downflow alongside the plume. When the virtual mass force is included, the be
haviour is basically the same. The small effect of the virtual mass force can be explained
by the fact that the simulations yield a quasi-stationary state. In a quasi-stationary state
there is only little acceleration, so the influence of the virtual mass force is small. When
both the drag force and the lift force are incorporated, the plume is spread across the col
umn, due to the nature of the lift force. When also the virtual mass force is added, the dif
ferences are small. The velocity profile for case 5 is only slightly lower than for case 3.

In Fig. 9 snapshots of gas fraction iso-surfaces and liquid velocity fields are displayed
for cases 1 and 7. We can see a clear difference between the results for the two turbulence
models. The LES model resolves much more of the details of the flow. Large vortices are
observed alongside the bubble plume. Due to the high turbulent viscosity a quasi
stationary state is obtained for the k-e model, i.e. the transient details are not resolved but
implicitly contained in the turbulent kinetic energy. It is seen that a large stationary vortex

151



is obtained next to the bubble plume. The presence of this vortex produces an asymmetric
solution.
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Figure 8. Comparison of simulated and experimental profiles at a height of 0.25 m. a. (top): mean
axial liquid velocity for different interface forces. b. (middle): mean axial liquid velocity for different
grid sizes and turbulence models. c. (bottom): mean axial liquid velocity fluctuations for different
grid sizes and turbulence models.
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A more quantitative comparison between the two turbulence models can be obtained
from Fig. 8b. This figure shows the averaged axial liquid velocity profile. The predictions
with the k-e model produce asymmetric results, though in the right order of magnitude.
The LES model yields more symmetric velocity profiles. The simulations on both grids
predict the same trends. In Fig. 8b the effect of the model for the turbulence induced by the
bubbles can also be seen. The differences between the cases with and without bubble
induced turbulence are marginal.

Profiles of the axial fluctuations of the liquid velocity are shown in Fig. 8c. It is noted
that the axial velocity fluctuations for case 1 are deduced from the value of k, while in the
other cases the axial velocity fluctuations are resolved. It is apparent from Fig. 8c that the
assumption of isotropy in the k-s model is not valid. The axial fluctuations predicted by the
k-e model are too low. The LES agrees much better with the experimental data.
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, Figure 9. Snapshots of the instantaneous iso-surfaces of ag = 0.04 and liquid velocity fields. Left: k

e model (case I) . Right: LES model at the fme grid (case 7).
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5. Conclusions

In this paper the multi-level modelling approach for dispersed gas-liquid two-phase
flows has been introduced and discussed. The three models constituting this approach,
namely the Front Tracking, the Euler-Lagrange and the Euler-Euler model, have been
explained and corresponding illustrative computational results have been presented.

To resolve the flow phenomena at the lowest level an improved Front Tracking model
has been developed, which can handle systems with very high density ratios and very high
surface tension coefficients. Computed bubble shape and bubble rise velocity for a single
bubble rising in a liquid compared well with experimental data (Grace, 1973) for two
selected cases with different physical properties. Furthermore, results of a sample
calculation with three bubbles was shown to demonstrate the capabilities of the Front
Tracking model to study bubble-wake interactions.

At the intermediate level the Euler-Lagrange model has been used, which allows to ac
count for bubble-bubble interactions prevailing in dense bubbly flows. Surprisingly it was
found that already at low superficial gas velocities the impact of bubble-bubble interac
tions on the liquid circulation pattern is significant.

At the highest level the Euler-Euler approach has been applied to study the effect of clo
sures for gas-liquid interaction and liquid phase turbulence. It has been shown that interac
tions due to drag, lift and virtual mass need to be taken into account. Furthermore, with the
LES type closure for liquid phase turbulence the strong transient behaviour of the bubble
plume could be captured, contrary to the k-e model.
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Nomenclature

Ab Projected bubble area (nr')
CjJ,BI Model constant bubble induced turbulence (-)
CD Drag coefficient (-)
CL Lift coefficient (-)
C, Filter constant (-)
CVM Virtual mass coefficient (-)
db Bubble diameter (m)
D Numerical approximation to the Dirac function (m")
Eo Eotvos number (= g,jpdb

2/a) (-)
F Colour-function = liquid fraction (-)
Fq Volumetric surface tension force (N/m3

)

g Gravitational acceleration (= 9.81 m/s')
k Turbulent kinetic energy (m2/s2

)

M Morton number (= g p/,jp/p/d) (-)
mb Bubble mass (kg)
n Outwardly pointing unit normal vector (-)
p Pressure (Pa)
Reb Bubble Reynolds number (= PI ubdb/PI) (-)
SI-b Momentum source term due to two-way coupling (N/m3

)

S Rate of strain tensor (S'I)
t Time (s); Tangential vector (m)
U Mean or grid scale velocity (mls)
u' Fluctuating or sub-grid scale (SGS) velocity (mls)
U Superficial gas velocity (mls)
Vb Bubble volume (rrr')
Wb Bubble velocity (mls)
x.; Xj Spatial co-ordinate direction (m)

Greek symbols

a Volume fraction (-)
il Filter width (m)
Ss Surface area (m2

)

ilt Time step (s)
ilx Grid spacing in x-direction (m)
ily Grid spacing iny-direction (m)
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~ Grid spacing in z-direction (m)
e Liquid phase volume fraction (-); Energy dissipation (m2/s3

)

Jl Shear viscosity (kg/m -s)
p Density (kg/nr')
a Surface tension (N/m)
'l" Stress tensor (Pa)

Subscripts and superscripts

b Bubble
BIT Bubble induced
D Drag
efJ Effective
g Gas phase
I Liquid phase
L Lift; Laminar
f edge
m marker
s Sub-grid
T Turbulent; Transpose
VM Virtual mass
z Vertical, axial direction

157



Direct numerical simulation of mass transfer
between rising gas bubbles and water
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Abstract

This paper presents numerical simulations of two-phase flow with high-density ra
tio, taking into account mass transport of a soluble component and its interfacial
mass transfer. The mathematical model and the numerical method allow for dif
ferent solubility of the species in the respective fluid phases, while volume
changes due to mass transfer are neglected. The discontinuous changes in species
concentrations at the interface are modeled by means of Henry's law. Simulations
are carried out with an extended version of the highly parallelized code FS3D,
which employs an advanced Volume-Of-Fluid (VOF) method. For the examina
tion of mass transfer, single bubbles are held in counter-flow to investigate the
transient dissolution of a dilute species. In case of small bubbles with laminar
wake a rotational symmetric concentration profile occurs, in agreement with theo
retical considerations, while the local mass concentrations in the wake of larger
bubbles show complex patterns of varying concentration as it also has been re
cently observed experimentally.

Nomenclature

C

dB
D
f
g
H

Concentration
Bubble diameter
Diffusion coefficient
Marker function
Acceleration due to gravity
Henry Coefficient

159M. Sommerfeld (ed.), Bubbly  Flows

© Springer-Verlag Berlin Heidelberg 2004



I Unit tensor
J Molecular flux mol S-l m-2

M Molar mass kg mol"

n Unit normal at interface
p Pressure Nm-2

S Viscous stress tensor Nm-2

t Time s
T Temperature K
u Velocity m s'
V Molar volume m3morl

x spatial position m

~ Association factor of solvent

p Density kg m?

u Increment for calculation ofdiffusion volume
o Surface tension Nm-I

11 Dynamic viscosity kg m" S-I

K Curvature m'

Indices

A Component
B Bubble, component
I Liquid
g Gas

Interface

Introduction

Many industrial applications based on two-fluid systems involve mass transfer op
erations such as extraction, gas scrubbing and waste water treatment in bioreac
tors. For the design of efficient two-phase mass transfer reactors detailed know
ledge of, say, bubble sizes and shapes, rise velocities, internal circulation, swarm
behavior, bubble induced turbulence, bubble size distributions (including coales
cence and break up) as well as the influence of surfactive species are of fundamen
tal importance. Optimization of mass transfer units additionally requires profound
understanding of the underlying mass transport and mass transfer processes. Here,
numerical simulations provide a helpful tool to reduce the usually large experi
mental expenses for reactor design. Due to the increase in computational power,
Direct Numerical Simulation (DNS) using mathematical models based on first
principles become feasible and prove extremely useful for understanding funda
mental processes and phenomena.
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The present paper focuses on single gas bubbles rising in water, although the
same techniques can be applied to other gas/liquid or liquid/liquid systems. De
pending on bubble diameter, this may lead to complicated two-phase flows. For
example, bubbles with diameter above 8 mm show dynamic surface deformations
that induce turbulence within the liquid phase, which in tum strongly effects inter
facial mass transfer. Evidently, the mathematical models fail to admit exact ana
lytical solutions of mass transport and mass transfer which depend on the complex
flow patterns. Existing analytical studies rely on approximate solutions of the two
phase Navier-Stokes equations in axisymmetric cases, like axisymmetric Stokes
flow around spherical bubbles; see (Brauer 1971, Clift et at. 1978, Sadhal et at.
1999) and the references given there. Even for such known velocity fields, exact
solutions of the species equation are not available. Hence rigorous investigation of
mass transport and mass transfer requires numerical simulations. In fact, there are
several numerical results concerning simulations of mass transfer in such simpli
fied situations, like spherical bubbles/drops or axisymmetric domains, that lead to
two-dimensional problems (Mao et at. 2001, Schulze and Kraume 2002, Pfennig
2002, Paschedag et at. 2001). For instance, an interesting recent contribution due
to Zhang et at. (2001) investigates the mass transfer of surfactants to the interface
of axisymmetric, spherical bubbles and its effect on rise velocity.

On the other hand, experiments by Schluter et at. (2001) and Borg et at. (2001,
2002) show asymmetric distributions of the dissolved component in the wake of
bubbles in case of sufficiently large Reynolds numbers. Consequently, a deeper
understanding of mass transfer phenomena in general situations requires three
dimensional numerical simulations of the two-phase balance equations for mass,
momentum and additional species equations without simplifying assumptions
concerning, e.g., fluid flow or bubble shape.

There are only few papers concerning mass transfer across (strongly) deform
ing interfaces in two-fluid flow. For instance Sato et at. (2002) perform three
dimensional numerical simulations of single rising LC02 droplets in water with
unidirectional mass transfer resulting from dissolution of LC02 in the continuous
phase, taking into account the droplets shrinkage. Within the continuous phase, an
advection-diffusion equation describes mass transport of the dissolved species
CO2• In a recent interesting paper, Davidson and Rudman (2001) studied the de
pletion of a solute from a rising bubble by means of VOF-simulations. The nu
merical algorithm employed there computes the species distribution within both
fluid phases, with a particular modeling of interfacial mass transfer based on one
dimensional considerations using continuity of concentration at the interface.
Simulations given there are in 2D, either with cartesian or with cylindrical coordi
nates. For further literature concerning numerical studies of heat transfer problems
see the references given in Davidson and Rudman (2002).

The VOF method mentioned above is a common current approach that is suit
able for accurate computation of the fluid flow within the continuous and dis
persed phase, especially if the interface shows complex dynamical behavior.
Complemented by additional species equations, this method allows for the compu
tation of interfacial mass transfer as well as mass transport inside the fluid phases.
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In contrast to heat transfer problems, species concentrations usually undergo a
jump discontinuity at the interface due to different solubility within the respective
fluid phases, which leads to additional numerical difficulties. To our knowledge,
all previous contributions concerning numerical simulation of mass transfer in
situations with complex interface dynamics assume continuous concentration at
the phase boundary. While the latter is almost always valid for heat transfer, it
means a rather severe restriction in case of mass transfer corresponding to a Henry
coefficient equal to 1.

In this paper we present 3D direct numerical simulations of mass transfer be
tween rising gas bubbles and water, performed with an extended version of the
highly parallelized code FS3D, which employs an advanced VOF method. The
mathematical model and the numerical method allow for different solubility of the
dilute dissolved component in the respective fluid phases, given that thermo
dynamical equilibrium at the interface is attained and is determined by Henry's
law with a constant Henry coefficient. We also assume that surface tension does
not depend on the concentration of the dissolved species.

Mathematical Model and Numerical Method

Throughout this paper we consider isothermal flows of two immiscible Newtonian
fluids with constant density. Based on continuum mechanics, balance of mass and
momentum inside the phases leads to the Navier-Stokes equations, i.e.

0t(pu)+V ,(pu®u) = -Vp+V ·S+pg, v·u=o

with the viscous stress tensor

S = J.l (Vu + Vu T),

(1)

(2)

where the material parameters depend on the respective phase. Whenever distinc
tion between the different phases is necessary, I (liquid) and g (gas) are used as
phase indices. At the interface, the additional jump conditions

[p(u-ui)]·n=O

[pu ® (u -Ui) + pI - S] · n= V iCT +men

(3)

(4)

appear, where u, is the interfacial velocity, ViCT denotes the surface gradient of

the surface tension and

IC=-V 'n (5)

is the sum of the local main curvatures of the interface. Here n is the unit normal
at the interface directed into one of the fluid phases, and the notation

['I'(x)] = 'I'(x+) - 'I'(x-)

stands for the jump ofa physical quantity 'I' across the interface.
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In the sequel, it is assumed that the two-fluid systems under consideration do not
endure phase changes, which leads to continuous normal components of fluid ve
locities at the phase boundary. Finally, we assume no slip at the interface and con
stant surface tension. Then the jump conditions simply become

[u] = 0, [pI -8]· n=o"/(n. (7)

(8)

(9)

The local concentration C of a dilute chemical species is governed by the balance
equation

o/c+V·(cu)+V·J =O.

If the molecular flux is given by Fick's law,

J=-DVc,

with constant diffusivities this leads to the advection-diffusion equation

o/c+u ·Vc=D!!c (10)

inside the phases . At the phase boundary, mass balance implies continuity of the
fluxes, i.e.

[-DVc]·n =0. (11)

One more constitutive equation is needed to determine the concentration profiles .
Here, we assume instantaneous thermodynamical equilibrium at the interface
modeled by Henry's law,

C/ =cg / H (12)

with fixed Henry coefficient H. For more details about continuum mechanical
modeling of two-phase flows see (Ishii 1975, Slattery 1999).

The numerical method employed here is based on the Volume-of-Fluid (VOF)
method (Hirts and Nichols 1981). The VOF method solves the Navier-Stokes
equations for an incompressible transient two-phase flow. Advection of the dis
persed gas phase is governed by an additional transport equation for the volume
fractionjof this phase, i.e.

otf+V.(uj)=O. (13)

Here, the dispersed fluid phase corresponds to regions where the f-function has
value one, while the interface is located within grid cells for which 0 < j < 1. Sur
face tension is taken into account based on a conservative approximation of La
faurie et al. (1994).

Most numerical methods for convective transport of a passive scalar produce
artificial diffusion that leads to smearing of steep gradients, hence are not useful
for advection of a discontinuous quantity. On the other hand, due to complicated
shapes and dynamics of the interface, specialized higher order schemes that avoid
numerical diffusion are hardly applicable or computationally too expensive.
Therefore, we exploit the linear structure of(IO), (11), (12) to incorporate Henry 's
law into the concentration itself by considering the new scalar
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-c __ {C[ inside the liquid phase
(14)

cg / H inside the gas phase

Notice that the interfacial jump in species concentration is thereby shifted to a
jump in the normal derivative. More precisely, the evolution of c is governed by

(15)

inside the phases and

[c] = 0, Dt''Vc[ -n = H Dg VCg -n (16)

at the interface. The numerical solution of (15), (16) is based on the finite volume
method with the following additional feature within each time step. Prior to the
diffusional step, the values of c in those cells which share part of the interface are
computed in such a manner that the resulting diffusional fluxes across the phase
boundary will then satisfy (16). Computations are performed with an extended
version of the parallelized VOF-code FS3D. The latter was developed at the ITLR
Stuttgart (Rieber and Frohn 1999) and the additional module for computation of
mass transfer has been elaborated within the current investigations.

Validation

It has been shown in (Koebe et al. 2002) that FS3D is able to render the rise ve
locities and bubble shapes of air bubbles in water correctly. A first validation of
the numerical method for mass transport and mass transfer is done by comparison
between simulation results and (approximations of) exact solutions. For this pur
pose symmetric situations with stationary phase boundary are considered in order
to reduce the dimensionality of the problem.

The simplest test case corresponds to a cube of lcm length under gravity, the
lower half filled with water and the upper half with air. No-slip boundary condi
tions are imposed at the fixed walls, hence due to zero initial velocities the fluids
stay at rest. The contact angle between interface and wall is artificially set to 90°
such that the phase boundary remains fixed and lies in a horizontal plane at 0,5cm
height. Initially, a chemical species is present within the liquid phase, where it is
homogeneously distributed with concentration normalized to 1,0. The diffusivity
of this species is set to 0,2 cm2/s inside the liquid phase and to 1,0 cm2/s inside the
gas phase. Neumann boundary conditions at the walls are used for the species
equation. Figure 1 shows results of numerical computations with Henry coeffi
cient equal to 3. The dots correspond to numerical simulation with FS3D, while
the lines represent the exact solution. Different colors correspond to different
times, starting from red (t=0 s) to blue (t=1,14 s). Simulations are done with grid
resolution of 256 cells in the vertical direction, but concentration values are only
shown for a certain fraction of all cells in Figure 1. Almost no deviation between
numerical and exact solution appears although the initial concentration is unphysi
cal. Let us note in passing, that in fact an approximation of the exact solution is
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used, since the solution can not be given in closed form, Computation of this ap
proximate solution is based on a one-dimensional model with fixed interface that
is adapted to the underlying simple situation.

••••••••••••••••

0 .2 0.4 0.6 0.8 1

Fig. 1. Concentration profiles along the vertical axis. Comparison between numerical re
sults and exact solutions.

The second test case is in 2D, again with stationary but curved phase boundary.
The liquid phase forms a disc of radius 0,8 em, surrounded by the gas phase and
placed in the center of a square with a length of 12,8 em. To avoid so-called para
sitic currents, fluid velocities are set to zero throughout the simulation. As before,
initial concentrations are 1,0 inside the liquid and 0,0 inside the gas phase. The
diffusivity of the dissolved species is set to 10 cm2/s inside the liquid phase and to
1 cm% inside the gas phase. This time the Robin boundary condition

DC X 'D
-+-c=O (17)an 2Dt

is used to reduce deviations from the radial symmetric situation. Notice that far
from the disc the effect of the initial concentration is close to that of a unit mass
placed at the center of the disc, and (17) is satisfied for the fundamental solution
of the diffusion equation. Figure 2 shows the simulated concentration profile after
0.25 s for a Henry coefficient of 4. Comparison between numerically calculated
radial concentration profiles and exact solutions at different times up to 0,3 s is il
lustrated by Figure 3. The simulation with FS3D is performed on a grid with 512
by 512 cells. As in the ID test case the exact solution is calculated from a one
dimensional model exploiting radial symmetry. Agreement between numerical
and exact solution is very good .

165



12

10

8

6

4

2

Fig. 2. Mass transfer from a liquid disc into the surrounding gas phase . Concentration dis
tribution after O.25s.
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Fig. 3. Radial concentration profiles. Comparison between numerical and exact solutions .

A second type of validation of numerical mass transfer and mass transport uses
experimental data. Riethues et al. (1985) determined the oxygen transfer from sin
gle air bubbles to liquids using microelectrodes. The air bubbles were fixed with a
platinum wire spiral, while the liquid was either stagnant or flowing downwards.
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In this set-up, the oxygen concentrations in the vicinity of the interface have been
measured at several positions with precise distances to the bubble. Validation of
our numerical simulations is done by means of an experiment with an air bubble
of 3,94 mm diameter in stagnant N2-saturated water.

As mentioned before parasitic currents are a problem in VOF-simulations with
very small or zero velocities . To avoid unphysical results, convection is again
suppressed by setting all velocities to zero. Consequently, mass transport is only
due to diffusion. In the absence of convection, the air bubble remains at its initial
position, hence the grid resolution can be increased using three symmetry planes.
The correspondingly reduced computational domain is discretized by
128xl28xl28 cells and the bubbles diameter is resolved with 32 cells . Figure 4
compares experiment and simulation.

1.0

0.8

0,6

0.2

0,0

• Riethues at. al
~t=O,1s

t=O,2s
t=O,3s
t=O,5s
t=O,7s
t=O,8s

o 200 400 600

r (1JI1l)

800 1000

Fig. 4. Temporal evaluation of the normalized oxygen concentration in the liquid phase
away from the interface. Comparison between experimental data (Riethues et al. 1986) and
numerical simulation.

Considering the evolution in time of the concentration it is evident that after 0,8
seconds the calculated concentration profile agrees very well with the measured
one . For low viscosities, Riethues et al. (1986) observed a much steeper
concentration gradient near the interface than that calculated by Fick's law of
diffusion. Using microscopy they discovered small convective flows - possibly
Marangoni convection - which could not be suppressed in the experiment. Lacking
information on the absolute concentrations in the liquid phase, Figure 4 compares
concentration ratios which match very well. As convection increases mass transfer
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tration ratios which match very well. As convection increases mass transfer rates ,
the absolute mass transfer rates obtained numerically are probably too low.

Numerical Simulation of rising bubbles

For a good approximation of the deforming interface, numerical grids of high
resolution are necessary. Therefore, the numerical simulations are performed on a
Siemens hpcLine parallel computer with 96 nodes, owning two 850 MHz 
Pentium III - processors with 512 Mbytes memory each. The results shown here
were performed with up to 64 processors and a numerical grid composed of 4 mil
lion uniform cubic cells (LU=Ay=Az).

We chose the systems of air bubbles and oxygen bubbles in water, with the fol
lowing properties for density, dynamic viscosity and surface tension at room tem
perature:

Water:
Air:
Oxygen:

PL= 998,2 kg/rrr' ,
Po= 1,122 kg/rrr',
Po= 1,314 kg/nr',

flL= 1002*10-6 kg/ms, o = 0,073 N/m,
flo = 18,24*10-6 kg/ms,
flo = 20,37*10-6 kg/ms,

In previous simulations (Koebe et al. 2002) we investigated rising air bubbles
in water without mass transfer. In the literature there are some examples where ris
ing bubbles are only described by means of Reynolds-, Morton-, and Eotvos
number instead of the real material properties. Thereby the density and viscosity
ratios can be drastically reduced, keeping the dimensionless numbers fixed . While
this approach reduces numerical problems to a big extent, there are other draw
backs. Despite the fact that the terminal velocities can be rendered quite well, the
acceleration of the bubbles in the wake of preceding bubbles, say, or bubbles ac
celerating from nozzles are not reproduced sufficiently well. For example, to take
into account this acceleration, the virtual mass coefficient is an important factor.
In numerical tests the virtual mass coefficient differs by about 10-15%.

With real properties chosen for the numerical simulation, terminal rise veloci
ties and rise paths of air bubbles with a diameter ranging from 0,5 to 16 mm were
examined systematically in (Koebe et al. 2002). For technically relevant bubbles
(dB=2-8 mm) agreement with experimental data is very well concerning the termi
nal velocities. Strong realistic surface deformations can be observed for bubbles
larger than 8 mm . In addition, the phenomenon of vortex shedding from the edges
of bubbles can be observed. For bubble diameter above 15 mm those bubbles start
to disintegrate. Considering the rise paths it should be mentioned that agreement is
qualitatively good for helical and zigzag paths, but the rise radii differ by about
one order of magnitude compared to experimental data for the same physical do
main.

In addition to the material properties mentioned above, diffusion coefficients
for each phase are required for numerical simulations of mass transport. There are
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(19)

(19)

different approaches for the gas and liquid phase. For the latter, Wilke and Chang
describe the binary diffusion coefficient of a solute A in a solvent B in an infinite
dilute solution as

_ 7,4 .10-15 (,pM B t5T
DA,B - - 0,6 (18)

11BVA

with molecular weight MB ofsolvent B, temperature T, viscosity llB of solvent B,

the molar volume VA of solute A at its normal boiling temperature, and the asso

ciation factor <I> of the solvent. For water Wilke and Chang recommend <I> to be
chosen as 2,26. The simulations were performed for water or water-glycerin solu-

tion as solvents with the diffusion coefficients D02,H2o=2,01 .1O-5cm2/s and

D02,solution = 2,13· 10-6cm2Is.

For moderately compressed gas mixtures the diffusion coefficient can be de
termined for nonpolar materials according to Fuller, Schettler and Giddings

D _ 0,1013.10 - 7 T 1
,75 [(MA+ MB)J(MAMB)1:..

A,B - p[(L v)~3 + (Lv}~3r
This leads to a value of D02,air = 0,19l5cm2Is. If the gas phase consists of pure

oxygen only, the self diffusion coefficient can be calculated as

D D (T)n
A,A = 273K 273

with D273K = 0,182cm 2Is and n=1,92. This yields Do2,o2 = 0,2085cm2Is at

room temperature. Formulas (18), (19), (20) are taken from (Weiss 1986).
For spherical or ellipsoidal bubbles, symmetry planes are taken into account to

enlarge the possible grid resolution. A typical result for a 4 mm bubble in a water-

glycerin solution (60 I 40% by wt, 11£ = 9,45 .10-3Pas) is presented in Figure 5.

Due to the large Henry-coefficient of 33 there is a great difference in concentra
tions between the center of the bubble and the liquid phase. To visualize the dis
tribution within the liquid phase the concentration scale has been adapted to the
maximal concentration inside this phase. The bubble shows a completely symmet
ric wake and the concentration profiles within the wake are qualitatively very
similar to theoretical results from Brauer (1971).

For the examination of non laminar wakes and wobbling surfaces full three di
mensional simulations have to be carried out. As an example of our numerical re
sults, Figure 6 shows an 8 mm oxygen bubble in counterflowing water about 0,58
seconds after it was released. In this figure a typical concentration profile inside
the liquid phase is depicted together with the corresponding velocity plot, illustrat
ing the strong surface deformation of the wobbling bubble and an open and turbu
lent wake. The rising bubble induces large-scale turbulence . During its rise, vor
tices shed frequently into the wake and are advected by the water flow before they
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dissipate. In addition to surface deformation this further contributes to turbulence .
Let us note in passing that a large amount of oxygen has already been washed out
of the computational domain before the bubble leaves its rectilinear path and sur
face deformation begins. Inside the wake there are asymmetric regions of varying
concentrations with steep gradients . Together with bubble induced turbulence this
enlarges mixing efficiency.

N
V,

......
c.n

......
o

o
c.n

o
c.n

iiWF 1.' ,~ '\11
[~ L""" t ' '''~

,~ •• I ~¥
\" • 'I, ,

, I

-b

N
b

eIII1111111. 11111111II
-v,

Fig. 5. Velocity vectors in the liquid phase (left) and oxygen concentration (right) for a 4
mm air bubble in a glycerin / water (60 / 40% by wt) mixture with the bubble held in coun
terflow.

It becomes obvious from Figure 6 that the assumption of a symmetric wake,
which is essential for the validity of the existing analytical approximations, cannot
be upheld for bubbles of this size. This observation has already been made ex-
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perimentally by Schluter et al. (2001) and Bork et al. (2001, 2002), where laser
induced fluorescence (LIF) is employed to visualize the oxygen concentration in
the liquid phase.
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Fig. 6. Velocity vectors in the liquid phase (left) and oxygen concentration (right) for a 8
mm oxygen bubble in water held in counterflow.

To describe the influence of turbulence in the wake, mass transfer coefficients
are estimated from three-dimensional numerical simulations. For this purpose, the
normalized amounts of oxygen inside bubbles of different size as shown in Figure
7 are extracted from the numerical data. By means of the relation

IYzg / ng(O)
kL ::=: , (21)

aM
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where a denotes specific interfacial area, the integral mass transfer coefficients un

til t=O.25 seconds are 1,12 ·lO-4m / s in case of 4 mm bubbles, but 1,28·lO-4m / s
for both 6 and 8 mm bubbles . Of course further validations especially concerning
the convective transport as well as other improvements, like calculation of ensem
ble averages for slightly disturbed initial conditions, are required to obtain reliable
values for mass transfer coefficients. Nevertheless, the present results already in
dicate the increase in mass transfer due to turbulent wakes.
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Fig. 7. Normalized amount of oxygen inside bubbles of different size.

Further investigations on local mass transfer effects from rising bubbles will be
carried out in cooperation with the Institute ofEnvironmental Process Engineering
at Bremen University . These will include mass transfer in Newtonian and non
Newtonian fluids for single bubbles and for bubble chains. Special emphasis will
be put on mixing effects in the wake regions.

Conclusion

These investigations show that the VOF method in combination with species bal
ances is a suitable tool for numerical simulations of two-phase fluid systems with
mass transport and interfacial mass transfer. This includes the case of jump dis
continuities in concentration profiles across the interface, even for distribution co
efficients according to Henry 's or Nernst's law that are far away from unity. Nu
merical simulations for gas bubbles rising in water show qualitatively good
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agreement with known experimental data and indicate that mass transfer is in
creased by turbulent wakes. Present work concentrates on further validations, es
pecially in situations with convective mass transport.
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Analysis of bubble interactions in bidisperse
bubble swarms by direct numerical simulation

Manfred F. G6z and Martin Sommerfeld

Institut fiir Verfahrenstechnik, Fachbereich Ingenieurwissenschaften,
Martin-Luther-Universitat Halle-Wittenberg, D-06099 Halle, Germany

Direct numerical simulations of bidisperse bubble swarms have been carried
out using a finite difference/front tracking scheme. A number of bubbles were
placed into a periodically continued box filled with still liquid. After an initial
transient, the system settles towards a statistical quasi-steady state. For this stage,
the average bubble motion and pair-wise bubble interaction as well as the liquid
pseudo-turbulence have been evaluated. Varied parameters are the bubble size and
number ratios, the defonnability of the bubble surface, and the volume fraction of
the bubbly phase.

It is found that the mean bubble rise and fluctuation velocities as well as the
liquid velocity fluctuations follow similar trends as in comparable mono-disperse
bubbly flows but that the microstructure of a bubble size and/or shape class can be
strongly distorted by the presence of another class. Most bubble pairs prefer a
horizontal or near-horizontal alignment at relatively small centroid distance.

Introduction

The most usual modelling approaches for disperse two- and multiphase flows,
namely Euler/Euler and EulerlLagrange, are necessarily affected with assumptions
and simplifications. While the multi-fluid approach has to struggle with closure
problems and the increasing number of equations with each additional particle
fraction, the EulerlLagrange method must properly account for the interactions be
tween fluid and particles and among many particles themselves . In both cases it is
essential, although on somewhat different scales, to represent micro- to
mesoscopic effects like the influences of local particle concentrations and configu
ration, finite particle size as well as size distributions, and the deformation of fluid
particles on average on a mesoscale. A further problem is turbulence modelling,
via Reynolds averaging or/and source term modification in the framework of these
two approaches .

A more basic approach is to use direct numerical simulations (DNS). Solving
the three-dimensional time-dependent Navier-Stokes equations directly does not
require any such modelling assumptions but allows to simulate the flow almost
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without simplifications, i.e., restrictions (on resolution, run time, memory) are set
"only" by computing power limitations. This approach enables to take all impor
tant physical parameters into account, like inertia, viscosity, surface tension, bub
ble size and deformation, poly-disperse size distributions. In addition, a detailed
view of the flow field is obtainable in this way, also in situations where measure
ments are hardly possible or do not yield conclusive information. Thus, DNS pro
vides a useful tool to gain insight into bubble interactions and collective motions
and to study the dependence of bubble rise velocity and bubble-induced fluid tur
bulence on volume fraction, number and size, i.e. deformability or shape, of the
bubbles. Simultaneously, the calculation of the motion of bubble swarms yields
information about the microstructure, i.e. about the interaction and preferred
alignment of bubble pairs. Like experimental results, such findings should find
their way into practical models.

Of course, DNS has its limits set by the available computer power as already
mentioned. To date it is not possible to simulate an entire bubble column in this
manner, so one is restricted to the computation of a section of a quasi
homogeneous bubbly flow, as it occurs in the interior of a column. Then wall in
fluences can be neglected and periodic boundary conditions in all three spatial di
rections can be prescribed. Another drawback is the presence of a large, multi
dimensional parameter space, which can be measured only at a few sampling
points, in particular in view of the extremely long simulation times required for
the present purposes. In bidisperse bubble systems not only the Galileo and Eotvos
numbers (i.e. size, hence rise velocity, and deformability, hence shape) of the two
bubble classes can be varied, but also the volume ratio and the number of large
and small bubbles and thus their relative volume fractions.

2. Numerical Method

The results described in the sequel have been obtained with a code developed
by our cooperation partner Prof. G. Tryggvason (now at Worchester Polytechnic
Institute) and his students, notably Dr. B. Bunner (presently with Teragenics), at
the University ofMichigan. For an extended overview and details of the numerical
method see Tryggvason et al. (2001) and for a description regarding the present
application see Goz et al. (2002a). The code solves the incompressible time
dependent Navier-Stokes equations for a single fluid field with variable, but lo
cally constant, density and viscosity fields. The equations contain an extra source
term accounting for the surface tension forces acting at the gas-liquid interface;
here the interface is composed of a finite number ofbubble surfaces, simply called
fronts. Spatial discretisation is done by second-order centred differencing, time in
tegration is second-order explicit. A projection step utilizes the divergence
freedom of the velocity field and yields Poisson equations for pressure and den
sity, which are solved with a multi-grid solver. The viscosity field is updated by
affine transformation of the new density distribution.
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The fully deformable surface of each bubble is discretised by an unstructured
two-dimensional triangular mesh. The nodes of this mesh serve as marker parti
cles, which are advected with the local flow velocity. This front tracking algorithm
requires the interpolation of the velocity field, defined on a fixed , regular, stag
gered grid, onto the front mesh. After the advection of the marker particles during
a time step, each front is restructured by adding or deleting nodes and grid ele
ments to guarantee adequate local resolution of the curved interface. Then surface
tension is calculated via local polynomial fitting, interpolated from the flexible
front mesh to the fixed grid, and inserted into the discretised momentum balance
equation. In addition, the density and viscosity fields are determined according to
the new front distribution, also interpolated to the fixed grid, and smeared out over
two to three grid cells to avoid discontinuities at the interface.

In order to obtain reliable statistics of bubble motion and interaction, a suffi
cient number of bubbles need to be tracked for an extended period of time. The
thereby required high computational expenditure can be mastered only with mod
ern parallel computers. The parallelized version of the programme uses Cartesian
domain decomposition into equally sized sub-domains, which are assigned to dif
ferent processors. Each processor has its own memory (distributed memory) and
boundary data between neighboured sub-domains are exchanged using the Mes
sage Passing Interface Protocol (MPI). The front data of a gas bubble extending
across two or more sub-domains must also be exchanged. The processor of the
sub-domain containing momentarily the largest part of such a bubble gathers all
relevant information, performs the necessary front calculations, and distributes the
results back to the other involved processors. The parallelization penalty amounts
to an increase of about 10 % in computing time and memory. Some data of the
simulated systems can be found in Table I below.

3. System Characteristics

Two simulation series with void fractions of 2, 6, and 12 % in each case were
performed, see Table I . First, the mono-disperse systems already simulated by
Bunner & Tryggvason (2002a,b) were split into an equal number of small and
large bubbles, so that the average dimensional parameters remained approximately
the same. The idea was to study the influence of a bimodal size distribution on the
interaction between the bubbles as well as on the thereby induced turbulence in
the liquid phase. The volume ratio between small and large bubbles was chosen as
1:2, and the surface tension was adjusted such that all bubbles could be expected
to remain fairly spherical under free rise conditions. The Galileo and Eotvos num
bers were Gas = 600, EOg =0 .63 and Gal =1200, EOI =1.0 for the small and large
bubbles, respectively. The Morton number had the value 6.945 .10-7 in these simu
lations. (The values of the corresponding mono-disperse simulations were Ga =
900, Eo = 1.0, M = 1.2345.10.6

.)
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Because of resolution and computing time requirements, the number of bubbles
had to be rather low in these simulations. For being able to estimate the influence
of system size, a test calculation with significantly more bubbles was carried out
for a void fraction of 6 %. It turned out that the mean rise velocities and the mean
vertical fluctuation velocities of the bubbles depend weakly on the system size ,
while its effect on the horizontal fluctuation velocities and the liquid turbulence is
more pronounced. Although only two 6 % systems were simulated, the results ap
pear to fall in line with those of the mono-disperse systems, where these velocity
and pseudo-turbulence values first increase with system size but then level off
rather quickly (cf. Goz et aI. 2001a).

B~~BEJ~~B
bd2 2% 1 : 2 10+10 1923 8 60 87

bd6a 6% 1 : 2 8+8 1283 8 60 73

bd6b 6% 1 : 2 29+29 1923 8 54 120

bd12 12% 1 : 2 9+9 1043 8 60 87

bd2b 2% 1 : 8 32+4 2563 16 120 213

bd6c 6% 1 : 8 40+5 1923 18 119 157

bd12a 12% 1 : 8 64+ 8 1923 18 121 253

Table 1: List of simulated bidisperse bubble systems . Parameters : void fraction, volume ra
tio of small to large bubble, number of small and large bubbles, size of the fixed grid, num
ber ofprocessors, end time of the simulation in seconds, computing time in days

In a second simulation series, the effect of the deformability of a part of the
bubbles on the system behaviour was investigated. The small bubbles were kept
again spherical, while the large bubbles could deform into ellipsoids. Furthermore,
the volume ratio was increased to 1:8. Simultaneously, eight times more small
than large bubbles were brought into the periodic domain, so that the volume frac
tions of both size classes were the same this time. The resulting dimensionless pa
rameters were Ga, = 900, Eo, = 1.0; Gal = 7200, EOt = 4.0; M = 1.235.10.6• (Bun
ner & Tryggvason [2002c] used Ga = 900, Eo = 5.0, M = 1.543·10-4 for their
mono-disperse simulations of ellipsoidal bubbles.)
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4. Bubble Motion and Interactions, Liquid turbulence

Snapshots of the 6 % systems bd6b and bd6c are provided in Figure 1 together
with illustrations of the bubble trajectories starting within the respective computa
tional domains. Obviously, the trajectories are not straight lines like for a single
spherical bubble, but fluctuate considerably due to frequent bubble interactions
(the cross-stream motions appear exaggerated as the horizontal axes have been
stretched compared to the vertical axis for better visibility). In addition, the large
ellipsoidal bubbles perform zig-zag motions and deform non-uniformly at the lat
eral turning points. As there are only 5 large bubbles in the bd6c system , they in
teract rather infrequently with each other and are also relatively unaffected by the
presence of the small bubbles. This changes when the system becomes more
dense. Since the large ellipsoidal bubbles rise much faster than the small ones,
they frequently catch up with a small bubble and push it out of their way. Some
times a small bubble is briefly drawn into the wake of a large one but is also rather
quickly left behind. The evolution of the bubble rise velocities in this system is
plotted in Figure 2 (left) .

The number of small bubbles is high enough to enable the observation of in
stantaneous formations of bubble clusters and strands, especially in the bd6c sys
tem (fig. 1, bottom right) . Such developments can be nicely seen in movies of the
bubbles' motion, which have been produced from all simulations . Two sequences
with interesting bubble interactions can be found on the web page http ://www
mvt .iw.uni-halle.de/mvt-home_e.html (follow the links "Research", then "Re
search group multiphase flows", scroll down and click on the picture correspond
ing to that in Figure 1 bottom right).

It turns out that the bidisperse systems with spherical bubbles with volume ratio
2 behave very similarly to the corresponding mono-disperse systems (i.e, essen
tially spherical bubbles comprising the same total void fraction; for details see
G6z et al. 200la, 2003). Differences occur in the fluctuation velocities (not
shown) averaged over all bubbles; they are higher in the bidisperse case because
of the difference in the rise velocities of the two bubble size classes. If the fluctua
tion velocities within only one size class are considered, the difference becomes
marginal. Moreover, the mean rise velocity of all bubbles as well as the liquid
pseudo-turbulence attain comparable values for corresponding mono - and bidis
perse systems (cf. fig. 2/right and fig. 3/left) .

The values in the bidisperse systems with deformable large bubbles follow the
same trends as in the mono-disperse systems with ellipsoidal bubbles. But since
the Galileo number and thus the rise velocity of the large bubbles in the bidisperse
systems is substantially larger than in the mono-disperse systems, the average rise
Reynolds number and the induced liquid turbulence are accordingly higher for
given void fraction (see fig. 2/right and fig. 3/left, respectively). In any case, it is
observed that the mean rise Reynolds number of the bubbles decreases with in-
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creasing void fraction due to the hindrance effect (fig. 2/right), while the mean
fluctuation velocities of the bubbles and the Reynolds stresses of the liquid in
crease with the void fraction due to more frequent and stronger bubble interactions
which also act as a stirring force to the liquid. Interestingly, the mean values of the
rise velocities taken within each of the two size classes (only small vs. only large
bubbles) converge slightly with increasing void fraction. This is again a result of
the increasing bubble interaction, in particular the interaction between small and
large bubbles which leads to an acceleration of the small and a deceleration of the
large bubbles. This feature is particularly visible in the temporal evolution of the
bubble rise velocities of the bdl2a system (Goz et al. 200Ib).

z

Fig. I: Bubble trajectories (not to scale) and snapshots (bubble configurations together with
a cross section of the velocity field and vorticity contours) of the 6 % systems bd6b (left)
and bd6c (right)
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The horizontal components of the mean fluctuation velocities and Reynolds
stresses increase stronger than the vertical components, so that the anisotropy of
the gas-liquid flow diminishes with increasing void fraction (GDZ et al. 2003). The
effect of void fraction and bubble size and possibly shape on the turbulent kinetic
energy of the liquid is shown in the left part of Figure 3 for both mono- and bidis
perse simulations. In the right part, a few typical spectra of the kinetic energy in
the bidisperse systems are given . Like in the mono-disperse bubbly flows (Bunner
& Tryggvason 2002b), they follow approximately a -3.6 power law at large wave
numbers. The spectral energy is of course higher for the case of the system with
deformable bubbles (shown for 2 % gas volume fraction), especially in the low
and high wave number regime . With increasing void fraction a further increase is
observed which is consistent with the increase of turbulent kinetic energy of the
fluid (Fig. 3/left). The two spectra for the 6 % system with deformable bubbles
were obtained at the beginning of the calculation (1) and in the quasi-steady
condition (2). The result mainly shows a modification at low and high wave
numbers which is associated with the flow development in the system.

5. Microstructure

An important aspect of bubbly flows are the spatial distribution and relative
motion of bubbles. The local and instantaneous interactions among two or more
bubbles contribute to global and time-averaged flow patterns. The simultaneous
presence of multiple bubble populations consisting of differently sized (and thus
possibly differently shaped) bubbles adds even more complexity to the flow. In
the case of bidisperse bubbly flows, one needs to consider the interaction between
small bubbles only, that between large bubbles, and that between small and large
bubbles separately.

Preferred bubble configurations can be detected by calculating the pair prob
ability distribution function (ppdf) of relative position, G (r, 8), which is the prob
ability to find the centroids of two bubbles separated by a distance r and their con
necting line oriented at an angle 8 with respect to the direction against gravity
(Bunner & Tryggvason 2002a) . Further insight into the dynamics of bubble inter
actions can be obtained by analysing the relative motion of bubble pairs . Using a
polar coordinate system, the relative velocity of two bubbles is decomposed into
its radial and tangential components. A negative radial relative velocity Vr indi
cates that the two bubbles approach each other and may be interpreted as if the
bubbles attract each other; vice versa, a positive Vr may be interpreted as repulsive
forces being at work. A positive angular relative velocity, Va, occurs, when the
connecting line between two bubbles rotates away from the vertical axis towards a
horizontal alignment. This may be a true rotation of two close bubbles about each
other during a direct encounter like in a collision, or it may simply indicate that a
larger and thus faster rising bubble passes a small one at some distance. Since the
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main direction of the flow is vertical, the cross-stream directions are equivalent
and therefore the third component of the relative motion of bubble pairs represent
ing rotations in the horizontal plane is not considered here.

For reasons of space, we have to focus on the two systems bd6b and bd6c with
6 % void fraction; the influence of the void fraction will be discussed elsewhere
(e.g. Goz et al. 2003). The first system contains 29 large and 29 small bubbles
with volume ratio 2, all remaining fairly spherical. Due to the high number of
bubbles, this is the statistically most reliable system of the first series of simula
tions. The second system contains 5 large ellipsoidal and 40 small spherical bub
bles with volume ratio 8. Unfortunately, the number of large bubbles is somewhat
too low so that they do not interact that much with each other. The ppdf's of the
relative position and velocity components for the various pair combinations
(small, large, mixed) are displayed in the subsequent figures (Figs. 4 to 7) in the
form of contour plots. The results were obtained by averaging over 500 evenly
spaced time samples. The ppdf's of relative position are normalized by that of a
uniform distribution . The relative velocity components are normalized as Rey
nolds numbers using volumetric-mean bubble diameters (dm corresponding to Ga
= 900 for the spherical bubble systems, 1.211 . dm for the systems with ellipsoidal
bubbles). The discrete values were interpolated onto a regular grid in polar coor
dinates.

The angle eagainst the vertical axis extends between 0 and n. Because the dis
tribution functions of relative position and relative radial velocity are symmetric,
and that of the relative angular velocity is anti-symmetric with respect to e = 1t/2,
it suffices to show only half of this domain. In the case of mixed pairs containing
one small and one large bubble, however, it makes more sense to not treat all bub
bles equally but to determine biased ppdf's, in which, for instance, the relative po
sition and motion of all small bubbles with respect to all large bubbles is averaged.
Clearly, these biased ppdf's cannot be expected to show the same symmetry prop
erties as those obtained by summing over all bubble pairs of a certain size class.

Let us first briefly recap the behaviour of bubble pairs in mono-disperse bubble
suspensions with 27 equally sized bubbles (Bunner & Tryggvason 2002a,b, 2003) .
Except in special situations , where deformable bubbles interact strongly and form
a global flow pattern (streaming), the motion of two bubbles at large distances is
uncorrelated and the bubbles are uniformly distributed on average. Thus, in gen
eral the distance between two bubbles must be small enough for meaningful inter
action to occur. The bubbles may interact either by direct collision or through their
influence on the flow of the interstitial liquid. Close-range encounters mayor may
not involve surface deformations depending on parameters like surface tension
and approach velocity.

If two bubbles are initially in line, the trailing one accelerates in the wake of the
leading one. While two spherical bubbles rotate about each other before they col
lide, two deformable (ellipsoidal) bubbles remain in line until they collide, then
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rotate about each other. According to Legendre & Magnaudet (1998), two spheri
cal bubbles rising side by side attract at large distances but repel when being close,
so that there exists an equilibrium distance. Yuan & Prosperetti (1994) found that
two in-line spherical bubbles attract due to wake effects and repel due to an ad
verse pressure gradient. If these forces balance each other, there is also an equilib
rium distance, which is however unstable to lateral disturbances .

Overall, in mono-disperse systems, spherical bubbles tend to align themselves
horizontally, while deformable bubbles tend to align vertically. In addition, two
in-line bubbles rise faster than the average, while two side-by-side bubbles rise
slower. This feature can also be observed in the bidisperse systems, no matter
which type the two involved bubbles are of. But in the bidisperse systems, the
general trend in the relative position of bubble pairs (see the top parts of Figs. 4
and 7 and the left plots of Figs. 5 and 6) is almost always towards horizontal or
near-horizontal alignments at small distance (1 < rid :s; 2, where d is the arithmetic
mean of the equivalent diameters of the two involved bubbles; i.e., rid = 1 means
contact of non-deformed fronts) . This is understandable for the small and the large
bubbles in the bd6b system (Figs. 4 and 5), as well as for the small bubbles in the
bd6c system (Figs. 6 and 7), as all of them are essentially spherical. That no verti
cally aligned pairs of large ellipsoidal bubbles are found in the bd6c system may
be caused by the fact that there are only 5 of them but 40 small bubbles around
and between them. The same trend is observed for the other void fractions. Obvi
ously the presence of many small bubbles suppresses direct wake-induced interac
tions between large bubbles but still allows them rising side by side. Another dif
ference to the behaviour of mono-disperse systems is that the small bubble
population is not that much confined to horizontal orientations , see Fig. 4 (top
left). Instead the distribution function of the relative position of the small bubbles
in the bd6b system has another peak at e = 0 and rids = 3.0 and shows an addi
tional preference for vertical alignments at larger pair separation distances (Fig.
4). Furthermore, while the small bubbles in the bd6c system show a clear prefer
ence for horizontal alignment at small distance, this turns into a (weaker) prefer
ence for near-vertical alignments as the separation distance increases (Fig. 7, top
left). Thus, in the presence of larger bubbles, the small spherical bubbles are
pushed into more vertical alignments at intermediate to large distances.

The general trend in the relative radial velocities of pairs of bubbles within the
same size class (middle parts of Figs. 4 and 7) points towards strong attraction (vr

< 0) at small to intermediate vertical distance and weak horizontal repulsion (vr >
0), like in the mono-disperse systems. The regions of weak repulsion near e= 1[/2
are often interrupted by regions of weak attraction, especially for the large bubbles
in bd6b (Fig. 4, middle right), causing eventually the peaks in the ppdf of relative
position (red spots), which apparently represent equilibrium positions. For oblique
orientations, the ppdf of'v, is very ragged and no clear trend is visible, as regions
of repulsion are interspersed with regions of attraction . It is notable that the re
gions of strongest attraction as well as strongest repulsion of pairs of large ellip-
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soidal bubbles in bd6c (Fig. 7, middle right) occur at close range, the former at e:::
x/3 and the latter at e::: 5x/12.

.... ...-

Fig. 4: Pair probability distribution functions of the 29 small spherical (left) and the 29
large almost spherical (right) bubbles for a. = 6 % (system bd6b). Top: relative position,
middle: relative radial velocity, bottom: relative angular velocity
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A similar raggedness is prevailing in the relative angular velocity distributions
(bottom parts of Figs. 4 and 7), but there is also a clear tendency for equally sized
bubble pairs at close distance to rotate strongly away from the vertical axis toward
a more horizontal orientation . This tendency is strongest at near-diagonal orienta
tions (8 ~ n/4), in particular for the small bubbles in both 6 % systems (Figs. 4 and
7, bottom left). The maximum in the ppdf of Va of the large bubbles lies slightly
above the diagonal in the bd6b system (Fig. 4, bottom right) and considerably be
low the diagonal in bd6c (Fig. 7, bottom right); for both distributions , a minimum
occurs at close distance near 8 = n/2 indicating strong rotation of colliding bubble
pairs away from the horizontal. However, these interpretations must be treated
with some care, as there are very few bubble pairs at touching distance (rid - 1);
most fronts bounce off each other at a finite distance instead ofactually colliding.
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Fig. 7: Pair probability distribution functions of the 40 small spherical (left) and the 5 large
ellipsoidal (right) bubbles for a = 6 % (system bd6c). Top: relative position, middle: rela
tive radial velocity, bottom: relative angular velocity
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The mixed pairs consisting of a small and a large bubble show also a preference
for near-horizontal alignments at small distances (Figs. 5 and 6, left plots). But
there are also some new features in the pair probability density functions biased
with respect to the large bubbles. In the bd6b system with essentially spherical
bubbles (Fig. 5), a small bubble tends to stay sideways to obliquely behind a large
bubble at small centroid distances . The probability to find a small bubble side-by
side with a large one at larger distances (r/d > 2) is relatively low, and the prob
ability to find a small bubble directly behind a large one is even lower. The rela
tive radial velocity of a small bubble with respect to a large one is negative (ap
proaching), if the small bubble is somewhere ahead the large one and positive if it
is behind (Fig. 5, middle). The relative angular velocity is mostly positive except
in a small region directly behind large bubbles at an oblique orientation and the
maximum velocities occur between the horizontal and the upper diagonal (Fig. 5,
right). This indicates that a small bubble to the side and slightly ahead of a large
bubble quickly rotates around the large bubble and then slows down; but should it
reach the wake region behind the large bubble, it is pushed back and moves out of
this region. Rather than interpreting these interaction features in terms of attraction
and repulsion, they appear more being simply a result of the different rise veloci
ties of the small and the large bubbles. As a large bubble rises faster than the small
ones, it frequently catches up with a small bubble (vr < 0), overtakes it, and leaves
it behind (vr > 0). During this process the small bubble appears to rotate about the
large one in a spherical coordinate system with the large bubble in the centre (va <
0). This is not too exciting when the small bubble does not lie in the path of the
large one, but there are also frequent encounters at close range taking place, dur
ing which the large bubble has to push the small one out of its way; here, the for
mer is briefly decelerated while the latter is accelerated (see the movies mentioned
above). A similar discussion holds for the alignment of small bubbles with respect
to the large ellipsoidal bubbles in the bd6c system (Fig. 6), although the peaks in
the relative position do not occur at e = 1t12 and small distance but at - non
symmetrical - oblique orientations at somewhat larger distances. In addition, al
most no small bubble can be found in line with a large one nor in its wake. There
is a small region of repulsion sideways ahead the large bubbles and attraction is
found sideways behind, which may be ascribed to the fact that the large bubbles in
this system are not spherical as it appears from the plot but actually ellipsoidal.

6. Conclusions

The rise of bimodal bubble distributions through a still liquid were simulated
using a parallel finite difference/front tracking scheme. The goal was to elucidate
the dependency of the mean rise and fluctuation velocities of the bubble popula
tions and the induced liquid turbulence on the size ratio, deformability, and total
volume fraction of small and large bubbles. In the present paper, the emphasis was
put on the microstructure of two bubble systems with 6 % void fraction in order to
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shed some light on pair-wise bubble interactions. Contour plots of the pair prob 
ability density functions of relative position and relative velocity components for
pairs of small bubbles, pairs of large bubbles, as well as for mixed pairs were pre
sented and discussed. It was found that the bubbles of a certain size and shape
class can behave quite differently in the presence of another class compared to a
corresponding mono-disperse system . A general result, on the other hand, is that
neither bubble interactions nor liquid Reynolds stresses are isotropic (see Bunner
& Tryggvason 2002a,b; Goz et al. 2003). This is not surprising as buoyancy intro
duces a preferred direction. Furthermore, since the bubble distributions become
more uniform with increasing distance indicating that the interaction between two
sufficiently distant bubbles is weak, one may concentrate on the influence of
nearby bubbles for calculating the effective force on a given bubble, e.g. in an
Euler/Lagrange procedure. Because of the anisotropy, however, the meaning of
"nearby" varies with the angle eagainst the vertical axis .
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Finite Element Discretization Tools for
Gas-Liquid Flows

Dmitri Kuzmin and Stefan Turek

Institute of Applied Mathematics, University of Dortmund
Vogelpothsweg 87, D-44227, Dortmund, Germany

A segregated finite element algorithm is proposed for the numerical treat
ment of gas-liquid flows subject to mass transfer and chemical reaction. The
Navier-Stokes equations are solved by an efficient projection-like method.
Novel high-resolution finite element schemes of TVD type are introduced for
the discretization of unstable convective terms. Iterative solution techniques,
operator splitting tools and other relevant algorithmic aspects are discussed .

1 Mathematical Model

It was shown by Sokolichin and Eigenberger [4] that the bubble-induced buoy
ancy resembles free convection and can be incorporated into an incompress
ible flow solver using an analog of the Boussinesq approximation. In this
paper, we supplement the drift-flux model proposed in [4] by extra transport
equations so as to take mass transfer and chemical reactions into account.
The resulting PDE system consists of the following subproblems [2] :

- Navier-Stokes/'Boussinesq' equations

aULfit + UL . 'VUL = -'Vp* + VeffLluL - eg,

'V ·UL=O. (1)

- Continuity equations for the gas phase

a:~ + 'V. (PG(UL + Uslip) - dG'VPG) = -mint, (2)

anat + 'V. (n(uL + Uslip) - dG'Vn) = O. (3)

- Transport equations for the liquid phase

aCA - mint --a +'V'(CAUL-dA'VCA) =--k2cACB , (4)
t ry

aCB - -7it + 'V . (CBUL - dB'VCB) = -vBk2cACB , (5)

a~ - -7ft + 'V . (CpUL - dp'Vcp) = vpk2cACB. (6)
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Here UL stands for the liquid velocity, Uslip is the laminar slip velocity, I:

is the local gas holdup, pa is the effective gas density and n is the number
density of bubbles. The rate of interphase mass transfer is denoted by mint

while the effective concentrations CA, CB , cp refer to the dissolved gas, the
liquid component it reacts with and the resulting product, respectively.

The above PDEs are supplemented by the algebraic closure relations

Uslip = - ~: ' mint = Ek~as (~ - CA) 'fl, (7)

paRT / /
I: = -p:;;-' as = (41l"n)1 3(31:)2 3, Veff = const. (8)

The derivation and analysis of the model is presented elsewhere [1],[2] . The
problem statement is to be completed by specifying appropriate initial and
boundary conditions which depend on the particular application.

2 Numerical Algorithm

The main features of the numerical algorithm are summarized below. The
discretization in space is performed by an unstructured grid finite element
method in order to provide an accurate treatment of non-Cartesian geome
tries with internal obstacles. The incompressible Navier-Stokes equations call
for the use of an LBB-stable finite element pair. A suitable candidate is
the nonconforming Rannacher-Turek element (rotated multilinear velocity,
piecewise-constant pressure). Standard multilinear elements are employed for
other variables. The manually generated coarse mesh is successively refined
to produce hierarchical data structures for the multigrid solver.

The coupled subproblems are solved one at a time within a block-iterative
loop of GauB-Seidel type. A two-way coupling is currently implemented only
for the hydrodynamic part (UL,p,I:) . We solve the Navier-Stokes equations
using the gas holdup from the last outer iteration, then update the gas holdup
and repeat this procedure until the residual of the momentum equation or
the relative changes of the gas holdup distribution are small enough. The re
sulting velocity field is substituted into the transport equations (3)-(6) and
remains fixed until the end of the time step. The saddle point problem (1) is
solved using the Pressure Schur Complement techniques implemented in the
software package FEATFLOW (see http://www.featftow.de). The mathemat
ical background and implementation aspects are described in [5] .

The convection-diffusion and absorption-reaction processes are treated
separately using a straightforward operator splitting strategy. First, all scalar
quantities are transported without taking the sources/sinks into account.
The homogeneous equations (9)-(12) are decoupled and can be processed in
parallel. The updated concentration fields serve as initial data for a system
of ODEs which describe the accumulation and consumption of species. These
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equations are nonlinear and strongly coupled but the nodal ODE systems are
independent of one another. The two steps to be performed are:

Step 1: convection-diffusion

a:: + 'V . (paua - da'Vpa) = 0, (9)

aCA -at + 'V . (CAUL - dA'VCA) = 0, (10)

aCB -at + 'V. (CBUL - dB'VCB) = 0, (11)

acp -at +'V ,(cpuL-dp'Vcp) =0. (12)

Step 2: absorption-reaction

In equation (9) ua stands for UL + Uslip . Note that operator splitting is
applied locally in time , i.e. within each time step. The solution is integrated
in time from tn to tn+l = tn + Lltn by the following algorithm:

1. Solve the Navier-Stokes equations (1) for UL and p.
2. Recover the pressure gradient 'Vp using an L 2-

projection.
3. Calculate the slip velocity as U slip = -~.

4. Advance pa using (9) and recompute € = jj,;>~T.

5. Substitute e into (1) and evaluate the residual.
6. If converged then proceed to 7, otherwise go to 1.
7. Update the number density n according to (3).
8. Solve the homogeneous transport equations (10)-(12).
9. Compute the interfacial area as = (471'n)1/3(3€)2/3.

10. Solve the ODE system (13)-(16) for each node .

Let us briefly discuss the choice of the iterative solver and of the time
discretization. In general, explicit schemes are rather inefficient due to severe
stability limitations which require taking impractically small time steps. For
this reason, we restrict ourselves to the implicit Crank-Nicolson and backward
Euler methods which are unconditionally stable and permit large time steps
at the expense of solving nonsymmetric linear systems. The local time step
can be selected individually for each subproblem so as to maximize accuracy
and/or stability. This provides an efficient treatment of physical processes
occurring simultaneously but on entirely different time scales. The communi
cation between the subproblems takes place at the end of the common macro
time step Lltn which is chosen adaptively so as to capture the dynamics of the
two-phase flow in an efficient way. We adopt a fairly simple PID controller
due to Valli et at. Specifically, we select the macro time step as follows
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1. Monitor the relative changes of the gas holdup distribution

II€n+l _ €nll
en = II€n+ll l

2. If en > 8 reject the solution and repeat the time step using

8
Llt* = -Lltn

en

3. Adjust the time step smoothly so as to approach the
prescribed tolerance for the relative changes

A _ (en_1)kP (TOL)kI
( e;_l )kD

A"-Itn+l - -- --- "-Itnen en enen-2
4. Limit the growth and reduction of the time step so that

A A A m < Lltn +1 < M"-Itmin ~ "-Itn +1 ~ "-Itmax, - Llt
n

-

Note that the local gas holdup e is a perfect indicator variable because the
flows in gas-liquid reactors are driven by the bubble-induced buoyancy.

As far as the iterative solution of linear systems is concerned, we found
BiCGSTAB and geometric multigrid to perform very well as long as the pa
rameters are properly tuned and the underlying smoothersjpreconditioners
are consistent with the size of the time step. If Llt is rather small, standard
components like Jacobi, Gauf3-Seidel and SOR schemes will suffice. For large
time steps, the condition number of the matrix deteriorates and convergence
may fail. This can be rectified by resorting to an ILU factorization in con
junction with an appropriate renumbering scheme.

3 Treatment of Convection

As long as our model consists of convection-dominated transport equations,
an accurate treatment of convective terms is vitally important. The standard
Galerkin method is a 'centered' scheme which is known to be unstable. A
common remedy is to add streamline diffusion which provides the necessary
stabilization without reducing the order of approximation. However, even
stabilized high-order methods tend to produce nonphysical undershoots and
overshoots in the vicinity of steep gradients. As a result, negative gas holdups
or concentrations may arise , which is clearly unacceptable. It is possible to
get rid of oscillations by adding adaptive artificial diffusion depending on
the local solution behavior. The high-order scheme can be used in smooth
regions but near discontinuities it should be replaced by a low-order scheme
like 'upwind' which is diffusive enough to prevent the formation of wiggles.
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Below we illustrate how this can be accomplished in the framework of high
resolution schemes based on a new generalization of TVD concepts.

3.1 Galerkin discretization

As a model problem, we consider the scalar conservation law

au- + \7 . (f - d\7u) = 0at in n, (17)

where f = vu stands for the convective flux and d denotes the diffusion
coefficient. All of our homogeneous transport equations (3), (9)-(12) can be
written in this form. The concomitant flux boundary conditions are

-no (f -d\7u) = 9 on r l , n- (f -d\7u) = 0 on Tz, n -\7u = 0 on r3

where n denotes the outward unit normal. On the feed boundary n the
incoming flux is determined by the operating conditions. In particular, the
total gas throughput divided by the aerated area yields the value of 9 for the
continuity equation (9). Obviously, there is no flux through the solid wall r2 •

On the outflow boundary r3 the diffusive flux is canceled while the convective
one is left free as required by the hyperbolic limit of pure convection (d = 0).
It is implied that v- n < 0 on r l while v - n > 0 on r3 . Using the divergence
theorem to integrate the spatial derivatives in the weak form of (17) by parts
and inserting the natural boundary conditions, we obtain

r w ~u dx - r \7w . (f - d\7u) dx + r w r n ds = r wg ds . (18)
} [} t }a }ra }r,

A common practice in finite element methods for conservation laws is to
interpolate the fluxes in the same way as the approximate solution:

fh = Lfj<pj = L(VjUj)<Pj,
j j

(19)

where <Pi are the basis functions spanning the finite-dimensional subspace.
The resulting Galerkin discretization of equation (17) reads

This ODE system can be written in compact matrix form as follows

du
Me dt = (K - B)u + q, (21)
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(22)

where Me is the consistent mass matrix, K is the discrete transport operator,
B is the contribution of the surface integral over the Neumann boundary and
q is the source term due to incoming fluxes. The matrix entries are given by

mij = Lepiepj dx,

where Cij and Sij stand for the constant coefficients

(23)

corresponding to the first- and second-order derivatives, respectively. For
customary finite elements, the sum of basis functions is identically one so
that the sum of their derivatives vanishes. Hence, the above coefficient ma
trices have zero column sums and so does the discrete transport operator:
L:ik i j = Vj . L:i Cij - dL:i Si j = O. Note that the differential operators de
fined by equation (23) do not change and need to be assembled just once.
As long as they are available, the matrix K can be updated in an efficient
way by computing the off-diagonal entries k i j from the formula (22) with
out resorting to costly numerical integration. Due to the zero column sum
property, the diagonal matrix entries can be recovered as k j j = - L:i#j k i j •

The boundary terms are assembled separately. It is expedient to calculate
the surface integrals approximately using a one-point quadrature rule . For
each boundary edge/face 8Ek we evaluate the normal flux at the midpoint,
multiply it by the respective area 18Ekl and distribute between the nodes.
This leads to a diagonal matrix B with entries

(24)

where m denotes the number of local degrees of freedom and nk is the
(unique) normal to 8Ek. The source term is assembled in a similar way:

(25)

An important advantage of using piecewise-constant normal fluxes is that the
disjoint boundary components r ll r2 , r3 are unambiguously defined and the
boundary conditions are allowed to have a jump at the interface.

3.2 Construction of a linear LED scheme

Let us perform mass lumping and cast the semi-discrete problem in the form

du
M L dt = (K - B)u+q
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where mi = E j m ij and ri = E j kij - b.. The term riUi is a discrete coun
terpart of U\l . v which vanishes for incompressible flows. It is instructive to
consider the special case ri = qi = 0 in which the discrete transport operator
K has zero row sum . Such a discretization would be local extremum dimin
ishing if all off-diagonal coefficients kij were nonnegative. Indeed, if Ui is a
maximum, then kij(uj -Ui) SO, so that ~ S O. Hence, a maximum cannot
increase, and similarly a minimum cannot decrease. In one dimension, a LED
scheme is total variation diminishing and monotonicity preserving.

The transport operator K can be rendered LED by adding artificial dif
fusion D designed so as to eliminate negative off-diagonal entries [3]

L = K + D, dii = - L dik' dij = dji = max{O,-kij, -kji} . (26)
kf.i

The diffusion coefficients dij are associated with the edges of the graph rep
resenting the connectivity of the matrix. For each pair of neighboring nodes
i and i , a negative off-diagonal coefficient (say, kij) is set to zero, while its
mirror image kji is incremented by -kij and the diagonal entries kii , kjj are
updated so as to maintain zero column sums. This yields the least diffusive
linear LED scheme which reduces to the standard upwind approximation for
scalar convection problems in one dimension [3]. The row number of the nulli
fied off-diagonal entry determines which of the two nodes is located 'upwind'.
Without loss of generality, we will assume that i is the upwind node for the
numerical edge ij, so that lij = 0 whereas lji = Ikji - kijl . The diffusive flux
dij(uj - Ui) reduces the difference between the nodal values so as to enforce
the positivity constraint.

Note that the artificial diffusion coefficients dij as defined in (26) are in
dependent of the diagonal part ri which allows for the physical growth and
decay of extrema due to compressibility. The boundary terms qi are assumed
to be nonnegative and may only increase the value of U in the interior. Phys
ical diffusion (if any) built into the coefficients kij is automatically detected
and the amount of artificial diffusion is reduced accordingly. Alternatively,
discrete upwinding can be performed only for the convective part of K .

3.3 Defect correction

According to the well-known Godunov theorem, linear monotonicity preserv
ing schemes can be at most first order accurate. To obtain a nonlinear high
resolution scheme, we combine the Galerkin discretization and the associated
low-order method within an iterative defect correction loop for the fully dis
cretized problem:

l = 0,1 ,2, . . . (27)

In a practical implementation one solves a linear subproblem for the solution
increment and applies the weighted correction to the last iterate:

197



Specifically, we take the 'precondit ioner ' to be the low-order operator

os (J s 1,

where (J is the implicitness parameter. By construction, C is an M-matrix
which makes it amenable to iterative solution. The residual is given by

where A is a nonlinear antidiffusion operator to be defined below.
The difference between K* = L-A = K +D-A and the original transport

operator K is a matrix with zero row and column sums . Hence, the diffusive
antidiffusive terms can be decomposed into skew-symmetric internodal fluxes:

(K*U)i = L kijuj + L(Ji~ + it;) , i& = dij(uj - Ui) = - i~ . (29)
j #i

The antidiffusive flux ii) from node j into node i is supposed to comply with
the LED principle for the discrete scheme. The flux limiters presented below
determine how much antidiffusion can be added without generating wiggles.

3.4 TVD flux limiter

For the discrete scheme to be LED, the antidiffusive flux it; must be inter
pretable as a diffusive flux from some other node(s) . To provide this property,
we may consider

i ft = - ii)· (30)

Let us leave aij and LlUij = (Ji(Ui-Uj) unspecified for the time being. The flux
limiter .c represents a limited average operator satisfying certain properties
which guarantee the positivity of coefficients. In particular, .c(a,b) = 0 if a
and b have opposite sign. Some popular TVD limiters are :

- .c(a, b) = S(a, b) . minl]c], Ibl}

2ab
- .c(a,b) = S(a,b)· la+bl

- .c(a,b) = S(a,b) . min { la~bl , 21al , 21bl}

- .c(a,b) = S(a, b) . max{min{2Ial, Ibl}, minj]«], 2Ibl}}

minmod

Van Leer

2-mean

superbee

where S(a,b) = (sign(a) + sign(b))j2. Recall that the edge ij connects an
upwind node i and a downwind node j. Its contributions to the modified
convective term can be written as
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node i :

node j :

k;j(Uj - Ui) = aij£(1 ,8i)(ui - Uj) = aij£(l , 1/8i)l1ui j,

kji(Ui - Uj) = (Ikj i - kijl- aij£(l, 8i))(Ui - Uj).

The increment to node j exhibits a LED structure provided that the coeffi
cient kji is nonnegative. All of the flux limiters presented above satisfy the
inequality 0 ::; £(1 ,8) ::; 2. Hence, the antidiffusion coefficient is taken to be

(31)

The increment to node i will also be local extremum diminishing as long as
the upwind difference l1uij can be cast in the form l1uij = I:k#i Cik(Uk - Ui)
with Cik :2: O.

In one-dimensional TVD schemes, 8i represents the slope ratio at the
upwind node, so that l1ui j = Uk - Ui, where k t- j refers to the second
neighbor of node i , However, the choice of l1Uij for unstructured meshes is
nontrivial. A geometric approach commonly employed in the literature is to
reconstruct a local one-dimensional stencil by introducing two dummy nodes
on the continuation of the edge ij. The difference l1Uij is defined as in the
1D case using the interpolated or extrapolated solution value at the dummy
node k adjacent to the upwind node.

A detailed comparison of various techniques for the recovery of Uk shows
that the numerical results strongly depend on the employed procedure.
Among the least successful methods is the use of gradient reconstruction

(32)

It is quite clear why this choice of the upwind difference may fail to pro
duce non-oscillatory results. The L2-projection of the discrete gradient using
Galerkin differential operators is not monotone. Some of the coefficients in
the formula for l1Uij may be negative, so that it will not possess the desired
form. To rectify this, we employ a low-order projection operator designed by
resorting to discrete upwinding as proposed above. Note that Cki = -Cik (for
internal nodes), so that the elimination of negative off-diagonal coefficients
leads to the following LED-type expression:

For uniform meshes in one dimension, this kind of extrapolation corresponds
to using the upwind gradient and yields the standard value l1Uij = Uk - Ui.

To illustrate the performance of the algorithm, we apply it to a test prob
lem proposed by LeVeque. A slotted cylinder, a cone and a smooth hump
rotate about the origin. The numerical solution after one complete revolu
tion is shown in Fig. 1. It was computed on a uniform mesh of 128 x 128
bilinear elements. The discontinuities are resolved very well, and the smooth
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part of the solution also looks quite reasonable even though the employed
superbee limiter is known to be slightly underdiffusive. For an alternative
limiting strategy based on the concepts of flux-corrected transport (FCT),
the reader is referred to [2] ,[3].

4 Conclusions

The drift-flux model for buoyancy-driven gas-liquid flows was coupled with
scalar transport equations describing the absorption of gas followed (and
enhanced) by chemical reactions in the liquid phase. An unstructured grid
FEM was proposed for the numerical solution. The discretization of the trou
blesome convective terms was performed by a novel high-resolution scheme.
Numerical results for reactive bubbly flows in 2D and 3D geometries have
been published elsewhere [1],[2]. Work is under way to provide a stonger
coupling of equations and combine them with a k - e turbulence model.

Figure 1: Solid body rotation. Numerical solution at t = 211".
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A transport equation for the interfacial area in
bubble columns using a population balance
approach

F. Lehr, D. Mewes

Institute of Process Enginering, University of Hannover, Callinstr. 36, D-30167
Hannover, Germany

Abstract

A transport equation for the interfacial area density in bubbly flow is derived us
ing a population balance approach. Therefore the population balance equation is
simplified and reduced to a transport equation for the arithmetic bubble volume .
The kernel functions for the bubble coalescence and bubble break-up processes
are modelled using a physical approach. For high superficial gas velocities the
formation of large bubbles is considered thus the model predicts the interfacial
area density for the homogeneous and the heterogeneous flow regime.

1 Introduction

The momentum, energy and mass transport processes in multiphase flows occur
through the interface between the phases . Therefore the interfacial area is one of
the key parameters for the design of multiphase reactors. Two basic approaches
are common for the calculation of the interfacial area: a global and a local one.
The global approach describes the interfacial area density in the whole column
with empirical or semi-empirical correlations. The local approach describes the in
terfacial area density in dependence of the bubble size distribution and models for
the bubble break-up and coalescence processes are developed. The interfacial area
in bubbly flow has been investigated by Hibiki and Ishii (1999, 2001). Assuming
spherical bubbles the population balance approach is used to describe the prob
ability density of the bubbles.

The population balance equation is a transport equation for the number prob
ability of the bubbles . The amount of bubbles is divided into classes containing
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bubbles with a volume between Vn and vn+dv. The probability density of bubbles
in a certain class is defined as

f(v) = N(v) . (1)
!J.v!J.V

The total amount of bubbles in the volume V is calculated by integrating f over
all bubble classes. The application of population balance equations for modeling
disperse flows is discussed by Ramkrishna and Mahoney (2002). A derivation of
the population balance equation is given by several authors (Valentas and Amund
sen, 1966; Kocamustafaogullari and Ishii, 1995; Millies and Mewes, 1999). For
this work the population balance equation is used as given in Table 1.

Table 1. Population Balance Equation (Millies and Mewes, 1999)

Temporal change and convective transport

Changes in the gas density

Mass transfer

Break-up of larger bubbles

Break-up ofbubbles with volume v

Coalescence ofsmaller bubbles

Coalescence ofbubbles with volume v

1 Dpg a ( )+- - - - - vf
Pg Dt Ov

-~ [nA .&. f]
Ov P Pg

00

+ fr)(v, v')f(v')dv'
v

v f(v)- fv'r)(v, v')dv'-
o v
1 v

+"2I r2(v', v -v')f(v')f(v', v-v')dv'
o

00

- f r2(v, v')f(v')dv'f(v)
o

The population balance equation considers the convective transport of bubbles,
the changes in the gas phase density, mass transfer and bubble break-up and coa
lescence processes . The volume of a bubble in the considered fraction is v, the
volume of bubbles which do not belong to this fraction is v'. The break-up of bub
bles influences the bubble-size in two ways. The break-up of bubbles which be
long to the fraction reduces the probability density, whereas the break-up of bub
bles with larger volume increases the probability density. For modeling the break
up process the probability of breakage is modeled. The probability for the break
up ofa bubble with volume v into fragments of volumes between v' and v'+dv' is
described by the break-up kernel function
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Thus r\(v,v') is the number of fragments with a volume between v ' and v'+dv'
that is formed per unit time and volume by the break-up of bubbles with volumes
between v and v+dv.
Bubble coalescence has two consequences for the probability function, too. First
the probability density of a bubble class with a certain volume v decreases with
the coalescence of its bubbles. Second the coalescence of bubbles with a volume
smaller than the regarded one increases the probability density. The probability for
the coalescence of bubbles with the volume v and v' is described by the coales
cence kernel-function

(
') df(v+v')d(v+v')

rz v, v = ( ) ( \..1f v' f V JUvdv' dt
(3)

The coalescence kernel function describes the number of bubbles with volume
v+v' which are formed by the coalescence of a bubble with volume v' and v per
unit volume and time . In this work only binary coalescence is considered. The
coalescence of more than two bubbles is described as a series of binary coales
cence processes.

The numerical effort for solving the population balance equation is high. A
partial solution can be derived following the proposal of Millies and Mewes
(1999). For this purpose the kernel functions rl(v,v') and rz(v,v') are assumed to
be independent from the volume v'. Thus they can be taken out of the integral
terms in Table 1. The solution

(4)

with the arithmetic bubble volume V is obtained. This solution is valid for the
steady state between coalescence and break-up processes. Equation (4) is used to
evaluate the population balance equation given in Table 1. The resulting equation
only consists oftenns with zero or first power of the bubble volume v. From this
equation two ones were formed containing either the terms without or with the
bubble volume. From the first one the continuity equation of the gas phase can be
derived. The second equation which contains the terms with the bubble volume is
rearranged to the equation

ov_.-=
-+u vV=at g

1 Dpg _ nap 1 -z 1
----v- v--r1v +-rzug

Pg Dt UgPg / J.1g 2 2

(5)
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The Lagrangian derivative of the average bubble volume on the left side ofEq. (5)
is balanced by changes in the gas phase density, mass transfer phenomena, bubble
break-up, and coalescence . Thus this partial differential equation can be inter
preted as a transport equation for the arithmetic bubble volume V.

2 Modelling the break-up kernel function

The break-up of bubbles is investigated by several authors (Walter and Blanch,
1986; Hesketh et al., 1991; Wilkinson et al.; 1993). The authors are in agreement
about the mechanism of bubble break-up . The bubble break-up is caused by a
strong deformation of a bubble in the flow-field due to the turbulent velocity fluc
tuations in the liquid phase. This deformation leads to a constriction of the bubble
and may result in breakage. For modelling the break-up kernel function four as
sumptions are made:

1. The break-up of bubbles occurs due to the collision of the bubble with eddies of
different length-scales (Walter and Blanch,1986; Lee et al., 1987; Luo and
Svendsen, 1996).

2. In this work only the binary break-up is considered, thus two daughter bubbles
are formed by the break-up of a bubble (Walter and Blanch 1986; Hesketh et
al.; 1991).

3. The force equilibrium between the interfacial force of the bubble and the iner
tial force of the eddy rules the bubble break-up (Levich, 1962). Breakage oc
curs, if the inertial force of the eddy is higher than the superficial force of the
bubble. Assuming a cylindrical constriction the force equilibrium at the smaller
daughter bubble is

1 2 c
-PIU , =2
2 " d'

with the turbulent velocity of the eddy uA•

(6)

4. The length-scale of the eddy 'A must be smaller than the bubble to induce break
age. Greater eddies only transport the bubble (Lee et al., 1987; Luo and
Svendsen, 1996; Prince and Blanch, 1990). Also the diameter of the smaller
daughter bubble must be smaller than the eddy, thus

d' s 'A s d. (7)

The break-up kernel function is modelled by integrating the product of the col
lision frequency P(v,'A) between a bubble of volume v and an eddy with the
length-scale 'A and the probability PB('A,v,v') that this collision leads to breakage as
proposed by Luo and Svendsen (1996):
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d

r\(v,v')= fro(v,A)PB(A ,v,v')dA (8)

The initial diameter of th~ bubble is d, the diameter of the smaller daughter
bubble is d' . The arriving frequency of the eddies is modelled analogous to the ki
netic gas theory . Therefore it is assumed that the turbulence is isotropic at least on
the length scale of the bubbles. The frequency of collisions between a bubble with
volume v and an eddy with length scale Ais then calculated by

n
ro(v,A)=-(A+d)uAnA' (9)

4
where nil. denotes the number of eddies per unit volume and UI. denotes the

mean eddy velocity. The velocities are normal distributed around this mean value.
In the inertial subrange of turbulence the mean eddy velocity can be calculated
following Hinze (1975):

(10)

(12)

The number density of eddies with length scales between A and A+dA is ob
tained from the inertial subrange of turbulence by

C . 9 21/3
nl =)y,wlthC="2 n S/ 3 =0.8413. (11)

Equation (10) is only valid in the inertial subrange of isotropic turbulence. The
applicability for modelling the bubble break-up process is not restricted because
smaller eddies do not have enough energy to overcome the interfacial forces . The
applicability of Eq. (10) is supported by the experimental investigation from
Mudde et al. (1997). The turbulence spectrum in bubbly flow has been investi
gated using a LDA technique. For high wave numbers the turbulent energy de
creases proportional to k-s/3 as it is known for isotropic turbulence.

The probability that a collision between an eddy and a bubble leads to breakage
is calculated from the force balance between the inertial force of the eddy and the
surface tension. Considering the normal distribution of the eddy velocity around
the mean valueul. the resulting breakage probability is described by

P (~ , ) 4 c 1 1 [- 2cr 1 1 ]"v v =-- exp --
B " n Pf (81..)2 /3 d,4 Pf (81..)2 /3 d'

This equation is valid for the smaller daughter bubble since the force balance is
based on the smaller diameter d'. The breakage probability for the larger daughter
bubble is then obtained by the equation

PB(A,v,v')=PB(A,v-v' ,v') (13)

since it is assumed that two bubble fragments are formed by breakage. The break
up kernel function is then derived using eq. (8) thus
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rl(v, v')=

d t: 0 (A.+df ( 20 1)f"1/2 C 2/3 ,4 13/3 exp - 2 /3 I 2/3 dA.
d' PIS d ').;, PIS d A;

(14)

(15)

with C=0.8413 for 0 ~ v'~ v / 2 . The break-up frequency for a bubble with vol
ume v is then calculated by integrating the break-up kernel function from v=O to
v=v/2. Equation (14) is valid for bubbles larger than the maximum stable bubble
diameter, which results from Eqs. (6) and (7)

0
3/ 5

d 21/5
mu = ~3/~5-2~/~5 .

PI S

3 Modelling the coalescence kernel function

The coalescence process is divided into three steps following (Chesters, 1991). In
the first step the bubble collide and a small amount of liquid is captured between
them. This liquid film drains off and finally the bubbles coalesce after the film
ruptured . Otherwise the bubbles bounce back without coalescing .

Not every collision leads to coalescence, thus the probability that coalescence
occurs after a collision has to be determined . This probability, which is called coa
lescence efficiency, is mainly influenced by the liquid phase properties, e.g. the
composition or the viscosity. The coalescence kernel function is modeled as pro
posed by Prince and Blanch (1990):

(16)

where Pc denotes the probability for coalescence , A is the cross-sectional area for
collision and u' is a characteristic velocity for the coalescence process . The cross
sectional area is calculated from the diameters d, and d2 of the colliding bubbles ,
yielding

II
A=-(d\ +d 2 ) . (17)

4
The collisions of bubbles are considered due to the turbulent fluctuations in the

liquid phase and differences of the rise velocities for different sized bubbles . The
characteristic velocity is assumed to be the velocity of a turbulent eddy of the
bubbles length scale, since smaller eddies do not affect the bubble motion and lar
ger eddies transport groups of bubbles . The characteristic velocity is therefore cal
culated as

(18)

Coalescence occurs if the relative velocity of approach perpendicular to the sur
face of contact is lower than a certain critical velocity. It is assumed that the prob-
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ability for a collision is equal for all steradians. The coalescence efficiency is
therefore calculated as

Pc = max( U~~t ,I). (19)

Considering the limited range of the turbulent fluctuations the coalescence kernel
function is written as

"(v,,v,)= ~ (d, +d,l' min(u',um,)ex{-(~;~ -1)'). (20)

The last term accounts for the limitation in the range of the turbulent fluctua
tions . These fluctuations are assumed to be distributed normally around the mean
value )"=d. The maximum packing density is 0.6 (Millies and Mewes, 1999). In
Eq. (20) the only parameter is the critical velocity.

3.1 Measurement of the critical velocity

The coalescence process is investigated experimentally to obtain the critical veloc
ity for coalescence. The experimental setup is shown in Fig. I. The liquid flows
vertically downwards inside of a channel. The conic shape of this measurement
section leads to a decrease of the liquid velocity in the flow direction . The bubbles
are injected by a capillary at the lower end of the measurement section. The in
jected bubbles rise up until the relative velocity to the surrounding liquid is equal
to their terminal rising velocity. When the first bubble reached its fixed position
the second one is injected . The collision between the two bubbles is investigated
by high speed images. Therefore two perpendicular views are recorded simultane
ously.

mirrors

measuring section

capillary
pump

storrage tank

1-'~r--_-Dlc:J-iXJ_compressed
air

Fig. l. Experimental setup
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The images are then analyzed automatically and the relative velocity of approach
and the occurency of coalescence can be determined. The relative velocity per
pendicular to the bubble surface is shown in Fig. 2 in dependence of the equiva
lent bubble diameter, which is calculated in accordance to Chesters (1991)

d = 2(_1+_1)-1
eq d

l
d

2

(21)

•0 coalescence

• bouncing • •
---- u'ri1=0.08m/s -

• 4 •• 4" ......
a ., •------_ .. ----0---· ,------. o-~~~;o: ----b-. ( II rv

a a
au a•c a

0.00
3 4 5 6 1 mm 8

equivalent diameter d,q=2 (1/d
t+1/d/

0.20

m/s
~N

I 0.15~-

11
-~

2-
~

0.10'u.s
cu
>
cu
>:;::

0.05.!]
cu
c..

Fig. 2. Coalescence in dependence of the velocity of approach

The coalescence of bubbles occurs in dependence of the velocity of approach.
From the experimental investigations the critical velocity is determined to
Uerit=O.08 mls. The critical velocity is independent of the bubble diameter.

4 Transport equation for the mean bubble volume

The population balance equation is simplified to a transport equation for the mean
average bubble diameter. Therefore the developed models for bubble break-up and
coalescence are used to evaluate the population balance equation numerically.
The population balance equation is an integro-differential equation. It is solved
numerically applying an algorithm proposed by Kumar and Ramkrishna (1996),
which uses variable class widths. The calculations are performed for various con
stant values of the volume fraction of gas, the turbulent dissipation rate and a liq
uid velocity of zero.
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For high superficial gas velocities, corresponding to high volume fractions of
gas, the bubble size distribution becomes bimodal. Thus one fraction of small and
a second fraction of large bubbles appear. The time dependent accumulated vol
ume fraction of gas is shown in Fig. 3 for a total volume fraction of 0.25.

large
bubbles

time

small bubbles
I

1--__t-I--+-_+-_--+--+water-N2
2 3

e=2m /s a=0.25 dt4mm

0.25

~
initialI:l 0.20

c=
distribution0

:i:
u

'"'- 0.15....
"C
'0
>

"C
<11 0.10.....
~
;;j

E
;;j

0.05u
u

'"

0.00
1E-9 1E-8 1E-7 1E-6

bubble volume v

Fig. 3. Time-dependant bubble size distribution

The bubble size distribution of the small bubble fraction is almost constant after
a short time. For the larger bubble fraction a constant value is calculated after con
siderably long times, thus a constant bimodal bubble size distribution appears.

The calculated number density distributions for the large and the small bubble
fraction are self-similar. The dimensionsless number density is defined as

ft = 2 f j , i = 1,2 . (22)
<Xi

The index 1 denotes the small bubble fraction, the index 2 the large bubble frac-
tion. The number density distribution for the small bubble fraction is approxi
mated as

• {2 VI [2( (8/9 VI ))2]f l =V-;~exp -9 In e VI .

For the large bubble fraction the following approximation is made
• V2

f 2 = exp(-=-).
v2

(23)

(24)
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The population balance equation is evaluated using Eqs. (23) and (24). Integrating
the population balance equation considering all bubble volumes the transport
equations for the mean bubble volume and the volume fraction of the small and
large bubble fraction are obtained (Lehr, 2002).

The bubble size distribution can be calculated independent of CFD simulations
if the equilibrium between break-up and coalescence is reached.
The break-up frequency is calculated by integrating Eq. (20)

v /2

f z = f r\ (VI, v)dv' . (25)

The dimensionless break-up frequency is defined by

( )

2 / 5

f * -f cr -3 /5z-z- S .
PI

(26)

In Fig. 4 the dimensionless break-up frequency is shown in dependence of the
dimensionless bubble diameter. In addition to the calculated values the experimen
tal results from Lasheras (1999) and Wilkinson (1991) are shown.

• Lasheras(1999)
a Wilkinson (1991) • •••

--calculated /
• l;7.

-:~

•

k:: .,.

~
••••• •--

30

o
o 2 4 6 B 10

dimensionless bubblediameter d'=d/(cr/pt5
e

2l 5

Fig. 4. Dimensionless bubble break-up frequency

The calculated break-up frequency increases with the bubble diameter and the tur
bulent dissipation rate in accordance with the experimental results.

The calculated bubble size distributions are shown in Fig. 5 together with the
experimental results from Grienberger and Hofmann (1992) and Schrag (1976).
The calculated and measured values are in agreement thus it is concluded that the
coalescence kernel function can be calculated using Eq. (20).
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Fig. 5. Bubble-size distribution for the equilibrium ofbreak-up and coalescence

Conclusion

A transport equation for the mean bubble diameter in bubbly flow is derived from
a population balance equation for the bubble number density. The kernel functions
describing bubble break-up and coalescence are modeled based on a physical ap
proach. The population balance is solved numerically for certain cases. For higher
volume fractions of gas the bubble size distribution is bimodal due to the en
hanced coalescence . Thus two bubble fractions are formed. The first bubble frac
tion contains the small bubble, the second one the large bubbles . The calculated
bubble-size distributions for the small and the large bubble fraction are self
similar. Therefore both distributions are approximated by an analytical solution.
The calculated bubble size distributions are in agreement with experimental results
from several authors.
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Notation

symbol unit

lip [mol]

CD [-]
D [m]
d [m]
deq [m]

d. [m]
f [mo6]

H [m]
j [ms"]
k [m2so2]

L [m]
N [-]
n [mo3]

n.. [m'"]

n [kmol m2sol]

Po [m-3]

Pc [-]
r [m]
rl [m-3s-1]

r2 [rrr's"]
T [s]

U [ms"]

Ucrit [ms"]
U' [ms"]

Vb [m3]

Vb [m3]

V [m3]

fz [S-I]

Greek symbols

meaning
interfacial area density
drag coefficient
bubble column diameter
bubble diameter
equivalent bubble diameter
sauter mean diameter
number density distribution
bubble column height
superficial velocity
turbulent kinetic energy
characteristic length scale
number
number density
number density of eddies with length scale A
molar flux

break-up probability
coalescence efficiency
radius
break-up kernel function
coalescence kernel function
characteristic time scale
velocity

critical velocity for coalescence
turbulent fluctuating velocity

bubble volume
average bubble volume

volume
break-up frequency

a [-] volume fraction
p [mo3] daughter size distribution

I: [m2s-3] dissipation rate

A [m] length scale of an eddy

I.l [kg kmol"] molar mass

cr [kgs-2] surface tension

p [kgm-3] density

't [kgm-1s-2] shear stress

co [m-Is-I] collision frequency

.6. [-] difference
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Indices

o initial value
I small bubbles
2 large bubbles
I Liquid
g Gas
t turbulent

daughter bubble
... dimensionless variable
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Flow fields in bubble columns with mass transfer

D. Wiemann, F. Lehr, D. Mewes

Institute of Process Engineering, University of Hannover, Callinstr. 36, D-30167
Hannover, Germany

Abstract

In this work a transport equation for the interfacial area density based on a popula
tion balance equation approach is applied to calculate the flow field in bubble col
umns numerically. The resulting transport equation for the arithmetic bubble vol
ume is coupled with the balance equations for mass and momentum. The
calculations are performed for three dimensional, instationary flow fields in cylin
drical bubble columns using the Euler-Euler approach. The calculations consider
the homogeneous and the heterogenous flow regimes. Inaddition the mass transfer
between the phases is considered. For the calculation the commercial code CFX-4
is used .

1 Introduction

For the numerical calculation of the flow field in bubble columns the Euler-Euler
or the Euler-Lagrange approach are common. The Euler-Lagrange approach calcu
lates the motion of individual bubbles. Therefore the numerical effort is consid
erably high. The Euler-Euler approach describes the disperse phase as a continu
ous fluid. The interactions between the phases are considered by interphasial
exchange terms . A comparison of both methods is given by Sokolichin et al,
(1997).

For axisymmetric and stationary flow fields numerical and analytical calcula
tions have been presented by several authors (Torvik and Svendson 1990,
Jacobsen et aI., 1997; Sayanal et aI.,1999; Thakre and Joshi, 1999). The highly
transient and three-dimensional flow fields which are observed in experiments
cannot be calculated with these models . The first simulations for the time-
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dependent flow field in bubble columns are presented by Webb et al. (1992). They
used the Euler-Lagrange approach to calculate the rise of a bubble swarm in a two
dimensional flat bubble column assuming laminar flow . Calculations for the tran
sient and three dimensional flow field in a cylindrical bubble column are presented
by Lapin and Liibbert (1995, 1996) . They also employ the Euler-Lagrange
method. The authors obtain a chaotic behavior of the two phase flow . They do not
use a turbulence model but consider the flow to be laminar.

Sokolichin and Eigenberger (1999) perform transient three-dimensional calcu
lations for the flow field in a flat bubble column using a simplified Euler-Euler
method. For laminar flow the calculations do not result in grid independent results.
A stable solution is only obtained by using a turbulence model. The turbulence is
calculated with a k-s turbulence model. The predicted time-averaged and time
dependent flow fields are in good agreement with their experimental results.

Similar calculations for the flow fields in locally sparged, flat rectangular bub
ble columns are performed by several groups. Delnoij et al. (1999) use the Euler
Lagrange method assuming laminar flow . Lain et al. (1999) also work with the
Euler-Lagrange method but they use a k-s turbulence model. Results from calcula
tions using the Euler-Euler method are presented by Mudde and Simonin (1999),
Pfleger et al. (1999) and Pan et al. (1999, 2000).

For the calculation of flow fields in cylindrical bubble columns Krishna et al.
(1999, 2000) applied the Euler-Euler method considering a turbulence model. For
high superficial gas velocities they consider large bubbles as a third eulerian phase
in their calculations. They neglect bubble coalescence and break-up and assume a
constant superficial velocity for the large and small bubbles as well as a constant
bubble size.

The local bubble size distribution is considered in none of these works. In addi
tion most of the simulations are performed for low superficial gas velocities. Only
Krishna et al. (2000) present results for higher superficial gas velocities which are
relevant in practice. With none of the existing methods the interfacial area avail
able for heat and mass transfer can be calculated.

This paper deals with the numerical calculation of bubbly flow considering the
local bubble size distribution. In particular for cylindrical bubble columns the flow
field is calculated using an Euler-Euler approach with an additional transport
equation for the mean bubble volume and the volume fraction of the small and
large bubble fraction. Therefore the transport equations are used as proposed by
Lehr et al. (2002). The equations are summarized in Table 1. The index I refers to
the small bubble fraction, the index 2 denotes the large bubble fraction.
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Table 1. Transport equations for the mean bubble volume and the volume fraction
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In case of low superficial gas velocities corresponding to the homogeneous flow
regime only the transport equation for the mean bubble volume of the small bub
ble fraction has to be considered .

2 Numerical calculation

The numerical calculation is based on the two-fluid approach . Both phases are
therefore assumed as continuous fluids. The interactions are taken into account by
interphase exchange terms. The momentum balance equation is
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(1)

The second term on the right side considers the interphase drag force per unit vol
ume which is calculated as

Fd = %PI :g CDlii
g-iill(ii j - iii) (2)

s

where j =g, l:t: i. The drag coefficient is calculated as

(3)

(Clift et aI., 1978). The Reynolds-number and the Eotvos-number are defined as

Eo = g(PI - Pg)d s ,
o

(4)

(5)

where c is the surface tension. The lift and the virtual mass forces are not consid
ered. The sauter mean diameter for the small and large bubble fraction is calcu
lated as

(6)

The mass balance equation for both phases is

(7)

The mass transfer rate of component A from the gas into the liquid phase is Mg,l .

The mass balance for the component A is

(8)
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(10)

The turbulence in the flow field is considered using a k-s model. The application
of a k-s turbulence model for the numerical calculation of bubbly flow at low vol
ume fractions of gas has been reported by Sokolichin and Eigenberger (1999). The
turbulent viscosity in the liquid phase is modeled askr

III = 0.09PI - . (9)
Sl

The gas phase is treated as laminar. The turbulent kinetic energy and the dissipa-
tion rate are calculated as

OaIPlkl ( - ( \n) ( )- at- +v (lIPlulkl- III +lIl/vkl =(ll PI-PIEI

OaIPIEI ( _ ( \n) EI ( )--+V (lIPIUIEI- II I + li t JVEI = (ll- 1.44 PI-1.92 PIEI
at k l

with PI = (111+1I1)viil ·(Vii l +ViiIT)-~V'ii l((1I1 +1I,)v·ii l +Plkl~3

In addition the bubble induced turbulence is taken into account. Therefore the
model proposed by de Bertodano et al. (1994) is used. Following this model the
resulting turbulent kinetic energy and dissipation rate are calculated from the shear
and the bubble induced turbulence

(11)

The change in the liquid viscosity due to the bubble induced turbulence is ne
glected since the shear induced viscosity is much higher.

Equations (I) to (11) are implemented into the commercial code CFX. In addi
tion the transport equations for the mean bubble volume and the volume fraction
of gas as shown in Tablel are coupled with the balance equations for mass and
momentum. The geometric model consists of a cylindrical domain. The gas phase
enters the column at the bottom through a sparger. The cross section at the top is
modeled as a semi-permeable wall without shear stress, thus the gas phase can
leave the domain whereas the liquid phase remains inside. The liquid leaves the
domain at the top through an overflow at the outer wall of the column. The do
main is discretized with a block structured grid. The edge length of the cells is in
the range of ~1=O.01-0.02 m. The time steps are in the range of ~t=0.01-0.05 s.
For the descritization of convective terms a TVD scheme is used.

Mass transfer

The mass transfer is directed from the dispersed gas phase into the continuous liq
uid phase. The gas phase consists of a pure substance. Therefore the mass transfer
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(13)

(14)

resistance occurs only in the liquid phase. For small variations of the bubble di
ameter the mass transfer process is assumed to be stationary. The mass transfer
rate per unit interfacial area is calculated as

mg,1 = ~I~A'PI -PA,J (12)

The mass transfer coefficient is ~b the partial density of component A at the liquid
side interface is PA,pl and the bulk density is PA,I' The interfacial density is as
sumed to be in equilibrium with the gas phase following Henry's law. The partial
density at the liquid side interface is calculated as

PA." ~PA., P,{:: H) ,
where the molecular weight of the liquid and the gas phase are IJI and IJg, the
Henry constant is H. For spherical bubbles the mass transfer coefficient is calcu
lated following Brauer (1981)

[(
\-1 J-{).055

Sh = Shoo 1+ 0.433 Re2J + 4.23

where
0.651(ReSc)1.72

Shoo = 2 + ---'----i-=
1+ (ReSc)1.22

The Sherwood-number and the Schmidt-number are

Sh=~dID and Sc=v/D,

(IS)

(16)

where D is the diffusion coefficient. Equation (14) is only valid if the Bubble
Reynolds- number does not exceed a critical value which is determined as

Re,", ~3.7{::)"''' (17)

For Re > Recril the bubbles loose their spherical shape. The stochastic deforma
tions of the interface induce turbulent motions in the surrounding fluid. The mass
transfer coefficient for non-spherical bubbles considering the influence of defor
mation turbulence is calculated following Brauer (1981)

Sh=2+0.0l5Reo.89Sco.7. (18)

In this article the physical absorption of CO2 into water is used to consider mass
transfer. For a non-spherical bubble with a diameter of d= 3 mm using Eq. (14) the
mass transfer coefficient is ~=2.3 10-4 mls. The mass transfer coefficient for the
physical absorption of CO2 into water is investigated experimentally by Hallensle-
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ben (1980). For bubbles with diameters in the range of db=2.0 up to 6.0 mm an
almost constant value for the mass transfer coefficient of Pl=2.8 10-4 mls is re
ported.

3 Results and discussion

3.1 Low superficial gas velocities

The calculations are performed for three-dimensional, instationary flow fields in
cylindrical bubble columns. First the results for the system air-water are shown.

H=4.425 m
0=0.29 m
jg=0.02 m/s
dbO=3 mm

Ug in m/s

0.1

-OJ

Fig. 1. Flow field for a low superficial gas velocity

The calculated flow field for a column with a height of H=4.425 m and a di
ameter of D=0.29 m is shown in Fig. 1. The superficial gas velocity is jg=0.02m1s
and the initial bubble size at the inlet is dbO=3 mm. The streamlines of the liquid
are visualized with a texture. The flow field of the liquid is characterized by vor
tices thus the liquid rises up in a spiral manner. The magnitude of the vortices is in
the order of the column diameter. In the right part the streamlines of bubbles are
shown. The gas bubbles rise up in particular in the center part of the column. In
the wall region some bubbles are transported downwards with the liquid.
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The time dependent motion of the bubble swarm is shown in Fig. 2 for the same
column . The time between the snapshots is Is. The bubble swarm rises up in a spi
ral manner and rotate over the cross sectional area. The axial and radial movement
of the liquid vortices cause the deformations of the bubble swarm.

H=4.425m
0=0.29 m
jg=0.02 m/s

~t= 1s

0.1

0.0

Fig. 2. Time dependent motion of the bubble swarm

The time-averaged volume fraction of gas is shown in Fig.3 . In addition to the cal
culated results the experiments from Grienberger (1992) are given .

j =0.02m/s H=1.5 m 0=0.15 m
9

- • Grienberger (1992) ---(alculated -

• ~

... ... ..• •

0.5

0.4
'"tl

c:
OJ0

:;::
u

'"'--OJ 0.2E
:::J
'0
>

0.1

0.0
-1.0 -0.5 0.0 0.5 1.0

dimensionless radiusr·=r/R

Fig. 3. Time-averaged volume fraction ofgas
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The time-averaged volume fraction is axisymmetric and almost constant over the
cross section. Only in the near wall region a decrease of the volume fraction oc
curs.

The influence of mass transfer from the gaseous into the liquid phase is shown in
Fig. 4. The gas phase is air and the liquid phase is water. A constant amount ofgas
per unit interfacial area is transferred into the liquid phase. In addition to the liquid
velocity the streamlines of the liquid phase are given.

H=1.5 m
0=0.15 m
jg=0.02 m/s

0.4

0.0

-0.4

u, in m/s

with
mass transfer

without
mass transfer

Fig. 4. Influence ofmass transfer

The absorption of the gas phase leads to a decrease in the momentum transfer
from the gas into the liquid phase. Therefore the amount and the size of the vor
tices decrease with the column height. This change in the flow pattern enhances
the backflow of liquid.

The following calculations are performed for the physical absorption of CO2 into
water. The column has a diameter of D= 0.19 m and a height of H= 2.80 m. The
superficial gas velocity is jg=0.02 mls and the superficial liquid velocity is of
jl=O.OS mls. A constant mass transfer coefficient of /3= 2.8 10.4 mls is used. In Fig.
S the calculated partial density of CO2, the volume fraction of gas and the liquid
velocity are shown for t= 100 s. In addition the streamlines of liquid are visualized
with a texture. The partial density of CO2 in the liquid increases with the column
height. According to the increasing concentration of CO2 in the liquid phase the
volume fraction of gas decreases significantly. At the top of the column the vol
ume fraction is reduced to a g=0.02. The flow pattern is changed according to the
reduced momentum transfer. In the lower part of the column the liquid velocity
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field is strongly influenced by vortices. With decreasing volume fraction of gas
the momentum transfer from the gaseous to the liquid phase is reduced and there
fore the flow pattern in the upper part of the column is almost stratified.

PC02.liQuid

~ 0.33

0.00

0.10

0.05

0.00

H= 2.80 m
D=0.19m
jg= 0.02 m/s
j l= 0.05 m/s

t= 100 s

u, in m/s

~ 0.4

~ 0.0

-0.4

Fig. 5. Instantaneous flow field considering mass transfer

3.2 High superficial gas velocities

For higher superficial gas velocities the gas phase is described by two phases: one
gaseous phase containing the small bubbles and a second one which accounts for
the large bubbles .

The calculated fields for the volume fraction and the mean bubble diameter are
shown in Fig. 6. The column has a height of H=1.5m and a diameter of D=0.15 m.
The superficial gas velocity is jg=O.IO mls. The initial bubble diameter of the
small bubbles at the inlet is 2 mm and for the large bubbles the initial diameter is
set to 20 mm. The diameter of the large bubbles increase to 50 mm at the top of
the column whereas the small bubbles diameter decreases. The enhanced coales
cence rate increases the volume fraction of the large bubble fraction significantly
with the column height. The time-averaged volume fraction of gas is shown in
Fig. 7. In addition to the calculated results the experiments from Hills (1974) are
given. The time-averaged volume fraction of gas is axisymmetric with the maxi
mum in the middle of the column. The volume fraction of small bubbles is almost
constant except of the near wall region. The volume fraction of the large bubbles
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has a parabolic profile. Thus the large bubbles rise up in particular in the center of
the column .

o

H=1.5m
D=O.15m
jg=O.10 m/s

Fig. 6. Flow field for high superficial gas velocit ies
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• Hills (1914) -- calculated
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<U 0.2e
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j =0.10m/s H=1.5 m D=0.15 m
g

0.0
-1.0 -0.5 0.0 0.5 1.0
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Fig. 7. Time averaged volume fraction for jg=O.IO mls
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4 Conclusion

The flow fields in bubble columns are numerically calculated using a two-fluid
approach. The calculations are performed for three dimensional, instationary flow
fields in cylindrical bubble columns. A simplified form of the population balance
equation is used to calculate the local bubble size distribution in dependence of the
local flow field. For high superficial gas velocities the formation of large bubbles
is considered using two gaseous phases : one phase containing the small bubble
fraction and a second one accounting for the large bubbles. The calculated flow
fields for the liquid and the gas phase are three-dimensional and instationary. The
time-averaged flow fields are axisymmetric. In addition to the system air-water the
influence of mass transfer is considered modelling the physical absorption of CO2

into water. The numerical results are compared with experimental results for bub
ble columns up to a diameter of 0.3 m and a height of 4.5 m.
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[m"]
[-]
[m]
[m]
[m]
[m]
[m·6]

[m]
[ms"]
[m2s· 2]

[m·3]

[m"]
[kmol m2s·l

]

[m]
[m·3s·l ]

[rrr's"]
[ms"]

[ms"]
[ms"]

[m3
]

interfacial area density
drag coefficient
bubble column diameter
bubble diameter
equivalent bubble diameter
sauter mean diameter
number density distribution
bubble column height
superficial velocity
turbulent kinetic energy
number density
number density of eddies with length scale A
molar flux

radius
break-up kernel function
coalescence kernel function
velocity

critical velocity for coalescence
turbulent fluctuating velocity

bubble volume



Greek symbols

t-]
[m-3]

[mZs-3]

[m]
[kg kmol"]
[-]
[kgm"]
[kgs-z]

Indices

volume fraction
daughter size distribution
dissipation rate
length scale of an eddy
molar mass
mass fraction
density
surface tension

o initial value

1 small bubbles
2 large bubbles
1 Liquid
g Gas
t turbulent

daughter bubble
* dimensionless variable
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X-ray computational tomography measurement of
3-phase flow in bubble columns

M. Behling, D. Mewes

Institute of Process Engineering, University of Hannover, Callinstrasse 36, 30167
Hannover, Germany

Abstract

A pilot plant scale 3-phase bubble column is examined experimentally. The liquid
phase is water, the gas phase is air, the solid phase are PVC-particles. Local phase
holdups of all 3 phases are measured by X-ray tomography. An extended form of
X-ray tomography is used, the dual energy technique. The proper operation of this
technique is ensured by the choice of the examined materials and applied X-ray
photon energies. The high data resolution of the X-ray detector ensures high reso
lution of the measured phase fractions .

1 Introduction

3-phase bubble columns are often used for technical catalytic reactions or as bio
reactors. Additionally to the continuous liquid phase and the disperse gas phase, in
a 3-phase bubble column solid particles are suspended. These can be a catalyst or
the biomass, for instance. The efficiency of a bubble column depends on the avail
able phase boundaries, the phase distributions and the flow field. To know and be
able to predict these properties enables both an optimized operation of existing
bubble columns and a better design of future bubble columns.

For 2-phase bubble columns, mathematical models exist that allow, for in
stance, to calculate the flow field in consideration of breakup and coalescence of
bubbles (cp. Lehr 2001). The development of mathematical models for 3-phase
bubble columns is still in progress (cp. Michele and Hempel 2002) . For the valida
tion of such models experimental data are required. Several experimental investi
gations to measure local parameters in 3-phase bubbel columns are carried out.
Warsito et al. (1997) and Michele and Hempel (2002) use intrusive probes to
measure local phase holdups and velocities in a 3-phase bubble column. Grevskott
et al. (1996) and Dudukovic et al. (1997) use radioactive particle tracking to
measure velocities in bubble columns. George et al. (2001) use a combination of
gamma-densitometry tomography and electrical tomography to measure phase dis
tributions in 3-phase bubble column. This measuring technique is non-intrusive,

233M. Sommerfeld (ed.), Bubbly  Flows

© Springer-Verlag Berlin Heidelberg 2004



but limited by the assumption of an axisymmetric phase distribution for the recon
struction. Non-intrusive high-resolution measurements of the local phase fractions
for whole cross sections are still required.

Therefore the aim of his work is to non-intrusively measure time-averaged local
phase fractions of liquid, solid and gas in a 3-phase bubble column. The influence
of superficial gas velocity, solid loading and sparger geometry are to be examined.
The applied measuring technique is X-ray computational tomography. X-ray to
mography is a non-intrusive measuring technique with high spatial resolution. It
can be used to penetrate objects that are inaccessible to optical measuring tech
niques. The measurement results are material distrubitions in cross sections
through the measured object. To measure the local phase fractions of all 3 phases,
an extended form of X-ray tomography is used , the so-called dual-energy tech
nique. The applicability of the dual-energy technique for measuring 3-phase bub
ble columns has been shown in principle by Grassler and Wirth (2001) and Strabel
and Wirth (2002).

2 Test facility

1 m........

X-ray tomograph
(position variable)

Fig. 1. Test facility

A pilot plant scale bubble column is examined. A drawing of the test facility is
shown in Fig. 1. The inner diameter of the column is 244 rom, the height is 7.5 m.
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The liquid phase is water, the gas phase is air. The water in the column can either
be operated in batch mode or flowing upward . Both water and air inlet are through
a sieve plate at the bottom of the column. The solid phase is PVC resin. Particle
sizes are in the range of2 - 3.5 mm. Several PVC compounds with densities in the
range of 1.2 to 1.5 g/cm' are examined. The solid particles in the column are oper
ated in batch mode. The X-ray tomograph can be mounted in various vertical posi
tions to measure various cross sections through the bubble column.

3 X-ray tomography

3.1 Measuring principle

X-ray tomography has been developed in the early 1970s, initially for medical di
agnosis (cp. Morneburg et al. 1995, Kalender 2000). Later it was adopted to tech
nical applications like material and workpiece testing. In recent years, X-ray to
mography has been used in the process industry to measure multiphase flows (cp.
Mewes and Schmitz 2000). The measurement principle of X-ray tomography is
shown in Fig. 2.

bubble column

X-ray
source

[t

CT-slice

~2
r------, ~(onstruction

Fig. 2. X-ray tomography measurement principle

The measured object, in this case the bubble column, is irradiated by an X-ray
fan beam. The X-rays penetrate and are attenuated by the measured object. A lin
ear detector is used to measure the intensity of the attenuated X-rays. The attenua-
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tion along each X-ray path is a measure for the penetrated material. From only one
projection it is impossible to determine where along this X-ray path the attenua
tion has taken place. Therefore the X-ray source and detector are rotated around
the bubble column. Projections are measured in multiple directions and stored. Af
ter measuring the projections, in a second step the local phase holdups in a sclice
through the bubble column are reconstructed. Since the projections are not meas
ured at the same time, the reconstructed slice is time averaged. X-ray tomography
is completely non-intrusive, it has no influence on the measured object.

The intensity of the attenuated X-rays can be calculated by the Lambert-Beer
law as

(3.1)

for the 2-phase case with only air and water in the column. I is the intensity of
the attenuated X-rays, 10 the intensity of the X-rays without attenuation. dwaler is
the total penetrated length of water along the path of the X-rays, and ~water is the
attenuation coefficient of water, a material property. Apart from the material, the
attenuation coefficient ~ depends on the X-ray "hardness", i.e. the photon energy.
The penetrated air does not attenuate the X-rays and therefore does not appear in
Eq.(3 .1). The bubble column wall also attenuates the X-rays . This effect is the
same for all measurements. It is eliminated by calibration and thus is neglected
here.

For the simple 2-phase case, the penetrated length of air dair along each X-ray
path can be calculated from

d water + d air = d column • (3.2)

dco1urnn is the total way of the X-ray through the column. With Eq.(3.1) and
Eq.(3 .2) 2 equations are available for the 2 unknows dwaler and dair• This system of
equations can easily be solved, and the penetrated amounts of water and air can be
determined for each X-ray intensity measurement.

For the 3-phase case with the the PVC particles as the additional solid phase,
Eq.(3.1) and Eq.(3.2) are extended to

and

d water + d air + d PVC =dcolumn'

(3.3)

(3.4)

In this case there are 3 unknowns: dwatero dair and dpvc, the penetrated length of
PVC. The 2 equations Eq.(3 .3) and Eq.(3.4) are are not sufficient to determine
these 3 unknowns. This problem is overcome by the dual energy technique.
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3.2 Dual energy technique

The X-ray attenuation coefficient I.lof each material depends on the X-ray photon
energy. This effect is used for the dual energy technique in X-ray tomography.
The measured object is successively irradiated with X-rays with 2 different X-ray
photon energies, giving 2 separate intensity measurements for the attenuated X
rays. These 2 attenuated intensities can be calculated by 2 separate attenuation
equations as

and

I - I e -(/Jwater ,2dwater+/JpvC,2d pVC)
2 - 0,2

(3.5)

(3.6)

The indices " I" and "2" indicate the 2 different X-ray photon energies. Solving
the system of Eqs.(3.4 - 3.6), the 3 unknowns dwaler, dair and dpvc can be deter
mined.

The attenuation coefficients of the examined materials must differ from each
other. Otherwise the materials can not be distinguished by X-ray tomography.
This is ensured by the choice of the examined materials. In this work water is used
as the liquid phase, PVC particles as the solid phase.

1(f- --
E, =50 keV

1~1------'1rf---''<----f---+-----+------l
water I~ E2 =200 keV

102--------+-~~-_+_--f----+

104 105 106

photon energy E

Fig. 3. Attenuation coefficients of PVC and water
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In Fig. 3 the attenuation coefficients of water and PVC (density 1.5 g/cm') are
plotted as a function of the X-ray photon energy. It is obvious that over a broad
range of photon energies the attenuation coefficients differ significantly. The dual
energy technique can only work when Eq.(3.5) and Eq.(3.6) are linearly independ
ent. This is ensured by the proper choice of the 2 applied X-ray photon energies.
In Fig. 3 the 2 photon energies used in this work are indicated, 50 and 200 keV.

3.3 X-ray tomograph setup

The setup of the X-ray tomograph is shown in Fig. 4. The X-ray source and linear
detector are mounted on a rotating frame on opposite sides of the bubble column.
The X-ray source produces a cone-shaped beam. For the measurements only a flat
fan beam of X-rays is required . To reduce scattered radiation, the unused part of
the cone beam is screened by a lead collimator, obtaining the required flat fan
beam. Another collimator in front of the detector also prevents remaining scattered
radiation from outside the measurement plane from getting into the detector.

bubb le column

X-ray source

Fig• .4. Setup ofX-ray tomograph

X-ray fa n beam

collimators
detector

The linear X-ray detector consists of 384 pixels. The pixel size is 1.6 mm. The
minimum integration time is l Ous. The detector offers a l6bit data resolution, i.e.
more than 65 000 levels of X-ray intensity can be distinguished. This high inten
sity resolution allows to measure all possible volume fractions of water, air and
PVC-particles from 0 to 100 %. As an example, in the bubble column filled with
water, 0.1 mm PVC can be detected. This corresponds to 0.04 % of PVC in
99.96% of water along an X-ray path through the column center.
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The rotation of X-ray source and detector is implemented by using the me
chanical unit of a medical X-ray tomograph. A photograph of this gantry is shown
in Fig. 5. It consists of a static frame and the rotating inner, on which the X-ray
equipment is mounted (which on the photograph is not yet in place). The rotation
can achieve a maximum speed of 45 rpm. Due to the short measurement time of
the detector, projections can be measured throughout the rotation without the need
to stop at the required positions.

Fig. 5. Tomograph gantry

Electrical power is supplied to the rotating equipment via sliprings. For the data
connection to the X-ray detector and the X-ray source control a wireless computer
connection is established.

4 Conclusion and outlook

A 3-phase bubbel column with 244 mm inner diameter is examined. Dual-energy
computational X-ray tomography is used to measure time-averaged local phase
holdups of all 3 phases (liquid, gas, and solid). At the editorial deadline of this re
port, the assembly of the X-ray tomograph is nearly complete. First X-ray meas
urements will start in late 2002 .
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Notation

d
E
I

[m]
[keY]
[Gy/s]

distance / penetrated length ofmaterial
X-ray photon energy
X-ray intensity

Greek symbols

Indices

X-ray attenuation coefficient

o
I
2
air
column
water

initial value
X-ray photon energy I
X-ray photon energy 2
air
bubble column
water
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Euler/Lagrange Calculations of Gas-Liquid-Solid
Flows in Bubble Columns with Phase Interaction

E. Bourloutski and M. Sommerfeld

Mechanische Verfahrenstechnik, Fachbereich Ingenieurwissenschaften, Martin
Luther-Universitat Halle-Wittenberg, D-06099 Halle (Saale), Germany

Abstract. This paper presents a mathematical model based on EulerlLagrange
approach for time-dependent calculations of two- (gas-liquid) and three- (gas
liquid-solid) phase flows in a bubble column. The fluid phase flow was calculated
based on the Euler approach by solving the three-dimensional Reynolds-averaged
conservation equations in a time dependent way. The set of equations was closed
using the standard k- e turbulence model. Two-way coupling was accounted for
by adding dispersed phase source terms in all conservation equations of the
continuous phase and additionally considering wake-induced turbulence. Bubble
motion was calculated by solving the equation of motion taking into account drag
force, pressure, added mass force, transverse lift force, buoyancy and gravity. The
tracking of solid particles was based on considering drag force, pressure, added
mass force, Saffman force, Magnus force and gravity. The introduction of the
effective density in the continuous phase conservation equations permitted to
perform the calculations up to relatively high volume fractions of the dispersed
phase. The interaction between bubbles and particles was considered by adding
simple correction terms to the drag coefficient of both bubbles and particles.
Alternatively, the interaction was described by collisions between bubbles and
particles using a stochastic collision model. The comparison of the predicted
results with experimental data from the literature showed reasonable good
agreement for the cases of two-phase and three-phase flows.

1. Introduction

Traditionally the design and/or scale-up of three phase flow processes is based on
experimental studies and empirical correlation's resulting there from. As a conse
quence, also numerous experimental studies are available. Relevant for the design
of three phase bubble columns are mainly the flow regime, the solid concentration
distribution and the gas hold-up along column. These operational conditions de
pend for a situation without net liquid flow mainly on the gas flow rate and the
solid concentration (e.g. Smith & Ruether 1985, Chen et. al. 1995, Ohkawa et. al.
1997). In order to predict for example solids concentration in a bubble column,
rather simple semi-empirical models have been used so far, such as for example a
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sedimentation-dispersion models (Smith et. al. 1986). A more sophisticated ap
proach for predicting the solids concentration profiles is the wake shedding model
which accounts for more details of bubble-particle interaction (Tsutsumi et. al.
1992).

In recent years also computational fluid dynamics (CFD) has considera
bly advanced and was extended for the numerical calculation of multiphase flows
in process engineering (see for example Birtigh et. al. 2000). For the numerical
calculation of flows in two- or three-phase bubble columns mainly the two- or
multi-fluid model is preferred due to the generally high volume fractions of both
phases (typically around 20 %). This method is based on the assumption of inter
acting continua, which implies that also the dispersed phases are treated as con
tinua (Simonin 2000). However, a detailed modeling of the involved relevant
physical mechanisms and interaction processes is rather sophisticated with this
approach. More detailed reviews on the state-of-the-art on numerical calculations
ofbubble columns (two-phase flow) may be found in Lain et. al. (2002) and Bour
loutski & Sommerfeld (2002). Regarding the prediction of three-phase bubble
columns (i.e. gas-liquid-solids flows) the work of Mitra-Majumdar et. al. (1997)
should be mentioned. Here a multi-fluid approach in connection with a k- B turbu
lence model supplemented by an extended eddy-viscosity approach to account for
bubble induced turbulence was adopted. The interaction between both dispersed
phases (i.e. bubbles and solids) was considered by a simple modification to the
drag forces by empirical terms depending on the volume fraction of the other
phase. These terms describe the dragging of the solids by the bubbles and the hin
dering of bubble rise by the particles. The comparison of the predicted solids vol
ume fraction along the column with experimental data was found to be reasonably
good with these simple interaction terms. However, this model uses empirical
constants which are not universal and will strongly depend on the size ratio of
bubbles and particles.

In the present study the Euler/Lagrange approach was extended and ap
plied to three-phase bubble columns. Bubble and particle motion was described in
detail by accounting for all relevant forces. Moreover, the momentum transfer
from the dispersed phases to the liquid was considered including a model of turbu
lence modification. The momentum transfer between bubbles and particles was
described by simple interaction terms and alternatively by accounting for colli
sions.

2. Euler/Lagrange approach

2.1 Flow calculation and bubble/particle tracking

For the present studies the Euler/Lagrange approach was solved in a
time-dependent way in order to resolve the inherent unsteady nature of the flow in
a bubble column. The fluid flow was calculated based on Euler approach by solv-
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(1)

ing the unsteady Reynolds-averaged conservation equations including the source
terms of the dispersed phases. These equations were closed using the standard k
€ turbulence model (Launder & Spalding 1974) which was extended by account
ing for the effects of the dispersed phase and especially wake induced turbulence.
The conservation equations for a three-dimensional flow may be written in a gen
eralized form with the different terms give in Table 1 in the following way:

o(a cj» a a a_F_+ _ (a
F

D cj»+- (a
F

V cj»+- (a
F

W cj»=at ax oy oz
a ( ocj» a ( ocj» a( ocj»- r- + - r- +- r- +S +Sax ax oy oy oz oz $ $0

cI> r S4> S$O

I - - S"FO=0

u J.1+J.1, ~(rouJ+~(rOVJ+~(rOWJ- op +O"Fg, SUD
oX ox oy ox OZ ox ox

V J.1+J.1, ~(rouJ+~(rOVJ+~(rOW)- op +O" Fg, Svo
ox oy oy oy OZ oy oy

W J.1+J.1, ~(rOU)+~(rOV)+~(rOW)_ op +O"Fg, Swo
ax OZ oy OZ OZ OZ OZ

k J.1+~ Pk-aFI> SkO
a k

I> J.1 + l::!.- f(ce, Pk -cez crFe) StO
at

Pk =~.[2{(our +(ovr +(owr}+(au +ovr +(au +OWJZ+(oW +ovr]
ax oy OZ oy ax OZ ax oy OZ

kZ
crF = P (1- a B - a p ) , C~ =0.09, C1 = 1.44, c, =1.92III =C~P-,e

a k = 1.0, at =1.3

Table 1: Source term expressions of fluid phase for the different variables ~ and constants
of turbulence model.

Here, p is the liquid density, a
B

is the bubble phase volume fraction, up
is the solid phase volume fraction, o , is the effective fluid density , D, V, W are

the Reynolds-averaged velocity components. The resulting set of conservation
equations was solved by using a finite-volume discretization scheme with collo
cated grid arrangement, which implies the solution of the integral form of the con
servation equations . The diffusive terms are discretized by central differences,
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while an upwind scheme is used for the convective terms. The fluid flow was
solved with the code FASTEST 3D, which is based on non-orthogonal block
structured grids with block-wise free topology. Pressure-velocity coupling was re
alized by the SIMPLE algorithm.

The dispersed phases (bubbles and solid particles) are simulated in a La
grangian way, where a large number of disperse elements are tracked simultane
ously through the flow field . Depending on bubble and particle size and volume
fraction typically between 50,000 and 100,000 computational particles of both
phases were simultaneously present in the flow field. In the equation of motion for
bubble tracking the drag, pressure, added mass, transverse lift forces, buoyancy
and gravity are considered. This results in the following set of ordinary differential
equations for the bubble phase:

dXBi
d't=UBi (2)

dUBi 3 P ( )1_ - 1 P du,mB--=---mBCO u j -UBi u-uB +mB--
dt 4 PBDB PB dt

1 P (dui d UBi) 1 P ~(- -) (-)1 (p )+-mB- ---- +-mB-~u-uB x Vxu . +mBg j 1--
2 PB d t d t 2 PB PB

(3)

Here, X Bi are the co-ordinates of the bubble position, UBi the velocity compo

nents, DB is the bubble diameter, and PB is the bubble density. The Basset history

term was neglected in the present study. It should be noted that the pressure term
is already split into the fluid acceleration and the buoyancy (Crowe et al. 1996).

For tracking the solid particles the forces, such as drag , fluid acceleration,
added mass, Saffinan force, Magnus force and gravity/buoyancy are considered in
the equation of motion (Sommerfeld 2000). Hence, the particle motion is calcu
lated by solving the following set of ordinary differential equations:
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Here, x pi are the co-ordinates of the solid particle position, u pi are the velocity

components , D, is the solid particle diameter, and PP is the solid particle density,

OOF is the fluid rotation vector, OOp is the angular velocity vector, f(Rep,ReJ is

the ratio of the extended lift force to the Saffman force, Rep is the particle Rey

nolds number, Res is the particle Reynolds number of the shear flow, ReR is the

Reynolds number of particle rotation and CLR is the lift coefficient (for details see

Sommerfeld 2000). The fluid acceleration terms are calculated as the derivative
following the disperse element trajectory. The drag coefficient CD B for the bub-

bles was calculated using the empirical correlation's for a fluid sphere, namely:

16Re;1

14.9 Re;o.78

49 .9Re;\ (1- 2.21Re;o.5)+ 1.17 ·10-8Re~615

2.61

ReB <1.5

1.5 <ReB <80

80 <ReB <1530

ReB >1530

(6)

where ReB = p DBlu - uBI/ Jl is the bubble Reynolds number. The drag coeffi

cient for the solid particles is obtained from the following correlation's:

C ={24Re;I(I+0.15Re~'687) Rep <1000 (7)
D,P 0.44 Rep> 1000

where Rep = P Dplu - upl/ Jl is the particle Reynolds number.

The instantaneous fluid velocity components at the disperse element loca
tion occurring in the equation of motion (Eqs. 3 and 5), are determined from the
local mean fluid velocity interpolated from the neighboring grid points and a fluc
tuating component generated by the Langevin model (Sommerfeld et. al. 1993). In
this model the fluctuation velocity is composed of a correlated part from the pre
vious time step and a random component sampled from a Gaussian distribution
function . The correlated part is calculated using the appropriate time and length
scales of the turbulence from k- S turbulence model. Additionally, a drift correc
tion is imposed in order to avoid the spurious accumulation of bubbles in the re
gions oflow turbulence.

The equations of motion for bubbles and particles are analytically inte
grated by assuming that all forces are constant during the Lagrangian time step
~tL . The resulting equations are discretized and solved using a first order Euler

method. The Lagrangian time step ~tL is automatically adjusted during the trajec

tory calculation and must be smaller than 25% of the relevant time scales, such as,
particle/bubble relaxation time integral time scale of turbulence obtained through
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the Langevin model and collision time scale. As a solver for the disperse phases
flow the code LAG 3D was used.

2.2 Interaction models

In three-phase upward flows bubbles are moving with much higher velocity than
the particles, whereby the slip between bubbles and solid particles is relatively
large . The difference in the density and the resulting buoyancy force is the main
cause of such behavior. Hence, there will be a strong interaction and momentum
transfer between the dispersed phases. The bubbles will drag the particles and the
bubble rise will be hindered by the solid. In a first stage, this interaction was mod
eled by simply multiplying the drag coefficients by empirical correlations which
depend on the volume fraction of the other phase, as done by Mitra-Majumdar et.
al. (1997) in the frame of the continuum approach. Hence, the modified drag coef
ficient for bubble can be written as:

C' = CD,B
D,B 1 0.3-up (8)

This correction factor implies an increase of the bubble drag due to interactions
with solid particles. In the same manner the drag coefficient for solid particles has
been modified, which provides a reduction of particle drag since they are dragged
by the bubbles:

(9)

Complementary, a direct interaction between bubbles and particles was
modeled also by accounting for collisions, however initially only between bubbles
and particles. For this purpose, the stochastic collision model proposed by Som
merfeld (2001) was applied. During the tracking of the bubbles, a fictitious solid
particle was generated each time step with a velocity sampled from local distribu
tion functions. The occurrence of a collision was determined from the collision
probability according to kinetic theory of gases . The rebound velocity of the con
sidered bubble was determined by accounting for a momentum loss expressed by a
normal restitution coefficient e. Friction and rotation effects were neglected at this
stage . When tracking the solid particles the fictitious collision partner was always
a bubble. The collision calculation is identical as described above.

It should be emphasized, that both approaches most probably cannot cap
ture the complete physics involved in the interaction between bubbles and parti
cles. This interaction process should strongly depend on the size ratio of bubbles
and particles. In practical situations particles are smaller then the bubbles, hence,
there will be first an interaction through collisions with a certain impact probabil
ity. This implies that not all particle approaching the bubble will collide, rather
they partly will move around the bubble with the relative flow. Additionally, par
ticles smaller than the bubbles will accumulate in the wake of the bubbles and
consequently will increase the added mass if their density is larger than that of the
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liquid. The studies of Chen & Fan (1989) also demonstrated that a collision be
tween particles and bubbles might result in bubble breakage. All the above de
scribe effects could however not modeled in detail, due to the lack of basic ex
periments or direct numerical simulations. As a consequence, the proposed
interaction modeling can only be regarded as a first attempt to calculate three
phase flows in bubble columns on the basis of the Euler/Lagrange approach.

2.3 Coupling between phases

Both the continuous and the dispersed phases were calculated in a time
dependent way in order to resolve temporal changes of the flow structure. The
Eulerian time step was selected to be 0.4 s in the present cases and determines the
temporal resolution of the flow field. The Lagrangian time step is usually much
smaller (i.e, typically in the range 10-4 sec.) whereby a temporal and spatial aver
aging of the source terms is realized for each control volume. The computational
procedure is summarized as follows:
I) The calculation starts with the solution of the fluid flow by not

accounting for the source terms of the dispersed phase and assuming a very
small upward liquid velocity. When a certain degree of convergence is
reached this calculation is terminated.

2) The bubble and particle trajectories are calculated simultane-
ously up to a time level corresponding to that of the Eulerian part . During
each Eulerian time step about 2000 bubbles and 500 particles are injected at
the bottom. The bubble phase and solids phase source terms and properties
(i.e. volume fraction and velocities) are evaluated for each control volume.

3) Further, the continuous phase is calculated (Eulerian calculation)
for the next time level by accounting for the bubble phase source terms until a
certain degree of convergence is reached. All of the present computations
were of course performed with 100 % of coupling (i.e, under-relaxation
should be not considered).

4) The bubble and solids tracking (Lagrangian part) is continued
starting with the previously obtained bubble and solid locations and veloci
ties. Each Lagrangian time step additional bubbles and solids are injected at
the bottom of the column and bubbles reaching the top of the column are re
moved from the computations. The particle injection is of course terminated
when the desired solids volume fraction is reached. The bubble phase and par
ticulate phase source terms and properties are evaluated for each control vol
ume.

The computational steps 3 and 4 are successively repeated until a desired
time level in the quasi-steady regime is reached. Usually, a quasi-steady solution
is reached after 50 to 70 seconds. The instantaneous properties of both phases are
averaged only within an Eulerian time step. The time averaged properties are de
termined in accumulative way starting after the initial transient and terminating at
the end of the computation.
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Since the liquid flow in the bubble column is driven by the bubble rise
and hindered by particles, the source terms due to the disperse phase are therefore
extremely important. The influence of the bubbles and particles on the liquid is
taken into account by appropriate source terms in the momentum and the k- and
e -equations. The source terms for both phases in the momentum equations are
obtained for each control volume in the following way:

where the sum over n indicates averaging along the particle/bubble trajectory
(time averaging) and the sum over k is related to the number of computational par
ticle (i.e. bubbles or solids) passing the considered control volume with the vol
ume Vcv' the index D means the disperse element (i.e. bubbles or solids). The

mass of individual particle/bubbles is m k and N k is the number of real parti

cles/bubbles in the computational particle. These terms are calculated from the
change of the particle/bubble velocity along their trajectory within the considered
control volume by subtracting the external field forces. Hence, the influence of all
hydrodynamic forces acting on the particles/bubbles is accounted for.

The modification of the turbulence by bubbles and particles is addition 
ally considered by appropriate source terms in the k- and e -equation. In order to
account for the turbulence generated by the wakes of the dispersed phase elements
a Lagrangian Consistent Term was proposed recently which takes into account all
forces acting on the particles (Lain et. al. 2002) . For the individual dispersed
phases this term is written as:

(II)

A further term in the k-equation, which was proposed by Varaksin and
Zaichik (2000) based on theoret ical considerations, reflects the additional dissipa
tion effect in case the dispersed phase elements are smaller than the integral scale
of turbulence:

(12)

Here a 0 and Po are the volume fraction and density of the respective

dispersed phase, 't D is the response time of particles or bubbles and TL represents

the Lagrangian integral time scale. In the case of large particles or bubbles
('to ITL» 1, do IDe» 1%, where n, is the bubble column diameter) this

term will be negligibly small.
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(13)

The modeling of the analogous term in the B -equation is performed in
the standard manner, which assumes that it is proportional to SkD and the Lagran-

gian turbulent characteristic time scale:

E
S.D =CEJ k SkD

where the value of the parameter C'3 can depend on the size of dispersed phase

elements and their volume fraction. Since this information is not available, all cal
culations presented in this paper have been performed with C'3= 1.87.

3. Results of two- and three- phase flow calculations

The numerical calculations were performed according to experiments in a large
scale bubble column (Michele et. at. 2000) . The bubble column diameter was 630
mm and the height 4400 mm (water level in the column). Measurements were per
formed for two- and three-phase flows with different volume fractions. The bubble
size was about 8 mm and as solids PMMA-particles with a diameter of 3 mm and

a density of 1190 kg/ m 3 were used. Both were assumed to be mono-disperse in
the computations. Unfortunately, only limited measurement data were available .
The bubble column was discretized by a grid with 5 blocks and lOx lOx 70 cells
in both radial and the axial direction, respectively. Hence, the entire computational
domain had about 35,000 control volumes . The boundary conditions employed for
the continuous phase are:
• wall boundary conditions at the bottom and side wall,
• the free surface of the bubble column was specified as a symmetry condition.

The bubbles were injected just above the bottom of the bubble column
over a cross-section with a diameter of 300 mm according to the experiments and
the gas phase mass flux was assumed to be constant across the aerator. Several
experimental conditions with different bubble and solids volume fraction were
considered in the calculations.

The flow structure for a gas-liquid flow with a gas hold-up of 16 % is il
lustrated in Fig. 1 for two instants of time. The distribution of the gas volume frac
tion in the center plane of the column shows that the bubbles are mainly concen
trated in the core of the column (Fig. la). This produces a flow pattern typically
found in bubble columns with a strong upward motion of the liquid in the core and
a downward flow near the wall (Fig. 1b). The temporal fluctuation of the gas vol
ume fraction is clearly visible, while the liquid phase velocity field seems to have
a less pronounced unsteadiness.
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The temporal evolution of the flow structure for a three-phase flow (gas
hold-up 16 % and overall solids volume fraction 10 %) shows somewhat stronger
fluctuations as compared to the gas-liquid flow without solids (Fig. 2). These cal
culations were performed with the simple interaction terms described above . It is
obvious that the bubbles are dispersed much better in the three-phase situation and
the liquid velocity field shows lower upward and downward velocities compared
to the two-phase flow. The temporal fluctuations are however similar in both
cases.

An essential property for the performance ofa three-phase bubble column
is the distribution of the solids concentration. Due to the gravity acting on the sol
ids they tend to settle, however are transported upward in the core of the column
by the liquid flow. Moreover, the interaction of the particles with the bubbles
causes an additional upward transport. This effect is illustrated by comparing the
instantaneous solids concentration field without and with simple interact ion terms,
as well as by accounting for collisions between bubbles and particles (Fig. 3) at a
time where a quasi-steady situation was reached. Without interaction modeling,
the upward liquid flow cannot fully disperse the particles and they are concen
trated in the lower half of the bubble column (Fig. 3 a). This is also obvious from
the time-averaged solids volume fraction along the center line of the column (Fig.
4). In the upper half of the column the solids concentration is almost zero, whereas
near the bottom a volume fraction up to about 35 % is reached. Please note that
this high volume fraction of solids is not resolved in the contour plots (Fig. 3).
These values are located within the area with Us > 0.1.

When the simple interaction terms or particle-bubble collisions are con
sidered in the calculations, the particles are much better dispersed throughout the
column (Fig. 3b and c). The vertical profiles of the time-averaged solids volume
fraction however still show high values near the bottom Between 0.5 and 2.0 m
the solids volume fraction is almost constant and then gradually decrease towards
the top of the column for both model calculations (Fig. 4). The measurements
show an almost constant solids volume fraction along the column . In view of the
gravitational settling of the solid particles this however seems not to be realistic
and does not agree with other experimental studies (Chen et al. 1995) where a
pronounced decrease of the solids volume fraction along the column was reported.
As a result , the calculations with simple interaction terms or particle-bubble colli
sions compare fairly well with the measurements in the lower half of the column,
whereas in the upper half the measured values are considerably above the calcu
lated ones.
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The liquid phase velocity profiles of the vertical component measured
2.35 m above the aerator for a two- and three-phase flow are compared with the
calculations in Fig. 5. In the bubbly flow without solids the calculations yield the
highest upward and downward velocities similar to the experiments, The calcu
lated liquid velocities for the three-phase flow without interaction terms show a
drastic reduction in the core of the column compared to the two-phase flow. Also
the magnitude of the downward velocity is reduced. This is caused by the momen
tum transfer between liquid and solid particles which are in this case only trans
ported by the liquid phase. Accounting for a simple interaction between bubbles
and particles, provides a dragging of the solids by the bubble rise. Hence, the sol
ids are more homogeneously dispersed in the column, their upward velocity is in
creased, and the coupling with the liquid phase is reduced. Thereby, the liquid ve
locity in the core becomes again slightly higher than without interaction and the
agreement with the velocity measurements is improved. The consideration ofcol
lisions between bubbles and particles with different restitution ratio (e = 0.5 and
1.0) yields similar profiles of the liquid velocity. Similar results were also ob
tained for the case with an averaged gas hold-up of 6 % and a solids volume frac
tion oflO %.

e O%PMMAexp* IO%PMMAexp
--0 % PMMA pred
•••• 10% PMMA pred (no interaction)
- - 10% PMMA pred (simple interaction)
- • - 10% PMMApred (collision with e=O.5)
-,-,-10 % PMMA pred (collision with e=1.0)
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Fig. 5: Comparison of the time-averaged liquid velocity profiles at a height of2.35 m above
the aerator resulting from measurements and numerical calculations (gas hold-up 16%, sol
ids volume fraction 10%).

In order to demonstrate eventually also the interaction between bubbles
and particles, Fig. 6 shows profiles of the vertical mean velocity component of
both dispersed phases for different model assumptions. The bubble velocity shows
a strong upward motion in the core of the column and a downward motion near
the walls, which has of course a lower magnitude than the liquid velocity (see Fig.
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5). Similarly the particles are carried upward in the core of the column und move
downward near the wall, of course with a higher velocity than the liquid when no
interaction is taken into account in the calculations. Accounting for the interaction
between particles and bubbles (i.e. simple interaction and collisions) causes only a
slight reduction of the bubble velocities (Fig. 6 a).
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collisions between particles and bubbles (gas hold-up 16%, solids volume fraction 10%).
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The dragging of the particles by the bubbles is very pronounced for both
interaction models, yielding an increased particle velocity in the core and a reduc
tion of the magnitude of the downward velocity (Fig. 6 b). The collision model
with e = 1.0 results in the strongest modification compared to a calculation with
out interaction. Moreover, it can be observed that the region of particle downward
motion is decreased when accounting for particle-bubble interaction.

CONCLUSIONS

The EulerlLagrange approach was extended to allow time-dependent numerical
calculations of three-phase flows (i.e. gas-liquid-solid) in a pilot-scale bubble col
umn. Calculations for realistic dispersed phase volume fractions was possible by
incorporating the effective fluid density in the continuous phase conservation
equations and solving the flow in a time-dependent way. Moreover, source terms
due to the dispersed phase were included in the momentum equations and the con
servation equations for the turbulence properties, also accounting for wake in
duced turbulence modulation. Bubble and particle motion was calculated by con
sidering all relevant forces . Results were presented for up to 16% gas hold-up and
10% solids volume fraction.

The calculated liquid velocity was found to be in a good agreement with
measurements in the two-phase flow (i.e. gas hold-up 16%). When introducing the
third phase however, the liquid phase velocity was considerably under-predicted
due to the effect of gravity and the resulting low solids velocity. This introduces a
strong reduction of liquid velocity due to two-way coupling and as a result the par
ticles were concentrated in the lower half of the column. Therefore, simplified
modified drag coefficients were incorporated for describ ing an interaction be
tween bubbles and particles. By this, the part icles were dragged by the bubbles
and hence were somewhat better dispersed throughout the column. Since the sol
ids upward velocity is increased the two-way coupling reduces, whereby the liquid
upward velocity again increases. Hence, the applied simple interaction model al
ready gave a better agreement with measured liquid velocities in the three-phase
flow . The description of the interaction by collisions between bubbles and part i
cles provided a similar concentration distribution along the column. The measured
constant solids concentration along the center-line of the column was not pre
dicted and seems to be unphysical, since it does not show the effect of gravita
tional settling. The liquid velocity profile obtained with the collision model was
similar to that obtained with the simple interaction terms . Finally, the comparison
of the velocity profiles of bubbles and particles showed clearly the dragging effect
of the particles by the bubbles. This was most pronounced for the calculations
with bubble-particle collisions.

For further improving the modeling of three-phase flows, a combined hy
drodynamic interaction and collision model should be considered, since this will
describe the physics more realistic. However, such model development requires
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also detailed experiments on the interaction of bubbles and particles, preferably
using imaging techniques.
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Local Parameters of Three-Phase Flow in Column
Reactors with High Disperse Phase Hold-Up
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Introduction

Multiphase flows are widely-used in various applications in the chemical and bio
chemical industry. Bubble columns offer a simple design for all tasks where an in
tensive contact between a liquid and a gas phase is needed, but they are also able
to fluidize particles and operate with a comparatively low energy input. Despite
these advantages little is known about local parameters of three-phase bubble col
umns in pilot plant or industrial scale with high disperse phase hold-ups. So scale
up of these reactors is still based on empirical correlations.

Due to the incapability of optical non-invasive measurement systems, like la
ser- or phase-doppler-anemometry (LDA / PDA), to penetrate flows with high
disperse phase hold-ups deep enough to provide reasonable results from the inner
parts of pilot size plants, invasive measurement probes were used for this work.
Differential pressure measurement (DPM), electrical conductivity measurement
(ECM) and time domain reflectometry (TDR) were used for measuring local
phase hold-ups in two- and three phase flows in a pilot plant bubble column
(Dziallas et al. 2000). The electro diffusion measurement (EDM) delivers insight
into the liquid flow field (Michele and Hempel 2002) .

All data acquired by these methods were used to verify and improve a CFD
simulation of the flow structure in the bubble column. With the commercial CFD
program CFX calculations has been carried the Eulerian-Eulerian-approach. The
turbulence in the liquid phase is described using the k-s-model. An additional
momentum exchange term between the gas and the liquid phase has been added to
achieve a good agreement between the measured and the computed dispersed
phase distribution (Michele and Hempel 2002).

Experiments and calculations show a worse fluidization of the solid phase con
taining PMMA-particles with increasing superficial gas velocity. The measured
gas distribution and the values for the axial liquid velocity and the fluctuational
liquid velocity can explain this surprising behaviour (Enss et al. 2002).
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Experimental Setup

Bubble Column

The measurements of the phase distributions and liquid velocity were carried out
at an aspect ratio of water level to diameter ofHIId;= 7 in a Plexiglass bubble col
umn, with an inner diameter of d;= 630 mm and a total height of H= 6 m that is
shown in fig. 1. The measuring ports have an axial distance of 500 mm starting
350 mm over the sparger. There are seven radial measuring points beginning at the
column axis with a distance of 50 mm. The superficial gas velocities were be
tween 0.02 m sol and 0.09 m S·I. As gas spargers a perforated plate with 335 holes
with a diameter of 1 mm, a ring with 12 nozzles with a diameter of 4 mm on a cir
cle with the radius of 225 mm and a central nozzle with a diameter of 22 mm is
used.

; • d,= 0.63 m • !

m 10 Ports

_ /_ l ! :::;:;;:.
v' :

E
CD
II

J:

. J...._ .

Fig. 1. Pilot plant size bubble column with exchangeable sparger system and probe ports
for invasive measurement devices

As liquid phase a 0.0l-molar solution of K2S0 4 in deionized water is used, the
gas phase is compressed air and as solid phase plastics granules of polymethyl
methacrylate (PMMA) and polyoxymethylene (POM) are used. The PMMA
particles have a cubic shape and a density of PPMMA= 1200 kg m", the POM
particles have an ellipsoidal shape and a density of PPOM= 1400 kg m". Both plas
tics granules particles have an equivalent volume diameter of 3.1 mm.
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Measurement Techniques

For measuring the local disperse phase hold-up in three-phase flows two inde
pendent measuring principles has to be applied. Two different kinds of probes that
allow the application in multiphase flow with high disperse phase content had to
be combined in one device. A probe was designed that combines differential pres
sure measurement (DPM) with time domain reflectometry (TDR) and electrical
conductivity measurement (ECM) respectively (fig. 2).

Differential pressure probe
dOPp = 10 mm

H"' m= 150mm

Plug with
penetrations

Coaxial cable Lead to the
differential pressure

transmitter

Protective covering

Fig. 2. Schematically view ofphase hold-up measurement device

Between the two probes the differential pressure is defined by the density of the
medium in between, according to the equation for the hydrostatic pressure differ
ence

(1)

(2)

For TDR-measurement a high-frequency electromagnetic pulse is sent into the
examined system and the reflected energy is measured depending on the running
time of the pulse . The electromagnetic pulse induces a circular electromagnetic
field around the stainless steel bar electrodes that are used with a distance of
s = 30 mm in the sensing probe (fig. 2). The running time of the pulse that is re
flected at the end of the electrodes is depending on the dielectric surrounding the
electrodes. A linear relationship between the relative changes of the running time
caused by a disperse phase

M o/ - M
qJ = ---::;::,..' --

M o,/

and the volumetric phase hold-up of the disperse gas or solid phase was found. A
calibration of the electrodes in the two-phase systems water-gas and water-solid
leads to the linear relationships:
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(3)

Using the ECM works in analogy to the TDR instead of the relative change of
the impulse running time the relative change of the electrical conductivity depend
ing on the disperse phase hold-up is measured. A calibration of the ECM in the
two-phase systems water-gas and water-solid is also needed resulting in equations
similar to Eqs. (2) and (3). Combining the Eqs . (1) and (3) yield a system of equa 
tions that allow to determine the phase hold-up of both disperse phases in a three
phase flow (Dziallas et al. 2000).

Measurements of the liquid flow field have been carried out with the electro
diffusion measurement (EDM) . The measurement principle is based on oxygen
and hydroxide mass transfer at the probe surface being influenced by the liquid
velocity close to the surface. Increasing velocities yields a decreasing boundary
layer thickness at the electrode surface, leading to an increased mass transfer and
subsequently increased electric current at constant voltage. After a calibration it is
possible to determine the value and direction of the liquid flow velocity in a layer
perpendicular to the probe (Onken and Hainke 1999, John et al. 2000). The used
EDM probes were provided by the Institute ofEnvironmental Process Engineering
in Bremen.

CFD Modelling

In multiphase CFD two general approaches have gained large importance and
practical relevance in the past years . The Eulerian-Lagrangian approach assumes
the dispersed phase to consist of representative particles transported with the con
tinuous phase. A set of Navier-Stokes equations is solved only for the continuous
phase. The Eulerian-Eulerian approach assumes the dispersed and the continuous
phases to be interpenetrating continua, for both of which a complete set ofNavier
Stokes equations has to be solved. Coupling between the motion of the dispersed
and the continuous phase is achieved by implementing momentum exchange terms
into the respective phases momentum balance equations.

For the CFD calculations performed as part of this project, the Eulerian
Eulerian approach has been chosen because of its obvious computational advan
tages at high dispersed phase contents: While in Eulerian-Lagrangian computa
tions the computational effort grows with increasing dispersed phase hold-up,
since more particles have to be tracked, it remains constant in Eulerian-Eulerian
multi-fluid calculations. With the high solid (up to 10 vol.-%) and gas (up to
20 vol.-%) hold-ups encountered in the context of this project, an Eulerian
Lagrangian calculation would yield to high computational demand.

For each of the phases the volume-averaged mass and momentum conservation
equations in the Eulerian framework are given by:
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a
-(PaSaU a )+V • (Sa (PaUaUa))at

= Sa VPa +V. (SaJ.La (VUa + (VUa y))+ Pag+Ma,ll

(4)

(5)

Gas and liquid viscosity in the above equations are given by their actual values
for the local temperature and pressure or (in the liquid case) are modified to ac
count for turbulence effects using the standard k-e model. Solid viscosity is basi
cally a fitting parameter and has been set constant to the value of water
(10.3 Pa S·I) .

Transient calculations have been performed on a three-dimensional grid since
two-dimensional and steady-state calculations did not yield reasonable results; this
observation is in agreement with experiences reported by other workgroups
(Pfleger et al. 1999). Gravity terms have to be included into the momentum bal
ances as well as compressibility effects for the gas phase to obtain correct local
phase distributions. Compressibility has been implemented by means of the ideal
gas law.

Liquid phase turbulence has been included using the standard k-s model with
standard single phase parameters. As a two-equation turbulence model, the k-s
model introduces two additional variables into the calculations, namely the turbu
lent kinetic energy k and the turbulent dissipation rate e. The applicability of the k
e model for bubble columns has been considered (Sokolichin and Eigenberger
1999). The k-e model as implemented here does not account for bubble- or parti
cle-induced turbulence. The dispersed gas and solid phases themselves are com
puted as laminar.

Interaction of dispersed and continuous phases is implemented by introducing
momentum exchange terms into the respective balance equations. For the interac
tion of the continuous liquid phase and the dispersed gas and solid phases respec
tively , drag law considerations give the momentum exchange terms in Eq. (5) the
following appearance:

(6)

For the determination of the drag coefficient CD in Eq. (6), correlations are
available for the flow regime corresponding to the particle Reynolds number; for a
survey of correlations see Clift et al. 1978. For the PMMA particles as used in this
project, the viscous flow regime correlation is valid (assuming particles are
spherical):

CD= .3i.(1+0.1Reo.75
) (7)

Re
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In all calculations presented here, the bubbles are assumed as rigid and spheri
cal having a constant diameter of 8 mm. Effects like bubble size distribution,
swarm behaviour or bubble deformability are not under consideration in this pro
ject. Due to their higher Reynolds numbers, the bubbles fall into the range of the
Newtonian flow regime where the drag coefficient becomes constant:

CD = constant = 0.44 (8)

In order to correctly model solid fluidization , direct interactions between the
dispersed gas and solid phases have to be considered as well. As part of this pro
ject, several approaches for direct gas-solid momentum transfer have been tested;
best results were obtained by implementing a modified drag law model (Padial
et al. 2000). In this model, the momentum balances eq. (5) for the gas and the
solid phase are extended by the following momentum exchange term (Michele and
Hempel 2002):

(9)

Particle diameter dp was set to a fixed value of 3 mm, gas density Ps for techni
cal reasons had to be set constant to 1.22 kg m·3• The combination of Cg,sUslip,g,s was
used as fitting parameter; its value was determined by fitting modelling results to
measured local solid hold-up distributions (Dziallas 2000, Dziallas et al. 2000)
and was set constant to 118 m S·I during all calculations carried out with this
model. This value may not be considered as a real physical settling velocity but is
merely a fitting parameter.

In order to numerically solve the system of partial and ordinary differential
equations presented above, discretization of the equations has been carried out us
ing a finite volume scheme with an algebraic multigrid solver (AMG) as imple
mented in the CFD code CFX. Due to the large dimensions of the flow domain
under consideration (bubble column height 5.0 m, diameter 0.63 m), the need for
transient and three-dimensional calculations and due to limited computational re
sources, a very coarse numerical grid had to be implemented with an average grid
cell edge length of 0.059 m corresponding to a total number of 13,600 cells. Time
step width was chosen as 0.4 s. Calculations always assumed fully-fluidized state
as an initial condition.

Parameter variations for the computations were similar to those with the meas
urements , i.e. superficial gas velocity was varied between 0.02 and 0.09 m S·I,

solid loading ranged between 0 and 10 vol.-% (solid density was 1200 kg m"),
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Results and Discussion

Gas Hold-Up

Fig. 3 shows the measured local gas hold-up in the bubble column with the
plate sparger for five superficial gas velocities at an integral solid loading of 10
vol.-% PMMA particles. At ug = 0.02 m S·I homogeneous flow regime can be
found, there is almost no dependency of gas hold-up from the radial position only
a slight increase with a rising axial position can be observed. With higher superfi
cial gas velocities this axial gradient of gas hold-up becomes stronger and a partly
very steep radial gradient with a maximum of gas in the reactor centre appears.
The flow regime is heterogeneous (ug ~ 0.04 m S·I).
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Fig. 3. Measured local gas hold-up at different superficial gas velocities (10 vol.-% PMMA,
plate sparger) , displayed is always a half cross-section

Measurements with the other spargers show that in the lower part of the column
the gas profiles are different up to Hi/d, ::::: 4 depending on the sparger geometry
whereas a similar radial gas profile can be found above this height for all sparger
systems. While an increasing solid hold-up causes a decreasing gas hold-up the
form of the profiles stays constant.

Solid Hold-Up

For ug = 0.02 m S·I and the usage of the particles with the lower density (PPMMA =

1200 kg m·3)and a plate sparger a homogeneous fluidisation can be observed (see
fig. 4). This can be explained by the low density difference between water and the
particles. With increasing superficial gas velocity (ug 2: 0.04 m S·I) the solid distri-

267



bution becomes more heterogeneously . At first an axial gradient with an accumu
lation of particles near the reactor bottom can be found for even higher superficial
gas velocities (ug ~ 0.06 m S·I). An additional radial gradient appears showing de
terioration of particles at the wall regions. At a superficial gas velocity of
ug = 0.09 m S·1 there are almost solid free regions at the upper outer parts of the re
actor.
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Fig. 4. Measured local solid hold-up at different superficial gas velocities (10 vol.-%
PMMA, plate sparger), displayed is always a halfcross-section

The same effects can be found for lower concentrations of the same particles or
when using the ring sparger, but a central jet nozzle as sparger is unsuitable for
solid fluidisation. If the particles with higher density (PPOM = 1400 kg m") are
used the result is completely different. For low superficial gas velocity no solid
fluidisation occurs at all, only for high superficial gas velocities (ug ~ 0.08 m S-I)
very few particles are dispersed; a homogenous distribution is not reached within
the examined superficial gas velocities.

CFD Results

Experience in modelling three-phase flows in bubble columns shows that an
implementation of the interaction between the dispersed gas and solid phases is of
vital importance in order to obtain reasonable agreement between measured and
computed solid fluidisation. Fig. 5 shows the local solid hold-ups for superficial
gas velocities between 0.02 and 0.09 m S·1 computed for a bubble column
equipped with a plate sparger and operated at a solid loading of 10 vol.-% (solid
density 1200 kg m", like PMMA).

In fig. 5 it can be seen that the computed fluidisation is like the measured
(fig. 4). The solid distribution inside the reactor is almost homogenous, even at the
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lowest superficial gas velocity of 0.02 m S-I. Also in good agreement with the ex
perimental results is the fact that with increasing superficial gas velocity, the solid
distribution homogeneity deteriorates significant. Solid are transported to the reac
tor bottom and a large region is developing at the upper reactor edge without sol
ids. Asymmetry in the hold-up images is due to the insufficient averaging time
during calculations.

The large bubbles occurring with increasing superficial gas velocity are ac
counted for a higher liquid centre line velocity and accumulation of the solid in the
reactor centre. Due to the direct interaction between the gas and the solid phase
the large bubbles in the middle of the reactor carry along the particles with them.
This yields to a higher concentration of the solid phase in the centre of the bubble
column up to a height of 4 m above the sparger. In the higher regions of the reac
tor the fluidisation of the particles deteriorates due to the high gas hold-ups . So the
particles tend towards the wall and are slumped due to the increasing downwards
vectored liquid flow.

Still, the fact that the complex interactions leading to the fluidisation effects ob
served during the measurements can be captured by the rather simple momentum
exchange model as given in Eq. (9) is a good confirmation for the validity of this
general modelling approach .
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Fig. 5. Computed local solid hold-up at different superficial gas velocities (10 vol.-%
PMMA, plate sparger), displayed is always a half cross-section

Liquid Velocities

In fig. 6 the measured axial liquid velocities are shown for the two-phase flow
compared with the three-phase flow with 10 vol.-% PMMA particles. The radial
profile over the reactor radius is clearly visible. According to the gas hold-up pro
files the axial liquid velocity profiles are defined by the sparger geometry in the
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lower part of the reactor. In the upper regions of the column always radial profiles
like the ones in fig. 6 can be observed. The values of the velocities are depending
on the sparger geometry .

In the three-phase flow the profiles are somewhat flatter than in the two-phase
flow. Big bubbles rising in the centre of the reactor causing these very high centre
line velocities in two-phase flows are suppressed in three-phase flows, which yield
in flatter velocity profiles in three-phase flows. Generally the velocities in two
phase flows reach about twice the values than in three-phase flows with 10 vol.-%
solid loading, which can be explained with additional energy that is needed for
fluidisation of the particles .

In two-phase flows at superficial gas velocities of ug ~ 0.06 m s" and in three
phase flows at ug ~ 0.04 m S·I additional energy input does not yield in further in
crease of the mean axial liquid velocity but only in higher turbulence intensity.

1.2

Fig. 6. Axial liquid velocity measured 2.35 m above plate sparger and five different super
ficial gas velocities for 0 and 10 vol.-% solid loading (PMMA)

Conclusions

A new constructed invasive phase hold-up probe allows determining the local
phase hold-ups in three-phase flows with industrial used high disperse phase con
tents even in pilot plant size reactors. Together with so also invasive liquid veloc
ity probe valuable measurement data has been gained that help understanding the
highly turbulent and transient flow structure in bubble columns.

Adding a solid phase shows a lot of interesting effects on the flow structure in
bubble column like the decreasing liquid velocities but first of all the tendency of
worse particle fluidisation at higher energy input. The influence of the sparger ge
ometry on liquid velocities and local phase hold-ups are restricted to the lower re
gion of the bubble column. But there is still plenty unknown like the unenlight
ened interactions between a solid phase and both of the other phases. There also
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many parameters of solid particles whose influence on the flow are yet unknown,
like particle density , size, or form.

Adding an additional interaction term between the gas and the solid phase into
the momentum exchange in the CFD model enhanced the computational result a
lot. Even with low computing power qualitative and quantitative good agreement
between measured and computed local phase distribution has been reached. The
effects of the still not fully clarified direct interactions between a solid phase and
the gas phase are reproduced by the model.

Notation

aTDR,g -

aTDR,s -

eg,s

CD

ECM -
EDM -
DPM -
DDPM m
du m
d ; m
d p m
dP;pe m
g m s"
H m
HI m
H Sum m

LEI m
Ma,p Nm·3

p Pa
tJpmeas Pa
Re
S m
TDR
L1t s

L1tO,l s

Ua m s"
u g m s"

time domain reflectometry calibration coefficient for
the system liquid-gas
time domain reflectometry calibration coefficient for
the system liquid-solid
constant for direct dispersed phase interaction model
drag coefficient
electrical conductivity measurement
electro diffusion measurement
differential pressure measurement
diameter of the differential pressure probe
diameter of the steel electrodes
inner diameter of the bubble column
particle diameter
diameter of the phase hold-up measurement device
gravitational acceleration (as a vector)
height of the bubble column
liquid height
axial difference between the differential pressure meas
urement orifices
length of the steel electrodes
momentum interphase transfer term (as a vector)
pressure
measured hydrostatic pressure difference
Reynolds number
distance between the steel electrodes
time domain reflectometry
running time of the electromagnetic pulse in the multi
phase system
running time of the electromagnetic pulse in the liquid
phase
velocity of phase a (as a vector)
superficial gas velocity
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Uslip,g,s m s"
6 a

6g

61

6s

Pa Pas
qJ

qJg

qJs

Pa kg m"
Pg kg m"

PI kg m"

PPMMA kg m"
PPOM kg m"
p, kg m"

References

slip velocity between gas and solid phase
volume fraction of phase a
local gas hold-up
local liquid volume fraction
local solid hold-up
effective dynamic viscosity of phase a
relative change of the running time of the electromag
netic pulse
relative change of the running time of the electromag
netic pulse caused by the gas phase
relative change of the running time of the electromag
netic pulse caused by the solid phase
density ofphase a
density ofgas phase
density ofliquid phase
density ofpolymethylmethacrylate
density of polyoxymethylene
density ofsolid phase
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Model fundamentals for the design of three
phase loop reactors

S. John, S. Scheid, H. Parchmann, O. Bork, M. Schliiter, N. Rabiger

Institute ofEnvironmental Process Engineering, University of Bremen

Introduction

Loop reactors under multiphase operation are distinguished by low-maintenance
and usually economically and ecologically advantageous operating conditions and
thus have a broad spectrum of applications in chemical as well as biotechnological
industries. Nevertheless, the design of these reactors is currently based on inaccu
rate physical and mathematical models. The interactions found in three-phase
flows, which can result, e.g., in both an increase and a decrease in gas-void frac
tion due to an increase in solids-void fraction, have been explained
phenomenologically in recent experiments and are schematically shown in fig.l.
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Fig. 1. Hydrodynamics of a three-phase flow affected by phase interaction

In these experiments two major effects were found to be of paramount importance
for future physical models:
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• A change of the drag coefficient of the three-phase flow due to increased sol
ids loading.

• A change in pressure difference between downcomer and riser due to varia
tions of the dispersed phase fractions .

Corresponding experiments were conducted at the Institute of Environmental
Process Engineering regarding three-phase flows in a jet-driven loop reactor . It
becomes clear that the most important basis for modeling full scale reactors is the
exact calculation of the differences in dispersed phase fractions between down
comer and riser . This cannot be done based on integral measurements alone .

Discussion of the theoretical background

In many cases, loop-reactors under multiphase conditions are designed and calcu
lated based on momentum balances with a number of simplifications. A compari
son between a calculation from Tebel and Zehner (Tebel and Zehner 1989) which
is based on momentum balance and the assumption of a constant slip velocity and
experimental data recently recorded in a loop reactor, shows that already for a
two-phase flow significant differences occur (fig .2).
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These suppositions were acceptable in the past due to a lack of appropriate meas
urement techniques, whereas Zehner (Zehner 1980) already showed in a compari
son between calculated and measured data that smaller solid particles behave less
according to theoretically calculated data than larger particles. And as these sim
plifications often lead to significant errors, resulting in faulty data from the calcu
lations of momentum balance, a new investigation and reconsideration of model
ing is advisable:

• Layer model/no interaction

Although many authors dealt with the subject of interaction of phases
and/or bubbles and developed models to enable a physical and/or mathe
matical description, the layer model does not take into account any inter
action. In this model, the three phases are considered to exist simultane
ously but without any influence on each other or any interaction (like the
two-fluid-model in two-phase flow). As a matter of fact especially in
three-phase flows, the probability of phase interaction is relatively high .
Direct interactions (Lee et al. 1974, Henriksen and 0stergaard 1974) such
as bubble-particle collisions or bubble-bubble collisions as well as indi
rect interactions, e.g. the influence of turbulence on bubble size (Rabiger
1985) or the enrichment of small solid particles in bubble wakes (Fan
1989) may occur (Guder 1997) .

• Constant slip velocity of the gas phase

In addition to the simplifications of the layer model, the (single-) bubble
rise velocity was usually supposed to be constant (generally assumed to
lie between 23-25 cm/s) and independent of flow direction, superficial
liquid velocity or phase hold-up. Recent investigations of Schliiter in
two-phase flows (Schliiter 2002) pointed out, that the slip velocity in
bubble swarms can increase by more than 40 % compared to freely rising
single bubbles and is strongly related to liquid velocity and gas void frac
tion. This should be of relevance for three-phase flows as well. Further
more, it is expected that the enrichment of solid particles in the wake of a
rising bubble (Fan 1989) decreases the slip velocity (as it is shown in fig.
3).

• Pressure drop / drag-coefficients of single phases are summable

In many cases, an additive superposition of drag coefficients for each
phase is postulated in order to calculate the pressure drop or momentum
balance of the fluid flow (Tebel and Zehner 1989). This implies that the
different mechanisms of pressure drop do not affect each other. This as
sumption corresponds to the already mentioned simplifications, but can
not be upheld for real systems, in which a superposition of direct and in-
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direct phase interaction, as well as special phenomena like solids-enrich
ment in bubble wakes may occur.
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Obviously, the physical processes of hydrodynamics in three-phase flows must
be taken into account for a more precise calculation and reactor design.

Experimental set-up

For all experiments, we used a jet-driven loop reactor with an effective height of
2 m and a reactor tube diameter of 290 rom (fig. 4). Four settling tanks at the top
of the reactor ensure the constancy of solids hold-up in the reactor volume. We
made the following variations for the diameter of the inner tube DE (downer zone)
in relation to the reactor size:D~ = 0.3, 0.4, 0.5. The liquid as well as the gas
was injected at the top of the reactor by means of a special nozzle (injector),
whereas the liquid flow rate determines the total energy input.
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The main measuring point for phase velocities and hold-ups was situated at a
height of 1 m in the middle of riser (or downer) zone. According to investigations
of Guder (1997), this measurement point is representative for the flow.

\'0---------.
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Fig. 4. Loop Reactor

Solids

V2

Measurement level

H/2

For measurements of liquid velocity we used a three-segment electrodiffusion
probe (Hainke et al. 1998, John et al. 1999, Pauli 1991, Pannek 1997) and a con
ductivity probe to measure the bubble velocity and other parameters of the gase
ous phase (e.g. Pannek 1997).The pressure differences were detected with a dif
ferential pressure transducer.

Extended modeling of hydrodynamics in three-phase
flows

In order to consider phase interaction as well as local phenomena (e.g. particle en
richment in bubble wakes) in momentum balance, a replacement of some of the
above mentioned simplifications by a physically correct model is necessary.
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A central hydrodynamic parameter is the mean circulation velocity of the loop
flow, in general formulated as

2 · Pjet d j et
weir =Wjet ' --,

;ov. . Priser D
(1)

wherein the overall drag coefficient of the loop flow is supposed to be able to be
summed up by superposition (Tebel and Zehner 1989)

(2)

As the drag coefficient is a direct function of the pressure drop, both the gas
hold-up and lor the solids hold-up affect the drag coefficient,

2
t¥J = /)"P . g . H . /),,8 = r . Peir. . Weir

':lov. 2
(3)

and any process which influences the local phase hold-up is a significant parame
ter for hydrodynamic interactions (Tebel and Zehner 1989). It becomes obvious
now, that a sound estimation of phase hold-ups leads to a more exact description
of the pressure drop .

In general, the gas hold-up

WiG
co _ 0
e:-G - G

wswarm

(4)

is formulated as a function of bubble swarm velocity and superficial gas velocity.
Thus, the swarm velocity postulated e.g. by Richardson and Zaki (1954)

(5)

represents the central parameter required to calculate the pressure difference
(downer - riser). This points out that the correct assumption of slip velocity, which
can be estimated in loop reactors with a homogenous cross-sectional distribution
of gas bubbles by

wG -wG -wG _wL
sl - rei - bubble abs' (6)

is of great importance. In fig. 5, some experimental data of the mean relative ve
locity between gas and liquid phase in the riser of the loop reactor is shown and
makes clear, that the slip velocity is not constant but a function not only ofgas and
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solids hold-up, but also of size and density of solid particles. The reason is as
sumed to be the enrichment of small particles in bubble wakes (Fan 1989), de
pending on their inertia and size.
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In case of small particles (glass particles with a diameter of 150 um.), they are
transported into bubble wakes and remain there over a longer period due to their
low inertia. This can lead to an decrease of the bubble rise velocity, as the overall
density of the bubble and its wake increases. At a critical solids concentration, no
increase of solid particles in the wake region is possible, the concentration in the
wake region becomes equal to the concentration in the bulk flow, so that the den
sity difference between bulk and bubble with bubble wake increases again. Thus,
the relative velocity increases as well. Particles with higher inertia and/or size
(glass particles with 500 urn diameter, PMMA particles) do influence the relative
velocity in a different way, which leads to the conclusion that these particles are
not as a rule enriched in bubble wakes or that the enrichment does not lead to
mechanisms as described above. As far as the glass particles with a diameter of
500 um are concerned, we assume that high inertia prevents the enrichment pref
erably in bubble wakes, thus the density difference between bulk and bubble in-
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creases with increasing solids hold-up. We suppose that the PMMA particles do
enrich in bubble wakes - due to their low inertia. But as their density to volume
ratio is rather low, the enrichment does not lead to such obvious effects compared
to small glass particles. Additionally, the volume of the single particle is relatively
high, so the above mentioned critical concentration of solids in the wake region
will be reached much earlier in contrast to small glass particles.

As the local distribution of solid particles, and the rising velocity of the gas
phase affect the overall difference of pressure between downer and riser of the re
actor (fig. 6), the enrichment of solids in wakes should be taken into account for
calculation of bubble rise velocities. This can be explained by the preferred posi
tion of the solid particles: In case of relatively large particles with high inertia,
they do not tend to enrich in bubbles wakes, so that the bubbles and the particles
behave more in accordance with the layer-theory. This implies a higher gas-hold
up in the downer-region of the reactor , than in the riser region, due to its lower
density compared to the liquid, whereas the solids concentration is higher in the
riser region than in the downer region . In case of relatively small particles with
lower inertia, they tend to enrich in bubbles wakes , so that the bubbles seem to
have a higher density. For this reason, the difference of phase hold-ups between
downer and riser decreases compared with larger solid particles, which affects di
rectly the pressure difference (fig. 6). In case of the PMMA particles, the inertia
seems not to be the only parameter to describe the mechanism of particle enrich
ment sufficiently. We are now validating an already existing theory in a new re
search program, which takes into account that the particle size and the density can
affect the hydrodynamics independently and in different manners.
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Discussion and results

The driving force of loop reactors, i.e. the overall pressure difference between
downer and riser, depends directly on phase-hold-ups and drag coefficients (see
eq. 2 and 3). In order to calculate minimal energy demand of loop reactors for ex
ample, any phenomenon which influences the pressure difference should be taken
into account. By calculating the liquid velocity in the riser in a three-phase flow
with experimental data for the gas hold-up and swarm velocity, we found that the
absolute velocity is still too low but there is a slight change in quality of the curves
as a function of gas hold-up (fig. 7). Evidently, local phenomena have to be taken
into account to reach a better reproduction of the reality.

The consequence of neglecting phase interactions, especially solids enrichment
in bubble wakes, may cause significant mistakes in reactor design, as can be seen
in fig. 8, which shows a comparison between small and large reactors (height of I
m and 10 m).
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In case of small reactors, the pressure difference between riser and downer is
dominated by the drag due to the change of flow-direction at the bottom (baffle
location). To make this clear, we calculated the pressure difference for small reac
tors caused by the fraction of the dispersed phases only, neglecting the drag due to
the one-phase flow at the baffle location and compared it to the experimental data.
The difference is relatively high in comparison with the pressure difference due to
a rising gas hold-up.
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Fig. 8. Effect of gas hold-up on pressure difference for small and large reactors

Conclusion

The calculation of pressure difference between downer and riser for larger reac
tors, as commonly used in industrial applications, clearly shows that the difference
due to the drag at the baffle location becomes less important than the pressure dif
ference between downer and riser region. Instead, the difference of phase hold-ups
now becomes dominant and affects the pressure difference.

So it is obvious, that an increase in reactor size requires a proper modeling of
phase hold-ups, which has to take into account the effect of solids enrichment in
bubble wakes on the rise velocity of the bubble swarm, and the gas hold-up in
riser and downer.
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Symbols:

D Diameter of reactor m

d j et
Diameter ofjet tube m

g gravitation m/s'

H High of reactor tube m

weir Circulation velocity m/s

Wjet Jet velocity m/s

wg Superficial gas velocity m/s

L Absolute liquid velocity m/s
wabs

G Rising velocity of a bubble m/s
wbubble

wG Relative velocity of a bubble m/s
reI

G Slip velocity of a bubble m/s
wsl
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G Swarm velocity of a bubble mls
wswarm

sG Gas hold-up

Ss Solids hold-up

/:!"S Difference of phase hold-ups

/:!"p Difference ofpressure Pa

/:!"P Difference of density kg/m-

Pjet Density ofjet kg/m'

Priser Density of flow in riser kg/m'

(ov. Overall drag coefficient

(I Drag coefficient of liquid flow

(II Drag coefficient of two-phase flow

(III Drag coefficient of three-phase flow
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Simultaneous measurement of the local liquid
and the local solid velocities
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Biofluidmechanics Laboratory, Charite, Spandauer Damm 130, D-I4050 Berlin ,
Germany

German Heart Institute Berlin DHZB, Augustenburger Platz 1, 13353 Berlin,
Germany

1 Introduction

Many biomedical and chemical processes are based on multi-phase reactors
(Dudukovic, Larachi, F., & Mil1s, 1999). To design these reactors, many investi
gators have tried to simulate the fluid mechanics common in multi-phase flow (Ja
kobsen et aI., 1997). However, the complexity of the system requires that the nu
merical results achieved with computational fluid dynamics (CFD) have to be
validated with experiments (Dudukovic, Larachi, F., & Mills, 1999).

The fluid mechanics of the fluid and solid phases in three-phase reactors (three
phases: gas/liquid/solid) can be investigated by optical techniques (Dudukovic,
Larachi, F., & Mills, 1999, Seeger et aI., 2001, Chen, Reese, & Fan , 1994) . As
demonstrated by Seeger (Seeger et aI., 2001), al1 these methods (Laser Doppler
Velo cimetry, Particle Image Veloc imetry, Particle Tracking Velocimetry) face the
problem of reflection and refraction of the visible light at the gas-liquid bounda
ries. This therefore limits the application of these methods to cases when no bub
bles obscure the path of light. However, solids obscure the path of light too, and,
in the case of opaque particles, do not allow the light to pass. This means that
these methods are only applicable for smal1 void fraction and smal1 solid hold-up.

A measurement method without these limitations is the Computer Aided Ra
dioactive Particle Tracking (CARPT, solid phase: Larachi, Chaouki, & Kennedy,
1995, liquid phase: Chen et aI., 1999), where the motion of just one radioactive
particle is recorded by different sensors around a bubble column. This method
works independently from solid hold-up and/or void fraction . However, this
method is a single point measurement method and it can take up to 24 hours to as
sess a velocity field (Chen et aI., 1999).

Only X-ray based Particle Tracking Velocimetry (XPTV) works independently
from the void fraction and solid hold-up and is, in add ition, a multi-point meas
urement method. The main advantage of this over methods based on visible light
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is that X-rays penetrate a multi-phase flow in straight lines. This is a 3D-3C
(three-dimensional /three component) method and enables us to obtain a mean ve
locity field of the investigated area within 20 seconds. This method was applied in
the measurement of the liquid velocity in a bubble column (Seeger et aI., 200 I) as
well as in the measurement of the solid velocity in a three-phase flow (Seeger et
aI., 2002b). However, the potential of this method is even greater: it gives us the
possibility to measure the solid velocity and the liquid velocity simultaneously in a
three-phase flow. Results obtained by this method are subject of this paper. Other
X-ray based methods applicable to multi-phase flows are described in (Seeger et
aI., 2002a).

With the application of this X-ray based measurement technique, it is possible
to gain sufficient information about the flow phenomena in multi-phase-flows to
validate numerical methods .

2 Method

The aim of this work was to measure the liquid and the solid velocity in a three
phase flow (three phases : gas/liquid/solid) simultaneously.

2.1 Measurement principle

The measurement principle is closely related to the technique described in
(Seeger et aI., 2001) for a gas-fluid flow. The multi-phase flow is seeded with X
ray absorbing tracer particles . However, now two kinds of particle are used. One
kind has the same density and size as the solid phase . It is assumed that these par
ticles represent the solid phase , in other words, move as a solid. Therefore, using
our knowledge of the tracer particle motion , the solid velocity is measured. The
other kind of particle has the same density as the fluid phase . From the movement
of these particles it is possible to measure the fluid velocity . In other words, if the
motion of the two different tracer particles can be recorded separately, one can
measure both velocities simultaneously.

As mentioned before , X-rays penetrate a gas-liquid interface and solid particles
in straight lines . Thus the problems described above - those of the observation us
ing visible light with refraction and reflection on phase boundaries and absorption
by particles - do not occur.

The basic experimental set-up is shown in figure 1. X-rays, generated by two
sources S I and S2, penetrate the multi-phase reactor, and are received by two im
age intensifiers II and 12. The image intensifiers convert X-rays into visible light
and amplify it. Two digital cameras behind the image intensifiers record the im
ages . An X-ray absorbing particle P inside the reactor is mapped on the two image
intensifiers II and 12. This creates two particle images PI and P2. The three di
mensional posit ion of the particle P can be reconstructed from PI and P2. This is
possible because the three dimensional positions of both X-ray sources and PI and
P2 are known . By recording the image series , the motion of a particle can be ob-
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served. Additionally the velocity of a particle can be calculated by its displace
ment divided by the time difference between the images. By the observation of a
large number of tracer particles , a three dimensional vector field in an Eulerian
coordinate mesh can be assessed. This method is closely related to 3D optical
PTV, but can however be used for opaque fluids and solids.

In the first step of this development , the method was used to track particles that
represented the liquid flow (Seeger et aI., 2001). A second developmental step al
lowed us to track particles that represent the solid phase (Seeger et aI., 2002b).

Our new technique tracks both - particles that represent the solid phase and par
ticles that represent the liquid phase - simultaneously.

Imageintensifier II

Fig. I : Experimental set-up.

2.2 Measurement device

A biplane angiography device (Philips Integris BH 3000) was used for the
measurements. This system is a medical device used by cardiologists to get a three
dimensional view of the geometry of human coronary blood flow. The German
Heart Institute (DHZB) in Berlin generously provided access to this device when
it was not needed for clinical investigations. The parameters of the system are:

Size of input screen of the image intensifier
Resolution of image intensifier

23 em x 23 em.
1024xl024 Pixel
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Digital image
Resolution of CCD-camera
Maximal investigation area

8 bit grayscale
512x512 Pixel
104mm x 104mm x 104mm

It was possible to obtain an image series of up to 1000 images (500 image pairs).

2.3 Particles

Two kinds of particles were used, one with the same density as the fluid phase
(glycerin), and one with a different size and density. The latter is the solid phase.
The particles for the liquid phase are cubic with a side length of 2 mm. They are
made out of polyurethane foam and a cylindrical insert of a tin alloy (see: Seeger
et aI.: "X-ray Based Particle Tracking Velocimetry for Bubble Columns with High
Void Fraction" in this book). The solid particles are also cubic but with a side
length of 3 mm and a radio opaque layer of 3*3 mrrr' . Therefore, it is possible to
discriminate between the two kind of particles with image processing. The density
of the solid particles is 2 g/cm',

Thirty particles of each kind of were used.

2.4 Software

The software algorithms enabled us to do the following (see figure 1):
1. Particle recognition and distinction between the two phases: The particle rec

ognition algorithm detects in a first step if a pixel is much darker than its sur
roundings. Then areas with darker pixels are detected . If this size is within a
certain limit, this area is also considered to be a particle. The X-ray absorbing
portion of the particle which represents the solid phase is larger than that which
represents the liquid phase. The distinction between the two phases uses this
fact.

2. Distortion correction: Distortion correction is necessary because the image in
tensifier works with a curved input screen, which leads to a pincushion distor
tion. This distortion is corrected in this step.

3. Separate Particle Tracking for the two phases: The particles are tracked two
dimensionally with a standard next neighborhood-algorithm (resembling that of
Guezennec et aI. (1994» . This is done for both phases separarely.

4. Isocenter correction (see: Seeger et aI.: "X-ray Based Particle Tracking Ve
locimetry for Bubble Columns with High Void Fraction" in this book)

5. Reconstruction of the three-dimensional trajectories separately for the two
phases: The two-dimensional trajectories are reconstructed in the three
dimensional space.

6. Calculation of a velocity field separately for the two phases: The velocity field
is calculated assuming that the flow during the measurement time is stationary
(see: Seeger et aI.: "X-ray Based Particle Tracking Velocimetry for Bubble
Columns with High Void Fraction" in this book).
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The software is described in detail in Seeger et al. (200 I).

,··········_·r ········_·-

r Particle recognition and distinction between the different phases
~,.

I Distortion correction I I Distortion correction I
... ...

I 2D-particle tracking I I 2D-particle tracking I
... ...

I 3D-reconstruction I I 3D-reconstruction I
... ...

I
Calculation of the

I I
Calculation of the

Ivelocity field velocity field

Liquid phase Solid phase

Fig. 2: Flow chart of the algorithm

3 Results

The method was applied to a cylindrical bubble column. The cylindrical bubble
column had an inner diameter of 104 mm and a filling height of 93 mm. 91 hypo
dermic needles with an inner diameter of 0.34 mm were used as gas dispergers.
Glycerin with a viscosity of 8.5*I0-4 m2/s was used as a liquid.

The solid phase consisted of the radio opaque particles with a side length of 3
mm, as described above .

The measurements in the cylindrical bubble column were taken under different
conditions. One example is shown here. The superficial gas velocity was set to
I mm/s. The void fraction was about I %.

A velocity field for the liquid and the solid phase was calculated separately
from the trajectories obtained. Figure 2 shows the velocity field of the liquid phase
and figure 3 shows the results for the solid phase . Both are mean values of 100
seconds recording time. This long measurement time was necessary because of the
small number of particles used.

The difference between the velocity of the two phases was calculated, and is
shown in figure 4. As expected, the slip velocity between the two phases corre
lates with the acceleration of the fluid phase : a small acceleration causes low slip
velocities, a high accelerat ion high values of the slip velocity . The reason is the
higher density of the solid phase compared to the density of the fluid phase.

The visualization was performed with AMIRA (Indeed - Visual Concept s
GmbH , Berlin) , a software package for the visualization of three-dimensional
data .
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Fig. 3: The local liquid velocity.

Fig. 4: The local solid velocity.
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Fig. 5: The local liquid velocity subtracted by the local solid velocity.

4 Discussion

In this paper, results of the simultaneous measurement of the fluid and solid veloc
ity are presented. The measurement method applied is an adaptation of the X-ray
based Particle Tracking Velocimetry, as described by Seeger (Seeger et aI., 2001
and Seeger et aI., 2002b). These results show the feasibility and the potential of
the method. Until now, the method has been limited to steady and slow flows, if
the aquisition of a whole velocity field is the aim. But it is possible to detect insta
tionary effects by tracking single particles.

Future work is intended to extend the present limitations. The next steps are:
• Use of smaller particles representing the fluid phase
• Use of more radio opaque particles in order to shorten the measurement time
• Introduction of a solid phase, which is not radio opaque. This phase will be rep

resented by the particles used in the present work.
• Validation of the method in a known flow model
• Calculation of the time and space resolved solid hold-up. The basic idea is that

the solid hold up can be assessed from the distribution of the radio opaque
particles (Seeger et aI., 2002b).
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With a specialized X-ray device with enhanced parameters, the assessment of liq
uid velocity, sol id velocity and other parameters could be much faster and with a
better resolution. Such an optimized device is described in Seeger et al.: "X-ray
Based Particle Tracking Velocimetry for Bubble Columns with High Void Frac
tion" in this book.
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Abstract

Based on the two fluid model and the population balance equation for bubble size,
a novel approach is proposed for the numerical simulation of disperse two phase
flow , e.g. in aerated stirred vessels. The bubble size distribution is represented
with a number density function of presumed shape, which makes possible the par
tial solution of the population balance equation in a pre-processing step. The pre
processing is not computationally expensive, so the number of bubble size groups
may be chosen sufficiently large to represent the evolution of the size distribution
due to break-up and coalescence of bubbles very accurately. In the subsequent
CFD simulation, it is not necessary to solve a set of transport equations for each
size group. Instead, the size distribution of the disperse phase is represented by its
first two moments, i.e, the mean and variance of bubble diameter. Transport equa
tions for mean and variance are solved by the CFD code, with source terms de
pending on local flow parameters and bubble size distribution. These source terms
are taken from a look-up table, which has been generated in the pre-processing
step.

In the present paper, the overall formulation and solution algorithm of the pro
posed model is outlined. For a spatially homogeneous system, it is demonstrated
that number density functions of presumed shape can indeed represent accurately
the evolution of a bubble size distribution under the action of bubble break-up and
coalescence with realistic kernel functions. Furthermore, it is shown that a rather
large number of bubble size groups is required to reach discretization independ
ence for the population balance equation. The proposed model has been imple
mented in a multi-dimensional CFD code, and employed in the simulation of tur
bulent two-phase (gas-liquid) dispersed flow in an aerated stirred vessel.

Introduction

In multiphase flows, for example in an aerated stirred vessel, the transfer of mo
mentum, mass, and energy across the phase interface is of crucial importance. In
general, the transfer processes depend in a sensitive manner on the available inter-
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face area, which can only be computed if the bubble (or particle) size distribution
is known. The transient evolution of the bubble size distribution resulting from the
break-up and coalescence can be reproduced by means of a population balance ,
formulated in terms of a number density function .

Within the last few years, a variety of models for the numerical simulation of
two phase flows including the dispersion and coalescence of gas bubbles have
been proposed. The discussion here is limited to Euler-Euler multi-fluid models,
where one set of transport equations has to be solved for each phase.

In the simplest mono-disperse models, it is assumed that the bubble diameter is
locally single-valued. Of course, this is for many applications an inadmissible
over-simplification. More advanced models represent the bubble size distribution
by several size groups . Each size group represents particles from a certain range of
diameters and is treated as a separate phase in the flow calculation. This formula
tion requires the solution of 5N+1 equations for N size groups . In practice, the
number of the size groups is limited to low values, say N=4, due to the extensive
numerical effort resulting from the (non-linear) coupling between the equations
due to the transfer processes mentioned above. Therefore, the evolution of the
bubble size distribution can be represented only in a rudimentary manner.

The MUSIG (MUltiple-Size-Group) model (Lo 1999) represents a further de
velopment of this type of model. Again a continuity equation for each size group
is solved, but it is assumed that all bubble velocities can be related to the average
value in an algebraic manner, so that only one set of momentum equations for the
gas phase has to be solved. With this simplification, it is claimed that up to 20 size
classes can be taken into account (Lo 2000). An alternative approach (Millies and
Mewes 1996) is to assume a certain (self-similar) shape for the number density
function, which is determined completely by the mean bubble diameter . This self
similar shape is expected for disperse flows where bubble coalescence and disper
sion exhibit certain special properties.

We propose a novel approach to simulate disperse two phase flow (gas bubbles
- fluid). This model is based on the two fluid model (Ishii 1975) and a number
density function (NDF) ofpresumedfunctional shape for the bubble size. With the
proposed formulation, it is not necessary to solve a set of transport equations for
each size group in the CFD model. Instead, the size distribution is represented by
its first two moments (therefore "moments model"), i.e. the mean and variance of
bubble diameter. Besides one set of transport equations for both the liquid and
gaseous phase, only two additional transport equations for mean and variance of
the bubble size distribution are solved by the CFD code. Changes in the size dis
tribution due to coalescence and dispersion are represented by source terms in the
transport equations for the moments . The source terms depend on local size distri
bution as well as flow parameters (e.g. turbulent dissipation or gas volume frac
tion). With a presumed shape NDF, the source terms can be computed in a pre
processing step for later transfer to the CFD solver via a look-up table. The pre
processing is not computationally expensive, so the number of bubble size groups
may be chosen sufficiently large to represent the evolution of the size distribution
due to break-up and coalescence of bubbles very accurately.
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This novel formulation offers several advantages: a) the bubble size distribu
tion can be represented in great detail due to the possibility to consider a large
number of bubble size groups efficiently, b) numerical stability problems are re
duced significantly, as it is not necessary to solve strongly coupled transport equa
tions for numerous size groups, c) arbitrary break-up and coalescence kernel func
tions can be implemented, appropriate for the respective disperse flow regimes in
turbulent or laminar, stirred vessel or bubble column two phase flow, d) signifi
cant computing time reduction can be expected from the tabulation of the popula
tion balance dynamics in a pre-processing step .

In this paper, the formulation of the moments model is outlined and the possi
bility to replace the NDF by a function of presumed shape, which is the basis of
this model, is demonstrated. The proposed model has been implemented in a
multi-dimensional CFD code, and employed in the simulation of the two-phase
(gas-liquid) dispersed flow in an aerated stirred vessel.

The Moments Model

The population balance

The population balance equation (PBE) for the temporal evolution of the bubble
number density n due to break-up and coalescence can be formulated as follows
(Hulburt and Katz 1964):

an = B _ D + B _ D (1)
at Bee c

where the bubble number density n=N/liDV is the number N of bubbles in the
control volume V with the size D ± liD/2 at time t. liD is the bubble size class
width. BB and Be are birth rates in a certain bubble size class due to a break-up of
bigger bubbles and coalescence of smaller bubbles. DB and De are death rates in
this class resulting from break-up into smaller bubbles and coalescence with other
bubbles, respectively. The rate functions are referred to as kernel functions and
formed with the break-up frequency, the number and size distribution of daughter
bubbles in the break-up case as well as collision frequency and efficiency for the
determination of the coalescence rate. More detailed descriptions of the PBE, in
cluding changes in local bubble diameter due to mass transfer and in bubble num
ber due to convective transport as well as the kernel functions employed in this
work can be found in the literature (e.g. Millies and Mewes 1996; Gharaibah and
Polifke 2002).
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Flow chart of the moments model

In CFD simulation of multiphase flow, the computational domain is usually di
vided into tens or hundreds of thousands of control volumes. A complete CFD
model with PBEs calculated in each cell, with a number of size groups sufficient
to obtain a realistic particle size distribution, will typically exceed presently avail
able computational resources . In the moments model suggested here, the size dis
tribution of the bubbles is represented by a number density function of presumed
shape - i.e. presumed functional form - per which the size distribution is deter
mined by the first two moments of the bubble diameter, i.e. mean J.l and variance
0-2

• Possible functional distributions f must satisfy a normalization condition, e.g.

} f (D ; /.l ,G 2 ) dD = 1.; then the distribution can be scaled according to the gas
o
volume fraction to yield the actual bubble number density nf.
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Fig. 1. The functionality of the proposed moments model and the links to the CFD.

The evolution of the population balance over a short time interval dt - a time
step in the numerical simulation - proceeds then as follows: Given certain values
for the mean and variance, the kernel functions for bubble break-up and coales
cence act in the usual manner on the presumed shape NDF to generate new values
for mean and variance. Fig. I illustrates the principle of the proposed model in a
flow chart.
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In the CFD model, the usual equations of mass and momentum transport for the
gaseous and the liquid phase are solved. Additionally, two transport equations are
solved for the first two moments of the bubble diameter. These equations contain
source terms accounting for bubble break-up and coalescence, which depend on
the local values of mean and variance of bubble diameter as well as gas volume
fraction and flow parameters (dissipation rate, velocity gradients, etc.). It is advan
tageous to generate a lookup-table with source terms SI' and S/ in a pre
processing step, which is then accessed during the CFD computation. As men
tioned above, arbitrary kernels can be implemented in the moments model in prin
ciple. Different formulations for the kernel functions may depend on different
flow parameters and fluid properties, thus a tabulation system with a locally adap
tive algorithm and arbitrary dimensioning has been implemented . A detailed de
scription of the tabulation system may be found in (Gharaibah et al. 2002).

Representation of the size distribution by a presumed
shape number density function

The computational scheme outlined in the previous section is very flexible in the
choice of kernel functions for dispersion and coalescence, and it may be expected
that it is computationally robust and effective. However, it is in general not possi
ble to prove a priori that a number density function of a certain shape will ade
quately represent the bubble size distribution for a given multiphase flow. There
fore, solutions of the population balance equations with presumed shape NDF
have been validated against a reference solution obtained by direct solution of the
PBE. For this validation study, a spatially homogeneous system has been chosen,
starting from an initially nearly mono-disperse bubble distribution with large mean
bubble size and relaxing with time towards an asymptotic state with much smaller
mean diameter, where coalescence and dispersion are in dynamic equilibrium.

In this context it is of course important that the reference solution be discretiza
tion independent, i.e. the number of size classes nc should be chosen so large, that
a further increase in nc brings no discernible change in the evolution of the bubble
population. The influence of the size group number nc has been investigated in a
preliminary study by direct numerical solution of the PBE with varying numbers
of size groups and several initial bubble distributions. A detailed description of
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Fig. 2. The mean and variance of the bubble diameter resulting from the direct solution of
the PBE in its general form with different bubble size groups number (left) and the com
parison of this direct solution - with 100 classes - to the PBE solution, in which the bubble
size distribution is represented by a presumed shape ofNDF - clipped-Gaussi an, beta, and
the uniform distribution - (right).

these conditions as well as the assumed flow parameters and rate functions - tur
bulent dissipation, collision frequency, collision efficiency, droplet break-up fre
quency , size distribution of daughter droplets - are given in (Gharaibah and
Polifke 2002) . Figure 2 (left) shows the temporal evolution of bubble diameter
means and variances computed with various bubble size group numbers nc = 4,
10. J5, J00 . The solution with nc = 100 agrees very well with a case nc = 200 (not
shown) and may therefore be considered to be discretization independent. With
only 4 size classes - which is often the maximum permissible number of classes in
CFD simulations with a discretized PBE - the solution very severely underpre
diets the mean bubble diameter obtained in quasi-steady state. Even with 10 or 15
size classes agreement with the reference solution is barely acceptable.

Results obtained with a presumed shape number density function are compared
with the direct solution of the PBE - all with nc=JOO- in Fig. 2 (right). Three dif
ferent functional forms were used in this comparison, i.e. the so-called uniform or
top-hat, the clipped-Gaussian and the {3-function. All three distribution functions
are unambiguously related to their means and variances, and satisfy the normaliza
tion condition mentioned above. Note that the clipped-Gaussian as well as the {3
function may assume a bi-modal shape for large variances . Further details on the
functional forms are discussed in (Ghara ibah and Polifke 2002) .

Good agreement between the direct solution and the solutions with the {3- as
well as the clipped-Gaussian- function is found. The solution with the uniform
function is unacceptable and shall not be discussed further. Comparing with the
left side of Fig. 2 , we note that the direct solution obtained with 10 size classes
shows a larger discrepancy with the reference case than solutions obtained with
the {3 or clipped-Gaussian distributions.
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Fig. 3. The gas volume fraction conservation resulting by solving the PBE with different
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and the specific phase interface area resulting by direct solving of PBE and with presumed
shapes of the number density function.

Note that we have chosen to discretize the size classes in terms of bubble di
ameter rather than volume. This has the advantage that a wider range of bubble
sizes can be represented with a given number of size classes. However, in this
formulation, total gas volume fraction will not be conserved adequately if an in
sufficient number of size classes is chosen. Figure 3 (left) shows the degree of gas
volume fraction conservation achieved by solving the PBE. The volume is con
served very well by the nc = 100 reference solution. Figure 3 (left) also shows that
the gas volume is fully conserved by the solution of the PBE with the clipped
Gaussian function. This is also true for the {3-function (not shown).

One important objective of the simulation of dispersed two phase flows is the
determination of the phase interface area, over which mass, heat or chemical spe
cies are exchanged between the phases. Figure 3 (right) shows the specific phase
interface area obtained via direct solution of PBE and with presumed shape num
ber density functions. The phase interface area increases due to the dispersion of
bubbles until it reaches a constant value once the bubble population approaches
the steady state with equilibrium between dispersion and coalescence. Both simu
lations with presumed shapes NDF reproduce this behavior with acceptable quan
titative agreement.

It is concluded that for the spatially homogeneous disperse two phase flow con
sidered in this validation study, the evolution of bubble size distribution due to
break-up and coalescence can be well represented with the ~ as well as the
clipped-Gaussian functions for the number density. Whether this holds true also
for flow in an aerated stirred vessel can only be determined by comparison with
experiment, because obviously it is not possible to generate a reference solution
by means of a direct, discretization independent solution of the PBE with present
computational means. Validation of the moments model against experimental data
is the subject of ongoing work.
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It should also be pointed out that the choice of presumed shape functions is not
limited to the forms considered in this study. Although both the f3- as well as the
clipped-Gaussian functions are quite flexible and can indeed assume bi-modal
shapes, one can imagine flow configurations where an extended moments ansatz is
required, depending e.g. on more than just two parameters or more than just one
set of transport equations to describe the size distribution of the disperse phase.

CFD Implementation and Simulation Results

Two main techniques are in use to model the flow in a stirred vessel with a rotat
ing impeller: the fully time-dependent sliding mesh (8M) approach (Luo et al
1994) and an approximate steady-state approach known as the method ofmultiple
reference frames (MRF) (Luo et al. 1993). Also, the flow in stirred vessels is usu
ally turbulent, and due to the significant streamline curvature found , the use of the
Reynolds-Stress (RSM) turbulence model rather than the standard k-e might be
called for.

As a preliminary to the implementation of the moments model in a three
dimensional, finite-volume based CFD code, a validation study has been carried
out for single-phase flow in a stirred vessel, with the goal of identifying the flow
modeling approach most suitable for our purposes. Simulations of flow in a stirred
tank with a 6-blade Rushton turbine and four baffles have been carried out with
both impeller modeling methods as well as k-e and RSM for the turbulence model
ing. Also, the dependence of results on grid resolution has been explored. The re
sults were compared to LDA data measured at the Lehrstuhl flir
Strcmungsmechanik at Erlangen University. Due to lack of space, only a very
brief synopsis of these results can be given here : 1) the results obtained with
steady state MRF agree well with the more time consuming sliding mesh-results
for the vessel geometry investigated. 2) Both simulation results with the k-e model
agree well with the velocity fields and turbulent kinetic energy (k) measured by
LDA . Discrepancies are observed in the immediate vicinity of the impeller; Fig. 4
shows the k-values in a mid-plane between two baffles in the height of the impel
ler. Neither the LDA measurements nor the simulation with the k-e model achieve
the desired accuracy in the vicinity of the impeller, presumably due to the complex
instationary and anisotropic flow pattern in this region . 3) Grids with 110000 cells
represent a reasonable compromise between CPU requirements and accuracy.
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Fig. 4. The turbulent kinet ic energy in a mid-plane between two barnes in the height of the
impeller. LDA data vs. simulation results with SM-, MRF-techniques, k-e and RSM.

The moments model with full momentum coupling and source terms for bubble
diameter mean and variance as described above has been implemented in the CFD
code CFX-5.5 .1. First exploratory simulations with the MRF approach and the k-e
turbulence model have been carried out for a disperse gas-liquid flow in an aerated
stirred vessel with a downward pumping turbine. Fig. 5 shows the distributions of
bubble size diameter (right) and the velocity field of the fluid phase (left) in the
lower part of the vessel. These results must be considered preliminary, neverthe
less they exhibit physically reasonable behaviour: near the injection nozzle, the
mean diameter is close to the initial value of 6 mm. As the bubbles are transported
down- and outwards by the flow, the bubble size decreases quickly due to the in
tense turbulent shearing. Above the turbine, a nearly constant bubble diameter of
the order of 3.5 mm is established. Bubbles of this radius have sufficient surface
energy to withstand the low local shear stresses in this region.

At the time of writing, it is not clear whether the decrease in bubble diameter
found below the injection nozzle towards the center of the vessel is physically cor
rect or an artefact of the numerical model. In future work, the moments model will
be validated comprehensively against experimental data on bubble size distribu 
tion in a stirred vessel (Ilchenko et al. 2002).
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Conclusions and Outlook

The population balance equation is in principle a suitable method to represent the
size distribution of the disperse phase in two phase flows (gas bubbles - fluid). A
complete CFD model with PBE calculated explicitly in each cell for a number of
particle size groups sufficient to obtain a reasonable particle size distribution is,
however, not affordable with present computational means. In the last few years,
several multiphase models have been developed to describe the transient evolution
of the bubble size distribution resulting from the break-up and coalescence proc
esses with the help of a simplified PBE or with only a few bubble size groups.
However, these methods are limited in accuracy or in their range of applicability.

In this paper, we propose a novel approach to simulate disperse two phase flow
by solving the PBE for bubble size distribution by a number density function of
presumed shape. First, the dependence of the PBE solution on the number nc of
particle size classes has been explored . For a spatially homogeneous disperse sys
tem, it has been found that significantly more than 10 size classes are needed to
approach a solution independent of discretization. Secondly, a direct solution of
the full PBE with well-established break-up and coalescence kernels from the lit
erature was compared against a solution of the PBE, in which the size distribution
of the bubbles was represented by a NDF of presumed shape. Good agreement has
been achieved with the fJ- and clipped-Gaussian distributions. Arbitrary break-up
and coalescence kernels can be implemented in the model and during pre
processing a great number of bubble size groups may be used to achieve discreti-
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zation independence for the PBE. First simulations ofa gas-liquid disperse flow in
a stirred vessel with the proposed model show physically reasonable results, a
very satisfactory numerical stability and a significant reduction in computation
time.
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1. Introduction and Goal of the Study

Aerated stirred vessels are widely used in the chemical and process industry. In
these vessels the interfacial area between the two phases and the gas hold-up char
acterize the efficiency of the gas-liquid contact. Whereas the interfacial area de
termines the heat and mass transfer rate, the gas hold-up determines the residence
time. For these reasons, improving the knowledge concerning the bubble charac
teristics, namely their sizes, spatial coordinates and number is of primary impor
tance. These parameters depend on the operating conditions, such as the volumet
ric flow rate of the gas, the type and speed of the impeller, the injector type and its
geometry and the physical properties of the liquid phase. From the viewpoint of
the technical application the development of empirical correlations is of major in
terest (Bouaifi at al. 2001; Paglianti at al. 2000; Rewatkar at al. 1993; Yawalkar at
al. 2002; Zhengming at al. 1996). Most often, these equations show good agree
ment when they are compared with the database which they are based on, but they
often fail to predict the gas hold-up for the other operating conditions (Yawalkar
at al. 2002). In particular, difficulties have been reported for extremely low gas
hold-up and low gas flow rate, which are of major interest for the validation of
numerical two-phase codes.

In order to provide a wider range of experimental results, the entire volume of a
stirred aerated vessel has been recorded by means of the non-intrusive short time
holography (Mayinger 1994). The optically reconstructed distribution of the inter
faces between both phases from the hologram is saved as a series of 2D images
representing slices of the entire vessel at different depth positions . These slices are
generated by an intensified CCD camera with a small depth of focus moving in the
depth direction with respect to the hologram during the reconstruction. For the
fully automated processing of the images, for the determination of the bubble
characteristics and the numerical reconstruction of the 3D phase distribution in the
vessel, powerful imaging routines have been developed, which do no longer re-
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quire manual control of the data-handling. In additional, post-processing steps, the
gas hold-up, the interfacial area and the bubble size distribution are calculated.

Since the novel analysis method for the holographic images allows processing
of a wide database, the holographic technique could be applied for the first time
for the analysis of many configurations, fluids and operating points. The gas flow
rate, the impeller type and speed, the type and the geometry of the injector and the
liquid viscosity have been investigated in detail. The most important results from
this study are presented in the second part of the paper after the experimental
technique and the data evaluation procedures have been presented .

2. Measurement Technique

The short time holography allows to record non-intrusively the whole optical in
formation about the light scattered or reflected at the phase interfaces of two phase
flows. All objects with sizes above approximately ten times the wavelength of the
used laser light are detected. Furthermore, moving objects are imaged sharply due
to the short exposure time. For the recording of the holograms an optical set-up,
proposed by Feldmann and Mayinger (1998), is applied (Fig. la). In order to avoid
refraction of the laser light on the cylindrical surface of the aerated vessel, the last
one is placed into a cubic enclosure . The space between the two vessels is filled
with glycerin, which has the same refractive index than the glass. After appropri
ate chemical processing the recorded hologram is placed in the reconstruction set
up (Fig. I b). By illumination of the hologram with a continuous laser beam the
original test volume is optically reconstructed.

BE BEmle<i1nB"
IlS BEmlSI:lItta'
M Mmr
os Dlfl\.l;lrgsae:JI
H Hdq:Jate

: . BE·I_"';":._~
1ffi~~:..I4\••1:
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1 - 694 rm
t -30 rs

Fig. 1. Recording (a) and reconstruction (b) set-ups

During the reconstruction, a CCD camera (Hamamatsu C2400-07, 512x512
pixels, 8 bit) is shifted in depth direction in order to isolate 2D planes from the 3D
image. The volume is recorded slice by slice and digitally stored in terms of a se
ries of 2D images. For a sufficient resolution, the field of view of the employed
camera had to be restricted to 40x40 mm' and the entire volume of the vessel was
split into smaller subvolumes during the reconstruction in order to retain the full
resolution of the hologram and to evaluate the entire vessel volume.
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Although the CCD camera has a small depth of focus, this depth is nevertheless
finite. As a consequence, bubbles usually appear in more than 1 slice and the true
depth position must be defined using a suitable postprocessing algorithm. This
problem can be overcome if a second hologram perpendicular to the first is re
corded, as proposed by Feldmann and Mayinger (1998), at the expense ofa higher
complexity of the set-up and the data processing. After reconstruction of the two
perpendicular views of the test volume a stereomatching algorithm can be applied
in order to detect the depth coordinates of the bubbles. The advantage of the ad
vanced data processing method described below is the simplicity of the set-up for
recording and reconstruction of the holograms. The phase distribution in the vessel
is recorded only from one side and the depth coordinate of the bubbles is deter
mined by means of novel image processing routines. Due to the improved soft
ware evaluation of the 2D images the hardware requirement for holographic
method is considerably reduced and the optical reconstruction procedure is simpli
fied.

3. Image Processing

As the first step of the evaluation, the series of 2D images representing the 3D test
volume is converted into a 3D matrix, which serves as the base for the subsequent
image processing steps. In order to remove high frequency noise in the images,
they are filtered by a 3x3 finite impulse response (FIR) filter. Then, several mor
phological operators are applied one after the other (Crespo at al. 1995; Serra and
Soille 1994; Vincent 1993). The first one removes white dots in the bubble im
ages, which appear due to reflection of the light on the spherical surfaces of the
bubbles and the second improves the uniformity of the image background. In the
next step the generation of the binary image is performed with the threshold level
adjusted on the basis of the statistic information of the grayscale image (Fig. 2).

Fig. 2. Original image (a), white dots removing (b), equalization of the background (c), bi
nary image generation (d)

Since for low contrast between the bubbles and the background a suitable
threshold is difficult to select, the binary images of such bubbles do not represent
their contours accurately. Therefore, an additional algorithm, based on the active
contour model, also known as "snakes", is applied for precise contour detection
(Fig. 3). The applied model uses a gradient vector flow (GVF) as the external
force (Xu and Prince 1998). For the computation of the GVF, the gradient map of
the grayscale image is calculated. The "snake" with initial circular shape is placed
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around the bubble of interest, with the radius and the position calculated from the
binary image of the bubble. During the iterations of the "snake", the maximum
distance between two iterations is calculated. As soon as this value drops below a
properly preset value, the snake has approximated the true bubble shape as precise
as possible and a new binary array with the improved bubble contours is finally
generated .

Fig. 3. Cropped gray-scale bubble image (a), gradient map (b), GVF computation (c), itera
tions of the snake (d)

The next routine solves the problem of the overlapping bubbles (Fig. 4). This
procedure starts from the detection of a marker for each bubble by dilating the re
gional maximums of the distance transform. The result of the distance transform is
illustrated as topographic surface and the detected markers as light dots above the
bubbles. The watershed algorithm is now applied (Beucher 1992). The detected
watershed lines are shown as dark lines.

Fig. 4. Gray-scale image (a), binary image (b), dilated regional maximums of the distance
transform and watershed lines detection (c), bubble separation (d)

An additional algorithm had to be developed for the detection of the bubble
depth position, since, as already mentioned, the bubbles are found in more than
one slice of the investigated volume. Fortunately, only one slice contains a sharp
image of each bubble. The bubble image sharpness is numerically expressed in
terms of a sharpness value, which is defined as the sum of the gradient intensity
values on the bubble contour, normalized with the contour length in order to make
it independent from the bubble size. This sharpness value unfortunately depends
on the contrast of the bubble image and the background. Therefore, simply choos
ing a preset value of the sharpness for the determination of the bubble position
leads to errors. To overcome this problem, a tracking algorithm was developed,
which follows each bubble in all slices where it is visible and generates a vector of
the sharpness values (Fig. Sa). The peak value corresponds to the focus position of
the bubble being tracked. Finally, only the bubbles in the focus positions are saved
in the binary array and all unsharp images of the bubbles are deleted from the

310



dataset. The volume of each bubble is calculated subsequently assuming a spheri
cal bubble shape. Since the information concerning the spatial position of all bub
bles is now available, the phase distribution in the test volume can be numerically
reconstructed (Fig. 5b).
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Fig. 5. Bubble image in different slices andsharpness values (a),numerically reconstructed
testvolume (b)

4 Results

The experiments were carried out in a plexiglas vessel with T = 0.124 m. The ves
sel was equipped with four baffles (0.0124 m depth) and a standard Rushton tur
bine (RT) with 6 blades. A six blade pitched turbine with a pitch angle of 45°
(PTD) was used additionally in the study (flow direction downwards). Both tur
bines had a diameter ratio ofD/T = 1/3. The liquid height to vessel diameter ratio
was HIT = 1 throughout the study. The clearance of the impellers to the vessel
base was T/3. The fluid used in most experiments was Dimethyl sulfoxide
(DMSO) with a viscosity of I-l = 2.48 mPas, a density of p = 1100 kg/m' and a sur
face tension of o =: 43 mN/m.

4.1 Influence of the gas flow rate and the impeller speed

The gas flow rate and the impeller speed are the factors that influence the gas dis
persion and hold-up most (Lin and Lee 1997).
Higher impeller speeds lead to increasing turbulence of the flow, to an augmenta
tion of bubble break up in the shear zone near the impeller and to smaller bubbles
(Fig. 6a). Since the fluid employed has a low surface tension of o = 43 mN/m and,
as a consequence, bubble coalescence is weak, this effect is stronger than for wa
ter. The expected higher mean bubble diameter for the higher gas flow rate due to
the bubble coalescence (Dhainaut 2002) is not observed for the regime of low gas
hold-ups investigated. Both, the presence of smaller bubbles, which have lower
drift velocity and a larger residence time as well as the increase of flow intensity
result in larger bubble numbers, gas hold-ups and interfacial areas in the vessel at
higher impeller speeds (Figs. 6b, 7). The larger gas flow rate results in larger bub
ble numbers, gas hold-ups and interfacial areas over the entire covered range of
impeller speeds investigated.
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4.2 Influence of nozzle diameter

In addition to the reference nozzle with 0,5 mm orifice a nozzle with 0.2 mm di
ameter has been investigated. The bubble characteristics was compared for the dif
ferent impeller speeds and for a fixed gas volume rate Qg=2.08xlO·6 mvs. In the
vessel equipped with the smaller diameter nozzle the bubble number is considera
bly bigger for low stirrer speeds (Fig . 8b). Surprisingly, the cumulative volume
distributions in the vessel are nearly identical for the two nozzles (Fig . 8a). A
smaller injector orifice and consequently a high injection momentum does obvi
ously not lead to a finer average bubble size distribution in the vessel.
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The higher total number of bubbles in the vessel for the nozzle with 0.2 mm di
ameter results in higher gas hold-ups and interfacial areas (Fig. 9). It is worth to
note, that both injectors behave differently only for low impeller speeds, whereas
at the higher impeller speeds the higher flow velocity and turbulence as well as the
increased shear dominates the process of bubble formation.
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4.3 Influence of the liquid viscosity

The influence of the liquid viscosity was investigated using mixtures ofDMSO
and Glycerin (Il = 1490 mPas, p = 1260 kg/m', p = 72.9 mN/m). Both fluids have
almost the same density and refractive index and can be mixed in any ratio. Thus,
the viscosity can be adjusted in a wide range from 2.5 mPas (pure DMSO) up to
1490 mPas (pure Glycerin) . In the experiments the range from 2.5 up to 50 mPas
was covered (7097 > Re > 352).
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With increasing liquid viscosity the bubble mean diameter is growing consid
erably due to the decrease of the flow turbulence and the lower intensity of bubble
break-up (Fig. lOa). This effect is also noted by Dhainaut (2002). Due to the lower
bubble break-up rate lower total bubble numbers in the vessel are observed (Fig.
lOb). The gas hold-up does not change considerably, although the bubble mean
diameter is increasing with viscosity (Fig. 11). As the direct result of the men
tioned effect, the interfacial area drops when the viscosity is increased up to
30mPas, but it remains almost unchanged above this upper limit.
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4.4 Influence of the impeller type

In addition to the Rushton turbine (RT), the performance of a pitched blade tur
bine (downward flow, PTD) has been investigated, as both turbines are commonly
employed in practice (Joshi at al. 1982). The experiments for PTD were carried
out for the same impeller speeds than for the RT. The performance of both impel
ler types has been investigated as a function of the power consumption per liquid
mass in the vessel. This comparison reveals, that the PTD produces much bigger
mean diameters than the RT (Fig. 12a). At the same time the number of bubbles is
bigger in the vessel with the RT and this difference is increasing with impeller
power (Fig. 12b).
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The reason for this behavior can be explained examining the flows generated
by both turbines. The Rushton turbine produces high shear and low pumping,
whereas the pitched blade turbine is a high pumping and low shear impeller (Ya
walkar at al. 2002) . Therefore, the Rushton turbine exhibits strong bubble break
up although the pumping capacity is insufficient for inducing a circulating motion
of the bigger bubbles. In contrast, the pitched blade turbine has enough pumping
power for the generation of this circular motion, but this is not equivalent to a high
bubble break-up capability. The mentioned effects result in higher gas hold-ups
for the pitched blade turbine with increasing agitation power (Fig. 13a). This ef
fect is in good agreement with results presented by Rewatkar at al. (1993). Inter-
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Interestingly, it was found, that the interfacial area generated by both turbines is
almost the same (Fig. 13b).
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4.5 Influence of the gas disperser type

In order to investigate the influence of the position and number of the gas injection
holes a ring injector was additionally tested. It has four holes, which are symmet
rically positioned on a radius of 15 mm . A diameter of 0.25 mm was selected hav
ing in mind to keep the pressure drop identical to the reference nozzle with one
orifice of 0.5 mm diameter. The gas flow rate was kept constant at Qg= 2.08xlO·6
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Fig. 14. Cumulative volumetric distributions Q3(d) (a) and bubble number n (b) for ring in
jector (4xO.25 mm) and nozzle (0.5 mm) vs. impeller speed N

The comparison of the cumulative volume distributions for both injectors re
veals a more uniform bubble size distribution for the ring injector at low rotation
speed. Interestingly, much larger bubble mean diameters were found at the high
rotation speed (Fig. 14a), although the gas distribution is better for the ring injec
tor. According to Fig. 14b the total bubble number is slightly lower for the ring in
jector at high speeds.

Above mentioned effects lead to a considerable increase of the gas hold-up and
the interfacial area in the case of the ring injector (Fig. 15). This can be explained
considering the location of the injector orifices in both cases. At the low rotation
speed, when the circulation in the lower part of the vessel is weak, the bubbles
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dispersed by the ring injector are more uniformly introduced into the impeller re
gion . This results in a more uniform bubble size distribution after bubble break-up.
For higher impeller speeds the increased circulation transports a big share of the
produced bubbles directly into the upward circulating zone. As a consequence, the
desired intense contact of all bubbles with impeller cannot be realized.
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Fig. 15. Gas hold-up E (a) and interfacial area a (b) for the ring injector (4xO.25 nun) and
the nozzle (0.5 nun) vs. impeller speed N

5. Conclusions

Holography is a highly efficient non-intrusive optical measurement technique for
the investigation of bubbly flows. The novel image processing technique devel
oped in the study allows for the first time the fully automatic analysis of a wide
database and releases the full potential of the holographic method, since the appli
cation to the investigation of two-phase flows becomes less cumbersome than in
the past. This is demonstrated studying the influence of the operating conditions
on the bubble characteristics in a stirred aerated vessel. A comprehensive database
could be developed with limited effort and several interesting and so far unknown
features of the bubbly flow were discovered which are useful for the improvement
of stirrers for aerated vessels.

Nomenclature

bubble diameter, (m)
Sauter mean diameter, (m)
impeller diameter, (m)
height of clear liquid in vessel, (m)
mass of liquid, (kg)
number ofbubbles in vessel, (-)
impeller rotational speed, (rev/s)
power input in presence of gas, (W)
cumulative volume distributions, (-)
volumetric gas flow rate, (mvs)
Reynolds number based on impeller speed, (ND2 p/Jl)
inside diameter of vessel, (m)
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Greek symbols

a. interfacial area, (m")
E gas hold-up, (%)
!.1 liquid viscosity, (Pas)
p liquid density, (kg/m')
c liquid surface tension, (N/m)
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Bubble dispersion in aerated stirred vessels

F. Mayinger, O. Feldmann

Lehrstuhl A fiir Thermodynamik, Technische Universitat Miinchen
85747 Garching, Germany

Introduction

An important application of stirred vessels is to disperse a gaseous phase in a liq
uid phase in order to enhance mass transfer between the to phases. This is
achieved by both enlarging the phase interface and prolonging the period of dwell
of the gaseous phase in the vessel [22]. The optimum design of an aerated, stirred
vessel depends on the requirements in terms of parameters such as generated
phase interface, period of dwell of the gaseous phase, hold-up, and other quanti
ties. These parameters may be linked . Design requirements are met by the correct
choice of stirrer, rotational speed, and type and location of the gas injector. There
fore, a detailed knowledge is required of the number and size of bubbles generated
as a function of the different operating points [22,23].
Though aerated stirred vessels are widely used, their design is based on empirical
models. Common to each model is the assumption, that the mean diameter of the
bubbles is proportional to their maximum stable diameter at the given operating
point [1,2,3,12,14,18,19,20,21,24].
In the literature, the Rushton turbine is the standard dispersing stirrer [e.g.:
2,18,21,22]. However, since the experimental determination of bubble sizes in
stirred vessels is very difficult, only few experimental data are available. These
data are often gained with invasive measurement techniques that disturb the flow
inside the vessel and therefore influence the measured quantities.
In this study, the investigations were performed by applying modem optical meas
urement techniques. These non-invasive measurement techniques do not influence
the conditions in the test section during the measurements. The short-time holo
graphy was applied to determine the number and the size of the bubbles in the en
tire vessel at the different operating points . The high-speed cinematography was
applied to analyze the dispersion process itself.
The dispersion characteristics of an aerated stirred vessel agitated by a Rushton
turbine were analyzed. The different operating points were adjusted by varying the
nozzle diameter, gas flow rate, and agitator speed. The results indicate, that neither
the Rushton turbine is an appropriate stirrer to disperse bubbles, nor the mean
bubble diameter is a measure for efficient bubble dispersion, when a Rushton tur
bine is applied.
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Experimental Setup

A condition to apply optical measurement techniques is a complete optical access
to the test section . The accrued design of the test section and the short-time holo
graphy is explained in the following [5,6,7].

Test Section

The cylindrical stirrer tank was located inside a rectangular vessel (see Fig. 1).
Both vessels were made of glass. The clearance between the two vessels was filled
with glycerin . As test fluid, Dimethylsulfoxide (DMSO) was chosen. Both fluids
have the refractive index of the glass the vessels were made of. This setup ensured
optical access to the entire test section without any distortion at the cylindrical sur
face of the stirrer tank [5].

stirrer

glycerin to ad just the
refract ive index

Vessel: Top view

pressurized air

stir rer speed contro l._._._. ,

,._.l:~'_-®_Pj----,.,__
0 1

-E io :
u

l
~ .

= 1

'i5 i

Fig. 1. Design of the test section.

The standard stirrer tank (D = 124 rom) was equipped with four baffles to impede
the formation of waterspouts. The filling level corresponded to the tank diameter
(H = D). The diameter of the Rushton turbine was chosen to be dID = 1/3. Its
clearance from the bottom was set to be h = d. The air was supplied from a nozzle
that was centrally located in the flat bottom ofthe stirrer tank (see Fig. 1).
The stirrer speed and the air flow during the experiments were adjusted , con
trolled, and measured by a PC [5].
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Optical Measurement Technique: Short time holography

The test section was located in a stereoscopic holographic setup as it is shown
schematically in Fig. 2. With this optical setup, two holograms were simultane
ously recorded from two different perspectives at each operating point in order to
correctly determine the size of non-spherical bubbles [5,6,7].

Recording the holograms

A pulsed ruby laser generates light pulses with a wavelength of 'A = 694 nm and an
energy of up to E = 1 J for the exposure time of t = 30 ns. The emitted laser beam
is collimated by passing through two lenses (Cl.) and is then split into two object
beams and two reference beams by a bank of beamsplitters (BS). The object
beams are diverted at the mirrors (M), are diffused by a ground glass plate (GG),
then cross the test section perpendicular to one another. Upon exiting the test sec
tion, the object beams fall perpendicularly onto the holographic plates (HI , H2).

CL Coll imator
BS Beam Splitter
M Mirror
GG G round Glass
H Holographic Plale

HeNeLaser

I = 30 ns

E = 1 J
A. = 694 nm

Fig. 2. Stereoscopic holographic setup for hologram recording

The object beams contain the entire optical information of the test section. The
reference beams are diverted directly to the holographic (see Fig. 2).The superpo
sition of an object beam and a reference beam results in an interference figure
which is stored on the coating of the holographic plates . The situation inside the
vessel is stored three-dimensionally and distortionless [4,6,7,9,17,18]

Both holograms contain both macroscopic information about the location of the
bubbles and microscopic information, such as the number, size, and shape of the
bubbles in the vessel [4,6,9].
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Reconstruction and evaluation of the holograms

The exposed holographic plates of coated glass are developed similarly to black
and white photographs. The developed plates - now called holograms - are recon
structed by illumination with a continuous HeNe laser beam. This laser beam
simulates the reference beam during the exposure of the hologram with respect to
its geometry and to its angle of incidence. The HeNe laser beam is diffracted by
the stored interference figure. As a result, the object beam containing the entire
optical information of the test section is reconstructed. In front of each holo
graphic plate a stationary image, the real image of the recorded scene, is formed
three-dimensionally and distortionless, as shown schematically in Fig. 3.

Camera 1

Holographic
Plate 2

(View90")

~-.;;c.::.......:~real

, images

com,,:'focal planes of
the observing

cameras

Col limator

.:
./

Holographic
Plate 1
(ViewO")

HeNe Laser

Fig. 3. Stereoscopic holographic setup for hologram reconstruction

The spatial information of the entire measuring volume is furnished in three di
mensions with a width of approximately d = 130 mm and an infinite depth of
field. This 3D image is recorded by means of a CCD-camera. The camera lens has
a large focal length and a small depth of field, so that only a small fraction of a re
construction is in focus, as indicated by the gray bars in Fig. 3 [4,6,9].

By moving the camera step by step along its depth coordinate, the entire 3D in
formation contained in the holographic reconstruction is scanned and transformed
into a series of 2D digital images (see Fig. 4). The depth of field determines the
step size and thus the resolution in the depth dimension. The images depicted in
Fig. 4 reveal how the field of view of the camera changes with its position. Bub
bles that are depicted sharply in one image are out of focus at a different camera
position [6,7].

Both holograms taken in one experiment are reconstructed and scanned as de
scribed above. They represent two 3D images corresponding to one situation in
the test section, so that the entire 3D-information of the test section seen from two
different views is provided in the form of digital images [4,6,9].
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focal planes ofthe camera
at positions A, B, C

CCD-
cam era

Fig. 4. Scanning of a reconstructed hologram

Image processing

The objective of image processing is to obtain an image with exclusively sharply
depicted bubbles which are clearly separated from the background. The informa
tion about the shape, size, and location of the bubbles is subsequently derived
from these images.
The obtained images show distinctive properties (see Fig. 4). Especially for high
bubble densities and a small depth of field of the observing camera, only a small
fraction of the bubbles visible in such an image is depicted sharply. The edges of
these bubbles can be blurred by other bubbles reconstructed in different planes . In
addition, the gray value of the background varies significantly due to the Gaussian
profile of the laser beam intensity and defects inherent in the optical parts, such as
the irregularity of the mirrors. Due to these peculiarities , commercially available
image processing systems could not be applied. Therefore, evaluation software
was developed in this study, to overcome these difficulties. Its algorithms are de
scribed in detail in [6,7].
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Stereo matching of the two holograms

After both holograms taken at one operating point have been completely scanned
into the series of 2D images and evaluated, the images are numerically recon
structed based on the obtained results . This results in two 3D reconstructions of
the flow field in the vessel, displaying the same scenario from two perpendicular
viewing directions. These two 3D images are correlated with one another by ap
plying a stereo matching algorithm. The vertical and the lateral coordinates of
each bubble are derived from one evaluated holographic reconstruction. The depth
coordinate is derived from the position of the camera, but it can only be deter
mined within the accuracy of the depth of field . Since the two holograms were re
corded perpendicularly, the depth coordinate of a bubble in one holographic re
construction is its lateral coordinate in the second.
Thus, by considering the vertical coordinate in both views, the position of each
bubble can be determined exactly. The depth offield of the cameras is adjusted in
such a way that this correlation is definite. The model upon which this algorithm
is based is given schematically in Fig. 5.

focal pione of
ca mera 1

view 1 (OJ
,;,

Fig. 5. Physical model for the stereo matching algorithm

The correlation of the bubbles in both views is performed without considering any
feature -based criterion. This is important, since the shape and size of a bubble can
vary significantly between the two views . After the two views are correlated, the
determination of the sizes and the spatial locations is performed. Since especially
the bubbles with a diameter of more than one millimeter are not spherical, deter
mination of bubble diameter can be made more accurately by assuming ellipsoid
bubbles and correlating the two holographically obtained images of each bubble
[5,6,7].
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Accuracy

Due to the high quality of the lenses utilized no distortion correction has to be per
formed. The cameras conduct only translatoric movements. The parallelism of the
axis is ensured by alignment of the traversing slide and horizontal justification of
the camera by means of a pitch plane regulating screw. A simplified calibration
process can thus be applied. The projection equation is simplified and the number
of unknown projection parameters is reduced.

The main source of uncertainty in this measuring technique was found to be the
pixel representation of circular objects (bubbles), especially if these objects are
represented by less than 10 pixels (independent of the absolute pixel size). The
resolution of the area measurement tool in the developed code was set to 5 pixels,
resulting in a maximum error of ± 3 % for areas with sizes between 6 and 40 pix
els. In this work, the sizes of the bubbles' images ranged between 14 pixels (d =

0.3 mm) and 200 pixels (d = 1 mm). The error in imaging larger objects or struc
tures was found to be less than 1 % [4,6,8,9].

Application example

The results obtained when the two holograms taken in one experiment were re
corded and evaluated as explained above are exemplarily shown in Fig. 6. The
number of bubbles in one size interval and the cumulative volumetric frequency is
plotted against the bubble diameter interval. At this operating point, a nozzle di
ameter ofdN = 0,5 mm and a stirrer speed of n = 500 rpm were chosen.

325



8[mm)6

average bubble diameter: d lO = 0,9 mm
Sa uter mean diameter: d32 = 1,7 8 mm

2

[-)

500

2ooo+------------~_----_100

[%) ~
(ll
::J
0"

1
u

~
50 §

(5
>
(ll
>:s

:s
E
::J
U

:4j 1500 i n = 500 rpm
...0 I .
~ !VG = 12,7 l/h
15 idn = 0,5 mm
~ 1OOO+-++--~'---------_____ii cr = 44 mN/m

...0 I11 L = 2 m Pas
E
::J
c:

Every bubble in the vessel was taken into account to generate the bubble size dis
tribution. Therefore, the average bubble diameter, the Sauter mean diameter, as
well as the hold-up and phase interface can be calculated highly accurately [5].

Results

With the described procedure the influence of the stirrer speed, the nozzle diame
ter and the gas flow rate on the bubble size distribution was analyzed. The meas
ured Sauter mean diameters were compared to calculated mean diameters from
equations taken from the literature.

Influence of the stirrer speed on the bubble size distribution

The influence of different stirrer speeds on the resulting size distribution of the
bubble diameters can be derived from Fig. 7. An increasing stirrer speed results in
a decrease in average bubble size and a significant narrowing of the bubble size
distribution.

326



8[mm]

'VG = 12,l l/h
dn = 0,5 mm
(J = 44 mN/m
TI L 00' 2 mPas

6

Rushton turbine

2

2000

[-]

j 1500
...0
...0

::>
...0

'01000
~

...0
E
::>
c 500

4
bubble diameter class

Fig. 7. Diameter distribution of the bubbles dependent on the stirrer speed

At impeller speeds below a value nj, the shear field in the liquid induced by the
stirring process is not yet strong enough to significantly split up the bubbles. The
bubbles are merely deflected in the radial flow field towards the vessel wall as
they pass the agitator and rise up to the liquid surface.

When the impeller speed is increased above n. , smaller bubbles are dragged
into the area below the stirrer again. The formation of a bubble vortex below the
stirrer is initiated . This results from the stronger liquid eddy below the stirrer with
increasing stirrer speed and from the reduced buoyancy ofthe smaller bubbles.

This eddy becomes more distinctive with further increases in impeller speed .
As the eddy becomes stronger it begins to capture larger bubbles. However, the
bubbles which have passed the agitator leave the vessel directly, since the liquid
eddy above the stirrer is not strong enough to force the rising bubbles back down
wards again.

At a certain impeller speed (n2), bubbles above the agitator begin to be dragged
by the upper liquid eddy back to the agitator. A further increase in speed enhances
format ion of both the eddy and the vortex. The number of the bubbles in the vessel
volume rises significantly.

An increase in air flow rate or the variation of the nozzle diameter, however,
did not have a remarkable impact on these specific speeds, unless bubbles of such
a small size are generated at the nozzle that these are already entrained at lower
speeds than n, [6].

Determination of the Sauter mean diameter

From the bubble size distributions depicted in Fig. 7, the Sauter mean diameter of
the bubbles d32 were calculated by applying Eq.l :
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(2)

(1)

(3)

d '" n.d]
32 =£...J~

i nidi
The experimentally derived Sauter mean diameters calculated from Eq. I were
then compared to those predicted by the most common correlation taken from the
literature [e.g. 1,2,19-25]:

( J
O.6

d32 <Cz:> a =C .We-O,6

d
We 2d3 We

PLn

Eq. 2 is based on two main assumptions: firstly, the shear field induced by the stir
ring process induces turbulent shear forces, which in tum define the maximum
stable bubble diameter [9], and secondly, the Sauter mean diameter is proportional
to this maximum stable bubble diameter [3]. With these assumptions, the Sauter
mean diameter - made dimensionless with the diameter d of the stirrer - was ex
pressed by the Weber-Number We. The constant coefficient eWe in Eq. 2 was fit to
experimental data by those authors, who investigated Sauter mean diameters in
aerated stirred vessels [13,19, 20,21,22].

A condition for the application of Eq.2 is a turbulent operating point. An
indicator for a turbulent operating point is the Reynolds-Number of Re > 5·1rY,
that is calculated from Eq. 3:

Re= PL
nd 2

1JL
When comparing Eq.l with Eq. 2, the expected dependence of the Sauter mean di
ameter from the stirrer speed is: d32 - n-1•

2
- Re-J.2.

The influence of the Reynolds-Number, i.e. of the stirrer speed, on the measured
Sauter mean diameter is plotted in Fig. 8. Also included in Fig. 8 is the expected
dependence of the Sauter mean diameter on the Reynolds-Number (solid line).
The constant coefficient was fit to the experimental data plotted in Fig. 7.

As it can be derived from Fig. 8, the experimental data met well the theoreti
cally predicted dependence on the stirrer speed. However, when a nozzle with a
larger diameter is mounted in the vessel, larger Sauter mean diameters are meas
ured, as it is indicated by the squared symbols in Fig. 8 [6].
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Fig. 8. Sauter mean diameter as a function of the Reynolds Number

A larger nozzle diameter resulted in larger primary bubbles generated at the noz
zle. Larger primary bubbles in tum yield to larger Sauter mean diameters. This in
fluence is not taken into account, when Eq. 2 is applied . The constant coefficient
adjusted to series 1 does not fit the experimental data measured in series 2.
An increase in air flow rate also yielded larger primary bubbles at the nozzle and
larger Sauter mean diameters in the vessel [6].

The effect of varying both the nozzle diameter and the air flow rate on the Sauter
mean diameter is plotted in Fig. 9. Also included are correlations calculated from
Eq. 2 with constant coefficients taken from the literature [13,19,20,22].
As it can be derived from Fig. 9, in every experimental series a different Sauter
mean diameter was measured at constant Weber-Numbers. Both the variation of
the nozzle diameter and the air flow rate resulted in different primary bubble di
ameters and in different Sauter mean diameters. This can not be described by Eq.
2 and may be the explanation for the significant spread of the constant coefficient
eWe in the literature.
This leads to the conclusion that the influence of the different diameters of the
primary bubbles on the bubble dispersion, and the bubble dispersion itself has to
be investigated to correctly predict the bubble size distribution at a given operating
point.
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Bubble dispersion and flow field of the bubbles

The bubble dispersion process and the flow field of the bubbles was analyzed by
means of the high-speed cinematography. Time series of the stirrer region were
recorded. As an example, a time series is given in Fig. 10, recorded at the operat
ing point the bubble size distribution depicted in Fig. 7 was derived from.

Fig. 10. High speed recording of the stirrer region (recording rate: 560 Hz)

As it can be derived from Fig. 10, the primary bubble rising from the nozzle enters
the stirrer region and is then - following the liquid flow - radially accelerated to
wards the vessel wall (gray circle). The bubble is strongly deformed due to the
high shear stresses acting on it and fmally split up in two bubbles (gray circle, last
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image), a larger and a smaller fraction. The larger bubble ('rest'-bubble) may be
split up a second time, the smaller bubble ('daughter' bubble) is stable.

The number of bubble breakages was observed to be a function of the bubble
size and the intensity of the turbulent shear stress (i.e. stirrer speed) . However, it
was not observed in this study that one bubble was broken up more often than five
times [6].

It can also be derived from Fig. 10 that the liquid flow (white dashed arrows) is
not strong enough to force relatively small rising bubbles back downwards to the
stirrer region (white arrow) . This indicates , that only the small ' daughter' bubbles
can be kept in the bubble vortices. The bigger 'rest' bubbles rise and leave the
vessel directly [6].

Discussion of the experimental results

On the one hand, the holographic analysis yielded that the number of 'daughter'
bubbles is significantly higher than the number of 'rest' bubbles . This can be ex
plained by the fact that the bubble vortices consist of only the 'daughter' bubbles,
as it was confirmed by the high speed analysis . On the other hand only up to five
daughter bubbles are disintegrated from one primary bubble, as the high speed re
cordings demonstrated.

A 'daughter' bubble is the smaller fraction generated when one primary bubble
is disintegrated. Its maximum volume is then half the volume of the primary bub
ble. At the operating point, the bubble size distribution plotted in Fig. 7 was
measured, primary bubbles with a diameter of 5,24 mm were generated at the noz
zle. The maximum diameter of a 'daughter' bubble is then 4,16 mm. With the
knowledge of this diameter it can be concluded, that approximately 20 % of the
hold-up consists of 'rest' bubbles having a short residence time, whereas the
daughter bubbles (80% of the hold-up) must have a significantly higher residence
time in the vessel [6].

The cumulative volumetric frequency of every bubble plotted in Fig. 7 is plot
ted in Fig. 11 as the cumulative volumetric frequency of the 'daughter' bubbles
and that of the 'rest' bubbles. In order to correctly predict the bubble size distribu
tion in the vessel, both the size of the primary bubbles generated at the nozzle and
the size distribution of the daughter bubbles generated by dispersing the primary
bubbles has to be known .

In this work, the model introduced by Lehr [14] was modified and applied to
determine the size distribution of the 'daughter' bubbles . In this model, the bubble
diameter is compared to the diameter of the maximum stable bubble . The latter is
defined by the intensity of the shear field (i. e. stirrer speed) [10,11,14,25]. The ra
tio of these two diameters defines the instability of the bubble. The larger this ratio
is, the more instable the bubble is. With the knowledge of this ratio, both the size
distribution of the daughter bubbles and the frequency of bubble breakages are
calculated. Both an increase in stirrer speed and an increase of the primary bubble
diameter yield more instable bubbles entering the shear field in the stirrer region .
Increasing the ratio of instability yields smaller daughter bubbles and a higher
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bubble breakage frequency. On the other hand larger bubbles have a smaller resi
dence time in the shear field that in tum reduces the bubble breakage frequency
and hence the number of daughter bubbles generated from one instable bubble. In
addition, with increasing the size of the primary bubbles the size of the rest bub
bles is increased resulting in both a larger Sauter mean diameter of the bubbles
and a higher percentage of bubbles that cannot be kept in the bubble vortices. The
result of applying the model to the determination of the size distribution of the
daughter bubbles is also included in Fig. 11 (solid line).
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Fig. 11. Cumulative volumetric frequency of 'daughter' bubbles and 'rest' bubbles

The calculated size distribution slightly overestimates the sizes of the daughter
bubbles (see Fig. 11). This is explained by the fact that the calculated distribution
is the distribution of the generated bubbles, whereas the measured size distribution
contains every daughter bubble in the vessel. As it was shown by means of the
high speed recordings, the larger daughter bubbles can not be kept in the bubble
vortices. Thus , by considering the residence time distribution of the daughter bub
bles, the model can well describe the bubble dispersion. The obtained results de
liver valuable input for numerical simulations of the two phase flow in the vessel.

Conclusion

The applied optical measurement technique, the short-time holography is a highly
suitable measurement technique for analysis of aerated stirred vessels. The test
section is recorded three dimensionally and unobtrusively, without disturbing the
flow field. When a stereoscopic setup is applied, both the flow field and the size of
the bubbles can be reconstructed very accurately in three dimensions.
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Valuable data such as the bubble size distribution and the phase interface can
be qualified, both of which have been impossible to determine directly using pre
vious methods. The Sauter mean diameter of the bubbles is calculated based on
the evaluation of the two holograms of each experiment. These can be determined
highly accurately with high global and local resolution.

In combination with high speed recordings of the bubble dispersion process,
short time holography provides the experimentally derived data needed to improve
models to describe the two phase flow in aerated stirred vessels and to validate
numerical simulations.

The Sauter mean diameter of the bubbles was found to decrease with rising im
peller speeds and to increase with gas flow rate and the nozzle diameter through
which the air is introduced.

When regarding the bubble size distribution, it can be stated that the Rushton
turbine disintegrates relatively small bubbles from the primary bubbles and hence
generates a large phase interface. However, a significant percentage of the air in
troduced directly leaves the vessels, since the liquid flow is too weak to keep lar
ger bubbles in the bubble vortices. Therefore, it has to be distinguished between
the mean diameter and the residence time of the 'daughter' bubbles and the mean
diameter and the residence time of the 'rest' bubbles in the vessel, both of which
vary. This is inherent to both the dispersion characteristics and the flow field of a
Rushton turbine and not a function of the operating point.

Therefore, it has to be questioned whether the calculation of mean values, such
as the Sauter mean diameter is appropriate to describe the dispersion characteris
tics of an aerated stirred vessel, when a Rushton turbine is applied as it is common
in the literature. In addition, the analysis yields that the Rushton turbine is not an
efficient tool to disperse the gaseous phase.
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PDA measurements and numerical simulation of
turbulent two-phase flow in stirred vessels

A. F. Nassar, G. Zivkovic, B. Genenger and F. Durst

Institute of Fluid Mechanics (LSTM), Friedrich- Alexander- University Erlangen
Niirnberg, Cauerstrasse 4, D-9l058 Erlangen, Germany

The local bubble size distribution in gassed stirred tanks was investigated experi
mentally by using phase Doppler anemometry (PDA) and simulated numerically.
From the measurements, the mean bubble velocity and the mean diameter d32 ac
cording to Sauter were calculated. The flow fields produced by impellers have a
considerable impact on the distribution of the mean diameter. Large bubble sizes
were detected in the ring vortices present in the large-scale flow fields, with a sig
nificant increase occurring in the lower ring vortex produced by the Rushton tur
bine.

For the realistic treatment of bubble motion, the numerical code was imple
mented with the introduction of bubble break-up model. The model used is sto
chastic, based on the assumption that shear in the flow induces the breaking of the
bubble. As a dominant parameter the dissipation of the turbulent kinetic energy
was used.

Results of the computed bubble velocity field agree very well with the meas
urements. The calculated and measured values of the mean bubble diameter are of
the same order, there is a deviation of about 20 % in the local diameter distribu
tion. The data obtained contribute to a better understanding of gas-liquid flows in
stirred reactors.

1. Introduction

Many industrially relevant stirred vessel processes are based on a specific gas
liquid dispersion. The challenge for an engineer is to select the best stirrer/vessel
configuration from a wide range of possibilities to meet the requirements of the
process, for example to ensure a sufficient mass-transfer rate. It is common prac
tice to investigate the integral quantities of gas-liquid stirred vessel flows , such as
the gassed power input and the gas hold-up, and to present them in the form of
diagrams of normalised quantities which permit the results of laboratory studies to
be transferred to large-scale stirred vessel systems with linearly scaled-up geome
tries of the stirred vessel (Tatterson 1991). Although the design rules resulting
from such investigations are very useful for many practical applications, they
permit very little information to be deduced on process and equipment improve-
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ments . Such improvements require local data on process-related variables; for ex
ample, to prevent microorganism starvation, local gas hold-up and mass-transfer
rates become important.

In more recent times, the emphasis has been on the development of numerical
computation techniques (CFD) for the purpose of establishing accurate and low
cost design and dimensioning methods to be applied to various processes in stirred
vessels . Recently, CFD has also been applied to analyse gas-liquid flows in stirred
vessels (Bakker et al. 1994; Lo 1999). Numerical methods can be implemented for
stirred tank reactors, but only in conjunction with precise, detailed experimental
methods, which are essential for validation of the calculations and the methods
used in the numerical schemes. Especially for gas-liquid flows, an accurate valida
tion requires local information on the mean velocities, mean diameters and the
size distributions of the bubbles throughout the entire tank .

2. Experimental set-up

The phase-Doppler anemometry (PDA) system used, shown in Fig. 1, was devel
oped at LSTM. The system consists mainly of three parts: the measuring section,
the PDA system, and the traversing system.

Receiving
Optics

,Measuring Volurre

Band-Pass
Filters

Power L_J==========1~
Supply~

PC '------1

Stirred
Vessel,

Transmitting
Laser Optics

I LJ LJ p[] .

Transient
Recorder

Fig. 1. Set-up of PDA test rig for measurements in stirred tank reactors
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Tablel, Dimensions of the mixing tank

Vessel Dimensions
Tank diameter D (mm)

Liquid Height H (mm)

Baffle Width B (D/12)(mm)

Baffle Thickness (mm)

Baffle Clearance to Wall (mm)

144

144

11.5

2.0

2.9

The measuring section consists of a cylindrical baffled (four baffles) stirred
tank equipped with an impeller. The geometries of the mixing tank are shown in
Table 1. Two different impellers were used in the numerical simulation, namely
the standard Rushton turbine (RT) and the pitched blade turbine (PBT), whereas
only the standard Rushton turbine was used in the experimental measurements.
Figs. 2, and 3, show the details of both impellers, which were mounted at a clear
ance of h= D/3. The blade thickness was 2 mm for the Rushton turbine and 0.9
mm for the pitched blade impeller.

The complete measuring section was refractive index matched. For this pur
pose, the cylindrical tank, the baffles and the stirrer blades were constructed from
Duran glass that has the same refractive index as the model fluids. In addition, the
stirred tank was located in a trough filled with the model fluid in order to elimi
nate distorting effects of the rounded surface of the vessel on the path of the laser
beams and the scattered light. Two different liquids were used as a mixing fluid, a
mixture of silicone oils and dimethyl sulfoxide (DMSO). The physical properties
of the model fluids are listed in Table 2. The use of DMSO enabled us to measure
in the turbulent regime, since its viscosity is relatively low with respect to the sili
cone oil mixture.

Fig 2. Geometry of the RT. (Dimensions in mm)
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Fig 3. Geometry of the PBT. (Dimensions in mm)

Table 2. Properties of the model fluids

Silic.oneOil
DMSO

1021
1100

Viscosity
(ml'a-s)

16.2
2.14

Refractive index

1.47
1.478

Surface tension
N/m

23'10-3

43.10-3

The PDA system consists of a laser, transmitting and receiving optics, PDA fil
ters, and a PDA processor. Two lasers were used in the measurements, first an He
Ne laser (632.8 nm) and then an argon-ion laser (514 nm). All relevant parameters
and characteristics ofthe measuring control volume are given in Table 3.

The traversing system is a 3-D traversing unit controlled by a PC via a control
ler. Since the receiving and sending optics are not aligned in one line, the refrac
tion at the surface of the trough must be consideredalso for the sending optics.
This means that for each movement in the sending optics for changing the position
of the measuring volume, a different movement of the receiving optics is required.
Therefore, the receiving optics were mounted on a fourth traversing unit, which
was used for the re-adjustment of the APD detectors in both the x- and y
directions.

Air introduction to the tank was done at the beginning by one syringe needle
fixed at the tank bottom at a distance of 26 mm from the tank center. Subsequently
a new ring was designed and fabricated to introduce air in the tank through eight
nozzles at the tank bottom at a radius of 13 mm; thus a homogeneous higher air
distribution at the inlet was achieved. The needles used were able to produce
spherical bubbles of a defined size, which is very important for PDA measure
ments, since the accuracy of the measurements depends significantly on the
sphericity of the bubbles.
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Table 3. Optical parameters and characteristics of the control volume

Variable He-Ne laser Ar-ion laser
Sending optics
Laser power (mW) PL 15 150
Wavelength (air) (nm) A. 632.8 514
Focal length of sending lens (air) (mm) fT 400 400
Beam distance (mm) DB 50 50
Beam waist diameter (11m) dB 650 680
Beam crossing half-angle (air) (0) 9 3.58 3.58
Beam crossing half-angle (fluid) n 9F 2.56 2.56
Shift frequency (MHz) 1.0 1.0
Receiving optics
Focal length of receiving lens (air) (mm) fR 310 310
Focal length of collection lens (mm) fc 80 80
Diameter ofcollection lens (mm) de 30 30
Diameter ofpinhole (11m) dp 200 200
Off-axis angle (0) <I> 90 90
Measuring volume
Diameter (11m) dM 496 385
Length (mm) 1M 11.09 6.16
Fringe spacing (11m) dF 7.08 4.12
Number of fringes (no shift frequencr,) NF 70 93
Intensity in measuring volume (W/m ) I 78,000 1,290,000

3. Computation

The main characteristic of the numerical code is the change of the geometry of the
flow domain due to the change of the relative position of the blades of the stirrer
with respect to the baffles. There exists a direct, unsteady approach, clicking grids,
which was found to be extremely time consuming and not convenient for the case
of two-phase flow computations . The problem was solved by introducing multi
ple-frame-of-reference method. According to this approach, the inner part of the
flow field which comprehends the stirrer is rotating, which is simulated by intro
ducing additional terms in the partial differential equations which describe the
flow in that domain. These terms simulate centrifugal and corriolis forces. In the
other part of the flow field everything stays the same. With this approach the rela
tive motion of the blades with respect to the baffles was neglected, based on the
assumption that, the relative position of the blades cannot influence significantly
the field close to the baffles and that fluid close to the blades does not 'feel' the
existence of blades. The border between the rotating and non-rotating parts was of
course chosen to be far enough from both the baffles and blades. Wechsler et.al.
(Wechsler et al. 1999) have shown that there is no significant difference in the re
sults obtained by the two approaches mentioned, which vindicates the use of the
multiple-frame-of-reference method.
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The emphasis in single flow computation was placed on flow regimes with Re
>10000. Therefore, a new type of the liquid in the stirred tank, DMSO, was used.
Also, in addition to the computation of the flow in the stirred tank with the Rush
ton turbine, computations with the 45° pitch blade turbine were also performed. In
Figs . 4 and 5 the geometries of these stirred tanks are presented.

Fig 4. Rushton turbine

Fig.5. Pitch blade turbine
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The computations with DMSO as a model liquid were performed for the tank
with the Rushton turbine for a rotational speed of 600 rpm. This corresponds to a
Reynolds number of 12850. In the computations with the pitch blade turbine, two
different directions of turbine rotations were studied. Owing to the dependence of
the flow pattern on the rotational direction, in one case an upstream and in the
other a downstream recirculation zone were obtained. Both types of flow could be
met in practice. The basic difference is that in the case of two-phase bubble-liquid
flow the residence time of the bubbles in the open tank is much higher in the case
of the downstream recirculation zone. The computations were performed for sili
cone oil, for a rotational speed of 850 rpm, corresponding to a Reynolds number
of2270.

Model of the bubble motion and break-up

As the basis for the modeling of the gas phase, the LAG3D code for the computa
tion of two-phase gas-particle flow was used. This code was tested at LSTM on
three typical cases of gas-particle flow, and showed good agreement with the ex
perimental data (Bartels et al. 2002). The basic characteristics of the code were :
(1) Lagrangian approach; (2) particles are treated as ideal spheres; (3) all relevant
forces are included; (4) particle-wall interaction is included; (5) particle-particle
interaction is included; (6) Langevin's model of particle-fluid turbulent eddy in
teraction. In order to extend the use of the code to gas-liquid problems also, it was
necessary to add 'added mass' force in the equations of bubble motion . Also, in
the process of stirring and mixing, bubble break-up is an inevitable and very im
portant phenomenon. Therefore, it was necessary to create a model of the bubble
break-up. Bubble coalescence can play an important role also, but only in cases of
large gas hold-up, as in real industrial cases (10% and more). The sphericity of the
particles (in this case bubbles) remained as the basic assumption of the model,
which restricted the use of the model to air bubbles smaller than 2 mm. In the ex
periments the initial bubble diameter was about 1.7 mm in the case of silicone oil
and 1.2 mm in the case ofDMSO, and was therefore small enough.

As the basis for the developed model, the Martinez-Bazan approach (Martinez
Bazan et al. 1999, 1999), developed at San Diego University, was adopted. This is
a statistical model in which the break-up of the bubble and the diameters of daugh
ter bubbles are stochastic events . According to this model:

1. For a bubble to break, its surface has to deform . This deformation is provided
by the turbulent stresses generated in the surrounding water. This assumption is
in accordance with the already mentioned fact of the importance of the role of
turbulent and shear stresses in stirring and mixing processes.

2. The probability of the splitting should be weighted with the difference between
turbulent stresses and surface restoring pressure.
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As the result of the break-up modeling, one obtains: (1) bubble splitting fre
quency; (2) number of daughter bubbles; (3) p.d.f. function of daughter bubble di
ameters.

The minimum energy E, to deform the bubble could be connected with the
bubble surface tension a:

E, = 1taD2

From this, the surface restoring tension is obtained:

6Es 6a
.. =--=-

s n D" D

(3.1)

(3.2)

On the other hand, turbulent stress can be connected with the mean squared ve
locity difference on two opposite points on the bubble sides:

!1u 2 =lu(x+D,t)-u(x,tt = f3(6DY/3

(3.3)

(3.4)

where f3 = 8.2 (the Batchelor constant) and 6 represents the dissipation of turbu
lent kinetic energy.

In order for a bubble to break, it is necessary that ../ > "S' From this criterion
one can find the critical diameter; the diameter of the bubble should be larger than
this in order for the bubble to break

(3.5)

The minimal distance between the positions of turbulent fluctuations is found to
be

( J
3/ 2

L . = 120' 6-1

mm f3 pD
(3.6)

It was assumed that the rate at which the break-up process takes place is in
versely proportional to the difference between the deformation and restoring
forces. According to that assumption, the break-up time "b is proportional to

(3.7)
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(3.8)

f3(sDY/3 _ 120
pD

D

The break-up frequency is then given by

~.!>u2 _ 120"
I pD

g oc r =K =K ....:..------
b g D g

where Kg is a constant whose value was determined experimentally in order
that the computation fitted the experimental results (Martinez-Bazan et al.).

A good characteristic of the model is that there exists a value of the bubble di
ameter for which the break-up frequency reaches its maximum value, which is in
accordance with the experiments. In this way, the same model could be applied to
a wide range of sizes of the bubble diameter. A weak aspect of the model is that
the turbulent kinetic energy was introduced indirectly, over the value of the turbu
lent kinetic energy dissipation. It is known that e is much harder to measure, and
even in the computation of single-phase fluid flow the field of e obtained is in
many cases not quite accurate. Therefore, even when the break-up model in itself
is correct, owing to the inaccuracy in the e field, obtained from the computation of
the single phase, the results obtained may not be completely reliable.

The following assumption of the model is that in the break-up process the
mother bubble breaks into only two daughter bubbles. This assumption is accept
able, as any breaking process which gives more than two daughter bubbles could
be resolved on a few different processes (which give as the result of breaking only
two daughter bubbles) simply by reducing the time step Litbetween the two calcu
lated instants.

The following, crucial assumption of the model is that the probability that tur
bulent fluctuations would act at a certain distance should be weighted by the dif
ference between the values of turbulent and restoring stress for that distance. That
is:

L<Lmin ~ P(L)=O, (3.9)

L > Lmin ~ P(L) =[~Pf3(SLY/3 _ 60-] .
2 Do

(3.10)

According to the proposed model, L represents the diameter of the part of the
mother bubble which splits into two halves of diameter D J. Therefore

(3.11)

(3.12)
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The difference in p.d.f in the proposed model and the model of Martinez- Ba
zan is shown in Fig. 6. There, D* = DIDo, where D represents the smaller of the
two daughter bubbles. Both models give qualitatively the same results. Neverthe
less, the proposed model does not suffer from inner inconsistencies, hence in the
process of splitting one can obtain bubbles of deliberately small sizes, which is in
accordance with the experiments.

---Martinez-Bazan model
- - - - • P ro p 0 5 e d mod e I

3 .0 -,--- - - - - - - - - - - - - - - - -------;

2 .5

2.0

.;; 1.5

[L 1 .0

0 .5

o.0 ...I4-....Lf--+---+-+---+---+-+----+-----'f----+--+-.....-..J
0 .2 0.3 0.4 0 .5 0.6 0 .7

Fig 6. Adjustment of the model
D

4. Results

The PDA system was used to gain local information on gas-liquid characteristics
in the stirred vessel. Measurements were made using RT in an r-z plane located
exactly in the middle between two baffles (0 = 45°) with a radial and axial resolu
tion of 10-24 mm throughout the whole tank . With silicone oil the flow rate of the
air was 0.41 mIls, and two different speeds were used, 750 rpm (Re = 1970) and
850 rpm (Re = 2232). For DMSO, two different cases were tested . In the first the
air flow rate was 0.53 mIls (gas hold-up 0.58%) with a stirrer speed of 600 rpm
(Re = 12850). In the second test case a ring sparger was used, and therefore an in
creased air flow rate of 3.08 mIls was possible, which corresponds to a 3.1% gas
hold-up, and the speed of the stirrer was 550 rpm (Re = 11780). The local bubble
size distribution and the corresponding velocities were recorded.

In the computations, the local gas concentration, bubble diameter and velocity
were calculated. Both RT and PBT were computed. For silicone oil speeds of both
750 and 850 rpm were tested using RT, and 850 rpm for both pumping up and
pumping down PBT. For DMSO the computations were done only with the RT
with a speed of 650 rpm.

In Figs. 7 and 8, the computational and experimental results of the bubble axial
velocity in the tank with the Rushton turbine are presented. The results are for the
same geometry; Fig 7 shows the velocity field in silicone oil, and Fig. 8 presents
the velocity field in DMSO . The velocity field is as expected, where the two large
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Fig 8 Bubble axial velocity profiles in DMSO (left computed; right measured)

recirculation zones below and above the impeller should be noted. It can be seen
that qualitatively the results agree . The agreement in Fig. 8 is quantitatively much
better where measurements were made with the argon-ion laser and the number of
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measuring points per grid was larger. Therefore, it is to be expected that with in
crease in the number of measured points the agreement will be even better.

The Sauter mean bubble diameter distribution is presented in Figs. 9 and 10.
Here, the agreement between measurements and calculations is not so good. As
expected, regions of larger bubble sizes were detected in the measurements espe
cially in the core of the low vortex, where larger bubbles are captured. This is be
cause the radial jet from the RT hinders the larger bubbles in escaping from the
lower to the upper vortex. In contrast, the upper ring vortex is of less intensity so
that larger bubbles can escape easily to outside the tank (Schafer et al. 2000). This
phenomenon is very clear in Fig. 10. In addition, no circulation is present in the
uppermost flow region of the tank so that the bubbles leaving the upper vortex are
not circulated back to the liquid and pass through the measuring volume of the
PDA system at a maximum of once in their lifetime. Therefore, smaller mean di
ameters were obtained in the uppermost flow regions. The mentioned phenome
non is not observed in the calculations.
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Fig 9 Sauter mean diameter profiles in silicone oil (left computed; right measured)
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The results of the computation of the gas phase in the tank with the pitch blade
stirrer are presented in Figs . 11 and 12. The axial veloc ity profiles of the gas phase
are, in both up-flow and down-flow, similar to the liquid velocity profiles, which
shows the strong dependence of the bubble trajectories on the liquid velocity pro
file.
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Fig II Bubble axial velocity profiles in silicone oil (left pumping up; right pumping
down)
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It is observed that the Sauter mean diameter is much smaller in the down-flow
case. This could be explained only by the fact that down-flow rotation keeps bub
bles much longer in the stirrer than up-flow, with the consequence that the prob
ability that bubbles pass through the regions of high turbulent kinetic energy be
comes greater, and consequently more bubbles break, giving a smaller average
diameter. For smaller bubbles it now becomes even more difficult to escape; they
move randomly through the stirrer, carried by the liquid, giving a more or less av
erage diameter size distribution. In up-flow, large bubbles find their way to the
surface much easier, do not break so frequently, and since they carry most of the
mass of the gas phase they cause a high concentration of gas phase in the regions
through which they pass .

Conclusions

PDA has been successfully applied to investigate turbulent gas-liquid flows in
stirred vessels with a higher gas hold-up (3.1%). A mathematical technique
including a bubble break-up model was used to simulate the flow field inside aer
ated stirred vessels . Results of the computed bubble velocity field agree very well
with the measurements. The calculated and measured values of the mean bubble
diameter are of the same order, there is a deviation of about 20 % in the local di
ameter distribution. The flow regimes inside the vessel have a high impact on the
local mean diameter of the bubbles and on their velocity profiles.
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The data set produced should be extended by further measurements by chang
ing some parameters such as the impeller type, gas flow rate, and impeller speed.
Also, the adjustment of the break-up model is necessary in addition to the intro
duction of the coalescence model.
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