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Dispersion of a Stack Plume Heavier than Air 

G. OOMS and N.J. DUIJM 

Delft University of Technology 
Laboratory for Aerodynamics and Hydrodynamics 
Delft, The Netherlands 

Summary 

Some theoretical models have been developed during the last twenty five 
years for the dispersion of a stack plume with a density larger than air. 
Also experiments have been carried out to investigate the properties of sucr 
heavy plumes. A critical review about these models and experiments has been 
written. 

Introduction. 

In the past much attention has been devoted to the study of a stack plume 

with a density equal to or smaller than the density of the surrounding 

alr. Although most industrial stack plumes are indeed lighter than ,air, it 

is also possible that the density of a plume is considerably larger than 

the air density. In such a case, instead of rising, the plume comes down 

and can cause a high ground level concentration of a possible pollutant 

present inside the plume. So it is of practical importance also to be 

able to predict the plume path and dispersion of a plume heavier than air. 

We have studied the literature on heavy stack plumes and have written the 

following review about it. Also recommendations for further work will be 

given. 

Some of the theoretical models developed for light plumes can without much 

work be extended in such a way, that they are also valid for heavy plumes; 

see for instance the model of Schatzmann [1]. However, in this paper we 

have left such models out of c.onsideration; only models already used for 

the study of a heavy plume are discussed. 

Literature review on theoretical models. 

In a discussion belonging to Bosanquet's paper on the path of a plume 

lighter than air it is mentioned that an advantage of his theoretical model 
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is, that by a slight modification the path of a plume heavier than air can 

also be determined. To understand the modification Bosanquet's model for a 

light plume will first be summarized. In the first part of his paper he 

calculates the path of a plume with the same density as the surrounding air. 

He treats such a plume as a vertical jet, which is gradually accelerated in 

horizontal direction. It is assumed that the velocity distribution in a 

plume cross section is linear; the maximum velocity at the plume axis is 

three times the mean velocity over a cross section. Reynolds' analogy is 

assumed to hold. If Vo is the plume exit velocity and if c* is the effluent 

volume fraction at an arbitrary point on the plume axis, then according to 

Bosanquet the axial velocity at that point is c*Vo and with the assumed 

distribution the mean velocity u in the cross section through that point 

is given by 

u c*V /3 
o 

So the total flow rate Q through that cross section is equal to 

Q 

in which b 

2 
Tlb c*V /3 , 

o 

is the plume radius. 

arbitrary point inside the plume 

The 

is 

where c is the local effluent volume 

"partial" flow rate of effluent 

according to Bosanquet equal to 

fraction. Integration over the 

(1) 

at an 

c2V 
0' 

cross 

section through that point gives the following expression for Qo ' the 

volume of effluent emitted in unit time, 

(2) and (3) yield 

Q /Q = c*/2 
o 

(4) 

and with (1 ) the following expression is found 

u = .5. Qo 
V 3 Q 0 

The factor 2/3 lS a consequence ~ the change from a uniform velocity at 

the stack exit to a linear distribution. 

The plume has initial velocity components relative to a reference system 

moving with the wind velocity equal to Vo upwards and Va upwind. Va is the 

wind velocity. In the absence of external forces the direction of relative 



motion with respect to this system is unchanged by entrainment. Since the 

upward velocity at any time is equal to (2Q l3Q)U , the rate of drift of o 0 

the plume in downwind direction relative to this system is 

2 QO 
- -- U 

3 Q a 

So relative to a system moving with the wind the total velocity v' is 

v' 

(6) 

and with respect to a system at rest with respect to the earth surface the 

total velocity v" is 

v" 2 Q022 2 Q022' 
{(--) U + (1 _--) U}2 

3Q 0 3Q a 
(8) 

Bosanquet assumes that the rate of entrainment per unit area is equal to 

In which a is the entrainment coefficient. The value of a is 

3 

a=O.13. (10) 

The first part of (9) is due to turbulence generated by the relative 

velocity of the plume with respect to the atmosphere; the second part is 

due to the atmospheric turbulence. The entrainment coefficients for both 

parts are assumed to be the same. The surface area of the plume containing 

one second's flow is equal to 

1 
2(rrQv,,)2 . ( 11) 

Combining (8), (9) and (11) the following expression for the rate of In­

crease of Q is found 

2 Qo 2 U2}a 
+ (1 -"3 Q) a ( 12) 

This equation can be integrated numerically ahd yields the total-flow rate 
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Q as function of time. From (4) and (5) c* and u can then be found, and 

hence the concentration - and velocity distribution as function of time 

can be calculated. If 6H is the plume height with respect to the stack 

exit and L the distance travelled downwind at time t, then from (5) and 

(6) the following equations can be found 

d6H 
dt 

2 Qo 
--U 
3 Q 0 

and dL 
dt U 

a 
Uo d6H 
U dt 

a 

These equations can also be "Solved numerically and all plume properties 

are known. 

( 13) 

In the second part of his paper Bosanquet investigates the influence of a 

(positive) density difference between the surrounding air and the plume. 

To that purpose (5) is extended in the following way 

Qu 
gQ (T - T ) 

~QU + 00 at 
3 0 0 2T 

a 
( 14) 

in which g is the acceleration due to gravity, To the plume temperature at 

the exit and Ta the atmospheric temperature. The first part represents the 

constant plume momentum due to the emission from the stack; the second 

part is the increase of plume momentum with time due to buoyancy. 

In Bosanquet's model the buoyancy is only due to a temperature difference 

between plume and atmosphere; if this temperature difference vanishes the buoyancy 

vanishes also. From (14) the average plume velocity u can be calculated. 

In the case of a density difference there is an external force working on 

the plume. So it may no longer be assumed that the direction of relative 

motion of the plume with respect to axis moving with the wind remains un­

changed. Using a point source instead of a stack exit of finite dimensim 

Bosanquet shows that it seems reasonable to assume that the plume 

immediately drifts downwind with the wind velocity Ua after emission from 

the stack. The entrainment equation (12) can then be written as 

The equations for 6H and L now become 

d6H 
dt 

2 Qo 
--U 
3 Q 0 

g Q (T - T ) 
+ __ ~o __ ~o ____ =a_ t 

2Q Ta 
and dL 

dt U 
a 

(15 ) 

( 16) 

Equations (15) and (16) can be solved numerically and yield again the total 



the total flow rate, plume height and distance travelled downwind as 

function of time t. 

5 

For the case of a heavy plume the plume first rises in the atmosphere due 

to its exit momentum and then falls down due to its negative buoyancy. To 

calculate the falling of the plume it is assumed that the plume is emitted 

from an imaginary reverse stack located above the actual stack at a height 

twice the plume rise calculated from the model for the neutral plume. 

In Bosanquet's model many simplifYing assumptions are made. For instance, 

the entrainment coefficient a is assumed to be the same for both entrainment 

processes. Moreover it is supposed that the plume immediately drifts down­

wind with the wind velocity after emission from the stack; and the emission 

is supposed to be taking place from a reverse stack. The entrainment due to 

atmospheric turbulence is only dependent on the average wind velocity; 

temperature- and velocity gradients are not taken into account. So it is 

clear that using this model for the dispersion of a heavy plume only rough 

estimates can be made. 

Assuming a cross wind of constant velocity, a "top hat" velocity profile 

inside the plume, the model of Hoult, Fay and Forney [4] for the 

entrainment (where entrainment due to parallel and perpendicular velocity 

differences are supposed to be additive), the following basic equations 

are derived 

!L (b2u-) 
ds 2a 1b(u - Ua cosS) + 2a2 buaisinsl ( 17) 

d (- 2-2 U d (b2ii) (18) ds pb u cosS) Pa a ds 

d (- 2-2 (p _ p)b2g ( 19) ds pb u sinS) 
a 

d C 2- d (b2ii) (20) ds 
pb u) = p 

ds 
, 

a 

in which s is the distance measured along the plume axis, b the plume 

radius, ii the mean velocity in the direction of the plume axis, e the 

angle between the plume axis and the horizontal, a 1 and a2 entrainment 

coefficients, U again the wind velocity, p the average plume density and 
a 
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Pa the atmospheric density. (17) represents the conservation of volume; 

the first term on the right-hand side represents entrainment due to 

turbulence generated by a longitudinal velocity difference between plume 

and atmosphere,and the second due to turbulence generated by the normal 

velocity difference. By adapting model predictions to experimental 

results the values for u 1 and u2 have been determined. For instance, the 

following values can be found 

(21 ) 

(22) 

However, by adapting model predictions to other experimental results 

also quite different values for u2 have been found. (18) and (19) are the 

equations of conservation of momentum in horizontal and vertical direction 

respectively. The horizontal momentum changes due to entrainment; the 

vertical due to the negative buoyancy force acting on the plume. (20) 

represents the conservation of mass. In this model the influence of 

temperature differences is not taken into account. The negative buoyancy 

force is only due to the fact that the density of the stack gases at 

atmospheric temperature is different from the atmospheric density. 

In (17), (18), (19) and (20) four unknown quantities occur, viz. b, u, P 

and 8. So the plume width, velocity, density and angle of inclination 

can be calculated as function of s (and therefore also as function of 

horizontal distance x and vertical distance z) by numerical integration 

of these equations starting from the initial conditions at the stack 

exit. Hoot, Meroney and Peterka do not solve the equations numerically. 

They divide the plume path in three regions and solve the equations 

analytically in each of them. To calculate the concentration the following 

relation between density and concentration is used 

p P {1 -
a 

c 

c 
o 

(23) 

In which Co is the exit concentration and Po the exit density of the plume. 

Hoot, Meroney and Peterka's model is an improvement with respect to 

Bosanquet's model. The entrainment coefficients of the entrainment pro­

cesses due to horizontal and vertical velocity differences are different, 

whereas in Bosanquet's model they are equal. It is known from experiments 

that these coefficients are, indeed, very different; the coefficient in 
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the vertical direction being much larger than in the horizontal direction. 

The plume velocity in horizontal direction is gradually increasing from 

zero at the stack exit to the wind velocity at some distance downwind of 

the stack. In Bosanquet's model it is assumed that the plume immediately 

drifts away with the wind velocity. Also the plume is no longer assumed 

to be emitted from an imagfnary reverse stack, as is the case in 

Bosanquet's model. 

An important disadvantage of Hoot, Meroney and Peterka's model is, however, 

that the entrainment due to atmospheric turbulence is not taken into 

account. It is well known that this turbulence is an important factor in 

the dispersion of stack plumes. Moreover, the use of a similarity profile 

is only valid at a certain distance from the stack. Immediately after the 

stack exit the velocity- and concentration profiles are developing towards 

similarity. 

In the model of Ooms, Mahieu and Zelis the plume is divided into two 

parts, viz. the zone of flow establishment and the zone of established 

flow. In the zone of flow establishment the similarity assumption for the 

profiles does not hold yet, the profiles in the region developing from 

their shape at the exit to similarity profiles. In the zone of 

established flow the similarity assumption does hold; the model 1S only 

valid in this region. The characteristics of the zone of flow establish­

ment are taken into account by using Keffer and Baines' [6] results. The 

origin of the coordinate system is chosen on the plume axis and on the 

line between the zones of flow establishment and established flow. s, r 

and e are the plume coordinates. s is again the distance along the plume 

axis, r the radial distance to this axis in a normal section of the plume 

and e the angle between the ax1S and the horizontal. 

The similarity profiles of plume velocity, plume density and pollutant 

concentration are assumed to be cylindrically symmetric and to be of 

Gaussian shape 

2 2 
u(s,r,e) U cose + u*(s) -r /b (s) e 

a 

222 
p( s ,r,e) Pa + *( ) -r /A b (s) p s e 

222 
c(s,r,e) * ( ) -r /A b (-s~ c s e 

(24) 

(25) 

(26) 
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u(s,r,e) represents the plume velocity relative to a coordinate system at 

rest with respect to the earth surface at an arbitrary point of the plume 

in the direction of the tangent to the plume axis, and u*(s) is the plum~ 

velocity relative to the surrounding atmosphere on the plume axis in the 

direction of the tangent to this axis. b(s) represents the local 

characteristic width of the plume. The radius of the plume is defined as 

bi2. p(s,r,e) is the density at an arbitrary point of the plume, Pa the 

atmospheric density and p*(s) the density difference between the plume 

on the axis and the atmosphere. c(s,r,e) represents the concentration 

(= mass per unit volume) of a certain pollutant at a point inside the 

plume and c*(s) the value of this concentration on the plume axis. 

A2(~ 1.35) is the so-called turbulent Schmidt number; this quantity re­

presents the small difference in plume radius which exists between the 

velocity profile on the one hand and pollutant concentration and density 

on the other. 

The equation of conservation of mass 1S given by 

d 
ds 

bi2 

f pU 27frdr) 

o 

in which £ represents the eddy energy dissipation due to atmospheric 

turbulence. The first part of the right-hand-side represents the entrain­

ment due to plume turbulence close to the exit, the second part the 

entrainment due to plume turbulence at a large distance from the stack and 

the third part the entrainment due to atmospheric turbulence. The values 

of the entrainment coefficients are 

The equation of conservation of a certain pollutant in the plume reads 

d 
ds 

bi2 

f cu 27frdr) 

o 

o . 

The equation of conserVation of momentum in the x-direction is 

d 
ds 

bi2 

f 
o 

2 pu cose 27frdr) 

(28) 

(30) 



in which the first term on the right hand side is due to entrainment and 

the second due to a drag force exerted on the plume by the normal 

component of the wind velocity. From experiments is found that the drag 

coefficient is equal to 

The equation of conservation of momentum 1n the z-direction is 

d 
ds 

b/2 

f 
o 

2 pu sine 21Trdr) 

b/2 

f 
o 

g(p - p)2 1Trdr + 
a 

9 

(32) 

in which the + sign 1S valid for - ~2 2 e < 0 and the - sign for 0 < e < ~ - -2 
The first term on the right hand side is due to negative buoyancy; the 

second term due to the drag force. 

The equation of conservation of heat 1S given by 

b/2 
d 
ds f pu c (T - T o)21Trdr) 

p a, 21TbPa c (T - T ){a lu*(s) I + p,a a a,O 1 
o 

(33) 

in which T is the temperature at an arbitrary point inside the plume, Ta 

the atmospheric temperature, T 0 the atmospheric temperature at the plume 
a, 

exit, c the specific heat at an arbitrary point in the plume and c p p,a 
the specific heat of air. The stack gases and air are assumed to satisfy 

the ideal gas law 

T =.!:!.E 
Rp 

and T 
a 

(34) 

in which ~ represents the molecular weight of the plume at an arbitrary 

point, ~a the molecular weight of air, p the atmospheric pressure and R 

the universal gas constant. If the molecular weight and specific heat of 

air are different from those of the plume, two extra equations are 

required. These are 

~ ~+ (1-~) 
~o c T ~a c T (35) 

o 0 0 0 
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and 

].1c 
P 

].1 c CCTT +].1 c (1 _ CTT) , 
o p,o 0 0 a p,a Co 0 

in which ].10 represents the plume molecular weight at the exit, To the 

plume exit temperature and c the plume specific heat at the exit. 
p,O 

(36) 

In the original paper the atmosphere was assumed to be linearly stratified 

in density. However, in a later development of the model also arbitrary 

density- and wind velocity distributions were taken into account. 

The equations of conservation are solved by sUbstituting the similarity 

profiles (24), (25) and (26) into these equations and calculating the 

integrals. 

In principle the model of Ooms, Mahieu and Zelis seems to give a rather 

realistic description for the dispersion of a heavy stack plume. An 

important factor is that with this model a plume with a temperature and 

molecular weight different from the atmospheric temperature and molecular 

weight can be investigated. A disadvantage of their model is, that the 

plume cross section is assumed to be circular. It is known from atmospheric 

measurements that the shape of the cross section is dependent on the 

atmospheric stability and in general is elliptical with the principal 

axis in the vertical and lateral direction. Therefore, in a later paper 

Ooms and Mahieu [7] changed the circular plume cross section into an 

ellipse. This was done in such a way that the area of the elliptical 

cross section is equal to that of the circular cross section, and that 

the ratio of the principal axis of the ellipse is the same as the ratio 

of the dispersion coefficients as measured by Singer and Smith [8] on 

real plumes. 

As Chu's model is rather similar to the two foregoing models, it will 

not be discussed in detail. In this model only the entrainment due to the 

vortex circulation at large distances behind the stack is considered. The 

effects of jet spreading and pressure drag are not taken into account. 

The model of Bloom includes simple mechanisms for the removal of plume 

material by condensation and by reaction at the ground surface. Also 

chemical reactions and their heat release are taken into account. As in 

Bosanquet's model the plume properties are averaged over a cross section 



normal to a given point at the plume axis. In this way Bloom derives a 

set of ordinary differential equations. The first equation is the mass 

balance 

11 

N 
l: 

n=1 
K (c - c ) + 

n n gn 
(37) 

in which b 1S again the plume radius, u the average velocity parallel to 

the centreline, p the average plume density, and Pa the atmospheric 

density. c is the mass fraction of component n in the gaseous phase in gn 
the plume, cn the total fraction of that component (both gaseous and 

condensed) and K is the rate constant for the removal of the condensed 
n 

material of component n. 8 n is the rate at which component n reacts with 

the ground surface. 80 the first term on the right hand side of (37) is 

due to entrainment, the second due to condensation and the last is caused 

by reaction at the ground surface. 

The vertical momentum balance reads 

p) , 

in which w is the average plume velocity in vertical direction. 

The horizontal momentum balance is 

in which v 1S the average plume velocity in the horizontal direction. 

(38) 

80 the influence of a possible drag force as in the model of Ooms, Mahieu 

and Zelis is not taken into account. The energy balance is given by 

N 
l: 

n=1 
H K (c - c ) + 

cn n n gn 

N 
l: 

n=1 
H 8 gn n (40) 

in which e is the average total energy per unit mass of the plume, ea the 

energy per unit mass of the atmosphere, HRj is the energy released by 

rea.e-tion j, Rjthe rate of- :ree.etion j, Hcn th.€- 5'[Ilecific enthalpy of the 

condensed phase of component n and H the specific enthalpy of the gas gn 
phase of component n. The first term on the right hand side of (40) re-

presents change of energy due to entrainment, the second is due to 

chemical reaction, the third is due to condensation and the last is caused 
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by reaction with the ground surface. The total energy e is related to 

average plume euthalpy h by means of the following relation 

e = h + gz , 

and h can be written as 

N 
L 

n=1 
{c H + c (H - H )}. 

n cn gn gn cn 

H and H are calculated as function of the temperature and hence as 
cn gn 

(41 ) 

(42) 

function of the density by means of auxiliary relations. The mass balance 

of component n reads 

d (2---c ) 
ds b u P n 

2 - ( - b p K c 
n n 

- c ) + S 
gn n 

F . R. 
nJ J 

in which F . is the mass of component n produced per unit mass by 
nJ 

reaction j. The meaning of the terms is obvious from the earlier 

equations. From (37), (38), (39), (40), (41), (42) and (43) and the 

auxiliary relations the plume properties b, U, p, e and c can be 
n 

calculated. 

Of course the real concentration distribution inside the plume is not 

constant, but changes in radial direction. To take this effect into 

account Bloom assumes that the distribution is Gaussian with standard 

deviation b /3 and b /3. The plume cross section of the Gaussian plume 
y z 

is approximated by an ellipse with principal axis given by b and b . 
z 

(43) 

Y 
Like Ooms and Mahieu [7] the circular plume cross section (radius b) is 

changed into the ellipse, keeping the area constant and calculating the 

ratio of the principal axis of the ellipse from the ratio of the dispersion 

coefficients 0y and 0z of Gifford [11]. In this way the following relations 

between by and b z on the one hand and b, 0y and 0z on the other are found 

and 

b 
y 

.b 
z 

(44) 

b(o I.!:!:I + ° I~I )~/o~ . 
Yii zii y 

(45) 

In order to be able to solve (37) - (43) the entrainment velocity u has 
e 
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to be known. Bloom uses for the first part of the plume an expression de­

rived by Hirst [12] 

u 
e 

- Pa 3 2 
{0.08061 + 10.5 gbw(-- - 1)/u 1}{I(u - vUa)/ul + 

P 

+4.5IwU/ul}· a 
(46) 

This equation is applied up to a certain distance downwind. Several 

criteria are considered for this distance. All of the criteria assume 

first that before another expression for ue is used the plume has 

entrained enough air to cause at least a 150-fold dilution. The transition 

is then made if either the derivative of the vertical velocity (dw/ds) or 

the derivative of the energy (de/ds) changes sign. If neither of these 

terms change sign by a 500-fold dilution, the transition is made at that 

point. 

After the transition is made, the entrainment velocity is based on a 

dilution rate deduced from the Gifford dispersion coefficients. For the 

entrainment velocity the follwoing expression is then used 

u 
e 

in which the index T refers to conditions at the transition point. 

(47) 

Bloom's model is very comprehensive. A remarkable fact, however, is that 

a drag force on the plume due to the wind is not taken into account. Ooms, 

Mahieu and Zelis found it necessary to incorporate such a force in their 

model in order to find a good agreement between theoretical predictions 

and experimental results. It would be very interesting to compare pre­

dictions made with Bloom's model with these same experimental results. It 

is perhaps due to his entrainment equation (46) which is quite different 

from the one of Ooms, Mahieu and Zelis, that such a drag force is not 

necessary in his model. Further work on this matter is required. In 

Bloom's model also no attention is given to the influence of the zone of 

flow establishment; the model starts at the stack exit. This fact also needs 

further study. 
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Literature reVlew on experiments. 

We will restrict ourselves to experiments of heavy plumes in a cross wind. 

Experiments with plumes in a quiescent environment, see for instance 

Turner [13], are left out of consideration. 

Bodurtha performed wind tunnel experiments on heavy stack plumes. Stack 

plumes of a certain density were achieved by means of a proper mixture 

of Freon-114 and air. Velocity- or concentration measurements were not 

made. The plumes were made visible by an oil-fog smoke, and for the 

evaluation of the experiments the visible plumes were photographed. From 

the photographs the maximum initial rise, the distance to the touch-down 

point and the velocity of plume descent were determined. Also a rough 

estimate of the plume concentration was made by measuring the plume radius. 

For the maximum initial plume rise 6Hmax the following relation is given 

6H max 

in which bo represents the stack radius. 

(48) 

As the dimensions of the left hand side and right hand side of (48) are 

not the same, this equation may only be used for the case that SI-units 

are used. The results for the velocity of plume descent and the ground 

level concentration are given in the form of graphs. The distance to the 

touch-down point can be read from a table. 

A difficulty with Bodurtha's results is that they are given after scaling 

to full-scale stacks. For the scaling the dimensionless Froude number 
2/ . Ua 2bog lS used. 

It is known that the plume properties become independent of the exit 

Reynolds number, if the value of this number is sufficiently large. For 

real stack this is always the case; for the Bodurtha experiments the values 

of the Reynolds number are probably too low. All theoretical models are 

only valid for sufficiently large values of the exit Reynolds number; 

Reynolds number independency is assumed. 

Another difficulty with these experiments is that, as mentioned earlier, 

the plumes were made visible with an oil-fog smoke. It can be doubted, 

especially when the plume velocity is low, whether the oil droplets really 

follow the plume. Also the influence of atmospheric turbulence was not in­

vestigated. 
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Hoehne and Luce investigated the dispersion of various diameter plumes of 

methane, ethane, butane and heptane gas in a wind tunnel. Through the 

selection of exit temperature and molecular weight the ratio of the exit 

plume density to the air density ranged from 0.28 to 2.44; so both light 

and heavy plumes were studied. 

A disadvantage of these experiments is, that the Froude number was always 

too large (» 1) to simulate in a correct way the dispersion of a full­

scale heavy plume. If the Froude number is much larger than unity the 

density difference between the plume and the air has almost no effect on 

the plume path. Indeed, during the experiments the heavy plumes did not 

fall down after an initial rise, contrary to observations on actual plumes. 

The exit Reynolds number was always larger than 10000, and Reynolds number 

independency was observed. 

Velocity-, temperature- and concentration measurements were carried out 

by Hoehne and Luce. Particular attention was paid to the concentration 

decay along the plume axis. Some relations for this concentration decay 

are given in the paper. The coordinates of the plume axis are made 
1 

dimensionless by means of the factor b (U Iu )(p Ip )2; this emphasizes 
o 0 a 0 a 

the fact that only exit momentum is important and that the influence of 

buoyancy is negligable for these experiments. 

Another disadvantage of these experiments is that the plume was emitted 

via a circular opening in a flat plate. It is well-known that such a plate 

causes a growing boundary layer, which can effect the plume path con­

siderably. Moreover, the influence of the atmospheric turbulence was not 

studied, and this influence is important. 

The experiments of Holly and Grace were carried out in a water channel; 

the heavy plume consisted of water mixed with salt. The values of the 

Froude number were small enough for buoyancy effects to be important. The 

values of the exit Reynolds number were large enough for Reynolds number 

independency. 

Velocity- and concentration measurements were carried out; particular 

attention being paid to the maximum initial plume rise, the distance to 

the touch-down point, the width of the plume and the plume concentration. 

For the maximum initial plume rise the following relation is given in the 

paper 
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[;Hmax 
2b 

o 

1 

-0.148u 1{2b g(p _ p )/p }2 
[3.4.10 a 0 0 a a ] 

1 

[U 1{2b g(p - p )/p }2] 
o 0 0 a a 

(49) 

For the case of Ua ~ 0 this relation compares well with the relation of 

Turner [13] for a heavy plume in a quiescent environment. For the distance 

xd to the touch-down point the following relation is given 

1 

Xd = 9.62 [;H 10g[2U 1{2b g(p - p )/p }2] 
max a 0 0 a a 

(50) 

The concentration decay along the plume centreline can be determined from 
1 

c 
o 

c*(s) 

0.4u 1{2b g(p _ p )/p }2 
[31'10 a 0 0 a a ] (~)0.68 

xd 

As mentioned earlier the Froude number is small enough and the Reynolds 

number large enough for a realistic simUlation of a full-scale heavy stack 

plume. So at first sight the Holly and Grace experiments seem very suited 

for the testing of theoretical models. 

A disadvantage of the experiments is, however, that the plumes were not 

emitted from a stack but from a diffuser located on the water channel 

floor, from which the plume is discharged vertically through a circular 

port. The diffuser consisted of copper tubing extending across the full 

width of the floor and plugged at one end. The reason for this experimental 

set-up is, that Holly and Grace were not interested in the dispersion of a 

heavy stack plume, but In the dispersion of waste brine of a desalination 

plant. We have no idea in what way the diffuser influenced the dispersion 

process. 

Another disadvantage is, that again the environmental turbulence lS not 

taken into account. 

Heavy stack plume experiments with and without a laminar cross wind were 

carried out by Hoot, Meroney and Peterka; also the dispersion of a ground 

source in a turbulent boundary layer was investigated. Only the stack 

plume experiments with a cross wind will be discussed. 

The tunnel had a 24 x 24 inch cross section. The exit Reynolds number was 

not always sufficiently large to justify the assumption of turbulent 

entrainment. Therefore the turbulence was artificially generated. A short-
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edged orifice was placed in the stack 8 diameters upstream from the exit. 

According to the investigators this measure warrants Reynolds number 

similarity. 

The experiments were conducted as follows. Tunnel and stack rates were 

set. The plume density was obtained by mixing Freon 12 with air In 

appropriate proportions. The effluent was bubbled through TiC14 to pro­

duce smoke. Extended time expose photographs were taken against a black­

board divided into marked horizontal and vertical increments. In this way 

the plume path and width were determined. 

Concentration measurements at the maximum rlse height were made of 18 

plumes injected into the laminar cross wind. The concentrations at the 

points where these plumes touched the floor were also measured. Also some 

detailed cross sectional concentration measurements were taken. 

From the experiments it was found that the maximum initial rise can be 

described by 

l\H max 
2b 

o 

___ po __ ) 1/3 
(p - P ) 

o a 

The downwind distance to the touch-down point is given by 

In which H lS the stack height. 

The plumes exhibited a somewhat skewed Gaussian distribution of con­

centration during the rising portion of the trajectory and a more sym­

metric distribution during the falling portion. For the maximum con­

centration in a cross section the following relations were derived 

c* 
c 

o 

U l\H 
1. 688(U 0) ( 2~aX)-1. 85 

a 0 

for the point of maxlmum rise, and 

c* 
c 

o 

U l\H + H 
9 .434(uo ) (-..::m=a=x __ )-1 .95 

2b 
a 0 

at the touch-down point. 
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The relations (52), (53), (54) and (55) can qualitatively also be derived 

with the model of Hoot, Meroney and Peterka discussed earlier; however 

the constants in these relations must then be determined by adapting model 

predictions to experiments. 

The experiments of Hoot, Meroney and Peterka are reliable and suited to 

test theoretical models. A disadvantage however is that no detailed 

velocity and turbulence measurements in plume cross sections have been 

carried out. Also the influence of the environmental turbulence on the 

velocity- and concentration distributions has not been investigated. 

Experiments somewhat similar to those of Holly and Grace were carried 

out by Anderson, Parker and Benedict. Their water channel was 60 feet long, 

1.0 feet deep and 2.0 feet wide. During most experiments the height of the 

water in the flume was about 10 to 12 inch. The cross flow was not 

stratified and consisted of fresh water. The plume consisted of water 

mixed with salt at the same temperature as the cross flow. The plumes 

were injected at several initial angles. In the case of injection at 600 

or 45 0 the exit was at 0.08 to 0.10 feet above the bottom. At 900 the plume 

was injected through a tap in the bottom of the flume; so in that case 

there can be an influence of the boundary layer along the bottom. The exit 

diameters varied between 0.72 and 0.95 cm. 

During the experiments concentration measurements were carried out with 

the aid of a conductivity probe. The plume centreline, the concentration 

at the plume centreline and the width of the concentration profile were 

measured at several distances downstream. The values of the Froude number 

were low enough to show buoyancy effects. The ratio of the jet exit 

velocity to the cross flow velocity varied between 5 and 20. The Reynolds 

number reached values of only 1000 to 5000. So Reynolds number similarity 

is questionable. 

The experimental results were compared with the model of Abraham [19], 

which was adjusted to the case of negatively buoyant plumes in a way 

similar to that of Ooms, Mahieu and Zelis. For not too small values of 

the Froude number reasonable agreement between model predictions and ex­

periments was found as long as the drag coefficient cd was set to zero. 

The experiments of Chu were perFormed iri-a 30 cm wide, 45 cm deep and 9 m 
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long flume. The plume was simulated by injecting a dyed saline solution 

vertically upward into a uniform open channel flow through an injection 

pipe of 1 cm inside diameter at 5 cm above the channel floor. Th~ values 

of the exit Reynolds number seem high enough to assure Reynolds number in­

dependency, and the values of the Froude number are small eno~gh for 

negative buoyancy effects to be important. The primary objective of the 

experiments was to determine the path of the plume. For each experiment a 

photograph of 8 exposures"of the plume at approximately 10 s intervals 

were taken. A multiple exposure of the photographs eives the plume 

boundaries. The path of the plume was defined to be the line of maximum 

concentration, i.e. the darkest region in the multiple exposure of the 

photographs. These experiments can be used for the testing of theoretical 

models. 

Badr also performed experiments in a flume. Fresh water was discharged 

through a chimney into flowing warm water. Temperature measurements were 

carried out and the following quantities were determined from the 

measurements: the thermal axial trajectory, the jet width, the vertical 

mean temperature profiles and the vertical temperature mean standard 

deviation profiles. As Badr's paper is published in this book we will not 

discuss it here in more detail. We believe that these experiments are 

very valuable for the testing of models. 

Recommendations for further work. 

As was shown some rather detailed theoretical models for the dispersion of 

a heavy stack plume have been developed. However, their reliability has 

to be checked by comparing predictions made with these models with accurate 

and detailed experimental results. A first step in this direction is the 

work of Hoot, Meroney and Peterka and of Badr. Although some good ex­

periments have already been carried out by them, there is still a need 

for more data. For instance, data about the velocity distributions in plume 

cross sections for different values of the relevant parameters are of 

importance. The Froude number must be low enough for negative buoyancy 

forces to be important; the Reynolds number must be high enough for 

Reynolds number independency to hold. 

Also the influence of atmospheric turbulence on the plume dispersion needs 
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further study. Although this influence is taken into account in some models, 

the correctness of the modelling of this influence has to be checked. 

Recently an interesting study of the influence of a stable stratification 

on turbulent diffusion was reported by Britter, Hunt, Marsh and Snyder 

[21]. They carried out experiments in which a grid is towed horizontally 

along a large tank filled first with water and then with a stably 

stratified saline solution. The turbulent diffusion from a point source 

located 4.7 mesh lengths downstream of the grid was studied. cry' cr z ' the 

horizontal and vertical plume widths, were measured by a rake of probes. cr 

was found to be largely uneffected by the stratification and grew like 

while 

< cr - zoo 
the source 

N 

cr z 
was found in all cases to reach an asymptotic limit cr 

zoo where 

N/w' < s - 2, w~ being the r.m.s. vertical velocity fluctuations at 

and 

the buoyancy fre~uency. These results are largely in agreement with the 

theoretical model of Csanady [22]. 

If a heavy plume is injected in a stable atmosphere it is possible that 

at a certain distance from the stack the lower part of the plume becomes 

unstably stratified. This can, of course, considerably influence the dis­

persion process. As far as we know this effect has not been studied so 

far. 

Immediately after the stack exit secondary flows occur inside the plume 

due to the influence of the wind. At a certain distance from the stack a 

light plume behaves as a line thermal rising in the atmosphere, in which 

secondary flows are also present. The direction of rotation of the 

secondary flows close to the stack and at lar~e distances are the same. 

However, a heavy plume behaves at large distances as a "thermal" falling 

in the atmosphere and the direction of rotation of the secondary flow is 

then opposite to the direction of rotation at the stack exit. So in that 

case somewhere along the plume path the secondary flow changes its 

rotation direction. This difference between a light and a heavy plume can 

be important for the plume properties and needs further study. 

In the model of Ooms, ~ahieu and Zelis a drag force on the plume due to 

the wind occurs; however in the other models such a force is not present. 

Therefore the necessity of this drag force in the modelling of a heavy 

plume has to be investigated. 

y 
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The influence of the ~one of flow establishment has to be studied in more 

detail. A model for this zone will give the initial conditions for the 

model in the zone of established flow. 

Finally, all models for a heavy plume are integral models. However, it 

is possible nowadays to solve the relevant partial differential equations 

for a heavy plume using a turbulence model. For a light or neutral plume 

such a calculation has already been carried out, see for instance Jones 

and McGuirk [23]. It would be interesting to perform such calculations 

also for a heavy plume and compare the results with those of the integral 

models. 
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Abstract 

We present a second-order model for the motion of atmospheric aerosol par­
ticles. Third moment terms are constructed from first principles and con­
tain no new adjustable constants; models for drift terms and particle flux 
relaxation terms are constructed from realizability considerations, and 
have general validity. The results compare favorably with Csanady's sim­
ple model for the crossing-trajectories effect of Yudine when the parti­
cles are passive. It is suggested how the dynamical effect of the parti­
cles on the turbulence may be included. 

Introduction 

Second order modeling of the atmospheric surface mixed layer with stable 

or unstable stratification, wind shear and yaw and passive pollutants has 

been remarkable successful [1,2,3,4). In many respects such modeling is 

no longer simply empiricism: for example, the role of buoyancy in modify­

ing the vertical turbulent transport is now well understood [5);the return 

to isotropy has been examined in detail [6); the relaxation of the heat 

flux has been carefully examined [7); a rationally based form for the 

third moments (without adjustable constants) has been obtained [8,9,10). 

The presence of particles in the atmospheric surface mixed layer is often 

of importance: these may be dust or sand, aerosols or fog droplets, salt 

particles or ocean spray. Similar situations occur in the ocean, although 

the density difference is usually quite small (except in the case of air 

*Supported in part by the U.S. Office of Naval Research under the follow­
ing programs: Physical Oceanography (Code 422PO), Fluid Dynamics (Code 
438), Power (Code 473); in part by the U.S. National Science Foundation 
under grant no. ATM 79-22006; in part by the U. S. Air Force Office of 
Scientific Research; and in part by the U.S. Air Force Geophysics Labora­
tory. Prepared for presentation at IUTAM Symposium "Atmospheric Disper­
sion of Heavy Gases and Small Particles", August 29 - September 2, 1983, 
Delft University of Technology. 
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bubbles). We will confine ourselves to the atmosphere. 

The presence of particles has been considered in [1], but these were com­

pletely passive; that is, they neither fell out of the eddy with which 

they started (the crossing-trajectories effect of Yudine, [11]), which re­

duces the diffusivity, nor did they have an influence on the turbulence. 

Both these effects can be included in a second order model with relatively 

little difficulty. 

It is well-known that the inertia terms can generally be neglected for at­

mospheric aerosols and dust, as can particle-particle interaction [12]; 

this leaves only the crossing-trajectories effect to distinguish particu­

late motion from that of a heavy gas. In Lottey [13] the influence of 

this effect on particle dispersion was investigated, in the absence of 

buoyancy effects (either due to stability, or to the particles them­

selves), using extensions of second order models developed in [14]. In 

particular, it was necessary to develop models for the terms which are 

proportional to the terminal velocity in the second and third order 

governing equations. The predictions from this model were compared with 

the predictions of Csanady [15] for two simple cases, both with an iso­

tropic homogeneous turbulence: one in which the particles initially uni­

formly filled the left half-space, and the other in which they initially 

uniformly fill the upper half-space. 

We now present new results, showing by an order-of-magnitude analysis that 

the inclusion of the terms in the terminal velocity in the equations for 

the third moments is unnecessary, so long as the terminal velocity is not 

greater than the r .m.s. turbulent velocity, the principal effect on the 

diffusivity arising from the term in the (second order) particle flux 

equation. We present, in addition, a more general, and more fundamentally 

based, form for the model of this term, including an exact calculation of 

the initial return of disorder following artificially organized initial 

conditions. The general method of derivation is similar to that presented 

in [7]. 

Finally, we show how the effect of particle loading on the turbulence can 

be simply included in a calculation by definition of a pseudo-virtual 

potential temperature; the downward drag on the fluid due to the part i-
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cles, which appears as a pseudo-buoyancy [14], can be included with tem­

perature (and with water vapor) just as water vapor is. Although it can 

be shown by an order-of-magnitude analysis that it is unnecessary to in­

clude particle pseudo-buoyancy in the third moment terms, since this ef­

fect is not primarily responsible for the turbulence production, it is 

more convenient to do so, and use as primary variable net density anomaly. 

The equations of motion 

We consider the case of atmospheric aerosol particles, for which the ef­

fect of particle inertia is negligible [12]. We consider first the case 

of dynamically passive particles; we will consider later the influence of 

the particles on the turbulence. By using the Reynolds decomposition, we 

can form the equations for the first and second moments. We do not repro­

duce here the equations for the velocity field, which are unchanged by the 

presence of the particles. 

(1) 

(2) 

(3) 

where at is a derivative with respect to time, and ai is a derivative 

with respect to xi; < > indicates an ensemble average; and C is the 

instantaneous value of the particle concentration, while c = C - <C>. We 

have already made a few assumptions regarding high Reynolds/Peclet number 

[16]. Note that we have taken the terminal velocity Vi in an arbitrary 

direction, presumably alligned with the gravity vector. The exact mechan­

ism for dissipation of particle concentration is a bit mysterious - in ad­

dition to Brownian motion, it appears to reflect the fact that it is not 

possible to have fluctuations in particle concentration on a scale smaller 

than the interparticle distance. We have introduced a fictitious diffus­

ivity to represent this mechanism. 
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Realizability and the drift terms 

The equation for the particle flux and for the particle concentration var­

iance cannot be modeled independently, since some mechanism must be pres­

ent to assure that particle concentration variance will never be negative, 

and the particle fluxes will always obey Schwarz's inequality. We intro­

duce a normalized tensor Dij 

Dij = 

(4) 

(note that the normalization differs somewhat from that given in [8j. As 

shown in [8j, the non-negativity of the variance, and the satisfaction of 

Schwarz's inequality by all components, is equivalent to Dij having all 

non-negative eigenvalues. We may introduce a scalar 

FD = 9trD 3 - 27trD 2/2 + 9/2 (5) 

In principal axes of Dij' FD can be written as 

27D llD 22D 33 (6) 

Hence, FD will vanish if and only if one of the eigenvalues of Dij 

vanishes. We may thus satisfy our requirement that the eigenvalues remain 

non-negative by requiring that FD remain non-negative. 

is symmetric, and trD = 1. 

We may implement realizability by requiring that atFD 

Note that Dij 

o when FD = 

0; otherwise FD would be negative at the next instant. We wi11 discuss 

below how the derivative should vanish - Le.- should the second deriva­

tive also vanish, for example? We can require that the terms on the right 

hand side of the equation for atFD associated with various effects 

vanish separately: that is, all the terms multiplied by the mean velocity 

on the right hand side should vanish separately; a11 those multiplied b 

the buoyancy vector should vanish separately; and all those multiplied by 

the terminal velocity should vanish separately. This is because we can 

imagine a thought experiment in which we arbitrarily change the value or 
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orientation of any of these. If, before the change, we had arranged, by a 

balance among the terms multiplied by different factors, to Lave dtFO 

= 0, after the change it would no longer be so. The fact thal, if the 

system were allowed to run long enough, the values and orientations of all 

variables would be restored relative to the values and orientations of 

Ub Vi, gi etc. is essentially 

inequalities satisfied at all times. 

irrelevant we must rave these 

This is particularly important when 

one thinks of recovery of the system of equations from poorly posed ini­

tial conditions, for example. 

Hence, we must write the equation for FO, but we will interest ourselves 

only in the terms multiplied by Vi. We have 

(7) 

and from the definition of 0ij we may easily obtain the form of the 

right hand side. We may write 

(8) 

where Ap is an unknown vector we wish to determine. We presume that if 

there is no correlation between c and ui there will be no correlation 

between the gradient of c and ui. The equation for FO becomes 

2 2 2 2 
(54P<q ><c >Vp/dqq)(Ap - 3p<c >/2<c » (9) 

where dqq <cuq><CUq > and P is (see [17]) 

P (10) 

where bij If an eigenvalue of 0ij van-

ishes, P does not in general vanish unless a very special relationship 

happens to hold between the eigenvalues of 0ij and those of bij. 

Hence, we must require that the second parenthesis in eq. (9) vanish when 

FO vanishes. That is, that 

o if FO o (11) 
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What sort of zero is it? 

If Fn = 0, will it remain there? That is, is this a situation from 

which the system can extricate itself without external help, or will it 

remain stuck in this situation until an external disturbance occurs? We 

can answer this question by considering the exact equations for such a 

system. Imagine an isotropic, homogeneous turbulence, without mean velo­

city, in which there is a homogeneous distribution of particles. At t = ° 
we introduce the artificial initial condition c ex U l' which results in n 1 1 

= 0, and hence FD = 0. We suppose that initially <cu2> = <cu3> = 0. 

Thus, nij is diagonal. Taking the exact instantaneous equations, and 

making extensive use of c ex U l' we can show that at P = ° at t = 0, where 

P is the correlation coefficient between c and u 1. This corresponds to 

our assumption that 3rFn 0, and is in fact required whenever a cor-

relation coefficient p2 = 1 (see [17]). If we calculate further, after a 

great deal of algebra we can obtain the second derivative at t = ° 

where we have taken the terminal velocity V in the 3-direction. Hence, 

the system will, without external disturbance, draw away from the state of 

perfect correlation. This is not true of all states of perfect correla­

tion, of course; it appears that if two eigenvalues vanish, the system 

will remain in that state indefinitely until disturbed. We are indebted 

to S. B. Pope for pointing this out (private communication). 

It is not difficult to show that, if we require that atFn = ° when 

Fn 0, but that 3r 2Fn > 0, then close to the point where FD = ° 
we must have atFD ex FDI/2. Of course, when FD is not close to 

zero, atFn can have a more general dependency. However, we have found 

it adequate from a computational point of view to take 

(13) 
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where feD) = 1, and a and b are constants that must be determined by com­

parison of model predictions with experiment, or with another model. 

f(Fn) is also an unknown function, which must be determined in the same 

way. The right hand side must be a vector, and must be operative whether 

gradients exist in the field or not, and whether or not they are orthogon­

al to the terminal velocity (since we expect the crossing-trajectories ef­

fect to decrease the correlation in any event). Hence, it must be propor­

tional to the terminal velocity vector. We have included a factor to give 

the proper dimensions, as well as one to give a different diffusivity when 

the particle flux is colinear with the terminal velocity, from that ef­

fective when the flux is orthogonal to the terminal velocity. It appears 

to be adequate to simply take f(x) = 1 + cx, where c is a constant. 

Let us imagine a steady, homogeneous situation, with no buoyancy and no 

mean velocity, and a linear gradient in particle concentration. Then the 

equation for the particle flux can be written as (where we have introduced 

a simple model for the pressure correlation - see [8]) 

(14) 

Using (8), we can readily solve this equation for the particle flux: 

(15) 

Thus, ApVp must be a positive quantity, to reduce the particle diffus­

ivity as observed. The factor in square brackets becomes (with (13» 

[ ... ] (16) 

where we have written ex for the expression in eq. (13) which takes on the 

value D if the particle flux is orthogonal to the terminal velocity, and 1 

if they are colinear. 

We can compare this expression with the predictions of Csanady (as de­

scribed in [12]) for vertical and horizontal dispersion in isotropic tur­

bulence. Briefly, Csanady's model predicts 
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4/3 

(17) 
2/3 

where K is the diffusivity when the terminal velocity vanishes. Suhscript 

H corresponds to horizontal dispersion while subscript V corresponds to 

vertical dispersion. All diffusivities are for long times relative to the 

integral time scale of the turbulence. As discussed in [12], the vertical 

case is much more reliable; the value of SH is rather poorly deter­

mined. Comparing equations (16) and (17) for the vertical and horizontal 

cases, with a = 1 and 0 respectively, taking V2/u,2 small, and using the 

fact that, with FD (1 p2)/Cl - p2/3)3, if p ~ 0.5, FD ~ 1, while 

Cc ~ 3, we obtain a = 8/9, b = -2/3. 

Now let us imagine an inhomogeneous situation in which there is a particle 

flux only colinear with the terminal velocity. We may write the equation 

for the particle flux correlation coefficient: 

(18) 

The omitted terms correspond to the crossing-trajectories effect. We wish 

to concentrate here on the effect of the term resulting from inhomogen­

eity. This is an effect which is thought to be new, and has not been pre­

viously described. The term in eq. (18), of course, can have either sign, 

depending on the sign of the gradient of <c 2>. In many flows, there will 

be regions of both signs. Consider a situation in which Vp dp<C 2> < 0; 

as the concentration field drifts down through the velocity field, we may 

imagine that the correlation between u3 and c is dropping (due to the 

crossing-trajectories effect), but the level of c is rising (because the 

entire c-field is drifting down, bringing higher and higher values to the 

measuring point), so that the particle is not dropping asmeasuring point), 

so that the particle flux is not dropping as fast as it otherwise would. 

The question is, does this effect make exactly the same contribution to 

the flux that it makes to the variance, so that the correlation coeffi-

cient stays the same (c 0), or does it overcompensate (c > 0) or under-

compensate (c < O)? If the inhomogeneity is such that it is normalizable, 

i.e.- if the spacial variation of concentration can be reduced to a homo-
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geneous random variable by normalizing by the local variance and stretch­

ing the length scale, then this corresponds to no change in the correla­

tion coefficient. Lacking other information, we have adopted this model, 

and taken c = O. 

The third moments 

In [8] a technique is presented for the derivation of forms for the third 

moments which is based more or less on first principles. Briefly, it is 

supposed that the turbulence (in the energy containing range) wishes to 

relax to a Gaussian state in the absence of disturbing conditions such as 

inhomogenei ty, buoyancy, chemical reactions and so forth. This is in 

accord with experiment. Now it is assumed that the turbulence is fine 

grained with respect to the scale of the inhomogeneity, and the leading 

terms are kept. 

We wish now to include the effect of the terminal velocity. We have no 

need to reproduce here the complex expressions from [8]. It is enough to 

note that the term associated with the terminal velocity in the equation 

for the instantaneous particle concentration will produce a term in the 

equation for the moment generating function which is of the same form as 

the term arising from the substantial derivative. Hence, in the order of 

magni tude analysis, this term will be no larger than the substantial de­

rivative term as long as the ratio of the terminal velocity to the length 

scale of the gradient in its direction is no larger than the ratio of the 

turbulent rms velocity to the length scale of the gradients transverse to 

the mean velocity. Since,. in the worst case, the scales. of these grad­

ients are the same, the drfft term may be neglected if the terminal velo­

city is not larger than the turbulent rms fluctuating velocity. 

Hence, so long as V i. u', we may use the same forms for the third moments 

as are presented in [8], and us.ed in [10]. 

Computations 

Computations were carried out for a simple, non-decaying isotropic turbu­

lence for two cases: in case I, the particles initially uniformly filled 

the upper half-space; in case II, the particles initially uniformly filled 

the left half-space. In both cases gravity was directed vertically down-

ward. In respects other than those discussed here, the models were the 
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same as those described in [10]. The computations were carried out for 

times at least twice, and usually many more times, the integral time scale 

of the turbulence. 

In figure 1 we present results obtained with a = 8/9, and b = -2/3, for 

the range of V < u'. It can be seen, that the model mimics very well the 

behavior of Csanady's simple model. The results are evaluated at the peak 

of the <c 2) curve, so that there is no contribution from the inhomogeneity 

term, nor essentially any from the transport; if the time evolution is 

taken as self-similar, there is also approximately no contribution from 

the time term. Thus, this point is roughly a point of quasi-homogeneity, 

so that equation (15) should apply. 

~ is much less well determined 

As discussed in [12], the value of 

than that of /3v; a change in this 

value resulting from comparison with better data would change the values 

of a and b somewhat. Here we wish only to establish the principle that 

our model produces results similar to those of Csanady's simple model. 

In figure 2 we show the distribution of the horizontal diffusivity (ob­

tained as the ratio of the particle flux and the gradient of the mean par-

ticle concentration) for a value of V /u' 0.5. Since in this case the 

terminal velocity and the gradient of the variance are orthogonal to each 

other, the first term in eq. (13) has no effect. 

In figure 3 we show the distribution of the vertical diffusivity for a 

value of V/u' = 0.5. Here the first term in eq. (13) is active. (Note 

that the abscissa measures vertical distance in figure 3, but horizontal 

distance in figure 2). Now, as a particle drifts downward in the upper 

part of the mixing layer (the left of the figure) it encounters increasing 

variance, and vice versa in the lower part. Hence, in the lower part the 

influx of higher variance compensates for the reduction of the particle 

flux caused by the crossing-trajectories effect, while in the upper part 

the effect is opposite. Thus, the diffusivity is higher in the lower 

part, and lower in the upper part. For z < 33 and z > 48 the values are 

not particularly reliable since both flux and gradient are very close to 

zero. 
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Particle loading 

If the concentration of particles is sufficiently high that they can no 

longer be considered dynamically passive, it is a relatively simple matter 

to include _ this effect in the model. In [12] it is pointed out that 

heavy, non-interacting inertia-free particles make their presence felt 

primarily through their downward drag on the fluid. Since (under our cir­

cumstances) inertia is negligible, the upward drag on each particle is 

equal to its weight, and hence the downward force felt by the fluid is 

equal to the particle weight. Thus, the downward force per unit mass of 

fluid is simply g ppl Pi, where pp is the mass of particles per unit 

volume, and Pf is the mass of fluid per unit volume; this downward force 

must be added to the vertical fluid momentum equation. If the effect of 

heat and water vapor is described by the Boussinesq approximation, the 

density anomaly (relative to adiabatic conditions) will also appear in the 

equation for the vertical momentum, and the two will have the same form. 

Thus the total term is simply the total relative density anomaly (due to 

heat, moisture and particles) multiplied by gravity. 
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From a computational point of view, it is simplist to carry equations for 

the density anomaly, the moisture mixture fraction and the particle mass 

per unit volume. In this way, the velocity field and the density anomaly 

and part icle mass may be calculated separately, and the mois ture mixture 

fraction calculated subsequently. If it were not for the drift term in 

the particle mass equation, this equation also would decouple, and the 

velocity field and density anomaly could be calculated separately. For­

tunately, since the drift terms do not appear in the equations for the 

third moments, the third moment expressions do decouple. In the expres­

sions for the third moments, it is necessary to retain only terms which 

are dynamically significant. Thus, if buoyant production of turbulence is 

significant, the buoyant terms must be retained. From this point of view, 

the terms in particle density probably could always be neglected in the 

third moment equations, since particle density anomaly is probably seldom 

a major source of turbulence production. However, much more is gained in 

convenience by keeping the particle density, and using total density anom­

aly as a variable. 

As is discussed in [17), second order modeling suffers from a serious 

drawback: combinations of scalars such as we propose (combining heat, 

moisture and particles into a density anomaly) create ambiguities 

regarding the scales. If each primitive scalar has a different length 

scale of the energy containing eddies, density anomaly will have a very 

complex spectrum with three different scales, as will the velocity field. 

In second order modeling, a compromise is reached, and the true spectrum 

is replaced by a simple spectrum with a single compromise scale, obtained 

from the individual scales by weighting. .So long as we do not attempt to 

make predictions in situations with extreme disparities of scale, this is 

probably not too serious. 
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Summary 
It is shown how the local entrainment rate and the local 
Richardson number used in box models of dense gas cloud 
dispersion can be found from experimental measurements of 
wind tunnel simulations. These calculated values can then be 
used to check the common hypothesis of box and other models 
that the dimensionless entrainment is a universal function 
of the local Richardson number. It is found that some 
experiments do not conform to this hypothesis, most likely 
because of the vigorous initial mixing of the cloud. An 
empirical mixing law is proposed for this early stage which 
does not violate energy conservation. 

1. Introduction 

Numerical models of the dispersion of heavy gas clouds in the atmos­
phere show a clear distinction between the lateral spreading caused by 
excess gravity force within the cloud and vertical mixing due to turbulent 
diffusion. Whether this distinction is a consequence of a priori assump­
tions (as in the case of box or slab models) or simply a consequence of 
the conservation equations (as in the case of turbulent transport models), 
the vertical mixing process dominates the dilution of the heavy gas, at 
least for most times of interest. Without exception, all current models 
express the vertical mixing rates in terms of a local parameter, such as 
the bulk Richardson nuinber (box and slab models) or the gradient Richard­
son number (transport models). Except for the level of detail of a model, 
there is no distinction among them with respect to this local mixing hypo­
thesis. In this paper we examine the experimental evidence regarding this 
assumed sole dependence of the vertical mixing rate on local stratifica­
tion. 

The experimental data which is analyzed in this study consists 
entirely of wind tunnel tests in which samples of heavy gas are released 
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more-or-less instantaneously under isothermal conditions (thus conserving 
the negative buoyancy of the heavy gas cloud). The experiments are those 
of Hall (1979) and Meroney and Lohmeyer (1982), the latter consisting of 
repeated runs under identical conditions for which ensemble averages were 
determined. The two data sets are also distinguished by the method of 
release, the former resulting in much slower mixing during the release 
process than the latter. Of the substantial amount of data collected, 
attention in this study is focused solely on measurements of the maximum 
heavy gas concentration X and the time t of its occurrence, as measured 
at various distances downstream from the release point. 

In such experiments the initial conditions are characterized by an 
initial Richardson number (Eq. 2.10), which is approximately the ratio of 
initial potential energy to the wind turbulent kinetic energy. For these 
experiments, this ratio is very 1 arge (102 to 104). It is to be expected 
therefore, that gravitational effects will be very significant. 

The common assumption of dense gas models is that the vertical mixing­
rate depends only upon local variables, most commonly the local Richardson 
number. To test the validity of a model employing such an assumption, 
comparisons usually are made- between measurements of an experiment and an 
integral calculation of the model for the corresponding initial conditions. 
Because of the random variabil ity of wind tunnel and field tests 
(especially the latter), many tests may be required to discern whether a 
model reproduces the average behavior of the dense cloud experiments 
(Fay 1983). But because the comparison is made to a model integral, the 
detailed assumptions of the model regarding the relationship between 
vertical mixing rates and local variables are not directly tested in such 
a comparison. 

In this paper a more direct test is proposed and made. It is based 
upon the recognition that the vertical mixing rate and the local Richard­
son number can be readily estimated from the test measurements and thereby 
compared with the assumptions used in various models. It is to be 
expected that these inferred values will possess statistical variability, 
so that many test results will have to be averaged to discern the relation­
ships among these local variables. Nevertheless, this more direct test 
should help to distinguish which entrainment assumptions are in best 
agreement with test observations. 

For simplicity in analyzing the data we make use of a box model in 
which the dense gas is diluted by entrainment of atmospheric air across its 



upper surface. As is well known, the radial spreading speed determined 

by this model is independent of this mixing process (Fay 1980). From the 
measured values of peak concentration X and time t at which it occurs, it 

is relatively straightforward to calculate the entrainment speed ue and 
the local Richardson number Ri. 

The modelling assumption that the vertical mixing rate depends upon 
local variables expresses the well-founded notion that turbulence is 
generated by shear in the wind and shear caused by the horizontal gravi­
tational spread of the dense gas cloud. But because the flow is unsteady 
and complex, it is not entirely clear how these two simultaneous effects 
should be combined to determine the vertical mixing rate. The comparisons 
made in this paper should help to distinguish between these separate 
processes. 

In section 2 we provide an analysis of the variables of interest and 
express the results in two dimensionless forms, depending upon the ex­
pected significance of wind turbulence. In the following section 3 we 

compare the relationship between entrainment speed and local variables, as 
inferred from test observations, with those commonly assumed in models. 
In section 4 the importance of turbulence generated by the dense cloud 
formation is discussed. Section 5 discusses the limitations imposed on 
cloud behavior by energy conservation, and proposes a method for account­

ing for the effects of initial turbulence. 

2. Analysis 
For the purpose of inferring entrainment rates from wind tunnel ex­

periments, we shall use the simple box model of Fay and Ranck (1983) in 
which a dispersing cloud is represented by a circular cylinder of radius 
R and height H. The radial spreading rate of the cloud is determined by: 

dR/dt = a(gIH)1/2 (2.1) 

in which gl is the reduced gravity, 

(2.2) 

P and Pa being the average cloud density and atmospheric density, respec­
tively, g is the gravitational acceleration and a is an empirical factor 
close to unity. Entrainment occurs across the top surface of the cloud: 

2 2 d(rrR H)/dt = rrR ue (2.3) 

41 
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(By hypothesis the entrainment speed ue depends upon local variables, in 
a manner which in this paper is to be determined by analysis of the exper­
imental observations.) For isothermal experiments, the cloud (negative) 
buoyancy is conserved: 

(2.4) 

in which Vv is the initial cloud volume and g'v is the value of g' at the 
time of release. The mean concentration X of cloud material is related to 
the cloud volume: 

(2.5) 

The conservation of buoyancy makes it possible to estimate the pro­
duct g'H quite accurately. Integrating Eqs. (2.1) and (2.4) and substi­
tuting the integral in Eq. (2.4), 

(2.6) 

Thus g'H varies inversely with time and is determined only by the time 
since release and the initial conditions. 

Substituting the integral of Eq. (2.1) in Eq. (2.3), 

(2.7) 

To estimate the local entrainment speed ue thus requires not only the 
local measurement of X at time t but also determining the time derivative 
of X. If the concentration X is measured at several downwind locations 
(and hence different times), the final factor in Eq. (2.7) can be deter­
mined with reasonable accuracy at each measuring station. Thus g'H and 
ue are determinable from the experimental observations. 

For dense gas clouds released into a wind field characterized by the 
friction velocity u*, the local variable which is expected to affect the 
value of ue is the local Richardson number Ri: 

R· - 'HI 2 1 = g u* (2.8) 

For such cases it is also desirable to introduce dimensionless variables 
(Fay and Ranck 1983): 



f _ ue/u* 

t:::(g' )1/2t/Ri V l / 6 
v v v 

x .= X Ri 3/2 
v 

in which a quasi-inital Richardson number, Ri v ' is defined as: 

Ri ::: g' V 1/3/u 2 
v v v * 
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(2.9) 

(2.10 ) 

In terms of these variables, Eqs. (2.6) and (2.7) take the dimensionless 

form: 

Ri = (2arr l / 2 t)-l (2.11 ) 

f = (-d~n X/d ~n t)/2arrl / 2Xt2 (2.12) 

Thus, from measured values of X and t, we can find f and Ri and determine 

whether f is indeed a function of Ri as is postulated in most models. 

In the case where there is no wind, or it is so weak as to be incon­

sequential, a different nondimensionalization can be used (Fay 1980) which 

does not introduce u*: 

t*::: (g'v/Vvl/3)1/2t Rivt 

X*::: X = Ri -3/2 X 
v 

f*.= u /(g' V 1/3)1/2 
e v v 

= Ri -1/2; 
v 

(2.13) 

in which the relationship to Eq. (2.9) is indicated. The corresponding 

form of Eqs. (2.11-2.12) becomes: 

* Ri ::: 'H/' V 1/3 = g g v v 

(2arr 1/ 2 t * r 1 

Ri -1 Ri 
v 

f* = (-d~n X*/d~nt*)/2arrl/2 X*(t*)2 

(2.14 ) 

(2.15) 

(2.16 ) 

* As before, measurements of X and t lead to corresponding values of Ri 
* and'f; 

3. Local Entrainment 

The common hypothesis of box models is the assumption that the dimen­

sionless entrainment function f depends only UDon the local instantaneous 
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Richardson number Ri. However, the form of this function differs among 
the various models. Eidsvik (1980) suggests the form: 

f = (aRi + b)3/2/(Ri+c) ( 3.1) 

in the isothermal case, in which a, b, and c are empirical constants. In 
the limit of Ri +eo, ue would be proportional to (g'H)1/2, i.e., the 

spreading speed dR/dt, while in the limit of Ri + 0 ue would be propor­
tional to u*, as would be the case for neutrally buoyant clouds. Meroney 
and Lohmeyer (1982) use a different form, 

f = aRi 1/2 + b/(Ri + c) (3.2) 

but which has the same asymptotic limits as that of Eidsvik (1980). In 
both cases entrainment is influenced by both the shear in the wind field 
and the shear induced by gravitational spreading. 

Fay and Ranck (1983) proposed a form, 

(3.3) 

which differs principally in the limit of Ri + 00, where f varies as Ri- l 

rather than Ril/2 as in Eqs. (3.1) and (3.2). They argued that in cases 
where the initial Richardson number Riv was very large (which is so for 
the wind tunnel tests to be discussed), after the cloud has been diluted 
(say X « 1), the entrainment rate should not depend upon the spreading 
speed (g'H) 1/2 but only upon u* and Ri. 

Irrespective of these different formulations, all models propose a 
universal relationship between f and Ri, albeit different ones. We 
propose to test these model formulations against the experimental observa­
tions. 

The first data set to be examined is that of Hall (1979). In these 

isothermal wind tunnel tests a sample of test gas was released through a 
porous hemispherical plug during a finite time interval. The peak concen­
tration and its time of passage at several downwind locations on the 

tunnel center-line were recorded. No averaging of tests under identical 
conditions was done. The values of Ri ranged from about 400 to 12,000. v _ _ 

For each of 14 different Ri values, a single value of din X/din twas 
v 

determined by the best fit to a simple power law, and this was then used 
to determine f from Eq. (2.12). 
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Fig. 1 displays the relationship between f and Ri, separate symbols 

being used for three ranges of Riv. All measurements were made at Ri < 102, 
and generally the largest Ri for any Riv was less than 10-2 Riv Consider­
able dilution had taken place by the time these measurements were made. 
There is a general downward trend of f with increas·ing Ri which is detect­
able despite the larger scatter of the data points. The numerical value 
of f used by Fay and Ranck (1983) to correlate all isothermal experiments 
is-shown superposed on Fig. 1. Because of the range of Ri shown in Fig. 1, 

there is no indication of the limiting value of f as Ri + O. 
More recent isothermal wind tunnel experiments by Meroney and Lohmeyer 

(1982) differ in several important respects. Gas samples contained in a 

cylindrical cup were instantaneously released by overturning the cup. 
Equally important, several runs were made under each test condition and 
the results were averaged. A wider range of Riv was used (450 to 26,000). 

The results of these tests are shown in Fig. 2, again segregated by 
three ranges in Riv. The range of Ri is greater, about 1 to 103. Compared 
with the Hall data the experimental scatter is less, as would be expected 
from the averaging process. In contrast to the Hall data, there is a 
definite trend for f to increase with Ri, especially for Ri > 10, but 
perhaps more strongly than is suggested by Eqs. (3.1) or (3.2). More 
importantly, the values of f are higher by a factor of ten than for the 

Hall data, in the range 10 < Ri < 100. Also, for any Ri, f seems to 
decrease with increasing Ri v' contrary to the assumption that f depends 
only upon Ri. 

There are thus significant differences in entrainment rates between 
these two sets of wind tunnel tests, especially for large Richardson 
number. We tentatively ascribe these differences to the effects related 
to the manner in which the gas sample was introduced into the wind stream. 
In the experiments of Meroney and Lohmeyer, where an initially compact 
sample was suddenly introduced, vigorous mixing ensued. In contrast, the 
Hall samples flowed into the tunnel smoothly over a period of time, 
reducing the amount of initial turbulent mixing. While the initial condi­
tions which generate turbulent shear flows are generally of little conse­
quence in the far field, this generally accepted rule of thumb may not be 
true for negatively buoyant clouds and plumes. 
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4. The Effects of Initial Turbulence 
If turbulence generated by the initial motion of a dense gas sample 

suddenly introduced into a flow is dominant during the period of observa­
tion, then atmospheric turbulence, as measured by u*' should not have any 
effect on the local mixing rate. The entrainment speed ue and the excess 
gravity head g'H should then be scaled with the initial spreading speed _ 
and gravity head, as in Eqs. (2.13)-(2.14). We then would expect that the 

. . * 
dimensionless mixing rate f (Eq. 2.13) would be a function of the hybrid 

* Richardson number Ri (Eq. 2.14). 
* * To test this hypothesis, we show in Fig. 3 a plot of f versus Ri 

for the data of Meroney and Lohmeyer (1982). Compared with Fig. 2, the 
data shows somewhat better correlation, less scatter, and less sensitivity 
to the value of Riv (which depends upon u*). Also shown are the results 
of additional experiments for no wind flow (u* = 0, Riv = 00). Although 
there are fewer of the latter, it can be seen that in this representation 
there seems to be little difference between the behavior with and without 
a wind field, at least for the range of variables at which the observations 
were made. 

It is perhaps not too surprising that the turbulence generated by the 
initial release should persist for such a long time. The initial potential 
energy, g'vVv1/3, is very large compared to the wind turbulent energy, u*2, 
(this ratio, equal to Ri v' was between 400 and 26,000 in these tests) so 
that turbulent decay would have to proceed at length for levels to reach 
u*2. Ultimately, of course, gravity effects would become too weak and 
atmospheric turbulence would dominate. However, these tests do not provide 
a clear indication of when such a transition would occur. 

But the more significant result of the correlation shown in Fig. 3, 
which is also demonstrated in Fig. 2, is that ue cannot be a universal 
function of the local Richardson number Ri only (as most models assume) 
when initial turbulence dominates the flow. (There is one exception: if 
f*a. (Ri*)1/2,thenfa.Ri1/2, independent of Ri v)' It would appear that the 
initial conditions playa role in determining the local entrainment rate in 
a manner which cannot be represented by the usual entrainment hypothesis. 

5. Viol ating Energy Conservation 
In a previous report (Fay 1982), it was pointed out that, in the 

absence of a wind, an assumption that u a. (g'H)1/2; i.e., fa. (Ri)1/2 

or f* a. (Ri*)1/2, leads to an indefinit: growth in the cloud height Hand 
to violation of energy conservation since the potential energy of the cloud 



would be increasing in the absence of any external energy source. But 
even in the presence of a wind which is ineffectual in governing the mix­
ing rate (as our analysis suggests is true for the experiments of Meroney 
and Lohmeyer), there must exist equivalent constraints on the possible 
relationship between ue and (gIH)1/2. In this section we examine the 
experimental data from this point of view. 

We begin by noting that Eqs. (2.1), (2.3) and (2.4) can be combined 
to gi ve 

dH/dt = ue - H/t (5.1) 

If the potential energy of the cloud cannot increase, then dH/dt < 0 and 

(5.2) 

Using Eqs. (2.5), (2.7) and the integral of Eq. (2.1), this condition 
becomes: 

(-dtn X/dtnt) ~ 1 (5.3) 

As explained previously, the average value of this derivative was 
determined for each set of measurements corresponding to a common value 
of Riv. The values so determined are plotted in Fig. 4 as a function of 
Ri. Points lying above the horizontal line correspond to positive values v 
of dH/dt, i.e., increasing cloud potential energy. 
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The experiments of Meroney and Lohmeyer show a clear tendency for 
dH/dt to approach zero as Riv increases. Because of the averaging process, 
this trend is unmistakable. Noting that the observed range of Ri in these 
tests is about 10-3 to Z x 10-2 times Ri v (see Fi g. 2), we can concl ude 
that vertical entrainment is energy limited for Ri {, 5 (i.e., Ri > 5 x v-
103). In this region, 

(5.4) 

This remarkable result indicates that ue is not governed by local shear in 
the cloud but by a decaying eddy structure created by the initial cloud 

release. While H is the local scale length, the scaling time t is the 
lifetime of the cloud. 

It is thus not possible to model such a flow in terms of local 
variables. From an empirical point of view, we can use Eq. (5.4) to 
express an entrainment rate due to the initial effects of a release in 
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which the cloud potential energy is of the order of g' V 1/3. Since H is v v 
constant during the early period of release, we can estimate an empirical 
value of H from the relation: 

(5.5) 

in which only those experiments are used for which -d£n x/d£n t is approx­

imately unity (say Riv> 5 x 103). Using the data of Meroney and Lohmeyer, 
we found an average value of H/V 1/3 of 0.12 (assuming a = 1), leading to 

v 
an empirical entrainment rate 

U 'V 0.23 H It e - v (5.6) 

in which Hv 
iments, Hv = 

In terms 

is the cloud height at the time of release. (For these exper-
0.52V 1/3.) 

v 
of dimensionless variables, this can be rewritten as: 

(5.7) 

Since Ri decreases inversely with time, simply adding this expression to 

that of Eq. (3.3) should permit modelling of releases for varying values 
of H IV 1/3. 

v v 
Comparable values of the derivative of Eq. (5.3) for the Hall experi-

ments are also shown in Fig. 4. Despite the larger amount of scatter, 
there is clear evidence that growth is not limited by the original cloud 
energy but is being augmented by wind turbulence, even at the largest 

values of Riv. As we concluded from Fig. 1, ue seems to be unaffected by 
the cloud release and depends only upon the local parameters, u* and Ri. 

6. Concl usions 

An examination of the vertical mixing rate inferred from measurements 

made in isothermal dense gas cloud wind tunnel experiments shows that 

this rate is not always determined by local variables, as has been hypo­

thesized in dense gas models. Instead, evidence suggests that turbulence 
generated by the formation of the dense gas cloud can dominate mixing 

during times of interest if the initial cloud Richardson number is suffi­

ciently high. This effect can be absent when the cloud is formed slowly 
and gent ly. 

In tests for which the initial turbulence is important and while the 

Richardson number is larger than about 5, the average cloud height is 



unchanging with time. Based upon test measurements, the entrainment 
speed under these circumstances is 0.23 H/t where Hv is the initial 
cloud height and t is the time since the cloud was formed. 
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Fig. 1. Dimensionless entrainment speed f as a function of Richardson 
number Ri, inferred from measurements of Hall (1979). The solid line 
is the rel~tionship used by Fay and Ranck (1983). Range of Riv: x, 
3.8-8.2xlO ;0 1.2-2.6xl03; <>, 3.7-11.9xl03. 

f 

Fig. 2. Dimensionless entrainment speed f as a function of Richardson 
number Ri, inferred from mea~urements of Meroney and Lohmeyer (1982). 
Range of Riv: x, 4.5-12.4xlO~; 0, 2.1-4.6xl0 3; 0, 6.5-26xl0 3. 
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Entrainment in Gravity Currents 
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Summary 

In this paper the following topics associated with the entrainment 
modeling of natural and manmade gravity currents are discussed: reexamina­
tion of the definition and observability of entrainment in unsteady gravi­
ty currents, applicability of the empirical entrainment laws to gravity 
currents, the concept of entrainment energy conversion, and of two-way 
entrainment. 

I. The Concept of Entrainment in Turbulent Flows 

The most crucial problem in the modeling of heavy gas release flows 

is undoubtedly the parameterization of turbulent mixing processes which in 

the slab model approximation are represented by an entrainment velocity 

(Zeman [1]). Apart from the definition in the Oxford English dictionary, 

we understand entrainment as a process by which a finite turbulent region 

grows into a surrouunding (nonturbulent) fluid; the entrainment velocity 

(we) specifies the rate of the entrainment. As pointed out by Hunt (in 

these proceedings) there exists a variety of definitions of we; we shall 

adhere to the definition appropriate for boundary layer flows, i.e. 

w 
e 

(1) 

where H(x,y,t) is a depth of the turbulent flow, Q(x,y,z,t) is the hori­

zontal velocity vector (parallel to the boundary). Both Hand U are sta­

tistical averages suitably defined so that the vertical entrainment veloc­

ity we has a proper physical meaning (see e.g. Zeman & Tennekes [2]). 

In one-dimensional or steady flows (in the mean) the value of we can be 

inferred with reasonable accuracy from experiments (for example in wakes, 

jets, in flows with density interface). However, in unsteady gravity 

*present address 205 E. Marshall St., Ithaca, NY 14850. 
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currents (such as due to heavy gas releases) measurement of local entrain­

ment velocities presents great difficulties. To demonstrate this, cons{d­

er a two-dimensional progressing gravity current as depicted in Fig. 1 at 

two successive times; (1) reduces to 

aH(x,t)/ at + a/ ax ([U]H) (2) 

where [U] = l/H J OHUdz is the layer-average value within the current 

(hereafter indicated by square brackets). It is evident that due to spa­

tial and temporal variability of the flow, the local value of we cannot 

be determined with reasonable accuracy. Furthermore, the relationship (2) 

breaks down near the front of the current where the slope aH/ax is large. 

A partial remedy to the problem is to average a number of experiments 

under identical conditions to approximate ensemble averages <H) and <U). 

In a natural environment this is not possible and one has to resort to 

some observable appoximations to the true local value of <H) and <U). 

Conveniently, the manmade heavy gas releases contain scalar constituents 

and the entrainment velocities can be inferred from the dilution rates. 

If the scalar 5 is uniformly distributed in the vertical so that 5 ~ [5], 

then in analogy with (2), the species conservation equation gives 

a/ at( [5]H) + a/ ax ([5U]H) = 0 or 
(3) 

w = -Hf[5] (a[5]/at + [U] a[5]/ax) 
es 

In real flows, 5 is not uniformly distributed within the layer ([5U] "* 
[5] [U]) and the effective depth H for the scalar 5 may differ from that 

for the momentum. Thus in general wes is not identical with we as de-

fined in (2). Understandably there exist no data on the local values of 

we or wes for natural or manmade gravity currents. Entrainment veloc­

ities reported in published literature on heavy gas releases usually refer 

to some global entrainment velocity (as used, for example, in the so­

called pancake models which assume uniform properties within the pan­

cake). Nevertheless, the understanding of entrainment in the local sense, 

i.e. as a process depending on local flow parameters is of importance be­

cause we varies significantly in the horizontal direction. Slab models 

that resolve the horizontal variation of the properties of the heavy gas 

flow require a local value of we a§ ill) input parameter. Therefore in 
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the rest of this paper we shall discuss the dynamics of local entrainment 

and its pecularities in gravity driven flows. 

2. Empirical Entrainment Laws: Applicability to Gravity Currents 

The flow we are dealing with may be classified as a stratified boundary 

layer flow with shear or buoyancy driven mixing or entrainment. Let us 

summarize some more important experiments designed to find empirical laws 

for entrainment in stratified flows: 

1) Convective entrainment in buoyancy driven flows (see e.g. 

Deardorff at al [3]); the scaling convective velocity is 

w* = (-g/PO [iW]oH)I/3, where [iW]O is the surface (turbulent) density 

flux. 

2) Shear-stress induced entrainment (Kato & Phillips [4], Kantha et 

al. [5], Deardorff and Willis [6]); the scaling velocity is u*, the 

friction velocity based on the applied stress at the boundary. 

3) Entrainment due to an interfacial shear between two layers of dif­

ferent densities (Moore & Long [7]); the scaling velocity is h.U the mean 

velocity difference between layers. 

4) Entrainment in stratified boundary layers (Lofquist, [8]; Piat and 

Hopfinger [9], and others); both u* and 6U are present. 

S) Entrainment in steady gravity currents (no density flux at the 

boundary); notably experiments by Ellison and Turner [10]. Again h.U,u* 

are scaling velocities; for free surface boundary u* = O. 

Now, the question is to what extent the above experiments can be utilized 

to provide some rational entrainment laws for heavy gas spills. Obviously 

the experiments investigate singular entrainment mechanisms under simpli­

fied boundary conditions, either of horizontal homogeniety or steadiness. 

On the other hand a gravity flow, such as one resulting from a finite LNG 

spill into the atmosphere, changes rapidly in time and space and interac­

tions of a variety of mechanisms may conceivably contribute to the ulti­

mate entrainment rate. An example of possible physical structures that 

may arise in a spreading LNG cloud is illustrated in Fig. 2: at the 

arrested upwind edge of the flow the entrainment is dominated by the 

interfacial shear ~ between the ambient and gravity flows, while near the 

downwind edge the turbulence which is produced by the surface-flow inter­

action is important (i.e. the friction velocity u*). In the cloud core, 

where the spreading velocity is small, a significant contribution to 

entrainment may come from the conveetive turbulence due to surface heating 

of the cold cloud. As the internal turbulence decays, the ambi~nt turbu-
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lence begins to dominate mixing and a new set of scaling parameters must 

be introduced. 

Hence to answer the question of applicability of the laboratory experi­

ments to the actual gravity currents, these experiments may, in principal, 

provide information only on certain asympotic forms of the entrainment 

laws. Despite these limitations, the slab models which typically use an 

interpolative entrainment formula (e.g. combining laws from the above lab­

oratory experiments) have been relatively successful in predicting impor­

tant features of heavy gas flows (see, for example, Morgan et a1. in these 

proceedings). This is perhaps because a majority of the empirical 

entrainment laws obey certain energy conversion principles which are com­

mon to different classes of entraining flows. We suggest that this unify­

ing principle be utilized to formulate entrainment laws for more complex 

flows, and we shall discuss this in the next section. 

3. Entrainment from the Energy Viewpoint 

If one inspects different classes of entrainment experiments one finds 

that within a certain range of input parameters the entrainment velocity 

obeys a general law 

(R )-1 
ic 

(4) 

where Uc is a characteristic velocity of turbulence in a particular 

experiment; t.g I = g{ [ p] / PO-I) is the reduced gravity corresponding to the 

mean density difference between the turbulent layer (of depth H) and the 

ambient fluid, and Ric is the characteristic Richardson number. As is 

well known, the inverse law (4) can be inferred from the postulate that 

the rate of increase of the potential energy PE '" g J OH{ p/ po-l )zdz due to 

entrainment is a constant fraction (X) of the energy input that is con­

verted to turbulence, i.e. of the rate of turbulence production Pt , or, 

DPE/Dt xP 
t 

(5) 

It is of interest that this postulate yields the sought-for difference in 

entrainment between the rotating screen experiments of Kato and Phillips 

[4] and Kantha et a!. [5] (hereafter KP and KPA). In both experiments PE 

1/2 19lH2 and Pt (Vs-[V) )u*2 where Vs is the fluid speed at 
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the screen; (Us-[U])/u* is expected to be constant, say CD and (5) 

becomes 

(6) 

Now in the KP experiment llg' = 1/2 )H where -dg' /dz Y is the initial 

buoyancy stratification. In the KPA experiment y = 0 and 6g'H is con-

stant. Substituting for llg' in (6) we obtain 

for the KP experiments, while for the KPA experiment the normalized we 

is larger by the factor of 3. This difference has been observed for mod­

erate values of Ri * = llg 'H/u* 2. At least two other theoretical ar­

guments have been offered to explain the KP-KPA disparity (see the discus­

sion of the subject by Deardorff and Willis [6]). 

4. The Principle of Entrainment Energy in Gravity Currents 

A special feature of the gravity currents propagating into the fluid at 

rest is that they are gravity-driven and purely baroclinic, i.e., the 

(hydrostatic) mean pressure gradient increases from zero at the layer top 

to a maximum value at the surface. This has a profound effect on distri­

bution of momentum, density and Reynolds stresses in the current and inev­

itably on the entrainment as well. To examine plausible forms of the gen­

eralized entrainment law for unsteady gravity currents, let us use the 

principle outlined in the preceding section. To simplify the problem let 

US assume two-dimensionality and, similarity of profiles of U and g' = 

g( p/ PO-l) as proposed by Keulegan [11] 

U llU(x, t )e( n) and 

g' llg'(x,t)f( n) where n = z/H(x,t) 

Then, according to (5) 
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DPE/Dt D/Dt (1/2 ~'H 2 J~f rd n) xP 
t 

With further assumptions and simplications, (7) can be reduced to a basic 

functional dependence of the following form: 

w//j] 
e 

(X/8 1)[a8 2Ro bR":-1 + bR'!'-llf{Ri 8 1 8 2 } 
~ ~o ~ 0" 

(8) 

where Rio L\1;'H/ /j]2, Ri* l:g'H/u*2 and 8 1 , 82 are shape factors 

associated with the similarity profiles e,f (indicated in (7». The new 

unfamiliar parameter in (8) is Rib = -'a/Clx(llg'H2)/6lJ2 which compares the 

drivng (motive) force to inertial forces. In the theories of turbulent 

boundary layers with pressure gradients there exists a similar parameter 

-( 'ap / Clx)H/ POu* 2 (Clauser [121 ) • This parameter enters empirical laws 

for various shape factors and the growth rate of the boundary layer. 

Hence, it can be argued that Rtb is a fundamental parameter in gravity 

currents (with no ambient motion) and that the local parameters such as 

Rio, the shape factors 8 1 , 82 and ultimately the entrainment rate depend 

in some way on the nonlocal parameter Rib (preliminary numerical exper­

iments by this author indicate that it is so). 8ince Rib is an observ­

able quantity it would be fairly easy to verify this hypothesis by experi-

ments. 

In more complex flow situations (e.g. with ambient wind and surface heat­

ing) the idea of energy conversion embodied in (4) is equally valid, how­

ever, the concept of a slab model with entrainment on top is perhaps too 

crude to realistically represent the physics of the flow. Van Ulden (in 

these proceedings) used the idea of the energy conversion described here 

to estimate the global entrainment rate in his new model. This is proba­

bly the best approach to estimating the global entrainment. 

5. Two-Way Entrainment 

As the final topic we outline the concept of two-way entrainment. This 

concept is intended to deal in an uncomplicated way with turbulent mixing, 

and entrainment across a density interface when turbulence of comparable 

iatensity exists on both sides of the interface. In such flows the 
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entrainment can proceed either up or down depending on the relative turbu­

lence levels in the two layers. 

The gravity currents released in the atmosphere or oceans always encounter 

a certain level of ambient turbulence. It is conceivable that if the 

self-generated turbulence within the current layer subsides, the fluid 

is entrained from the layer upwards and the layer thickness may in fact 

decrease without noticeable dilution. As the layer thickness decreases 

the energy of ambient turbulence becomes comparable to the potential ener-

gy of the dense layer, and the layer will eventually break up. There 

exists some visual evidence for the reverse entrainment (or detrainment) 

but no quantitative one. 

To eliminate the ambiguity of which way the entrainment proceeds, we 

postulate (positive) entrainment velocities weI, we 2 pertaining to 

their respective layers below 0), and above (2), the density interface. 

Assuming that Hi + H2, the total depth of the two layers is constant, that 

the flow is horizontally homogeneous, and that the mean buoyancy g' [g'l 

is uniformly distributed in either layer we obtain the following set of 

relationships to describe the kinematics of the flow: 

and (9) 

The subscripts 1, 2 refer to the respective layers (1) and (2). An ext en­

tion of (9) to the equations for a general flow is straightforward. 

In the practical case the lower layer is the gravity current and the layer 

above the current is the ambient (atmospheric) flow. The crucial question 

is, of course, how to represent we 1 and we 2 in terms of the turbulence 

characteristics of the current and atmosphere. The answers can be found 

only from experiments. 

6. Conclusions 

In conclusion, a few words concerning the application of one layer (slab) 

models for heavy gas flow predictions. Entraining, one-layer models have 



been widely used in geophysical flows such as atmospheric and upper ocean 

mixed layers (Zeman and Tennekes [2] ; Zeman [ 13]) • In heavy gas flow 

applications the one-layer models appear to be competitive, as far as the 

predictive capabilities, with the far more complex eddy viscosity models. 

However, on physical grounds, the application of the one-layer model can­

not be justified at the gravity head of the gas flow, where most of the 

model assumptions are violated. For example, the model cannot represent 

the dynamics of the current-ambient flow interactions, also the turbulent 

mixing processes at the gravity head are unlike the entrainment process. 

To remove these limitations of the one-layer models one should perhaps 

consider the idea of composite models as suggested for example by van 

Ulden (in these proceedings). Different, dynamically coupled segments of 

the flow would be treated by different modeling techniques to achieve the 

most optimal results. 
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The Incorporation of Wind Shear Effects into Box 
Models of Heavy Gas Dispersion 

P. C. CHATWIN 

Department of Applied Mathematics and Theoretical Physics, The University 
of Liverpool, P.O. Box 147, Liverpool L69 3BX, England 

Summary 

Box models are widely used in predicting the potential hazards associated 
with the accidental release of heavy gas clouds, and this paper discusses 
whether, and how, such models should be amended to incorporate the effects 
of ambient wind shear. As is desirable, the proposed changes do not mater­
ially alter the simplicity of box models, which is their most important 
practical advantage. 

Introduction 

This paper summarizes work done for the U.K. Health and Safety Executive 

(HSE). The work is described in more detail in Chatwin [4]. Since 1976 

HSE has led a research programme to clarify the behaviour of massive re­

leases of toxic or flammable gases. Discussion of this programme is given 

by McQuaid [10]. It includes several series of experiments (the latest on 

Thorney Island in 1982-1983 comprising 10 -15 trials of 2000 m' releases) 

and, simultaneously, the investigation and development of predictive models. 

One class of such models is dealt with here. These models are known as box 

models, and are described in a recent comprehensive survey by Webber [15]. 

Here there is need (and space) only to emphasize the particular features of 

box models that distinguish them from other classes of models. Above all, 

box models have the single practical purpose of predicting, to acceptable 

accuracy, the location (in space and time) of hazards associated with 

accidental releases. Box models are intended for easy and rapid use, and 

the only test which can legitimately be applied to them is how well they 

succeed in predicting hazards. They do not aim, or claim, to model accur­

ately the details of all the physical processes affecting the dispersion, 

but only to describe these processes sufficiently well for their stated 

purpose. 
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The only situation considered in this paper is the instantaneous release 

(by sudden catastrophic loss of containment) of a finite volume of heavy 

gas of uniform density .1'0 into an atmosphere with uniform density.:fa' A 

basic assumption of box models is that for all time ~ , the dispersing gas 

cloud has the shape of a circular cylinder with a vertical axis perpendicular 

to the ground. As shown in Fig.l, the horizontal displacement of the cloud 

z 
Us Ip 

I 
1------ X -+------....;t- __ ;;:,...... ....... ~~~ 
o ---0'--

Fig.l. Sketch for discussion of existing box models 

00" at time \::. since release will be denoted by:X::, the radius and height 

of the cylinder by Y' and h , and the gas density by '1' It is further 

assumed that.r ' and the gas concentration C , are spatially uniform. Thus, 

by mass conservation, 

C Ido = 1)0/17 - (ro"lho)/(Y-"-'h)} (1) 

where \T":: rrr~ h , and zero subscripts denote initial values. The basic 

aim of every box model is to predict how X and U- vary with t, , and hence, 

using (1), to predict the location of hazards. 

Under isothermal conditions, the total negative buoyancy of the cloud is 

conserved, so that 

ITj(f-ja)/.fa =tTi=-rrbo~ (2) 

where bo is a constant of dimensions L.. 4 T-'2-. All box models include an 

equation for the rate of spreading of the cloud about its axis. The re­

lationship used in most models is 

J I/o 
ar/d/:.= cx(9-'h) ;- (3) 

where 0< is a constant of order unity. It follows (Picknett [11]) from 

(2) and (3) that 

r"2::= ro-?. (I + t::./t:o) (4) 

where 

(5) 

is a characteristic time scale of order O-t 3 - 0.55 for both the Thorney 
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Island trials, and the Porton trials described by Picknett. 

Box models assume (see Fig.1) that mixing of the ambient atmosphere with 

the heavy gas takes place over the surface of the box with entrainment 

veloci ties Ut:. and Us oyer the top and side surfaces of the cloud respec­

ti vely. Both lAc and Us are assumed not to vary with position on the 

appropriate surface. These assumptions lead to the following entrainment 

equation for Ju-/ at. : 
dlj( eH:. = 1Tr").tA~ -+ 1:rrrhl.ts. (6) 

Existing box models differ widely in their prescriptions of UI::. and Us , 

and one or two examples will be given later. However, given these pres­

criptions, use of (4) and 1T=1fr'1h enable (6) to be integrated, often 

analytically (Webber [15]). 

The final ingredient of box models is a formula for dX: I de , the rate of 

advection of the cloud as a whole. 

The effect of wind shear on side entrainment in the early stages of dis­

persion 

Despite the great variety of prescriptions of the entrainment velocities 

in (6), not one takes ambient wind shear explicitly into account. This 

section examines whether this omission is justified in the case of US­
As indicated in Fig.2, the term involving Us in (6) is the net effect of 

z 

+ l. a (ho)t .. 1 

I \-1 ~~~....., 
I 
I 
I 
I 
I 
I 

2ro 

(i i) 

AIR 

Fig.2. Mechanisms causing horizontal entrainment. (i) Direct horizontal 
diffusion. (ii) Direct e.ffects of--w-ind shear reduced by vertical 
diffusion, i.e. shear dispersion. 
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two distinct mechanisms causing mixing of the heavy gas with air. One such 

mechanism is direct horizontal diffusion, indicated in Fig.2(i); this needs 

no explanation here. The other mechanism is shear dispersion, indicated in 

Fig.2(ii), first described in a 

by itself the mean wind 1j;(~) 

to "U:"Cho) , thereby creating 

different context by Taylor [13]. Acting 

would shear the cloud at a rate proportional 

vertical gradients of concentration. Shear 

dispersion is the net effect of the resulting vertical diffusion, and 

shearing due to the wind. 

For the dispersion of a passive cloud in an unbounded neutrally stable 

atmosphere, the value of Us for each of these mechanisms is proportional 

to the shear velocity Ul~ (Batchelor [1], Chatwin [2], Yaglom [16]). The 

situation for heavy gas clouds is more complicated, since the negative buo­

yancy of the cloud generates turbulence additional to that already present 

in the ambient atmosphere. On dimensional grounds, typical velocities 
Yo 

associated with this buoyancy generated turbulence are of order (c;{ h) :z-. 

Therefore a reasonable proposal for the direct horizontal diffusion con­

tribution to Us is (on dimensional grounds) 
k 

lAS ~ (fh) '2.f (RL), 

where Rt is a Richardson number defined by 

Ri. =- rf.h/~. 

(7) 

(8) 

In most cases of interest, the initial values of ~L are large, of order 

IO'l- _103 for both the Porton and Thorney Island trials. The value of 

Us is then inevitably dominated by gravity effects so that 

(9) 

Consider now the effect of shear dispersion. Note first that wind shear 

itself alters the shape, but not the volume, of the cloud. Thus (as ex-

pected) vertical diffusion must be considered in assessing the effects of 

wind shear on the term involving Us in equation (6) for dlJ / de. Con­

sider high values of Ftt , when, as shown in Fig.3, shear tends to cause the 

upstream edge of the cloud to become stably stratified with consequent in­

hibition of vertical mixing. Conversely vertical mixing will be vigorous 

on the downstream edge. However the speed of free fallon this edge is 
( /t )'1'2-of order j n , no greater than the direct horizontal diffusion con-

tribution to lAS , given by (7) and (9). This suggests the following two 

conclusions, supported by somewhat more detailed arguments in Chatwin [4]: 
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Fig~3. Shear dispersion for heavy gas clouds 
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(i) for Rt» \ , the contribution of shear dispersion to the rate of 

entrainment over a small surface element on the side of the cloud 

is at most of the same order as that due to direct horizontal 

diffusion; 

(ii) for pti~~1 ,the rate of entrainment over a small side surface 

element of area ~A is of order (}'h) ""'3- SA , i. e. Us in (6) 

is of order(,'h )'/'!-

These conclusions, however, relate only to the local rate of entrainment. 

There are other effects of wind shear. In particular, wind shear will, 

acting by itself, increase the surface area of the cloud without altering its 

volume (for given radius and vertical height). Therefore wind shear will 

tend to increase the total rate of entrainment. This increase will be great­

est in the early stages of dispersion, when the height to width ratio of the 

cloud is largest. This conclusion is in qualitative agreement with obser­

vations by van Ulden [14] and Picknett [11] of intense mixing immediately 

after release. It therefore seems worthwhile to attempt, in a simple way, 

to model this tendency by means of a small amendment. 

The geometrical ideas of the amendment are shown schematically in Fig.4. 

The vertical cylinder of existing box models is replaced by a cylinder of 

identical circular cross-section and vertical height (and hence identical 

volume), but with an axis inclined at an angle 4' = qb(c) to the vertical. 

To adequate approximation for practical purposes, the side surface area of 

the cloud is 21f .... h Sec.cp (Chatwin [4]), so that the entrainment equation 

(7) is replaced by 

(10) 



68 

r 
h 

l_.~ 
FLg.4. The tilted cylinder of the amended box model 

It follows that box models with U.s a 0 are not affected by the amendment. 

Fay and Ranck [7] note that their model with Us sO may therefore "not be 

accurate at the earliest times", when the effect being modelled here is 

most important. 

An equation for q,Ce) was developed in Chatwin [5], and is 

(11) 

where e ~ ~."=f"Z- is the base of natural logarithms, and ~ is a constant 

which, theoretically, is of order 5, but will be determined from data. It 

was shown in Chatwin [5] that, with b'"'S , equation (11) was consistent, 

at least approximately, with data in Hall, Hollis and Ishaq [9] • 

Equations (4), (10) and (11), together with V-::"1fY"'h and prescriptions of 

U\: and Us , form a closed system. Solutions of this system, with the 

prescriptions of Ue and Us in three existing models, are given in Chatwin 

[4]. They show, as anticipated, far greater entrainment than in the models 

without the amendment described above. Because of pressure on space, and 

for reasons that will become apparent below, no further discussion of these 

solutions is given here. 

Other aspects of entrainment 

There is no obvious physical reason why wind shear should affect the model­

ling of L.\t:;. , representing entrainment over the top surface of the cloud. 

Accordingly, formulae used in existing models can be retained. Two such 

formulae are 

(12) 
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(Eidsvik [6]) and 

LIt::: ~~, u../f~"+~[(Rt)'L~'" (13) 

(Fay and Ranck [7). In both cases ~ and ~I are constants to be deter­

mined empirically, and Ftt is a Richardson number. These formulae are very 

similar in their likely effect on the box model solution. For high values 

of ~t (i.e. soon after release when the dispersion is gravity dominated) 

both formulae, like those in many other models, give LIe proportional to 

(~L)-I. As ~L decreases to zero (representing the increasing in~luen­
ce of ambient turbulence on the dispersion as the cloud becomes more like a 

passive marker), both formulae evolve gradually into a situation where U~ 

is proportional to u.'lI!. . 

This gradual transition from buoyancy dominated behaviour to passive behav­

iour is physically realistic and practically desirable. While the pre­

scription of U~ is probably the most sensitive ingredient of box models, 

certainly in the early stages, there is no reason why gradual transition, 

like that incorporated in equations (12) and (13), should not be built into 

the other ingredients, such as the prescription of Us Lagrangian sim-

ilari ty (Batchelor [1) requires that Us , like Ue ' is proportional to' 

~ when the gas cloud is behaving passively. Thus a prescription of Us 

is required which gives Us proportional to (~'h) V').. 5e..c..<f> for large 

values of ~t. (This is consistent with the earlier discussion provided 

equation (7) is retained as the basic entrainment equation.) Also, Us 

must be proportional to Lt.* when Ri.. is small. A formula which has both 

of these properties, and also has no abnormal behaviour for values of qD 
near q()O (unlike the simple amendment discussed above), is (Chatwin [4]) 

I.4S"" (g'h) ~l ¥ (Rl) -t" ¥, r ~ J /i ~<P (Rt.) + '(~ CRt) ~}, (14) 

where )( , «, and ~* are constants to be determined empirically. The 

role of ()* (which should perhaps be set at unity in a first attempt at 

validating this proposal) is to allow tuning of the transition from buoyancy 

dominated behaviour (when (Ri,) (;.,..» y* ~c..<p ) to passive behaviour 

(when (Ri.-) 1/'2-« j(;If $(2.c.q, ). 

Equations (4), (7) and (11), together with \I~ -rrr'Z.-h , equation (12), 

or (13), for I.(\:. and equation (14) for Us , form a closed system whose 

solutions are being investigated in conjunction with the use of available 

data. 
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The advection of the cloud 

The prescription of the advection of the cloud as a whole, i.e. a prescription 

of ax I dt. where :::c.. is the horizontal displacement of the cloud 

centroid, is an essential ingredient of all box models, an ingredient sep­

arate from the processes of spreading and entrainment discussed in previous 

sections. Some models take ~:x:: / de to be a constant fraction of the 

mean wind speed U This procedure is somewhat unsatisfactory from a 

dimensional point of view, since 1:1 is the value of u: (-i!.) when .:c. is a 

specified number of metres. This prescription is therefore independent of 

the cloud height, which cannot be correct. A more satisfactory prescription 

is to take d;C: I cI t:. as a weighted average of u: (:r.) over the cloud 

height, or, more simply, to take 

dX!rJ..t:. =t[ (E.h ), (15) 

where ~ is a constant. This prescription is adopted in, for example, van 
-I 

Ulden [14] with E. = e ~ 0.31-, Fryer and Kaiser [8] with E.. = o. 5 , and 

Fay and Ranck [7] with E. -:::. o. 4. Chatwin [4] proposed taking E.. = O. 3.2-

as a compromise between the different values appropriate for buoyancy dom­

inated behaviour and passive behaviour. It is important to note that, since 

u: C~) varies logari thmically with .:c. , the precise choice of E... is 

relatively unimportant. Thus, with u:.(~)= (~/K...)~(::e/::eo), the 

difference between J5[/dt when E: = O • .s and when E.. -== 0.3.'2.. is 

about I.J~, which is invariably small. 

Concluding remarks 

The amendment presented in this note, and in more detail in Chatwin [4,5], 

to take account of wind shear is, of course, not a true representation of 

the physics. The real physics is far more complicated, and aspects of it 

are currently being investigated as described, for example, by Rottman and 

Simpson [12]. However, as stressed in the Introduction to this paper, the 

correct representation of the physics is not a primary purpose of box 

models. Should further investigation reveal a better understanding of the 

effects of wind shear, the results of such investigations will be worth 

incorporating in box models if, but only if, the consequent amendments do 

not cause the model to become too intricate for practical use. It is of 

course possible that it will eventually be decided that box models are not 

capable of predicting with sufficient accuracy some, or all, of the hazards 

associated with dispersing heavy gas clouds. Such a decision will be 

justified only after detailed comparison of many box models with the in-



creasing quantity of reliable data now becoming available. These compar­

isons are in progress but no firm conclusions seem imminent. 
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In the event, unlikely in my opinion, that box models eventually prove in­

adequate, it will be necessary for practical prediction either to use an­

other (more complicated) class of models (e.g. slab models, or solutions of 

three-dimensional partial differential equations), or to develop stochastic 

models (Chatwin [3]). The latter alternative has the advantage of being 

more physically realistic. 
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Gravity Spreading and Turbulent Dispersion of 
Pressurized Releases Containing Aerosols 

K. S. Mudan 

Technological Risk Assessment Unit 
Arthur D. Little, Inc. 
Cambridge, MA 

Summary 

Sudden release of a pressurized chemical results in 
instantaneous flashing of fraction of the chemical into vapor. 
If the pressure inside the tank or a pipeline falls very 
rapidly, much of the liquid fraction may be thrown into the 
vapor cloud as a result of vigorous boiling process. A 
gravi ty spreading and a turbulent dispersion model has been 
developed to determine the dispersion hazards of pressurized 
releases containing liquid aerosols. The gravity spreading 
model determines the initial lateral spreading of the vapor 
cloud. A thermodynamic equilibrium model is used to determine 
the evaporation of liquid aerosols, the mean density and 
temperature of the cloud. Finally, when the effects of 
gravity are small, the transition from the gravity spreading 
model to a turbulent diffusion model takes place. Results are 
presented for pressurized propane releases at various exit 
velocities and different initial aerosol mass fraction. 

Introduction 

In the event of a tank or a pipeline failure resulting in a 

sudden release, a certain portion of the pressurized chemical 

stored in the tank will vaporize instantly. This sudden 

"flash off" is a function of the initial storage pressure and 

can be calculated using thermodynamic considerations. The 

remainder of the contents is in the form of liquid at its 

boiling point. 

The density of 

characteristics of 

case of ammonia) 

vapor will 

the vapor cloud. 

will rise in 

determine the spreading 

A buoyant puff (as in the 

the atmosphere and then 

disperse. However, even in the case of buoyant vapors, if the 

pressure inside the storage t:ank faxls very rapidly, much of 

the liquid fraction may be thrown into the air as a 
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consequence of the vigorous boiling process (the champagne 

effect). The liquid fraction is in the form of fine droplets 

with negligible settling velocity and therefore is suspended 

in the vapor cloud. This liquid fraction determines the 

initial density of the mixture and hence the spreading and 

dispersion characteristics. These aerosols evaporate 

gradually to form more vapor and the density of the mixture is 

continuously changing with time. Whenever the average density 

of the mixture is greater than the ambient air density, the 

spreading of the vapor cloud is dominated by the effects of 

gravity. 

The spreading of the cloud is further enhanced by the 

entrainment of air. Air entrainment is caused by the shear 

layer formed between the spreading cloud and the air above it. 

The vigor with which the vapor escapes into the atmosphere is 

such that the shear layer formed by it and the surrounding air 

is turbulent. The entrained air increases the heat content of 

the mixture and evaporates the liquid droplets. 

Finally, when the effects of gravity are small, the dispersion 

of the vapor cloud will take place. The dispersion is 

essentially due to the turbulence in the atmosphere. The 

atmospheric dispersion can be estimated by assuming the vapor 

cloud to be passive (neutrally buoyant) and using the 

well-established theories of Pasquill and Gifford. 

Gravity Spreading Model 

The initial pressure in the storage vessel or pipeline will 

give the velocity of release of a pressurized chemical. If 

tbe chemical is a liquefied gas under pressure, then a 

fraction of the released liquid will vaporize instantaneously. 

The fraction that flashes may be determined by considering 

isenthalpic mass balance for the initial and final pressures. 

If fv is the flashing mass fraction, the liquid mass fraction 

in the vapor cloud will have a maximum value of (1 - f v ). The 

actual mass fraction of liquid can be anywhere between zero 

and the theoretical~aximum. At present, there are no 
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analytical techniques or experimental data to determine the 

exact mass fraction of liquid in a vapor cloud. Several. high 

pressure pipeline accident investigations indicate that high 

pressure releases do not result in any liquid accumulation on 

ground. This implies that the vigorous boiling of the 

chemical throws the entire liquid fraction into' the vapor 

cloud in the form of fine aerosols. The vapor/liquid two 

phase jet that will result in the event of a pressurized 

release will be at a velocity much greater than that of 

ambient air. Because of this high velocity jet, substantial 

amounts of air will be entrained in the "jet phase" of the 

plume. The mean density of the two-phase mixture will be 

large compared to that of air and small compared to that of 

liquid. Because of this density difference, the vapor cloud 

moves laterally. The lateral spreading velocity, initially, 

is small compared to the axial jet velocity. Also, the amount 

of air entrained due to lateral spreading will be small 

compared to that entrained by the turbulent jet. As the 

ambient air is entrained, the density of the mixture 

decreases. If the amount of air entrained an any downwind 

location is known, the spreading characteristics of the vapor 

cloud can be calculated. The assumptions made in developing 

the gravity spreading model are as follows: 

• The cross section of the plume is rectangular 
on the ground surface. 

• The entrainment of air is only from the top 
(the entrainment from sides is neglected by 
assuming that the height of the cloud is small 
compared to width). 

• The concentration of vapor/aerosol at each 
cross section is uniform. The axial velocity 
is also assumed to be uniform. 

• The longitudinal and lateral entrainment at the 
density interface is inversely proportional to 
the locaL Richards.on .number._ 

A schematic of the geometry of the negatively buoyant plume is 

shown in Figure 1. The mass and momentum balance equations 

for a slice of cloud are derived in the original version of 

the paper (Mudan, 1983). 
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Figure 1 

Schematic Diagram of a Negatively Buoyant Plume 

Thermodynamic State of a Mixture of Air-Vapor and Liquid 

Aerosol 

When a small quantity of air is mixed with a vapor cloud 

containing liquid aer osols, the aerosols will begin to 

evaporate owi ng to the reduction in the partial pressure of 

the surrounding vapor and the heat provided by the air. In 

early stages of dilut ion, the temperature of the cloud and the 

partial pressure of the vapor will follow the saturated vapor 

pressure-temperature curve of the substance until all the 

droplets are evaporated. Subsequent dilution will raise the 

temperature of the mixture. Details of the thermodynami c 

analysis are given in Raj and Aravamudan (1980). 
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Turbulent Dispersion of a Negatively Buoyant Vapor Cloud 

In the "gravity spreading" region, the concentration of the 

vapor at any downwind distance is assumed to have a "top hat" 

profile, i.e., the concentration within the cloud is uniform. 

The spreading (i.e., the increase in the lateral dimension) of 

the cloud is essentially due to the effects of gravity. As 

the cloud spreads, the average density of the vapor in the 

cloud steadily decreases and asymptotically, the mean density 

of the cloud will reach that of the ambient air. When the 

density differences are small, the interaction between ambient 

turbulence and the vapor cloud is likely to dominate the 

spreading of the vapor cloud. The classical dispersion theory 

assumes that the concentration profile is Gaussian in shape. 

Once a criterion for transition from a top hat profile to a 

Gaussian profile is established, the further dispersion of the 

cloud due to atmospheric turbulence can be determined. The 

lateral spread velocity is equated to the ambient lateral 

turbulent velocity at the cloud height to determine the 

transition from gravity spreading to atmopsheric dispersion. 

Development of a Numberical Algorithm 

A closed-form solution to the problem of gravity spreading of 

a denser than air cloud can be found only under certain 

simplifying assumptions (Raj and Aravamudan, 1980). The 

presenc~ of liquid aerosols and their subsequent evaporation 

makes the problem more complicated. A numerical solution was 

sought to determine the extent of gravity spreading of a 

negatively buoyant vapor cloud with entrained liquid droplets. 

The amount of liquid aerosols initially released into the 

atmosphere is specified by the user. For the purposes of 

hazard analysis it is recommended that the maximum value of 

the liquid fraction be used. In Figure 2 is shown the width 

of a propane vapor cloud as a function of down wind distance. 

The source release rate is 100 kg/s and the initial vapor 

fraction and liquid fraction are 0.35 and 0.65 respectively. 

The chosen atmospheric conditions are D-Stability and a wind 

speed of 5 m/s. Shown in Figure 2 are the footprints of the 

vapor cloud for release veloeities-o-r400 m/s and 100m/s. As 
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can be seen from Figure 2, the downwind distance increases 

slightly because of a decrease in axial velocity. But the 

more profound effect of decrease in axial velocity is in the 

increase of the width of the vapor cloud. 

In Figure 3 is shown the fraction of the liquid aerosols 

contained in the vapor cloud for various exit velocities. As 

the exit velocity is increased, the mass of ambient air 

entrained into the vapor-aerosol system is also increased and 

the liquid aerosols evaporate faster. In Figure 4 is shown 

the mean temperature of the mixture as a function of downwind 

distance. The mixture temperature drops from the saturation 

temperature until all the aerosols are evaporated. Then, the 

temperature of the mixture increases and asympotically reaches 

that of the ambient air. The effect of liquid aerosols on the 

distance where transition from gravity spreading to 

atmospheric dispersion is shown in Figure 5. Also shown in 

Figure 5 are the cross wind widths at transition location. 
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Figure 3 

60 

Liquid Aerosol Fraction in the Vag?r Cloud is a Function of 

Downwind Distance for Various Exit Velocities 



80 

280 
_ ..... --...- -- --- ----- ... -- ------ ----"".... ----.I' ........--

/ /' 
I /" 

/ " 
-E=F.:;' .::::,.::': .. ::':.,'-1/ / 

lLI I I EXIT vELOCITY 

~220 \- --1-_- 400111,. 

i \ h--!----100 Iftl. I t ___ 25m'. 

~.JI , 
'-'" 

260 -

DOWNWIND DISTANCE, 1ft 

Figure 4 

Variation in Mixture Temperature with Exit Velocity 

These two distances are normalized with respect to downwind 

and crosswind distances in the absence of liquid aerosols 

(i.e. 100% propane vapor). As can be seen from Figure 5, the 

pressence of liquid aerosols modifies the behavior of the 

dense gas cloud. Increase of liquid fraction (for the same 

mass release rate) increases both downwind transition distance 

and the width of the vapor cloud. 

Conclusions 

Based on the analysis of the results, certain key parameters 

affecting the spreading and dispersion of negatively buoyant 

vapor clouds resulting from pressurized releases may be 

identified. The more obvious parameters affecting the 

dispersion distances are the source release rate, wind speed 

and the atmospheric stability. Additional parameters that 

affect the dispersion of negatively buoyant vapor cloud are as 

follows: 
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• Release Velocity: The release velocity appears 
to affect the downwind dispersion distances 
inversely. In general, the larger the 
velocity, the larger is the amount of air 
entrained and the shorter is the downwind 
dispersion distance. The crosswind dimensions 
increase rapidly with decreasing release 
velocity. 

• Liquid Fraction: For a given release rate, 
increase of liquid fraction increases both 
downwind dispersion distance and the maximum 
crosswind dimensions of the vapor cloud. 
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• Wind Speed: The 
dispersion distances 
dispersion region. 
releases, the wind 
influence on both 
dispersion distances. 
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Simulations and Parameter Variation Studies of 
Heavy Gas Dispersion Using the Slab Model -
Condensed * 
D.L. MORGAN, JR.; E.J. KANSA; L.K. MORRIS 

Liquefied Gaseous Fuels Program 

Lawrence Livermore National Laboratory 

Livermore, California 

Summary 
We are employing the SLAB model in ongoing studies of the atmo­
spheric dispersion of heavy gases. SLAB computer simulations of 
four of the Burro series large-scale 40-m3 liquefied natural 
gas (LNG) spill experiments at China Lake, California [1] have 
been successful in predicting distances to the lower flammability 
limit (LFL) [2]. We have used this model in simulations of three 
of the Coyote series of experiments [31 as well as in parameter 
variation and sensitivity studies [41 and improved simulations 
of some of the Burro tests. The parameters studied include source 
rate, wind speed, atmospheric stability, type of source gas, and 
source duration, as well as the parameters important to certain 
physics submodels. 

The SLAB Model 

The SLAB model is a one-dimensional model describing diffusion 

and gravity flow of a heavy gas released into the atmosphere [2, 

4-6]. The properties of the air-gas cloud are treated explicitly 

in their dependence on downwind distance (x) and time. The pro­

perties are slab-averaged in the horizontal (y) and vertical (z) 

crosswind directions. 

Five coupled, partial differential equations (POEs) of the model 

express the conservation of air and gas masses, downwind and 

horizontal momenta, and thermal energy. They are derived by 

averaging the Navier-Stokes conservation equations over y and z 

within the limits of the cloud. With the use of the hydrostatic 

approximation for pressure, these equations relate cloud motion, 

density, and temperature to the forces that affect them: gravity, 

the mixing in of air, heat flow from the ground, ground friction, 

air resistance, and the source gas. Another POE defines the cloud 

*Work performed under the auspices of the USOOE by LLNL under 
contract number W-7405-ENG-<l-S and the Gas Research Institute. 
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width by stating that the downwind_Lagrangian speed of the cloud 

edge in the y-direction is the material speed (vg ) plus the hori­

zontal air-entrainment speed (v e ). Together with the ideal gas 

law this equation provides the additional information necessary 

for defining the size and shape of the cloud. Thus, the SLAB 

model is quasi-three-dimensional. Algebraic submodels are em­

ployed to calculate turbulent diffusion (using entrainment), heat 

flow, friction, height-dependent wind speed, and crosswind gas 

concentration. In the averaging, it is assumed that concentra­

tion and temperature are independent of y and z, while the down­

wind cloud speed is independent of y and has a prescribed power 

law dependence on z. The speed in the y-direction is assumed to 

be proportional to Iyl. Since the model cloud is symmetric about 

y = 0, it is only necessary to consider one half of the cloud. 

This is done in defining the dependent variables of the SLAB 

equations which are (per unit downwind distance for all but B): 

m total mass of air and heavy gas, 

ml mass of heavy gas, 

E thermal energy, 

Px downwind component of momentum, 

Py mean horizontal crosswind component of momentum, and 

B width of the half-cloud. 

The variables, height (h), density (p), temperature (T), cloud 

speed (u), and volume concentration (Co), as well as Vg can 

be related to the above variables, e.g., 

ml 

where Ms and Ma are the molecular weights of the source gas 

and air. A formula based on experimental and theoretical infor­

mation is employed to obtain the concentration distribution in a 

crosswind plane: 

C - C -z/h - TIy2/4B2 
- 0 e , 

where it is assumed that the maximum concentration in the 

crosswind plane is equal to Co. 

Turbulent mass diffusion is modeled by entrainment of air into 
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the cloud surface. The entrainment rate depends on the air-cloud 

density and velocity differences and on the friction and convec­

tion velocities of the cloud. As the cloud becomes dilute,the 

entrainment rate approaches ambient. Our formulae for the ver­

tical and horizontal entrainment speeds, we and v e ' are 

fitted to experimental data and were derived by Morgan, Ermak, 

and Zeman [4-6]. The submodel formulae for we and ve are: 

where 

w = 

n 

0.4 w ---n--

(u; + 0.02 (OU)2 + 0.27 w;)1/2, 

~l + 0.28 Ri for Ri > 0 , 

~l - 0.90 Ri)-1/4 for Ri < 0 , 

where u* is the cloud friction velocity, ou is a density­

adjusted cloud-air velocity difference, and w* is the convection 

scale velocity. Ri is the Richardson number for the cloud, 

g(l-Pa/p) h/w2, where Pa is the air density, but its value is 

adjusted to approach the ambient value as the cloud becomes dilute. 

We use an empirical formula for heat flux from the ground, based 

on measurements made during the Burro series [1]: 

j ~ 0.0125 Cp P(Ta - T), 

where Cp is the specific heat of the cloud and Ta the air 

temperature. The formulae for the fluxes of horizontal momentum 

from the cloud into the ground (the effect of the ground fric­

tion) follow from atmospheric surface boundary layer theory [5]: 

where v = py/m is the mean horizontal crosswind cloud speed. 

The SLAB code employs a height-dependent wind speed ua • The 

speed of the air entrained into the cloud is assumed to be equal 

to the ambient wind speed at z = h: 
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where ua2 is the measured average wind speed at h2 = 2 m. 

The exponent is chosen to match the variation of wind speed with 

z for the conditions of interest. 

The theory of the SLAB model was initially developed by Zeman 

[5]. The current theoretical form was derived by Ermak and 

Morgan [2,6]. The SLAB computer model was developed by Morgan 

and Morris [6] and is described in detail in [41 and [61. 

Simulations 

We have conducted simulations of seven of the Burro and Coyote 

tests. The principal spill and meteorological parameters des­

cribing these experiments are given in the following table. 

LNG Spill Tests 

B3 B7 B8 B9 C3 C5 C6 
LNG Volume (ms ) 34.0 39.4 28.4 24.2 14.6 28.0 22.8 

Spill Rate 
(ms/min) 12.2 13 .6 16.0 18.4 13 .5 17.1 16.6 

Wind Speed (m/s) 5.4 8.4 1.8 5.7 6.0 9.7 4.6 

Ambient Richard-
son No. at 2m -0.22 -0.02 +0.12 -0.01 -0.32 -0.08 +0.03 

Figure 1 shows the maximum observed values of 10-s averaged LNG 

vapor concentration (by volume) observed at various downwind dis­

tances from the source for six of the seven tests. From such in­

formation the maximum distances to the LFL (C = 5%) can be deter­

mined (least squares linear fit on a log-log plot, emphasizing 

points near the LFL). These distances are shown in Fig. 2, where 

they are compared to SLAB predictions. The comparisons show good 

agreement, with Burro 8 being the weakest which we believe is due 

to the relatively high ambient stability, low wind speed, and 

high spill rate resulting in terrain-influenced gravity flow and 

cloud bifurcation[7]. The SLAB model cannot predict such effects. 

It is also possible that the entrainment and heat flow sUbmode1s 

may not be sufficiently accurate for Burro 8. 



Fig. 1. Maximum values of 10-s 
averaged data. Dotted lines 
indicate data in which RPT 
effects have not been removed • 
The solid horizontal line is 
the 5% LFL. The dashed line is 
for visual reference (C[%] = 
1000/x[m]). Arrows indicate in­
strument saturation. The 
results for Coyote 3 are 
simular to those for Burro 3. 
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Burro 8 
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Fig. 2. SLAB vs experiment 
LFL distance comparison. 
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Fig. 3. SLAB (solid) vs experiment 
(dashed) ccrosswind concentration 
comparison. 

Figure 3 is an example of a comparison between crosswind concen­

tration contours calculated by SLAB and from experimental data. 

The good agreement is typical of most comparisons excluding the 

bifurcated cloud of Burro 8. 

Figure 4 shows typical examples of SLAB vs experiment, time­

history comparisons for 1 m above the surface. Two comparisons 

at 3 m (Coyote 5) are included. In each case, the SLAB center­

line (y = 0) concentration for the indicated height above ground 

and downwind distance is compared to experimentally determined 

concentrations for all sensors in a horizontal crosswind row at 

the same height and distance. Such a comparison is made due to 
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meander of the cloud centerline. When the centerline passes over 

a sensor, the resulting concentration peak is the mean centerline 

concentration except for the presence of relatively smaller 

turbulent variations in the 10-s averaged data. Thu-s a correct 

model result would probably fall slightly below the highest 

concentration peaks. 

In Burro 9 and Coyote 5, RPT explosions [8] re1easeq puffs of LNG 

vapor that momentarily increased concentrations downwind. Such 

phenomena were not modeled by SLAB. Their presence is noted in 

the Coyote 5 comparisons where the effect was substantial. 

The SLAB time-history curves compare well with experimental data 

for Coyote 5 and Burro 9. The same is true for Burro 8 except 

for the very high concentration measured by the G11 sensor at 1 m 

(the nearly flat top of this curve is due to instrument satura­

tion) and the fact that the cloud tended to arrive and depart 

somewhat later than predicted by SLAB. Both of these differences 

are probably due to terrain-influenced gravity flow. The G11 

station was 4m lower than the average elevation of the 140 m row. 

Parameter Study 

Results of the parameter study using SLAB show the effects of in­

dividual variations of five parameters about values that define 

an LNG base case: rate 135 kg/sec: wind speed 5.7 m/s: neutral 

atmospheric stability. The base case is similar to Burro 9 

except a value of 0.05 is used for the friction coefficient c f ' 

instead of 0.08 as subsequently recommended by Zeman [private 

communication] and the source remains on until steady state is 

reached (c f affects the entrainment rate since u* is taken 
to be proportional to it). 

Results for variations in wind speed, stability, and in source 

rate, type, and duration are in Ref. [4]. Except for possibly 

wind speed, they agree with physical expectation. The effects 

on concentration, height, and width of the cloud, due to 

resulting variations in gravity flow, turbulent mixing, and 
cloud heating, are seen. 
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Fig. 5. SLAB predicted effects 
of wind speed variation on LNG 
vapor dispersion (3m/s dashed: 
5.7 mls solid: 15 mls dotted) • 
Ambient stability, source 
rate, and other parameters are 
held constant. The horizontal 
line in the concentration plot 
is the 5% LFL. The effects of 
wind speed variation are 
markedly different from the 
wind speed effects on the dis­
persion of trace pollutants, 
where cloud height and width 
are independent of wind speed 
and concentration is inversely 
proportional to wind speed. 
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The results for wind speed variation (stability is held constant) 

are shown in Fig. 5. Increasing u a2 reduces the height and 

width of the cloud (they are constant for trace pollutants) , 

since the air-cloud density difference leads to entrainment 

speeds that are much less than proportional to u a2 • This 

decreased dependence of entrainment on wind speed is sufficient, 

in the SLAB model, to lead to the higher values of downwind 

concentration for higher wind speed shown in the figure. This 

result is in contrast to trace pollutant dispersion where con­

centration is inversely proportional to wind speed. In light of 

the approximate nature of SLAB's entrainment formulation, the 
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exact magnitude of this difference in wind speed dependence is 

uncertain, but it is clear that such a difference exists. Our 

experimental data may indicate a slight inverse dependence of 

concentration on wind speed for constant source rate and ambient 

stability, but they are definately inconsistent with the inverse 

proportionality for trace pollutants. 

We have also tested the sensitivity of our results to the fric­

tion coefficient value c f ' the choice made for the heat flow 

submodel, and to inclusion of the retarding force of surface 

friction on motion of the cloud. Details of these tests are 

given in Ref. [4]. A base case similar to the above was em­

ployed. We find that the recommended value of Cf = 0.08 gives 

good agreement with experiment but values of 0.04 and 0.12 give 

poor agreement. Employing a theoretical ground heat flow model 

in place of our empirical model also significantly reduces agree­

ment [4]. In contrast, taking the surface friction to be zero 

has no signifcant effect on our results. Thus, at least for the 

conditions of the base case, accurate submodels for entrainment 

and heat flow are important for accurate modeling of LNG vapor 

dispersion, but the retarding force of surface friction is not. 

Conclusions 

The SLAB model has achieved good agreement with experimental data 

in predicting gas concentration levels measured in the seven 

Burro and Coyote vapor dispersion experiments it simulated. In 

the most difficult case (Burro 8), SLAB did reasonably well in 

predicting those features for which it was designed. 

The dependence of SLAB model results on source rate, atmospheric 

stability, source type, and source duration is physically reason­

able. The dependence of downwind concentration on wind speed 

indicates less of a dependence in heavy gas dispersion than the 

inverse proportionality in trace pollutant dispersion. This 

alteration is significant and worthy of further investigation. 

The choice of model for heat flow from the ground into the cloud 

is found to be quite significant to the dispersion of the cold 
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LNG vapor. The level of air entrainment, which is somewhat un­

certain, is also quite significant, and it is therefore important 

to formulate accurate entrainment/turbulence models for heavy gas 

dispersion. For the cases studied, the retarding effects of 

ground friction on the cloud appear to be of much less 

significance. 
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Application of Advanced Turbulence Models in 
Determining the Structure and Dispersion of 
Heavy Gas Clouds 
[) M Deaves 

Atkins Research and Development Epsom, Surrey, UK 

Summary 

The present paper reviews the use of a particular form of higher order 
turbulence modelling in heavy gas dispersion, and demonstrates its potential 
for use in complex situations. It is also shown how such models can be used 
to provide more general information on the detailed turbulence structure 
within a heavy gas cloud. A currently available 3D heavy gas dispersion 
model is also described, and examples given of typical applications. 

1. INTRODUCTION 

The current interest in heavy gas dispersion, which is likely to increase as 

the Seveso Directive(l) takes effect, has resulted in the development of a 

number of mathematical models. A useful assessment of currently available 

models has recently been given by Blackmore et al(2). A realisation of 

the limitations of the simple 'box' type of model has provoked increasing 

interest in alternative K-theory models, whose main advantage is the ability 

to include the effects of complex terrain, buildings etc. 

It has recently been pointed out(3), however, that all the models 

currently under consideration predict mean concentrations, where the average 
is taken over some time period. This raises difficulties in predicting a 

phenomenon which is basically non-deterministic, and comparing with non­

repeatab 1 e fi e 1 d or model tests. These problems can on 1 y be overcome by 

consideration of probability density functions, or, at the very least, 

computation of rms concentration fluctuations. 

2. MODELLING OF HEAVY GAS DISPERSION 

2.1 Flow Effects 

The relative density difference of-the gas compared with that of air will 

tend to affect the mean motion of both the cloud and the atmosphere in its 
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neighbourhood. In the early stages after release, the cloud will tend to 
retain some of its inertia, and provide an effective obstruction to the 
flow. As the gas is accelerated towards ambient windspeed the negative 
buoyancy will induce a downward velocity, which will also draw air downwards 
and thus modify the ambient flow field. 

Whilst the mean flow effects are fairly obvious, and reasonably easy to 
visualise, those associated with turbulence are less apparent, but have 
greater si gnifi cance to the di spersi on properti es of heavy gases. An 
analogous si tuat i on to that provided by a heavy gas cloud is found in 
natural atmospheric conditions when a temperature inversion exists, and the 
stratification is extremely stable. The reduction of the diffusion 
coefficient to zero at the inversion height in these cases implies that a 
certain amount of turbulent mixing is still taking place below the inversion 

level, but almost no mixing occurs across this interface. 

The downwind dispersion o'f a heavy gas cloud in a steady wind is al so 

characterised by a region in which the negative density gradient suppresses 
turbulent mixing, and this stratification not only affects the dispersion 
characteristics of the cloud, but also tends to modify the structure of the 
atmospheric turbulence. Figure 1, from Gibson & Launder(4) shows the 
variation of the normal stress ratio with stability. They also discuss the 
importance of modelling the wall effects correctly; the dashed line in the 
figure shows that -W2j\j2 decreases with stability in a free shear layer, 
whereas the solid line, along with atmospheric data, displays the opposite 
behaviour. Thi s phenomenon occurs because of the combi ned effects of 
stability and wall proximity; increasing stability gradually de-couples the 
eddy size scaling from its proportionality to distance from the wall. 

2.2 K-theory Models 
These models set up transport equations for momentum, concentration, 
temperature etc. The coupling between these equations enables the effect of 
the heavy gas on the flow patterns to be modelled, but necessitates an 
iterative solution. The turbulence is modelled using K-theory, which 
requires an eddy viscosity (K) in order to close the system of equations. 
For undisturbed atmospheric flows, it is straightforward to specify K 
algebraically and this type of model can be used with confidence. However, 
the presence of the heavy gas will ... affect the turbulence in a way which 
depends on the solution, and will actually reduce the diffusion coefficient, 
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K. to zero in certain circumstances. Similarly. specification of K in the 
presence of obstructions is unlikely to be good enough to enable the complex 
dispersion effects to be computed accurately. 

An alternative method of specifying K is to relate it to local values of 

turbulence energy (k) and dissipation (E). which in turn are found as 
solutions to transport equations. This k-E model is an improvement over an 
algebraic specification of K since. with the appropriate turbulence 
suppression term due to buoyancy in the equations. regions of high density 
gradient result in low values of k. and hence very small values of K 
(Kctk2/E). The model has also been used extensively in many engineering 
flows in which regions of recirculation are present(5). It therefore 

opens up a wider class of problems, namely those in which obstructions play 
a significant part. and these are the subject of the current phase of the 
Thorney Island Heavy Gas Dispersion Trails(6). 

2.3 Algebraic Stress Modelling 
The eddy diffusivity which is used in the k-Emodel is assumed isotropic. 

whereas. as indicated in Figure 1. stability is known to affect the 
different stress components in different ways. This could result in a 
differential suppression of turbulence. which cannot be reproduced in a 
k-E model. and a more realistic representation requires a consideration of 
the equations for the Reynolds stresses. When concentration fluctuations 
are included. a large set of transport equations(7) results. all of which 
would need to be solved by finite differences (or some other suitable 
numeri ca 1 technique). Thi s makes such methods economically unattracti ve. 
and their present state of development does not really justify their 
application to the complexities of heavy gas dispersion. 
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Figure 1. Variation of Normal Stress Ratio with Stability for 
wall shear layers (from~4l) 
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However, some fairly simple modelling assumptions enable the transport 
equations to be reduced to a set of algebraic equations which can then be 
solved in conjunction with a modified k-£ model. This is known as algebraic 
stress modelling (ASM)(8), and has been successfully applied to other 
dispersion problems in the atmosphere (9). Smith & Takhar(lO) applied 

this technique to a study of saline intrusion in tidal channels and 
estuaries, while Meroney(11) applied the method to stably stratified 
atmospheric flows. He concluded that the level of sophistication afforded 
by algebraic stress models was both necessary and also sufficient for 
predicting the detail of such stratified flows. 

It therefore appears that algebraic stress modelling, which requires only a 
little more computational effort than the standard k-£ model, could provide 
significant improvements in the understanding of heavy gas cloud structure, 
and in the prediction of the dispersal of such clouds. 

3. APPLICATION OF ASM TO HEAVY GAS DISPERSION 

3.1 Objectives 

It was outside the scope of this paper to formulate and program a completely 
general form of algebraic stress model for heavy gas dispersion. The 
objective was therefore to identify an appropriate form of the model, 
simplify it to an equilibrium boundary layer flow, with a layer of heavy 
gas, and deduce the behaviour of various turbulence quantities as the 
stability (i.e. density of the gas layer) is increased. 

3.2 Formulation for Equilibrium Wall Layers 
It has al ready been indicated that different stress components vary with 
stability in different ways. It is also evident from Figure 1 (and expanded 

in greater detail by Gibson and Launder(4» that the presence of a wall 
al so modifi es the way in whi ch stabil i ty affects the stresses. Si nce a 
heavy gas wi 11 always di sperse from a cloud whi ch hugs the ground, it was 
decided to use the Gibson-Launder formulation, which includes both wall 

proximity and stratification effects. 

Full details of this scheme are given in(4), but the results are 
outlined here. The first important parameter is the flux Richardson number, 

Rf , defined as the ratio of buoyancy to shear turbulence production. 
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I _;ow, 3/ 
Secondly, f = ~ 2 (1) 

EKZ 

defines the wall length-scale function, where: -uw is wall shear stress 

(= u~), K is von-Karman's constant (= 0.4) and Z is distance from the wall. 

For a full application of ASM, -uw and E would both be computed for use in 

equat ion (1). However, for the present si mpl ifi ed study, the empi ri ca 1 

variation of the dimensionless mean shear is used to relate f to Rf : 

f = 1 - 4.5 Rf (2 ) 

Thi sis not an integral featu re of the model, but is used to illustrate 

stability dependence, and enable simple numerical results to be obtained. 

The resulting equations for an equilibrium (P + G =E) wall shear layer are 

gi ven by Gi bson and Launder and relate the quant i ties "Li2, w2 , Uw, up' , wp' 

and pi2 to k, E,aU/aZ and ap/az. For given values of velocity and density 

gradients, the various assumptions made can be applied to obtain consistent 

values of E, u* and k, and hence the correlations w2, wp' etc. More 

general application of ASM would require an iterative solution of a complete 

set of simultaneous equations of the form given above. 

height 
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Figure 2. Conditions for ASM Test Case 

3.3 ASM Results for a Simple Test Problem 

A simple equilibrium flow has been chosen in which a layer of dense gas h 

metres thi ck is bei ng transported and di spersed by a wi nd of speed U (h) at 

the hei ght of the cloud top, as shown in Fi gure 2. The dens i ty difference 

between the top and bottom of the cloud is lip, implying a density gradient 

of lip/h. If it is assumed that changes to the flow variables occur much 

more slowly in the streamwise direction than in the vertical, the simplified 

formulation given above can be used. 
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Figure 3. Variation of Normal ised Turbulence Quantities with 
Cloud Density (h=lm u(h)=4m/s) 

Figure 3 shows the variation of k andEwith stability for increasing 

Richardson number Ri • The assumptions concerning the length scale 

function f imply a critical Rf of 0.22, giving a critical Ri of 0.18, 

which is therefore dependent on the empirical results used in equation (2). 

In any more general application of ASM, the appropriate buoyancy suppression 

terms in the k and E equations wou 1 d determi ne the 1 oca 1 cond i t ions under 

which turbulence was suppressed. The results of this Figure demonstrate the 

expected behaviour, and imply that the effective diffusivity, proportional 

to k2/E, decreases almost linearly to zero at the critical value of Ri • 

The curves shown are not uni versa 1, but depend weakly on both hand U (h); 

their general shapes, however, remain the same. 

Figure 4 shows the corresponding variation of the correlations U7)T, wp', 

and p72; the normalisations used in this figure result in universal 

profiles, valid for any hand U(h). Since concentration fluctuations can be 

obtained from p' = b.pC' (for b.P/PA small), correlations involving 

concentrations, rather than densities, will be as shown in Figure 4. This 

interpretation of that figure illustrates more clearly the reduction in 

turbulent mixing due to stability. 

The results given in Figures 3-4, although dependent upon empirical 

specification of the length scale function, do at least indicate the 
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potential of ASM in heavy gas modelling. In principle, it should be 
possible to feed back the stresses and correlations into the mean flow 
equations, thus obviating the need for the specification of isotropic 
diffusivities. The only other requirement is a consistent k-£ model to 

compute these quantities for insertion into the algebraic equations. 

4. APPLICATIONS OF THE COMPUTER PROGRAM HEAVYGAS 

4.1 Turbulence Modelling Used 
The Atkins R&D computer program HEAVY GAS has been developed to provide a 3D 
prediction method for complex heavy gas dispersion problems in which such 

effects as obstructions, terrain irregularities etc, are present. The 
current version of the program incorporates a modified form of the 
k-£ turbulence model, as described in 2.2. The main effects of the heavy 
gas on the equations of motion are to put an additional body force in the 
mean momentum equation, and turbulence suppression terms, proportional to 

~~, in the k and £ equations. The particular form of the modelling of 
these suppression terms is that given by Rodi(8). 

4.2 Gas Dispersion by Water Spray 
Thi s work has recentl y been re_ported in. .more detail el sewhere (14 ). In 

order to show the the agreement between experimental and predicted results, 
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one of the three configurations considered will be presented here in 

detail. 

u' , 
u = - In-

k '0 

av = 0 
ay 

location of barrier 

1 v = Ve 

u = v = 0 

Figure 5. Typical Flow Domain 

!E = 0 ax 

The experimental set-up consisted of a water spray barrier pointing 450 

forwards into the wind and entraining a large volume of air. A section 

through the plane of symmetry of the computational domain is shown in Figure 

5. The spray is only treated as a source of momentum, and the velocity 

specified at the point at which the spray is effecti vely acting is that 

computed by Moodie et al (15), who undertook the measurements. 1.4 Kg/s of 

C02 was released from a 'point source' 15m upwind of the barrier. The 10m 

windspeed was 2.7 m/s, and the entrainment velocity of 3.6 m/s acted over 

the barrier width of approximately 30m. Unfortunately, only 3 gas sensors, 

each at O.5m above the ground, were operational. 

C% 3 ,I ® experimental data 

\ z Om 
) computed results 

2 e\ z 4m 

\ 
1 \ ....e ....... -- --- -~-
0 X(m) 

5 10 15 20 25 

Figure 6. Concentration Profiles at O.5m Hei ght (Run 19) 

The comparison between computed and experimental results is shown in Figure 

6, in which z represents lateral distance from the centre-line. The 

agreement on this figure is good, and the method of dispersal can be clearly 

seen in Figure 7; the entrained air forms an upwind recirculation which both 

lifts and mixes the gas, which had previously been hugging the ground. 

Velocity vectors are shown since streamlines are not defined in 3D flows. 
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4.3 Predictions for Thorney Island Phase 2 
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The second phase of the Thorney Island trials(6) is concerned with 
dispersion of heavy gases in the presence of buildings and fences. Although 
the pri mary objecti ve is to obtai n data agai nst whi ch to val i date wi nd 
tunnel tests, the data will also be particularly useful for validation of 
the program HEAVYGAS. Indeed, the results presented here were produced in 
response to the HSE's request for model predictions. 

1~ 
I 

Wind 

~ 

8. Test Case from Thorney Island Phase 2 Trials 

The configuration under consideration is shown in Figure 8; the wind speed 

is 2 mis, the edge of the building is 20m upwind of the edge of the gas 
tent, and the relative density of the gas released is 2. Since the release 
is instantaneous, it is anticipated that the wakes, not only of the 
building, but also of the tent, will be significant in the early stages of 
cloud development. A steady state wind flow solution was therefore obtained 

with the tent in place before releasing the gas into a transient computation 
which enabled the progress of the cloud to be tracked. 
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Figure 9. Thorney Island Phase 2 Predictions 

The results are presented in Fi gure 9 in the form requested by the HSE. 

This was obtained by plotting a time history of the results at each grid 

node, then picking off the maximum concentration. The effects of the upwind 

building can be clearly seen and could not be predicted by Simpler box-type 

models. The building causes not only a blocking effect, but also tends to 

entrain the gas upwards within its wake. This implies that concentrations 

will remain relatively high in this region for some time, and the entrained 

gas will be slowly picked up by the ambient wind to feed more of the heavy 

gas into the cloud which has developed downwind. 

5. CONCLUSIONS 

a) It appears that algebraic stress modelling is necessary in order to 

provide both more realistic modelling, and also better information on 

the structure of dispersing heavy gas clouds. 

b) HEAVYGAS in its current form predicts, at least qual itati vely, the 

effects of flow modifications on the dispersion of heavy gases. 

Quantitative validation will be more feasible when results emerge 

from Phase 2 of the Thorney Island trials. 

c) Future development of HEAVYGAS will be directed towards the 

i ncorporat i on of ASM, and the development of an effi ci ent a 1 gori thm 

for solution of the modified system of equations. 
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Recent Results in Simulating LNG Vapor 
Dispersion over Variable Terrain * 
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Livermore, California 94550, U.S.A. 

Summary 

The performance of a three-dimensional, conservation equation model (FEM3) is 
assessed herein via simulating three distinctly different, approximately 30 m 3 LNG 
spill experiments. In general, good agreement between model predictions and field 
measurements was observed and many important features associated with heavy gas 
dispersion were successfully reproduced. 

Introduction 

During the past several years, the Lawrence Livermore National Laboratory 

(LLNL), under the sponsorship of the U.S. Department of Energy, has been conducting 

safety researCh related to the possible consequences of liquefied natural gas (LNG) 

spills. Under this program, LLNL and the Naval Weapons Center (NWC) jointly 

conducted the Burro and Coyote series of LNG spill experiments at China Lake, 

California during 1980 and 1981 respectively (see [1] and [2]). As part of the program, 

LLNL has also been developing numerical models for predicting the vapor dispersion 

from LNG spills. FEIV13 is one of such recently developed models. 

An early version of the FEiV13 model was applied to simulate several of the Burro 

series experiments and yielded results that correlated quite well with field data [3]. In 

particular, the model successfully predicted the bifurcated structure of the vapor cloud 

in Burro 8, whiCh was conducted under calm wind conditions. Since then FEiV13 has been 

extended to treat variable terrain, together with an improved K-theory turbulence 

sub model to account for density stratification and ground heat transfer effects. It was 

demonstrated subsequently that, even with the gentle terrain at the test site, its 

effects on the dispersing vapor cloud were quite profound, especially in the gravity-flow 

dominated regimes such as that of Burro 8 [4]. 

In the present paper, we further assess the performance of the FEM3 model, using 

data from both the Coyote and Burro series. The tests selected for such purpose 

include Burro 8, Burro 9, and Coyote 5, which were conducted under very 

* ---This work was performed under the aus(;lices of the U. S. Department of Energy by 
the Lawrence Livermore National Laboratory under contract No. W-7405-Eng-48. 
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different atmospheric conditions. The two Burro tests are reexamined here for two 

reasons: (1) some of the field data had been updated recently, and (2) some additional, 

and perhaps more appropriate means for comparing model predictions and data are 

considered. Model validations using the Coyote data are being conducted for the first 

time but, for brevity, only the results of Coyote 5 are presented in this report. 

The Numerical Model 

The present model is based on solving the three-dimensional, time-dependent 

conservation equations, of which a generalized anelastic approximation is employed to 

accommodate large density variations in both space and time and yet to preclude sound 

waves. These governing equations are: 

and 

_a<~) 

dt 
m 

+ ~ • ~ = - 'Vp + 'V • (~ .~) + (p- %) g, 

'V • (~) = 0, 

de 1 _A C pN - CPA 
-;- + u • 'V e = - 'V' ( d'~ K' • 'V e) + at - pC P .... ,,= C P 

aw w at +!:! • 'Vw = p 'V • (~ • 'Vw), 

PlVl P 
p=--= 

RT RT(..l!L + 1- w) 
MN lVlA 

(1) 

(2) 

(3) 

(4) 

(5) 

where!:! = (u, v, w) is the velocity, p is the density of the mixture, p is the pressure 

deviation from an adiabatic atmosphere at rest, with corresponding density %, g is 

the acceleration due to gravity, e is the potential temperature deviation from an 

adiabatic atmosphere at e, w is the mass fraction of N G vapor, and Km, 
o ::: 

~ e, and ~w are the eddy diffusion tensors for momentum, energy, and NG 

vapor, CpN ' CpA' and Cp = w CpN + (l-w) CpA are the specific heats 

for N G vapor, air, and the mixture, respectively. In the equation of state, P is the 

absolute pressure, R is the universal gas constant, lVl N, lVi A are the molecular 

weights of N G and air, and T is the absolute temperature. 

The above set of equations, together with appropriate initial and boundary 

conditions, are solved via a modified finite element method. Detailed description of 

the model and its applications can be found in Chan, et ale [4] and in Chan [5]; the 

related numerical techniques were described in Gresho, et ale [6]. 
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Model-Data Comparisons 

In tnis section, we compare model predictions with field data for the tnree 

selected spill tests, for which the spill and meteorological conditions are summarized in 

Table 1. Attention is given here to the downwind distance to tne lower flammability 

limit (LFL), i.e., 5 % volume fraction, the time variation of concentration at some 

specific locations, tne size and shape of the concentration contours, and tne maximum 

concentration as a function of downwind distance. More thorougn comparisons will be 

given in lVlorgan et al. L 7J. 

Table I. Spill and Meteorological Parameters 

Parameter Burro 8 Burro 9 Coyote 5 

Spill Volume (m 3) 28.4 24.2 28.0 

Spill Rate (m3/min) 16.0 18.4 17.1 

Wind Speed at 2 m (m/s) 1.8±O.3 5. 7±O. 7 9.7 ±l.3 

Friction Velocity, Diabatically 
Adjusted (m/s) 0.074 0.252 0.437 

Momentum Diffusivity at 2 m, 
Diabatically Adjusted (m 2/s) 0.037 0.212 0.426 

Richardson Number at 2 m +0.121 -0.014 -0.076 

lVlonin-Obuknov Length Scale (m) +16.5 -140 -26.5 

Atmospneric Stability Slightly Neutral Slightly 
stable unstable 

Pernaps one of tne more basic comparisons tnat can be made between model 

simulations and experiments is the time history data of concentration at individual 

sensor locations. Time history data, nowever, are generally quite sensitive to tne 

location witnin the cloud due to tne effects of cloud meander, statistical variations, and 

vapor source generation fluctuations, all of wnich are not treated in the present model. 

In order to minimize these effects, the predicted time-l1istory curves of gas 

concentration at a specified heignt and downwind distance on the center plane are 

compared with the time history data of all the operating sensors on a crosswind arc for 

-the--sam~, ele-vatienand downwind, EJ.istance,. 

Tne concentration contours on horizontal and crosswind planes provide a more 

global view of the dispersing vapor cloud, its time-varying size and shape, and 

particularly the extent of the flammable zone. However, due to the sparseness of field 
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measurements, some uncertainties obviously exist in the generated experimental 

contours. For instance, the uncertainty in the distance to the LFL was estimated to be 

approximately ±Ui% for all the Burro and Coyote tests [7]. 

Another type of useful comparison is the maximum concentration as a function of 

downwind distance. In taking the maxima, a particular value of downwind distance is 

Chosen, while time and location on the crosswind plane (for convenience, the crosswind 

plane is taken to be a cylindrical surface in the experiments and a plane normal or 

nearly normal to the mean wind direction in the numerical simulations) are varied to 

find a maximum value of concentration. Such comparisons are useful because cloud 

meandering and certain statistical variations are taken into account. 

Coyote 5 

Coyote 5 was conducted under high wind and slightly unstable atmospheric 

conditions with significant wind meandering (::,70) during the spill test. Near the end of 

the spill, a relatively large rapid phase transition (RPT) explosion was recorded. This 

test was simulated with a flat terrain assumption. 

In Fig. 1 the concentration contours on three crosswind sections are compared. 

Taking into account the effects of cloud meandering, the present model apparently 

predicts the overall cloud Shape and sizes rather well. The greatest discrepancy 

appears to be at x = 140 m (in maximum concentration) and is probably attributable to 

RPTs and other effects such as vapor source generation flUctuations and wind 

meandering, which are not numerically modelled. 

la} Experiment (b) FEM3 

80 

1 1 
i. 
:I! 

80 

80 

Crosswind distance (m) Crosswind distance 1m) 

Fig. 1. Coyote 5 crosswind contour plots of concentration at various downwind 
locations and times. 



Tne maximum concentrations 

versus downwind distance are compared 

in Fig. 2. Two experimental curves 

were plotted, one with data from all 

sensors and the other constructed only 

with data unaffected by RPTs. The 

agreement is generally quite good. The 

agreement on the downwind distance to 

the LF L, 260 m numerically vs. 210m 

experimentally, is also reasonable. 

Burro 9 

20 

'0 

109 

FEM3 (flat terrain) 

50 '00 200 400 600 1000 

Fig. 2. Coyote 5 maximum concen­
trations versus downwind distance. 

Tne Burro 9 test conditions include a high spill rate, moderate and fairly steady 

wind speed, and neutral atmospheric stability. However, a series of RPT explosions 

occurred and rendered some "of the data unreliable. Tnis test was simulated with both a 

flat terrain and a simulated variable terrain of the test site. 

In Fig. 3, FElYl3 results for· two specific locations (x=l40 m and 400 m, respectively; 

both at !l=l m) on the cloud centerline are compared witn the respective time history 

data of gas sensors. Since the vapor cloud of Burro 9 did not meander very mUCh, it is 
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Fig. 3. Burro 9 time history data of gas concentration with FElVl3 results superimposed. 
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appropriate in this case to compare the predicted time history curves. with data from 

the corresponding gas sensors, GOS and T03 respectively. In general, the agreement 

between variable terrain results and field data is very good; the results from the case 

of flat terrain are satisfactory except the peak value for x = 140 m was overpredicted 

by approximately 5% in volume fraction. 

In Fig. 4, the variable terrain results of concentration contours 1 m above ground 

are compared with field data, at the times when the downwind distance to the LFL 

reaches its maximum value. Despite the difference in times (80 s vs. 120 s), the 

agreement between model predictions and field measurements is remarkably well 

regarding the cloud size, shape, and the slight deflection of the vapor cloud toward the 

lower terrain. The discrepancy in timing is probably due to two main reasons: (1) the 

variations of the ambient wind speed (± 0.7 mls) during the spill test, and (2) the 

fluctuations in vapor source generation, both of which are not treated in the present 

model. 

The comparison of maximum concentrations as a function of downwind distance is 

shown in Fig. 5, with the 57-m row data omitted because of RPT explosions. Overall 

the agreement is very good, with the variable terrain results being closer to the 

experimental curve with RPTs removed. The maximum downwind distance to the LFL 

is approximately 325 III at t '" 80 s in the experiment; the calculated results are 

approximately 350 m at t '" 90 s for the case with flat terrain, and 330 m at t '" 120 

s for the case with variable terrain. 
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Burro 8 

Burro 8 was conducted under calm wind and slightly stable atmospheric conditions. 

The Burro 8 test is especially interesting because the very low wind speed permitted the 

gravity flow of the cold, dense gas to become so dominant that the flow within the 

cloud was almost "decoupled" from the ambient atmospheric boundary layer. The cloud 

spread in all directions including upwind, developed a very distinct bifurcated structure, 

and lingered over the source region for more than 1 00 seconds after the spill was 

terlJlinated. 

In Fig. 6, the time histories of gas concentration for sensors G07 and GIl are 

compared. These gas sensors are located within the larger lobe of the vapor cloud. The 

agreement between model predictions and data for G07 is excellent except, for late 

times (t>250 s), the vapor cloud appears to linger at least 100 seconds longer than 

predicted. The agreement with GIl is quite good for cloud arrival time and for 

concentrations less than 15%; the agreement for maximum concentration is probably 

reasonable. Unfortunately, this sensor was saturated at about 16% and the actual peak 

value was not available. The discrepancies in cloud departure times are probably 

caused by a combination of the following factors: (1) the ambient wind speed was 

decreasing in a fairly steady faShion, by about 30%, over the entire duration of the test, 

which indeed was not modelled, (2) the actual vapor generation rate probably fluctuated 

considerably during the test (as opposed to a uniform rate assumed in the model) and 

the actual duration of vapor generation might be somewhat longer than assumed in the 

simulation, and (3) the present turbulence and ground heat transfer sUbmodels might not 

be sufficiently adequate for the flow regime being simulated. 
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Fig. 6. Burro 8 time history data of gas concentration for sensors G07 and GIl with 
FElVl3 results superimposed. 
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Tne concentration contours at a height 1 m above the ground and t = 180 s are 

compared in Fig. 7, where the dashed lines indicate the edges of the instrument array. 

The numerical results are in fair agreement with the data with respect to the downwind 

extent of the concentration contours, although the shapes of some of the contours 

differ significantly. There is considerable bifurcation in the experimental contours. In 

the numerical simulation, while the 5 % contour shows only a hint of bifurcation, the 

higher concentration contours are definitely bifurcated and seem to agree rather well 

with the data. The difference between the numerical results and the data is believed 

partly due to the reasons stated above and partly due to the lacK of data between the 

140-m and 400-m rows. 
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Fig. 7. Burro 8 contour plots of concentration 1 m above ground at t = 180 s. 

The crosswind concentration contours for the same time at a downwind distance of 

140 m are compared in Fig. 8. Overall, both numerical results are in fairly good 

agreement with the data regarding cloud height and cloud bifurcation. As expected, the 

variable terrain results do have better detailed agreement, namely, a higher left lobe 

and the absence of a 15 % contour in the right lobe. 

In Fig. 9 the maximum concentrations-versus downwind distance are compared. In 

general the agreement is good, with the variable terrain results being somewhat lower 

than the other two curves. Besides the aforementioned reasons, some of the 

discrepancies are probably attributable to the statistical variations (in time) of the 

concentration data, for which the experimental curve represents an upper bound. The 

inconsistency adopted in defining the crosswind plane in the experiment and the 

numerical simulations might also have some effects, especially for a highly bifurcated 

vapor cloud such as Burro 8. 
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Tne predicted maximum downwind distance to the LF L is approximately 47U m at t 

'" 310 s from the flat terrain simulation, and is about 400 m at t '" 300 s from the 

variable terrain simulation. In the experiment, based on the concentration contour 

plots (wnicn are somewhat incomplete because tne vapor cloud extended well beyond 

tne edges of the sensor array), tne best estimate appears to be about 440 m at t '" 400 

s. In view of tne uncertainties associated with interpolating the field data and various 

numerical simplifications employed in the numerical model, tne agreement is 

apparently satisfactory. 
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Fig. 8. Burro 8 crosswind contour plots 
of concentration 140 m downwind 
at t = 180 s: (a) experiment; 
(b) flat terrain simulation; 
(c) variab~e terrain simulation. 
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Fig. 9. Burro 8 maximum concentra­
tions versus downwind distance. 

In this paper, tne FEM model has been furtner assessed via simulating three 

distinctly different LN G spill experiments. In general, good agreement between model 

predictions and field measurements was Observed. In particular, the overall results 

obtained in variable terrain simulations were shown to correlate much better with the 

field data. Many important features of tne dispersing cloud observed under lignt wind 

conditions, including spreading of the vapor cloud in all directions, cloud bifurcation, 

and cloud deflection due to sloping terrain, were all successfully reproduced. 
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Thus far, predictions of the present model have been compared only with field tests 

representing a limited range of spill scenarios. Additional comparisons with 

well-instrumented, larger scale dispersion experiments are needed before the model can 

be applied with confidence to simulate the atmospheric dispersion of a wide variety of 

heavy gas spills of practical interest. 
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On the Dilution of a Dense Gas Plume: 
Investigation of the Effect of Surface Mounted 
Obstacles 
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DK-4000 Roskilde, Denmark 

Summary 
The various stages and mechanics in the formation of a dense 
plume resulting-from a continous flashing of a pressurized 
liquid gas is described. Further some simple considerations is 
offered regarding the effect of a simple porous two-dimensional 
obstacle on such a plume. Finally a limited set of full scale 
experimental results, in which C02 is used as a model gas, is 
presented. 

Introduction 

In the assessment of potential hazards from inadvertent relea­

ses of e.g. chlorine, a number of uncertainties exists. Examp­

les from the extreme ends of the course of an incident are: 
the uncertainty related to the effective gas release rate 

associated with various leakage geometry (blow-down, two-phase 
flow, aerosol formation): and the uncertainty related to physi­

ological effect-dose relationships. These uncertainties are 

normally dealt with by making conservative assumptions. For 

the phases in between the two, the dispersion phase, formulae 

are available for calculation of dispersion over flat even 

terrain. In presence of obstacles (which in practice is the 

usual case) little guidance can presently be given. Furthermore 

it is not possible even in principle to take a conservative 

point of view, since obstructions of the order of the plume 

dimensions can either enhance or diminish the dosage locally. 

To work towards a solution of this problem, a project has been 

initiated, in which the obstruction used is a usual shelter 
fence placed perpendicular to the plume axis, and two-dimen­

sional in the sense that it is wider that the cross wind dimen­
sion of the plume. The advantage of starting out with an ob­
stacle of this type is that its aerodynamic characteristics are 
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well documented: for an early account see Jensen [1], and 

results from recent experiments are given by Bradley and 

Mulhearn [2]. 

Plume Stages and Mechanics 

Wanting the tests to be as realistic as possible dictated that 

the heavy plume should be obtained through blow-down from the 

liquid phase of pressurized gas. Fig. 1 shows the various stages 

which may be identified in such a release. 

Immediately outside the point of release a fraction: typically 

~ 20% of the liquid flashes. The heat qf vapourization is de­

livered by the remaining liquid the temperature of which is 

brought down to the boiling point at atmospheric pressure, At 

the same time the vigour of the boiling process causes the re­

maining liquid to be shattered into fine droplets. The diameter 

of these droplets is supposed to be quite small: Thus according 

to Resplandy [3] typically 10 ~m. The sudden evaporation causes 

the jet cross sectional area to widen substantially, typically 

100 times (~ Pliq x (molar volume/molecular weight) x fraction 
of liquid flashed) corresponding to a 10 times increase in jet 

diameter in the outflow zone. The phenomenon is clearly visible 

on the close-up photo (fig. 2) of the release conditions in the 

present experiments. 

-I GROWING 

I , 

---+---
Xs 

Fig. 1 Blow-down from the liquid phase of a pressurized gas, 
with ensuing vapour/aerosol iet. Various stages in the develop­
ment of the resulting heavy gas plume is identified. Even if 
the gas itself is light-er than air, evaporative cooling of 
entrained air will ensure that the density of the plume will 
remain larger than the ambient air density for some time. 



Fig. 2. The close-up shows the 1/2" release pipe and the rapid 
expansion of the ;et diameter in the outflow region. The photo 
also gives an impression of the complete obscuration of the jet 
due to the C02-aerosol. 

The next phase, which might be identified is one in which the 

;et momentum is dominating over the momentum of the ambient 

flow. Here we will only consider the case in which the ;et 

extends in the downwind direction. A suitable criterion for the 

length of this iet stage is 

q Vo 1/2 
---) (ai.i)-l ( 1 ) 
1t Pair 

in which q is the release rate (mass/unit time) of liquid, Vo 

is the release velocity (discussed below), a is the ambient 

wind velocity and a is the ;et entrainment coefficient (jet 

radius = ax). A fuller treatment of the iet stage would natu­

rally have to recognize the mixture of ;et and ambient tur­

bulence, the translational effect of the ambient wind (x + 

x-at) and that entrainment causes drop evaporation with 

further expansion of the jet as a result. 
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Depending on the height of the release point z above the ground 

the iet might impact on the surface before the above develop­

ment is completed or it might be high enough above the ground 

not to have made contact at x = Xj. In the latter case its 

centerline will start a descend due to gravity. The distance 

from xi to the point of tuch down can be estimated from 

x3rr 3 
( ) 1/2 ( 2) 
gq/Pair 

where the r.h.s. symbols have the same meaning as defined above. 
After this point gravity causes a gradual downwind flattening 

of the plume during which stage the plume widens laterally. If 

entrainment during this stage is neglected, height h times 

width y is preserved whereby it may be derived [4] that 

( 3) 

where x is the distance from the tuch down point. At further 

downwind distances the decrease in h due to gravity slumping 

is gradually off-set by entrainment of air through the top of 

the plume. This process is governed by the Richardson number 

Ri = g'h/u~ where g' is defined as g(p-Pair/ p) where P is the 
local plume density. Assuming that the entrainment velocity is 

given by an expression of the form U*Ri- 1 , balance between slum­

ping and entrainment exists when u*Ri- 1 equals dh/dt ~ (h/y) 

dy/dt, which by use of (3) is seen to correspond to a distance 

1/7 (_q_) 4/7 (vo) 3/7 Xs ~ 9 
u 3 

( 4) 

Pair 

The main point of eq. (4) is that it shows that Xs is rather 

insensitive to the ambient conditions. This is in contrast to 

the other lengths discussed above. 

The last length to be discussed in this section is the visible 

length of the plume, xv. The problem here is a little different 

as it involves thermodynamic properties. If 



k (~ Ii ) 1/2 < 1, ( 5) 
~Tcp Vo 

where f is the initial fraction that remains in the liquid 

phase: L is the heat of vapourization: ~T is the difference 

between the ambient temperature and the boiling temperature of 

the liquid: and cp is the heat capacity of the entrained air -

the aerosol will evaporate on a distance of the order Xv = kXj. 

If the conditions are such that u is too large or the ambient 
temperature too small for (5) to be fulfilled the visible 

length of the plume may be substantially longer than xi. This 

is because, when the plume has lost its excess momentum the 

rate of spread becomes less, whereby the required diameter for 

complete evaporation (assuming similar ambient temperature 

conditions) occurs at a longer distance downwind (see fig. 3). 
Differences in the length of the visible plume are illustrated 

in figs. (6) and (7). 

SMALL 
ii Xy 

Fig. 3. For small values of u the aerosol may have a chance 
to evaporate over a distance Xv < Xj. For thermodynamic pro­
perties fixed, a larger windspeed wlll result in a shorter 
distance over which the iet dominates the ambient momentum, 
the entrainment over a given distance less, and therefore, Xv 
larger than before. 

The Theoretical Effect of Simple Obstacles 

The primary influence of an obstacle on the flow may be taken 

as the streamline distortion it causes. However, what we are 

interested in here is its effect on enhanced diffusion across 

streamlines. The situation we want to consider is depicted in 
fig. 4 which also gives some essential definitions. 
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--
Fig. 4. Over a distance of 0(8) the depth of the plume increa­
ses as a result of extra turbulence introduced by the fence. 

The basic idea is that the fence introduces extra turbulence, 

which in turn causes a change in the vertical entrainment 

velocity through its influence on the Richardson number. 

Assuming this effect is large enough to locally make Ri (defin­

ed earlier) less than unity, the diffusion becomes passive: 

dh/dx ~ u*/u. Thus over a length scale ~x ~ 8 where 

this effect may be assumed to exist, the effect on h may be 

estimated as 

~h = a H ( 6) 
u 

where the constant a (which mainly accounts for the increase 

in u* and decrease in u in the near wake) is perhaps some­

what larger than unity, but likely smaller than 0(10). If the 

initial Ri-number is quite large so that it will remain large 

even immediately behind the fence the above estimate on ~h 

will be reduced by a factor of Ri- 1 . 

Regarding lateral enhancement of spread, it is probably of 

order ~h. Thus with y generally quite a lot larger than h due 

to gravity spread the absolute 

neglected. Thus an estimate of 

tration may be gained from 

X Q Q 

/ 
Xo yh (yHy)(hHh) 

effect on the size of y may be 

the effect on the gas concen-

~h 
1- ( 7) 

h 

which with eq. (6) translates into 



x 
1 - a:-

Xo 'IT h 

Thus the effect on the concentration mayor may not be signi­

ficant according to what the magnitude of au*/u and H/h is. 

If the Richardson number is significant the effect might be 

less as discussed above. 

Experimental 

The model gas used in the present experiments is C02. It is 

released through blow-down from ~ 65 bar through the shortest 

possible pipe (in the tank, the pipe is submerged in the liquid 
phase). The diameter of the pipe is 13.7 mm and the discharge 

is about 2.9 kg/s (this is being determined by an accurate 

weighing of the tank, which loaded contains 1 ton, in connec­

tion with a timing of open valve). According to standard for­

mulae 

Vo = cF 12~p/PL' ( 8) 

where cF is a loss coefficient, ~p is the tank pressure minus 

atmospheric pressure and PL is the density of liquid C02. 

Since the release rate q is equal to Vo x PL x pipe cross 

section, the above-mentioned gauging results in cp = 0.16 and 

Vo = 16 m/s. 

The initial vapour fraction is round about 50% for C02' but 

the estimation of this is complicated by the extra phase change 

and the question of surface energy bound in droplet formation. 

As discussed above, the droplets mayor may not (as in fig. 7) 

have evaporated over the distance from the release point to 

the fence depending on the ambient conditions. 

In the tests which have been conducted up until now, the fence 

has been positioned 50 m downwind of the release point, and 

the sampling has been done a further 5 m downwind. The layout 
is shown in fig. 5. The surface of the test area consists of 
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mowed grass. Sampling in the crosswind direction is done in 21 

points separated 1.5 m, at a height of 0.8 m above the ground. 

Furthermore a number of samplers are positioned in a 7.5 m lattice 

mast, with a vertical separation of 0.8 m. The fence is 1.5 m 

high and 30 m long, and the porosity is about 50%. It consists 

of lattice work made of 1 ~II wide lathing. 

--+---_._-----
50m 

MAST 

j ·O.8m 

: SAMPlERS ,. 

Fig. 5. Lay-out of experimental area. 

f.sm 

lOm 

The sampling units consist of a small centrifugal blower with 

the outlet choked, and a 50 liter plastic bag. The pump will 

fill the bag in about 2 min, which then determines the typical 

duration of a release. The pumps are started and stopped manu­

ally from a switch by the release valve on the C02 tank. 
Immediately after a test, the bags are collected and analyzed 

for C02 content on a gas chromatograph (COW-MAC 552, with pore­

pack column, helium carrier gas, and hot-wire dectector). 

Typical concentrations (volume/volume) are of the order of 1%. 

Some Results 

We shall discuss three sets of concentration distributions: 

One obtained in a low windspeed situation (the one shown in 

fig. 6) with the fence present. The two others consecutively 

obtained in a higher windspeed, respectively, with (fig. 7) 

and without the fence present. Thus two evaluations can be 

made: the effect of windspeed and the effect of the fence. The 

lateral and vertical concentration distributions are shown in 

fig. 8. First the effect of windspeed is discussed. 



123 

Fig. 6. Figure showing a release from the pressurized C02 
container (p ~ 65 bar), some time after stationary conditions 
have been obtained. What is seen is thus the full visible length 
of the plume under these conditions which are relatively calm 
(~ 2 m/s) and warm (~ 24 OC). The picture also illustrates the 
gravity slumping. The view is almost perpendicular to the fence 
at the right. Distance between tank and fence is 50 m. 

Fig. 7. Conditions corresponding to higher wind velocity (~ 4 
m/s) and lower ambient temperature (~ 16 °C) such that the 
visible length of the plume exceeds the distance to the fence. 
The crosswind and vertical line of samples are visible behind 
(to the left ofl the fenr.e. 



124 

According to (1} the value of xi is 18 m and 9 m for u = ~ 
and 4 mis, respectively. Use of eq. (2) is marginally relevant 

in the a = 4 mls case but we will neglect it. On account of 

the difference in a and the slightly different distance to 

the fence (50 m - Xj) the estimate on plume width using (3) is 

29 and 17 m for 2 and 4 mls respectively. This is quite close 

indeed to the observed plume widths (fig. 8 (a) and (b)). 
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Fig. 8. Lateral and vertical concentration distributions in 
three different conditions. Zero on the lateral distribution 
marks the center of the sampling array, and the position where 
the vertical profile is obtained. 



Regarding the plume height by the fence, we first realize that 

the distance Xs over which gravity slumping exceeds vertical 

entrainment in both cases are about 7 m. Therefore vertical 

entrainment has been dominating over most of the path towards 

the fence, with the result that plume height may not be very 

different in the two cases. Making the following computation 

(see fig. 9) using 

:!Xpeak (hh)u q, (9 ) 

and relating the two cases by taking the ratio of maximum con­

centrations to 1.18 (which doesn't depend on absolute calibra­

tion) results in 

h(2 m/s) 

h(4 m/s) 

17x 4 
(1.18)-1 _ 1, 

29x2 

consistent with the above statement and the actual vertical 

concentration distributions measured in the two cases. 

( 10) 

The vertical scale on fig. 8 is obtained from using eq. (9), 

by extrapolating the distributions in (a) to zero concentra­

tion (obtaining y = 30 m and h = 4 m). An absolute calibration 

is not very important in the present context as we are only 

dealing with relative magnitudes. 

VERTICAL 

LATERAL 

X 
Fig. 9. Sketch of a simplified (triangular) two dimensional 
concentration distribution, which according to fig. 8(a) is 
a workable approximation. 
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Regarding the effect of the fence no firm conclusion can be 

made, especially because the wind speed in the case without the 

fence (c) possibly had a slightly larger value than in the 

case with the fence (b). Furthermore the vertical profiles are 

not obtained in the centerline, but at slightly different off 

axis positions (1.5 m and 5 m, respectively). In any case it 

may be safe to say that the vertical profile in the case with 

the fence has higher concentrations at the upper levels, des­

pite these are taken at a more off axis position than the 

profile pertaining to the no-fence case. It thus appears that 

with the fence, the C02 is mixed to a higher level in accordance 

with expectation. However, the overall impression is that the 

grounn level (0.8 m) concentration (the lateral profile) is 

highest in the case with the fence, which is contrary to expec­

tation. This is probably due to the slight difference in wind 

speed already mentioned. The expectation using eqs. (6) and (7) 

with a = 2, a mean plume height of 2 m, and the drag coeffi­

cient u*/u = 0.1 (corresponding to a moved grass field) 

would have been X/Xo = 0.85. 

Final remarks 

The original concept behind these tests was to conduct them in 

pairs, with and without the fence in position, such that the 

effect of the fence could be found directly. However, the 

necessary time delay between the first and the second test in a 

pair in combination with the short-term variability in wind 

speed and direction, makes this approach less rational than it 

sounds at first. Future tests will be based on statistical 

comparison of a larger number of tests with and without fence, 

in which especially wind speed and ambient temperature is scaled 

out according to formulae developed above. 

Additional observations which will be made include temperature 

measurements in the downwind plume direction, and over-head 

photography from an ajacent 123 m meteorological tower. Of 

related problems that warrant special study should be men­

tioned: entrainment dynamics of evaporating, aerosol-laden 

jets; droplet size in flash formation: and the special fluid 

mechanics in the outflow region. 
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Heavy Gas Clouds 
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Summary 

A programme of experiments on the dispersion of fixed-volume re­
leases of heavier-than-air gas at ground level in the atmosphere 
is described. The programme is in two phases, in both of which 
a volume of 2000 m' of gas is released instantaneously. The 
initial density of the released gas can be varied from neutrally 
buoyant up to 4.2 times the density of air. In Phase I of the 
programme, the dispersion of the gas cloud over uniform, unob­
structed ground is studied, whilst Phase II studies the effect 
of some simple types of obstruction. This paper describes the 
purpose and design of the experiments and outlines the results 
achieved to date. 

1. Introduction 

In 1976, the Health and Safety Executive (HSE) instituted a pro­

gramme of research on the dispersion of fixed-volume heavy gas 

clouds. The Heavy Gas Dispersion Trials (HGDT) project at 

Thorney Island is the large-scale constituent of the program-

me aDd is the subject of the present paper. Medium-scale field 

experiments conducted at the Chemical Defence Establishment(CDE), 

Porton Down have been described by Picknett [1]. Wind tunnel 

experiments conducted at the Warren Spring Laboratory have been 

described by Ball, Hollis and Ishaq [2]. 

The motivation for the programme was the absence of reliable ex­

perimental data with which to assess the validity of different 

predictive models. The uncertainty that prevailed is illustrated 

by the results of an invitation issued to mathematical modellers 

in advance of the trials. They were asked to provide predictions 

of the concentration distributions for an instantaneous release 

of 2000 m' of gas of initial relative density 2.0. The results 

are collated in Fig.T. This shows the maximum concentration 
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(C max ) at ground level on the path of the cloud centre as a 

function of downwind distance (x) from the source. Differences 

of up to two orders of magnitude in Cmax at a given distance 

were predicted. Identification of the different models has not 

been included in Fig.1; to do so would be misleading since some 

of the models have since been modified. 

10 

Fig.1 - Results of pre-trial predictions provided 
by dispersion models 

The choice of a fixed-volume release of gas at ambient pressure 

and temperature was influenced by two considerations. Firstly, 

an examination of serious accidents suggested that instantaneous 

releases were more important than continuous releases (McQuaid 

[3]). Secondly, it was considered essential that the release 

conditions should be capable of close control to ensure that 

the effects of atmospheric conditions on dispersion could be 

isolated. This suggested a study of preformed clouds of gas, 

rather than, for example, clouds generated by the rupture of a 

container of pressurised liquefied gas. 

The programme as originally planned was limited to experiments 

on clouds dispersing over uniform, unobstructed ground. After 

these experiments had commenced and the system design had been 

proved, a second programme of experiments was formulated to study 



the effects on cloud dispersion of several types of obstruction. 

The former experimental programme was thereafter designated as 

Phase I and the latter as Phase II. At the present time a fur-
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ther programme is envisaged in which the cloud will be released 

into a containing enclosure and its dispersion from this enclos­

ure as a function of time will be studied. 

2. Organisation of the Trials 

The trials conducted by CDE were intended to provide informa-

tion for the design of the large-scale trials. Nevertheless, 

the trials, which were funded by HSE, constitute a valuable con-

tribution in their own right. CDE performed a design study for 

the large-scale trials which indicated that the cost would ex-

ceed the resources that HSE could make available. A proposal 

was therefore prepared by HSE for a jointly-funded project and 

invitations to participate were issued to other organisations. 

The outcome was financially successful, in that funding exceed­

ed the contracted cost of the original Phase I programme, and 

technically successful, in that 16 trials were performed com-

pared to the 5 trials contracted. Early in the trials pro-

gramme, CDE had to withdraw and the contract for the trials was 

placed with the National Maritime Institute (now NMI Ltd). A 

notable feature of the trials, associated with the method of 

funding adopted, was the close, continual oversight provided by 

the sponsoring organisations. There were 35 sponsors and they 

are listed in the Annex. Most of them took an active part on 

the Steering Committee which met twice yearly over the 3 year 

duration of the project. A Technical sub-Committee met monthly 

to progress the planning of the trials and to resolve the many 

technical issues that arose. 

3. The Trials Site 

The site chosen was a former Royal Air Force station on Thorney 

Island in Chichester Harbour about 40 km east of Southampton 

on the south coast of England. The location of the site is 

shown in Fig.2. Hourly records of wind speed and direction at 

the site were available for 28 years and Pasquill stability cate-
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gories for 10 years. The upwind fetch is clear for a distance 

of 1 km from the shoreline and the ground slope is nowhere great-

er than about 10. The trials area is rough grassland except for 

two tarmacadam runways . Consideration was given to the coverage 

of the runways to eliminate the non-homogeneity of the ground 

surface. It was concluded that the change in surface roughness 

did not warrant such treatment of the runways, since it was in­

tended that the grassed areas would be mown to maintain an aero-

dynamic roughness of approximately 10 mm. Measurements of the 

surface temperatures of the runways and grass indicated that 

differences up to 10 0C could be expected. It was decided that 

the temperature difference shou ld be corrected and this was ach­

ieved by white-painting of the parts of the runways over which 

the cloud would travel. 

Fig.2 - Location of the trials site at Thorney Island 

4 . Desi gn of the Experiments 

Ea ch experiment was intended to release a fixed volume of 200 0m' 

of gas at ambient pressure and temperature. The gas was con-

tained i n a twelve-sided bag 14 m across and 13 m high. The bag 

was fabricated from plastic sheeting supported on taut rigging 

from a central column with radial guy wires to ground anchors. 

The sides of the bag collapsed i n concertina fashion to ground 
level in a time less than 2 secs, leaving an upright cylinder 
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of gas ooomentarily stationary. The bag was fitted with a coni-

cal roof, also fabricated from plastic sheeting, which was with-

drawn upwards immediately prior to release. The gas selected 

was a mixture of refrigerant-12 (dichlorodifluoromethane,CC1 2 F 2 ) 

and nitrogen thus allowing initial relative densities to be sel-

ected in the range 0.97 to 4.2. The gases were stored in lique-

fied form. They were vaporised and mixed prior to being sup-

plied to the gas bag. Filling of the bag took about 1 hour. 

A ground plan of fixed masts had been designed by CDE based on 

the experience of the Porton trials and is shown in Fig.3. The 

results of the invitation to model developers, referred to in 

Section above, did not produce any firm evidence that the CDE 

ground plan needed to be changed. The position of the ground 

plan on the site maximised the range of wind acceptance angles 

which would not be affected by fixed site features. 

5. Instrumentation and Data Logging 

5.1 Meteorological measurements - The characteristics of the 

approach flow were monitored at a 30 m high weather mast located 

150 m upwind of the gas source. The position of the mast (desig-

nated 'A') is shown in Fig.3 and the instrumentation is descri-

bed in Table 1. In addition, a cup anemometer and a wind vane 

were located on the mast at the last downwind position (desig-

nated 'D' in Fig.3). The sonic anemometers deployed in the field 

(see Section 5.3 below) also provided information on ambient 

wind structure during the periods before and after cloud passage. 

Mast Code (see Fig.3) 
Instrument Type 

A V F Ml M2 (a) M2 (b) M3 D 

Cup Anemometer 5 - - - - - - 1 

Sonic Anemometer 2 - - 1 2 2 3 -

Thermometer 5 - - - - - - 1 

Solarimeter 1 - - - - - - -

Relative Humidity 2 - - - - - - 1 
Sensor 

Wind Vane 1 1 - - - - - 1 

Gas Sensor (1 Hz) - - 4 4 4 4 4 4 

Gas Sensor (10Hz) - - - 2 2 1 3 -
Table 1. Instrumentatlon assoclated wlth the mast array In Flg. 3 
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Fig.3 - Ground plan of mast array 

5.2 Fixed masts - The main body of gas concentration sensors were 

deployed on the fixed masts, designated 'F' and 'D' in Fig. 3. 

The gas sensors employed a polarographic cell which measured the 

oxygen deficiency induced by the presence of the released gas. 

The use of this principle of operation dictated the choice of 

nitrogen for admixture with the heavy gas so that the released 

gas was totally deficient in oxygen. The cell is a commercial 

development of the design described by Bergman and Windle [4J. 

It has a lower limit of resolution of 0.1% of the released gas 

and a frequency response of about 1 Hz. 

5.3 Mobile masts - Instrumentation for the measurement of turb­

ulent fluctuating velocities and concentration was placed on 

trailer-mounted masts, designated 'M' in Fig. 3 and detailed in 

Table 1. Of the 8 sonic an~mometers available, 3 were placed at 

heights intended to be above the cloud and the remainder within 

the cloud. For each of these latter instruments, a fast-response 

gas sensor was placed at the same height. These sensors were a 

modified form of those used on the fixed masts. Their response 

was enhanced by aspirating the diffusion head of the cell and by 



analogue processing of the out-put signal.· Their frequency re­

sponse was about 10 Hz. 
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5.4 Photography - The Porton trials had demonstrated the value 

of photographic records and extensive photographic coverage was 

included in the design of the Thorney Island trials. Cine, vi­

deo- and still-film records were obtained from cameras at ground 

level and on a helicopter hovering at a height of 300 m. The 

gas in the container was marked with orange-coloured smoke prior 

to release. 

5.5 Data capture - This was provided by a real-time central com­

puter with a 60 M byte disc capacity. The data collection system 

comprised a total of 32 data terminals, each incorporating an 

analogue multi-plexer for 8 channels and an analogue-digital 

converter. The data terminals were disposed around the field 

convenient to the instrumented masts. The sampling rate was 

standardised at 20 times/sec/channel to suit the frequency resp­

onse of the instruments with the fastest response. This arrange­

ment had the over-riding advantage that any instrument could be 

connected to any channel. 

6. Results of the Trials 

The Phase 1 trials took place between July 1982 and June 1983. 

15 heavy gas trials and 1 neutrally-buoyant trial were performed. 

A summary description of the trials is given in Table 2. The 

Phase II programme took place between July and October 1983. 10 

trials were performed. The gas release arrangement was identical 

to that in Phase I. In 6 of the trials, a fence was placed on a 

1800 arc at 50 m radius on the downwind side of the gas source. 

Two fence types were used. The first was an impermeable screen 

5 m high while the second was a series (either 2 or 4) of perme­

able screens 10 m high. 4 trials were performed with a 9 m cu­

bical building, 3 with the building 50 m downwind of the source 

and 1 with the building 27 m upwind. 

Processing of the results of the trials has concentrated so far 

on validation of the data and the organisation of the data re­

cords for analysis. This task is still continuing. A full eval­

uation of the success of the trials must await more detailed 

analysis, although early indications are encouraging. The number 
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of gas sensors which responded to gas (up to a maximum of 73 in 

trial 008) will allow detailed mapping of the concentration in 

both horizontal and vertical planes. The atmospheric stability 

covered the range from B to F and wind speeds ranged from 1.7 to 

7.5 m/s. The utilisation of the fast-response instrumentation 

was also very high, with data being obtained in most of the 

trials. The layout adopted for the instrumentation was vindi­

cated to a remarkable degree. The gas sensor records show that 

the concentration data have high internal self-consistency, i.e. 

the re.cord from any individual sen-sor is consistent with the 

records of its neighbours. This also applies to the fast-resp­

onse gas sensors. 

Wind Pasquill Initial Number of 
Trial Speed Stability Relative Gas Sensors 

Number mls Category Density Which Responded 
to Gas 

004 3.8 B 0.97 22 
005 4.6 B 1 .69 26 
006 2'.6 DIE 1.60 46 
007 3.2 E 1 .75 57 
008 2.4 D 1.63 73 
009 1.7 F 1 .60 62 
010 2.4 C 1.80 11 
011 5.1 D 1 .96 26 
012 2.6 E 2.37 65 
013 7.5 D 2.00 47 
014 6.8 C/D 1.76 50 
015 5.4 C/D 1 .41 38 
016 4.8 D 1.68 45 
017 5.0 DIE 4.20 62 
018 7.4 D 1.87 60 
019 6.4 DIE 2.12 67 

Table 2. Details of Phase I Heavy Gas Dispersion Trials 

A feature of the project has been the inclusion of a number of 

subsidiary investigations. The statistical aspects of heavy gas 

cloud dispersion were studied by Chatwin [5], who also investiga­

ted the possible effects of wind shear on a heavy gas cloud (Chat­

win [6]). The initial motion of the cloud has been studied by 

Rottman and Simpson [7]. Each of these investigations has been 

oriented towards an examination of features peculiar to the form 

of experiment chosen for study, i.e. release of an initially sta-

tionary, fixed-volume cloud of gas. The purpose of the investi-

gat ions was to assist with the interpretation of the trials res-
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ults. Pre-trials wind tunnel simulations were performed by Hall, 

Hollis and Ishaq [2] and their results are currently being com­

pared to those from the field trials. 

7. References 

1. Picknett, R.G.: Dispersion of dense-gas puffs released in the 
atmosphere at ground level. Atm. Env. 15 (1981) 509-525. 

2. Hall, D.J.; Hollis. E.J.; Ishaq, H.: A wind tunnel model of 
the Porton dense gas spill field trials. Rep. no. LR 394 (AP), 
Warren Spring Laboratory, Stevenage 1982. 

3. McQuaid, J.: Dispersion of heavier-than-~ir gases in the atmo­
sphere: review of research and progress report on HSE activities. 
HSL Tech. Paper. 8, Health and Sa:fety Executiye, She.ffield 1980. 

4. Bergman, I.; Windle, D.A.: Instruments based on polarographic 
sensors for the detection, recording and warning of atmosph­
eric oxygen deficiency and the presence of pollutants such as 
carbon monoxide. Ann. Occ. Hyg. 15 (1972) 329-337. 

5. Chatwin, P.C.: The use of statistics in describing and predic­
ting the effects of dispersing gas clouds. J. Haz. Mat. 6 
(1982) 213-230. 

6. Chatwin, P.C.: The incorporation of 
box models of heavy gas dispersion. 
mospheric Dispersion of Heavy Gases 
Berlin: Springer-Verlag 1984. 

wind shear effects into 
Proc. IUTAM Symp. on At­

and Small Particles. 

7. Rottman, J.W.; Simpson, J.E.: The initial development of gra­
vity currents from fixed-volume releases of heavy fluids. Proc. 
IUTAM Symp. on Atmospheric Dispersion of Heavy Gases and Small 
Particles. Berlin: Springer-Verlag 1984. 

ANNEX 

List of Sponsors of the HSE Heavy Gas Dispersion Trials 

HSE 
British Gas Corporation 
Department of Energy, UK 
Battelle Institut, Federal Republic of Germany 
American Petroleum Institute 
ICI PIc 
Insurance Technical Bureau 
British Petroleum International Ltd 
Comitato Nazionale per l'Energie Nucleare, Italy 
United States Coast Guard 
Commissariat a l'Energie Atomique, France 
Institute for Air Research, Norway 
Shell UK 
Gaz de France 
ElectricitJ de France 
Central Electricity Generating Board 
Gas Research Institute, USA 
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Commission of the European Communities 
Safety and Reliability Directorate, UKAEA 
Amoco 
Mobil 
Texaco 
Department of Trade, UK 
TNO, Netherlands 
Ministry of Public Health and Environmental Hygiene, Netherlands 
Union des Industries Chimiques, France 
E.I. Dupont de Nemours & Co., USA 
National Maritime Institute (now NMI Ltd) 
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DSM, Netherlands 
TransCanada Pipelines 
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Improved Understanding of Heavy Gas 
Dispersion and its Modelling 

S. Hartwig, Universitat Wuppertal; G. Schnatz, Battelle Institut; W. Heu­
dorfer, Universitat Wuppertal 

Summary 

The first results of the evaluation of experimental data show that a heavy 
gas cloud is decoupled partly from the dynamics of the atmospheric boundary 
layer, even after the short gravity spreading phase. 
As expected, vertical diffusion coefficients are distinctively smaller as 
in the atmospheric boundary layer. 
Turbulence induced by the vapour cloud has a noticeable effect on 
diffusion. 
More data are needed and must be evaluated to support these findings. 

Introduction 

As you all will know, there are two main pathways in the development of 
heavy gas dispersion models, the more integral or so-called slab models 

and the differential type of models or K- models. Each of these consists 
of a variety of different types. A few examples are shown in figure 1. 
Because of growing interest of industry and the scientific community in 
heavy gas dispersion models within the last two or three years, some 
detailed review papers have been published. (Blackmore (1), Hartwig (2), 
Havens (3), Jagger (4) ). 

Both types of models have their merits and disadvantages. For slab models 
the requirements of input data are less stringent than for numerical 
models. As a direct consequence,the predictions and results of these 
models are less detailed and sometimes insufficient for the problem in 
question. Nevertheless slab models are often very useful, not so demanding 
in computertime,and fairly often used for consequence analysis. 

~ecerrtTY considerable improvements have been achieved in these 

types of models. For instance, a stricter application of the conservation 
law of energy compared with previous approaches resulted in better time 
prediction of heavy gas concentration after an instantaneous spill 

(Sc hna tz (5)). 
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in irwestigating experimental data,we found a distinctly better agreement 
between the improved type of slab model and measured concentration ratios 
in the first phase of a heavy gas spill. The basis and principles of the 
differential type of heavy gas dispersion models are fairly well understood 
(Jagger (4) ). But similar to the situation in the dispersion of tracers 
the "closure problem" exists in the dispersion of heavy gases,or in a more 
parametrized for.mulation, the data set of diffusion coefficients to be used 
within and outside the cloud' is poorly or hardly known. In the following section 
I will discuss \~hat our group has learned by data evaluation in this field. 

Discussion of Experimental Data; General Features 

In talking about instantaneous releases of ,heavy gas spills, let us 
focus on the slumping of a vapour cloud. 
If we look at a sensor for the heavy gas at a given point, we see a dis­
tribution of concentration over time at that fixed point as shown in 
fig. 2. We have chosen a moderately long averaging time of 80 sec. If we 
look for the density fluctuations of the same sensor,taking the average 
values of fig. 2 as a baseline, we so to speak arrive at fig. 3. 
This picture indicates that we still have strong eddies inside the cloud 
caused either by the dynamics of the cloud or by eddies transmitted from 
the atmospheric boundary layer. 
More detailed investigation discloses that it is not an "either- or", 
but "as well as"which means that turbulence is caused by the dynamics of 
the vapour cloud and by boundary layer eddies. 
As an explanation of fig. 4 you see at the same location as the gas sensor 
the vertical wind fluctuation over the time. Now, if we add fig. 2 to that 
picture showing the mean gas concentration at the same height and location, 
a quenching of amplitude is obvious (fig. 2 and 4 =) 5). 
This supports the supposition that a smaller eddy diffusion coefficient is 
valid inside the cloud than outside. 
Before I try to estimate the value of the diffusion coefficient, I will 
discuss some other general features of an instantaneously released vapour 
cloud. 
The correlation of vertical wind and density fluctuation gives the tur­
bulent mass flux as shown in fig. 6. As an overall feature we can 
differentiate between three phases of the flux if we distinguish after its 
sign; 



I.upward motion of mass during the initial vortex phase; 
II.downward motion due to gravity. 

J 

llLupward motion due to dispersion and dilution. 
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An interesting result occurs if we try the same correlation with sensors O.4m 
apart as shown in fig. 7. The feature is entirely different which suggests 
that such correlations are meaningless. For me that is an indication that 
at least part of the vapour cloud turbulence is due to its dynamics and not 
to the outside turbulence specturm. 

Eddy Diffusion Coefficient 

As it travels along, the vapour cloud has a concentration profile over 

the height. At its beginning and near its spill source, it will have a 
pronounced profile whereas at later times and at greater distances the 
profile will be less distinctive. This process of smoothing is caused by 
turbulent diffusion. In this way the change of profile gives us a strong 
indication of the rate of the diffusion coefficient. 
In fig. 8 and 9 two examples of the changing concentration profiles are 
gi ven. The absci ssa shows concentra ti on in arbitrary uni ts, the ordi na te 

the height. The parameter for different profiles is the duration of time 
after the release. 
If we assume that the change of concentration is governed mainly by the 
equation of continuity and the gradient approach, it is possible to calculate 
the vertical eddy diffusion coefficient effective in the vapour cloud 
(fig. 10) in a box model type notation. 
Coefficients calculated in this manner give an upper limit of their values 

because some simplifications are used. These are: 
- the process is assumed to be linear which is not entirely true; 
- the mixing is assumed to be stochastic which is a simplification; 
- it is assumed that we have a closed system which also is a simplification; 
- horizontal eddy diffusion is neglected. 

But despite these simplifications these coefficients give us valuable 
indications of the order of magnitude of eddy diffusion. 
In fig. 11 and 12 you can see the results of the calculation, glvlng average 

va 1 ues Kz = 3· 102cm2/sec and ~z 6 . 102 for the two sets of profil es shown 
in fig. 11 and 12. 
We calculated the Kz figures from the undisturbed atmospheric boundary 

layer by applying the following relationship (WU 1965): 
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K = [(U).z. .. .1 ~ ]Jk. 12.-
z ';)'1. T a'l. 

~ = velocity gradient 
'C)~ 

~ = gravity constant 
1r = mean temperature of the boundary layer 
9 = potenti a 1 temperature 
~ = mixing length 

The average value is Kz = 104 cm2 / sec and 3· 103 cm2 / sec respectively, 
roughly one order of magnitude higher than the eddy diffusity inside the 
cloud. 
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Input Variables for different 
Types of Models 

integral differential 
(Slab models) (K-theory models) 

HEGADAS II ZEPHYR 

Models Cox and Carpenter HEGAS 
Eidsvik SIGMET-N 
Fay MARIAH 

DISCO 
MONA 

integral values of: vertical profiles of 
- wind speed time dependent: 

INPUT 
- stability - wind vector 
- atmospheric - temperature 

DATA temperature - turbulence and 
- atmospheric its modification 

pressure by heavy gas 

Fig. 1 Different types of models and the necessary input data 
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Fig. 10 Calculation of eddy diffusion coefficient written in box notation 
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Effects of a Spill of LNG on Mean Flow and 
Turbulence under Low Wind Speed, Slightly 
Stable Atmospheric Conditions * 

HOWARD C. RODEAN 

Lawrence Livermore National Laboratory, 
Livermore, California 

summary 

Of the many liquefied natural gas (LNG) spill experiments in the 
1980 Burro and 1981 Coyote series at the Naval Weapons Center 
(NWC), China Lake, California, only one was observed to affect 
the mean flow and turbulence in the near-surface atmospheric 
boundary layer. This experiment, Burro 8, was conducted under 
atmospheric conditions that permitted the gravity flow of the 
cold, dense gas to be almost independent of the atmospheric 
boundary layer. The mean flow kinetic energy was damped propor­
tionately more than the turbulent kinetic energy. These effects 
of the Burro 8 LNG spill were observed at only one instrument 
station. 

Three large populations of measured Reynolds stresses are used to 
demonstrate two data analysis procedures that can lead to an under­
standing of the physical processes that resulted in the above ob­
servations. One involves the use of correlation coefficients to 
identify active causal links among the Reynolds stresses. The 
other consists of determining empirical relations among the three 
invariants of the Reynolds stress tensor. 

Introduction 

The Burro and Coyote series of LNG spill experiments were con­

ducted in 1980 and 1981, respectively, at the NWC. These experi­

ments were executed by the Lawrence Livermore National Laboratory 

(LLNL) and the NWC under the sponsorship of the u.s. Dept. of 

Energy. Koopman et al. [1] reported that one spill, Burro 8, had 

a significant effect on the mean flow field around the spill pond. 

Rodean and Cederwall [2] found that the turbulence at one instru­

ment station was strongly affected by the Burro 8 spill. These 

observations are described in the first part of this paper. 

The latter part of this paper concerns two procedures for tur­

bulence data analysis that are demonstrated using three large 

* Work performed under the auspices of the U.S. Dept of Energy 
by the LLNL under contract number W-7405-ENG-48. 
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populations of measured Reynolds stresses. It is proposed that 

the use of these procedures can lead to an improved understanding 

of turbulence phenomena, including the above spill effect. 

Sources of Data 

The descriptions of the effects of the Burro 8 spill on the mean 

flow and turbulence are based on Koopman et al. [1] and Rodean 

and Cederwall [2], respectively. 

The remainder of this paper concerning relations among the six 

Reynolds stresses and the three Reynolds stress tensor invariants 

is based on three sets of turbulence data. The first two sets 

were obtained during the Burro [1] and Coyote [3] LNG spill ex­

periments. The first set consists of turbulence measurements made 

on three Burro experiments at four stations and three elevations 

for a total of 27 samples of wind velocity data. The second set 

is from one station for four Burro and six Coyote experiments for 

a total of 42 samples of data. Each sample from the Burro and 

Coyote experiments consists of 10 min of wind velocity data from 

bivane anemometers. The third set of turbulence data used in 

this paper consists of 36 sets of Reynolds stresses published by 

MUller [4]. These turbulence measurements were made by hot-wire 

probes in a three-dimensional boundary layer in a low speed wind 

tunnel. In this paper, MUller's y and z coordinates have been 

reversed to conform to the meteorological practice used for the 

Burro and Coyote data. 

Effects of Density Differences on Mean Flow and Turbulence 

The Burro 8 experiment was the only one of the Burro and Coyote 

series in which the LNG spill was observed to affect the mean 

flow and turbulence. Burro 8 was conducted under the lowest wind 

speed (1.8 m/s) and most stable conditions (Ri = +0.121) of all 

these experiments, permitting the gravity flow of the cold, dense 

gas to be almost independent of the atmospheric boundary layer. 

The array of wind field anemometers showed that the wind was tem­

porarily diverted around the Burro 8 spill. A momentum displace­

ment analysis at stations Tl (upwind) and T2 (downwind) for 

Burros 8 and 9 showed that the atmospheric flow at T2 was tempo­

rarily displaced upward during the Burro 8 experiment. The mean 
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wind speeds at Tl and T2 during Burro 8 are plotted in Fig. 1. 

Note that the wind speed at 1 m (actually 1.36 m) at T2 tempo­

rarily dropped to almost zero. 

(b) T2 
6 

..!!! 4 
8-m leve~_ 3-m level 

..s / 
/1-m level ... / 

/ 

'" J:I 2 ..,~ :::> 

0 
-2 0 2 4 6 8 

Time (102 5) 

1. Mean wind speed during Burro 8: (a) at station Tl upwind of 
the spill pond and (b) at station T2 downwind of the spill 
pond [1]. 

Rodean and Cederwall [2] processed the lO-min data samples for 

Tl and T2 for Burros 7-9 to obtain the sequences of nine I-min 

averages for 11 shown in Fig. 2. The variable 11 is the nor­

malized first invariant of the Reynolds stress tensor where 

(l) 

and 

(2) 

Here q2 is twice the turbulent kinetic energy in units of veloci­

ty squared and 11 is the ratio of the turbulent kinetic energy to 

the mean flow kinetic energy. It is shown in Fig. 2 that the vari­

ation of 11 at z = 1 m was very different for Burro 8 at T2: 

there was a very large temporary increase in 11 that was coinci­

dent with the presence of natural gas. The same effect was present, 

but to a lesser degree, at z = 3 m. These temporary increases of 

11 were associated with corresponding decreases of q2 and pro­

portionately greater decreases of U2~ 
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(a) T1 at Z = 1 m. 

~Xl0 

~B8 

L-Sl ~) T2 at ~ 1 m. 
LJLJL-lB7 X 10 

B8 

~ 
B9 X 10-1 

1 0-3 L--'--_'---~ __ ~_'---~ 

-100 100 300 500 -100 100 300 500 

Time (s) 

2. Reynolds stress tensor invariant 11 vs time for turbulence 
stations Tl and T2 at z = 1.36 m, based on l-min averages of 
the wind-velocity data for Burros 7-9 [2). 

Statistical and Causal Links Among Reynolds Stresses 

The turbulent transport equations in three dimensions involve 10 

quantities: six Reynolds stresses, three scalar fluxes, and the 

scalar variance. The transport equations define a total of 27 

causal links that connect these ten quantities. These links in­

volve three types of terms in the equations: production, redis­

tribution, and buoyancy. The causal processes can be in either 

or both directions along these links. According to Launder [5), 

"In a sense it is up to Nature to work out what particular kinds 

of mechanism it needs to produce just the right amount of trans­

port." Stewart [6) examined the cause-and-effect relations among 

some of the Reynolds stresses and proposed the following cycle 

(in the nomenclature used in this paper): " •• the presence of <ww> 

in a velocity gradient [au/az) causes production of <uw>, which 

in turn interacts with the mean gradient [au/az) to produce <uu>. 

Redistr ibution by pressure fluctuations then transf.ers energy 

from uu to ww (and to vv)." In the above, u, v, and ware 

velocity fluctuations in the longitudinal (x), lateral (y) and 

vertical (z) directions, respectively, and U is the mean (longi­

tudinal) velocity. 
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In their analysis of the Burro turbulence data, Rodean and 

Cederwall [2] recalled Stewart's proposal when they observed 

that their data formed the scatter-diagram patterns shown in 

Fig. 3. These patterns suggest linear relations, on the aver­

age, between <uw> and <uu> and between <uw> and <ww>. The cor­

relation coefficient is connected with the linear dependence 

between two random variables [7], so correlation coefficients 

were calculated for pairs* of the six Reynolds stresses. The 

highest correlation coefficient values for the Burro data are 

for the pairs «ww><uw», «uw><uu», and «uu><vv», consistent 

with Stewart's causal links from <ww> to <uw> to <uu> to <vv> . 

• (ww)/(U)2 

• (uu)/(U)2 

-

3. The Reynolds stresses <uu> and <ww> vs <uw> based on time 
averages of the Burro 7-9 data from stations Tl-T4 [2]. 

Rodean [a} evaluated the turbulence data from the three sources 

described above, selected three populations of Reynolds stresses 

*The six Reynolds stresses, taken two at a time, form a total of 
15 pairs; in a graph, the six stresses can therefore be connected 
by 15 links. The 15 links consist of nine production links and 
three redistribution links defined by the Reynolds stress trans­
port equation plus three noncausal links. The production links 
involve all six Reynolds stresses, but the redistribution links 
involve only the three components of the turbulent kinetic ener­
gy. The noncausal links are between a turbulent energy component 
and a shear stress involvin9 the other two velocity fluctuation 
components «uu> and <vw». 
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for analysis, and calculated complete sets of correlation coeffi­

cients for all 15 links connecting the six Reynolds stresses. In 

no case did he find statistical evidence for any of the three 

noncausal links. His results are summarized and compared with 

Stewart's proposal in Fig. 4. 

(a) Stewart's 
proposal 

data for Burro and Coyote, 

4. Coincident causal and statistical links together with the 
direction of the dominant causal process [8]. 

The directed gEaphs in Figs. 4b-4d have defects not present in 

Fig. 4a: all or some of the production and redistribution can­

not be sustained. There is no feedback to <ww> in Fig. 4b, and 

there is no input to <vw> in Figs. 4c-4d. As noted by Rodean, 

buoyancy forces were present in the Burro and Coyote experiment~ 

and could have supplied the necessary input to <ww> for Fig. 4b 
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and to <vw> for Fig. 4d. There were no buoyancy effects in 

Muller's experiments, but Rodean found some evidence for the 

<ww> + <vw> production term for Fig. 4c. with these additions, 

the directed graphs in Figs. 4b-4d are consistent with sustained 

production and redistribution. 

Relations Among the Reynolds stress Tensor Invariants 

The Reynolds stress tensor has three invariants which are in­

dependent of the orientation of the coordinate axes [9]: 

[<uu> + <vv> + <ww>]/U 2 , (3 ) 

12 [«uu><vv> - <UV>2) 

+ «vv><ww> - <VW>2) 

+ «ww><uu> - <UW>2)]/U', (4 ) 

13 [<uu><vv><ww> - <uU><VW>2 

- <vV><UW>2 - <wW><UV>2 

+ 2 <uv><vW><UW>2]/U'. (5 ) 

Schumann [10] examined the necessary conditions for realizability 

of Reynolds stress turbulence models, and noted that the three 

invariants must be equal to or greater than zero. 

Rodean and Cederwall [2] plotted 12 and 13 vs 11 for the Burro 

data (Fig. 5), and found strong trends for 11 to be proportional 

to 112 and to 3/13. Rodean [8] extended this analysis to the Tl 

data for the Burro and Coyote experiments and to Muller's data. 

The ratios </1 2 >/<1 1 > and <3/13>/<11> for the three data sets, 

together with tneoretical upper and lower limits, are given in 

Table 1. The upper limits are for ideal isotropic turbulence, 

and the lower limits are those given by Schumann. Note that the 

ratios for Muller's data are quite close to those for isotropic 

turbulence, and that the ratios for the Burro and Coyote data are 

characteristic of more anistropic turbulence. It is clear from 

the correlation coefficients (almost unity) that there are strong 

linear relations between 11 and 112 and between 11 and 3/13 

for these data sets. 
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M 

5. The Reynolds stress ten- _N 
sor invariants 12 and 13 
vs 11 based on averages of 10-6 
the Burros 7-9 data from 
stations Tl-T4 [2]. 

I ,;: 
2 .. 

Slope = 2 /SlO" = 3 

I • 
:$ • .. 
. , 

. . . ,. ... 

10-8~--~~~~~~~--~~~ 

10-3 10-2 10-1 1 

Table l. 
Reynolds Stress Tensor Invariant Statistics. 

Data or 
Theoretical Limit </12>/<11> <3,113>/<11> r(I1/I2) r(I1 3,1I3) 

Upper Limit 1/13 0.5774 1/3 0.3333 

Muller's Data 0.5763 0.3289 0.9999 0.9996 

Burro Array Data 0.5131 0.2303 0.9986 0.9705 

Station Tl Data 0.4761 0.1921 0.9969 0.9854 

Lower Limit 0 0 
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Conclusions 

One LNG spill, Burro 8, had significant effects on both the mean 

flow and the turbulence at and downwind of the spill pond. The 

atmospheric conditions permitted the gravity flow of the cold, 

dense gas to be almost independent of the atmospheric boundary 

layer. The Burro 8 data are not sufficient for a quantitative 

description of the effects of the LNG spill on turbulence. More 

comprehensive measurements are needed to obtain data for the 

range of density differences associated with heavy gas spills. 

Data for turbulent scalar fluxes as well as Reynolds stresses are 

required. As demonstrated with three large populations of meas­

ured Reynolds stresses, a statistical procedure can be used to 

identify active causal links among the Reynolds stresses. This 

procedure can be extended to include the buoyancy terms asso­

ciated with heavy gas spills. For given conditions of turbulent 

flow (as demonstrated with three sets of data), there are dis­

tinct relations among the three invariants of the Reynolds stress 

tensor: 11 is linearly proportional to 112 and to 3/1 3 , The 

statistical procedure for identification of active causal links 

among the Reynolds stresses and the relations among the Reynolds 

stress tensor invariants can be used in the development of 

turbulence closure models. 
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Temperature Measurements in a Negatively 
Buoyant Round Vertical Jet Issued in a Horizontal 
Crossflow 
A. BADR 

Commissariat a l'Energie Atomique 

IPSN/DAS/SAER 
B.P. 6 . 92260 Fontenay-aux-Roses - France 

Summary 

The problem considered here is the vertical discharge of round negatively 
buoyant jets through a horizontal crossflow. Laboratory experiments are 
performed in a flume : fresh water is emitted vertically through warm 
water. Temperature measurements are undertaken along verticals in the jet 
axis. It is found that the mean temperature values can be plotted as simi­
larity diagrams. Some experimental correlations are deduced for the maxi­
mum height of jet rise. Turbulent temperature quantities do not appear 
obeying to similarity in the ascending part of the jet. Asymmetry is ob­
served for the various profiles. The intermittency zone was also investi­
gated in some cases. 

1. INTRODUCTION 

In this work we are concerned with the continuous vertical discharge 

of an effluent whose density is greater than that of the receiving body 

and where a horizontal uniform current is assumed to be present. This 

study is restricted to the region preceding the point where the heavy jet 

would ultimately fall to the ground. For this purp·ose, experiments have 

been performed in a flume : fresh water was discharged through a chimney 

into flowing warm water. This arrangement resulted in a negative buoyant 

force and an upward initial momentum. Temperature measurements were per­

formed and the following quantities were determined from the measurements 

- the thermal axial trajectory 

- the jet width 

- the vertical mean temperature profiles 

- the vertical temperature mean standard-deviation profiles. 

Defining the non-dimensional numbers K and Fro as : 

and 

K = Uo/Uat 

Fro = U2 / 
o 

(ratio of initial to ambient velocity) 

( g Yo-Voo R ) (initial densimetric Froude number) 
\'_ 0 
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m 1m 

heating-rods 
outlet 

Figure 1 , Schematic view of the flume 

14 experimental runs were undertaken with : 

156 ---Fro .;;2020 

In the following sections, we present the experimental apparatus and the 

results obtained (for more details, see BADR / I / ). 

2. EXPERIMENTAL SET-UP AND APPARATUS 

2.1 Flume: the experiments were conducted in a 5.65 meter long flume 

shown schematically in Figure I. The flume has a cross-section of 50cm 

wide by 55 cm deep. The flow speed Uoo within the flume could be control­

led between 4cm/s and 10cm/s. Some grids, a honey-comb and other devices 

ensured the tranquillization and uniformity of the flow in the flume. 

Velocity measurements have shown that in the central part of the flume 

cross-section the relative velocity variation cSUoo / 4,0 is generally less 

than 10 %, and the velocity fluctuations were found to be less than 0.03U~. 

128 cylindrical heating rods were placed just before the honey-comb. They 

provided a maximum power of 40kw which proved sufficient to increase the 

temperature of the water in the flume from 12°C to 40°C in less than two 

hours. Once the desired temperature T~ was reached, the heating apparatus 

was put off and Teo was kept constant by means of a heating wire placed 

at the flume inlet. The temperature distribution during the steady ~tat~ 

was found to be practically uniform with a mean standard-deviation T'2 

of abqut 0.02°C. 

2.2 Jet discharge: the jet is emitted vertically through the crossflow 

by means of a 9cm chimney, coated with PVC and having and internal diame­

ter of I cm. This chimney is fixed at the bottom of the flume on its lon­

gitudinal axis at 317.5 cm from "the flume entrance. The temperature To 
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15 

12 

10 

500 1000 1500 20JJ Fr, 

Figure 2 : Experimental domain of measurements 

of the jet water varied between 11°C and 15°C, the PVC coating allowed an 

almost uniform temperature distribution at the jet exit. The jet initial 

Reynolds number was varied between 2000 and 5000. The greatest value was 

chosen in order to get jet large structures smaller than the transverse di­

mension of the flume. The smallest value of the jet initial Reynolds num­

ber was chosen in accordance with TOWNSEND's I 2 I principle for having 

trajectories not depending on the initial Reynolds number. 

2.3 Instrumentation and measurement procedure : the temperature measure­

ments were undertaken by means of 0.5 mm diameter chromel-alumel inox coa­

ted thermocouples. One thermocouple located at the flume entrance allowed 

the checking of Too 

allowed to check To 

The other one located in the jet discharge circuit, 

Finally, one thermocouple was used to measure the 

temperature along the jet axis. When the steady state was reached, the 

measurements in the jet were made point by point along verticals in the 

jet axis which supposed to coincide with the longitudinal flume axis. The 

thermocouples had a time response of 30ms and the results could be read 

directly on a digital voltmeter. The domain of measurements is shown in 

Figure 2 with the uncertainties associated for each run. Along with measu­

rements of T and~T'2' , a brief investigation of the intermittency zone 

was conducted for runs n04 and 10. 

2.4 Errors associated with the measurements: errors during the,measure­

ments could be due to : - non-uniformities of Uoo .- Variations of 

Too (_O.IOC) Variations of To (;E;;0.3°C) .- Location of the point of 

measurement (2 to 3 mm) .- Displayed values : the absolute error due to 

the thermocouples was 0.1 °c • - Averagfng time : T and~ were averaged 

during I mn. However many measuremen-ts were repeated to be sure of the 

results convergence. Also some runs were repeated completely to check the 
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reproductibility of the measured values. 

3. EXPERIMENTAL RESULTS 

3.1 Axial trajectory the jet trajectory is defined as being the locus 

of minimum temperature on the jet longitudinal plane of symmetry. One exam­

ple is shown in Figure 3 for run nOg : the trajectory is in non-dimensional 

coordinates and the points represent the experimental values (zcl is deter­

mined with a relative error of about 10-15%). 

3.2 Axial temperature decrease : one typical result is shown in Figure 4 

for run nOg. The axial te~perablre difference~Tcl = IToo- Tcll is non­

dimensionalized with respect to the initial temperature difference 

11 T = IT - T I . It is found that there is a fast decrease of l:sJ o "" 0 . cl· 
(Note that the relative error onL1TCI is about 15-20%). 

3.3 Half-width : the half-width R shown in Figure 5 for run n07 is de­

fined as the distance to the jet axis where (T~ - T) = (T~ - Tcl ) / e 

e being the Neper number. The relative error in the determination of R is 

high (~bout 30 %). 

3.4 Vertical mean temperature profile : an example of vertical tempera­

ture profile is shown in Figure 6 for run nOlO. b..T = IT - T I is non-di­
~ 

mensionalized with respect to~Tcl ' and radial distances rare non-dimen-

sionalized with respect to the lower and upper half-width R~ and R~ . 
- + 

The star ~ denoting that this time the half-width is defined as being the 

distance to the jet axis where ~T = 0.5LlTcl . Two values for R~ have 

been chosen because it was observed that the length scales characterizing 

the big vortices differ between the upper and the lower region of the jet. 

The main features on the vertical mean temperature profile have been : 

- similarity, 

- a~mme~y of the temperature distribution. For the whole of the 

experiments, it was observed that R~ ~ 1.5 R~ . 
- + 

3.5 Vertical temperature mean standard-deviation profile: a typical 

result is shown in Figure 7 for run nOlO. The standard-deviation~ is 

non-dimensionalized with respect tO~Tcl. The characteristics of this 

profile are the following : 

- no definite similarity the best regrouped points correspond to 

tnenear horizontal portion of the jet trajectory. 
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Figure 4 I Jet Axial Temperature (Run N99) 

Figure 3: Axial Trajectory 

- Very pronounced asymmetry, especially near the source. 

- Two extrema for ~ are observed in the upper and lower re-

gion of the jet. The greatest values for ~T'2i being found in the ascen­

ding phase of the jet. 

3.6 Intermittency region the jet flow is of intermittent nature, es-

pecially toward the boundary region. There, also ~T can be very small, 

the possibility of getting instantaneous could puffs may be important from 

a practical point of view. This is why some measurements for the intermit-1ft:· tency factor I were undertaken. Theoretically, I(x,z) = lim t' I(x,z,t)dt 

(t and t' are times) 0 

where I(x,z,t) 

and I(x,z,t) 

if IT(x,z,t) - T~.J>Tk 
o if IT(x,z,t) - TIPI~Tk 

Here Tk is an estimate of the lowest temperature difference that can be 

accurately measured. The results for I are shown in Figure 8 for run nOlO. 

A graphical recording of the delivered signal was also made for the same 

run at two positions in the upper and lower region (see Figure 9). 

4. DISCUSSION OF EXPERIMENTAL RESULTS 

4.1 Axial trajectory and temperature measurements: in order to get a 

greater universality in the results obtained, the following length scales 

are used (inaccordance wi th an approach developed by WRIGHT / 3 / and 

LIST and IMBERGER / 4 / : 

scale relating to the interaction of a momentum­

dominated jet with the cross flow 

U o 

U"" 

scale similar to 1m for buoyancy-domi­

nated flow 



R 
0. 

5 

172 

N!7 

Ft'909 K=8,5 

Figure 6: 

Vertical Mean 

Temperature 
Profile 

..L 
R· + 

3 

'to 
O~------~2~O~------~4~O~------~6~O--------~80' 

Figure 5: Jet Half-WKlth 
-3 

r 

R" 

• 5 
+10 
.1.20 
.35 
'50 

The behaviour of plumes and jets are generally momentum-dominated near the 

source and buoyancy-dominated farther. The intermediate region momentum 

or buoyancy-dominated depending on whether lrn/lb is greater or smaller 

than I. Here Im/lb::> I at all runs. 

Referring to an integral model developed by CHU I 5 I which neglects dyna­

mic drag and is not applicable when K is smaller than 4, it has been pos­

sible to assemble most of the results concerning the trajectory into one 

curve (see Figure 10) using the following non-dimensional coordinates 

U 1/3 
(x I 1m Froo ' zcl I 1m Froo with Fr 

()tJ 
"" ---- 0( 1m I Ib 

g ~,,-9"R 
~()Q 0 

At the exception of runs nOI, 6 and II for which K~4 the degree of uni-

fication obtained for the results is satisfactory. One practical conse­

quence is that zmax I 1m Fr~3 is constant when K ~4. CHU found 

this constant equal to I, and in the experiments presented here it is 

approximately equal to 1.1. Other experiments performed by STOLZENBACH 

and ADAMS I 6 / led to a constant equal to 1.6. However their velocities 

ratio K varied from 10 to 100. 

Concerning the axial temperature decrease, when it was drawn as in 

Figure 11, it was found to obey to a relation of the form 

/1T 1 I"T 0( (x I D -2/3 c £.1 0 0) • 

And at zmax ' it was observed that (when K~4): IJ.Tol1J Tel 

which is comparable to the value obtained by CHU (0.4). 

4.2 Vertical profiles of T and~ :the peculiarities 

les lie in the asymmetry observed, the extrema for~ 
rity (or lack of similarity) of the profiles. 

2/3 
KFr = 0.5 

lb 

of these profi-

and the simila-

3,87 'c 
2..59'C 
1 .• 84'C 
1.56 'c 
1.3'C 
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Figure 7 : Vertical Temperature Standard-
Deviation Profile 

The question of asymmetry and unequal extrema for ~ seem to be asso­

ciated each other. Concerning the presence of extrema for ~ , it is 

clear that they are due to the crossflow influence. If one examines a bud­

get of T'2 established by ANTONIA et al. / 7 / in the case of an almost 

neutrally buoyant jet issued in a coaxial crossflow (Fig. 12), it is noti­

ced that there is a maximum for the exchanges at r/R*~0.8 especially 

for the production term. 

The result corresponds well to the observations made here:the extrema for 

1 ,2 * T are found for 0.7 ~r /R ~I. It is also noticed that only one 

extremum for\lT,i is found at distances very close to the source. It 

confirms the fact that the crossflow interacts differently between the 

zone of attack to the jet and the lee region behind it. 

Also noticeable is the fact that the highest values for~ appear in 

the upper region of the jet where ;n/bz>o which implies a stable ther-

mal configuration. Moreover, when one examines the balance equation for 

the turbulent kinetic energy, it appears that the buoyancy term is a sink 

for turbulence in the upper zone - where heat lS transferred below - and 

a source in the lower region. On the other hand, and due to the unequal 

length scales between the upper and lower region of the jet, the produc­

tion of turbulent kinetic energy by interaction with the mean motion - a 

term proportional to the velocity gradient - is greater in the upper region 

of the jet. A more precise study concerning the turbulent budgets is nee­

ded to Clarify this point. 

Finally, and concerning the profiles ofT anc:tAjT' 2' , although the 

preservation is obvious for T, it doesn't appear clearly forVT'2' 

self-

. If we 

refer to a study of plane buoyant jets made by KOTSOVINOS / 8 / , it seems 

that the evolving contributions, within the jet flow, of the mechanical and 
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Figure 8 : Intermittency Faclor Profile 

thermal energy to the production of1rlZ is behind this lack of similarity. 

However, since an equilibrium state must be ultimately reached, one can 

expect similarity at some stage. 

4.3 Intermittency region: the intermittency factor measured allows a 

statistical information while the graphical recording of the instantaneous 

signal delivered by the thermocouples gives a direct insight. Concerning 

the intermittency factor, the following remarks can be made (see Figure 8): 

- at fixed r/R* , I decreases with increasing x/D . 
o 

- In the flat central zone I ~ 1 . However some ambient fluid is 

seen from time to time. 

- The central zone ends sharply at r/R*~0.9 to 1 , that is ap­

proximately whereVT'Z' is maximum. 

The graphical recording shown in Figure 9 corresponds to a lapse of time 

of 550s. The puffs of jet fluid are more frequent in the lower zone than 

in upper one, but they correspond to lower ~T = IT - T~I . The puffs in 

the lower zone are such that LlT ~ 0.5LlTcl while they can be greater 

than Z ~Tcl in the upper zone. In both cases, these cold puffs are asso­

ciated with the jet energetic structures of low frequencies. These results 

show in an obvious manner the possibility of getting relatively cold puffs 

in the outer jet region_ 

5. CONCLUSION 

The use of length scales characterizing buoyant jets behaviour has provided 

a mean for unifying most of the results concerning the trajectory. Some 

practical correlations have then been deduced, but more work is needed 

to better precise the range of these correlations. It has been shown that 

the mean temperature in the jet can be described by radially similar pro-
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files. That did not seem to be the case for the temperature mean standard­

deviation, at least in the ascending part of the jet. 

A pronounced asymmetry has also been observed as well as unequal extrema 

for" T'2'at r/Rx~ 0.8 to 1, that is where the interactions between the 

jet and the crossflow are the most intense. A detailed turbulence budget 

is needed to clarify some peculiarities encountered with these profiles, 

especially concerning the fact of having the greatest extremum for \I T'i 
in the upper jet region. These differences of behaviour between the upper 

and lower jet region were confirmed once more when examining the intermit­

tency region, and cold puffs with relatively large IT - T~I have been 

observed inside this region. 
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Summary 
Measurements of gravity spreading and dilution of right circular cylindri­
cal volumes of dense gas released instantaneously in still air are 
described. Effects of volume released (34, 54, and 135 liters), initial 
density (2.19, 2.95, and 4.27 relative to air), and initial volume height­
to-diameter ratio (0.4, 1.0, and 1.6) are reported. Ground level peak gas 
concentrations measured are compared with previously reported smaller 
scale experimental measurem~nts, and scaling relationships are demon­
strated. 

Introduction 

Extensive experimental data useful for testing mathematical models of atmo­
spheric disnersion of denser-than-air gases have recently become available 
from field test (1,2,3) and wind tunnel test (4,5) programs. The data gene­
rally confirm expectations that for large releases at low wind speeds an 
important part of the gas dilution process results from turbulence generated 
by gravity-driven flows. The relative importance of turbulent mixing due 
to the qravitv-driven flow and the turbulent mixing properties of the atmo­
spheric flow is determined by the (heavy) gas source flux into the atmo­
sphere, its thermodynamic properties (primarily temperature and molecular 
weight), and the atmospheric flow conditions. If the gas flow into the 

atmosphere alters the preexisting boundary layer flow, the resulting 
dispersion may not be accurately described by models developed for passive 
atmospheric dispersion processes. Limiting cases for such behavior result 
for large release rates at low wind speed and in calm air releases. Field 

test data for low-wind, larqe scale releases are still scant, and wind 
tunnel simulations of large releases at low wind speed are difficult due 

to the requirement for impractically low wind tunnel velocities. 

Since there are strong indications-._that ar:l-i-mportant part of the -initial 
dilution (to -1% gas) of rapid large releases of heavy gases in low wind 
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speeds is the result of turbulence generated by the resulting gravity-driven 
flows, we believe that an understanding of the dilution processes extant in 
calm air releases is prerequisite to the accurate prediction of dispersion 
of large scale releases in low winds. 

We report here initial measurements of the gravity spreading and dilution 
of right circular cylindrical volumes of isothermal gas released instan­
taneously into calm (laboratory) air t 

Description of Experimental Techniques 

Our laboratory has been designed to allow the time-dependent and instan­
taneous release of up to about 1 m3 dense gas in the center of a flat 7.2 
m diameter circular area. Concentration measurements are provided at eight 
or fewer positions anywhere in the spill area (including vertically to a 
height of about 1 meter). Photographic documentation of smoke-marked 
releases utilizes motor-driven 35 mm cameras and a high speed 16 mm movie 
camera. Our initial studies have focused on instantaneous releases of 
cylindrical gas volumes with different size, initial density, and initial 
height-to-diameter ratio. In the following we describe the methods used 
to effect an instantaneous release and the measurement of gas concentra­
tions at fixed positions in the developing cloud. 

Release Method 

Figure 1 shows a sector of the release area surrounding a 54 liter gas con­
tainer. The gas container is a 1/8 inch thick po1ycarbonate sheet rolled 
to form a cylinder with vertical exterior support ribs which extend above 
the cylinder to a fitting attached to the end of a rod in a pneumatic 
cylinder. The pneumatic cylinder is rigidly mounted in a framework hung 
from roof support beams. A solenoid valve operated by the computer control 
and data acquisition system admits air under the pneumatic cylinder piston 
for a designated time period, moving the gas container vertically past the 
gas vol ume. The cyl i nder traveltime is controll ed by the operati ng pres­
sure of the air supply line and by the length of time the solenoid valve 
is maintained open. Cylinder travel time is measured by timing the passage 
ofa reflective tape marker on the cylinder between 1i!Jht beams projected 
from optical fibers mounted to the side of the container. 

Container removal rates were studi-ed using smoke-marked gas volumes to 
determine operating conditions required to leave a freestanding., minimally 
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perturbed, cylindrical gas volume after the container had risen above the 
gas. Figure 2 shows high speed 16 mm movie frames of the vertical travel 
of a 135 liter container (0/ H = 1.0) initially containing smoke-marked 
argon. The second frame indicates that the bottom of the container is past 
the top of the gas volume 0.18 seconds after its vertical movement began, 
and the gas is shown to be freestandi ng with essenti ally no movement or 
perturbation. 

Figure 1. Gas container and concentration sensor placement. 

Figure 2. Freestanding gas cylinder initial condition. 

Figures 3 and 4 show a filled 135 liter container and the released 
spreading cloud (taken 1.2 seconds after re-lease) respectively. Figures 5 
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and 6 show overhead views of a 135 liter Freon-12 release. The gas con­
tainer is just hidden under the square plate which is part of the release 
mechanism framework. The edge of the spreading gas cloud has advanced to 
a radial distance of 1.5 m in Figure 5 and 2.0 m in Figure 6. The radial 
symmetry of the cloud is clearly indicated. Observations of the cloud's 
movement beyond the edges of the area photographed confirm radial cloud 
advance to distances at which the peak gas concentration at floor level has 
decreased to at least 1% of the initial value. 

Figure 3. 135 liter Freon-12, HID 1.0. 

Figure 4. 135 liter Freon-]2 release, t 1.2 s. 



Figure 5. 135 liter Freon-12 release, t 1.2 s. 

Figure 6. 135 liter Freon-12 release, t 1.7 s. 

For the releases discussed here, the spreading gas rapidly formed a torus 
or doughnut shape as observed in previous field (3) and wind tunnel (4,5) 

still-air releases. 

Gas Concentration Measurement 

181 

Figure 1 shows a sector of the spill area indicating the placement of 
support rods on which the gas sensors are mounted; sensors are positioned 

to avoid interference in the flow caused by other sensors. Figure 7 shows 
a sensor mounted on a support rod. A vacuum pump aspirates gas through a 
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4 mm diameter sample port fitted with a fibrous filter; the sample flows 

over a 4 ~ wire or 25 ~ film mounted on a TSl 1260 probe, and then through 
a 400 ~ diameter choke. The aspiration rate with the 400 ~ choke, used in 
most of the measurements described here, is approximately 1.5 liters/ 
minute, although some measurements have been made with aspiration rates as 
low as 300 ml/min. The high aspiration rates have been used to maximize 
the resolution of the peak concentrations in the cloud. 

Sensor Support 

Fi 1 ter 

Sample Port 

TSl 1260-10 
Hot Film Probe 
Sonic Choke 
400 \l diameter 

Figure 7. Aspirated hot film gas concentration sensor. 

The hot wires or films were operated at overheat ratios of 1. 32 and 1.16 
respectively, corresponding to an operating temperature of about 85°C. 

This operating condition was determined to give good resolution of the con­
centration of Freon-12/air mixtures without appreciable deterioration of 
the sensors experienced in high Freon-12 concentration, high overheat ratio 

usage. 

The output of the TSl 10538 anemometers is fed to a reference voltage 
shifting circuit, through a low pass filter (100 Hz) and amplifier, and 
input to a DEC MINC/11-23 computer data acquisition system. Gas concen­
tration measurements were made at 240 Hz for 50 seconds after release for 

the experiments reported here. 

The gas container is filled by introducing the test gas at the bottom of 
the open-topped cylinder through a distribution plate with eight radial 
outlets to minimize mixing effects due to gas jetting. Horizontal slots 
cut in the container wall determi ne the ~ gas hei ght when fi 11 ed .· 
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Experiments indicate that gas addition at 10 liters/minute for a period 
sufficient to add twice the gas container volume results in a heavy gas 
interface at the location of the horizontal slot which is very sharp, with 
the gas concentration below the slot estimated to be greater than 98% pure 
heavy gas. During cylinder filling, the excess gas overflows through these 
horizontal slots down the exterior wall of the container and is dispersed 
by four small (100 CFM) axial flow instrument cooling fans placed at floor 
level about one cylinder radius away, at 90 0 angles. 

After filling, all personnel move to an adjacent room housing the data 
acquisition and experimental control computer system, and the room con­
taining the spill area is sealed off. A calming period of ten minutes is 
observed, after which the computer sequences the actuation of photographic 
lights and cameras (when used), the raising of the gas container, and the 
data acquisition from the gas sensors (when used). 

Gas calibration mixtures are fed to the gas sensors just before cylinder 
filling and again at the end of a series of three repeat releases. Clear 
air readings are also made between releases to correct for sensor drift 
which may result primarily from change in air temperature or pressure and 
secondarily from other factors such as sensor aging and electronic circui­
try drift. We estimate the gas concentration measurements reported to be 
accurate to within about 2% of reading in the range 50-100%, 4% of reading 
in the range 25-50%, 10% of reading in the range 5-25%, and 20% of reading 
in the area of 1% concentration, based on analysis of the sensors' drift 
characteristics. Primary measurement of the mixture concentration prepared 
by the rotameters was done by gas chromatography. 

Test Results 

Experiments to date have been designed to study the scaling characteristics 
of spills of different size, the effect of height-to-diameter ratio, and 
the effect of initial gas density, for instantaneous isothermal releases. 
Table 1 shows the experiments reported here. 

Each of the experiments was repeated at least twice. (One repeat of 
Experiments 3 and 9 was discarded due to a failure to seal the gas con­
tainer bottom during filling.) The experiments appear very reproducjble. 
Figures 8 through 10 show typical ground level gas concentration measure­
ments at three successive nondimensionalized radial distances (R/Vl / 3) 
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from the release center. Three concentration time series, taken in three 
successive experiments, are shown for each radial position. In most cases, 
the variation of maximum concentrations is close to or within the expected 
accuracy of the concentration technique. Gas concentration measurements 
near the release indicate a complex, but remarkably repeatable, structure 
which appears to correlate well with complex flow patterns exhibited in 
the cloud leading edge near the release. Distinct peaks and valleys in 
the concentration records, as in Figure 8, appear to correlate with 
observed complex roll and wave structures in the cloud's leading edge near 
the release (see Figures 4, 6). As the cloud spreads radially, the complex 
frontal movement is seen to diminish, both in the photographs and in the gas 
concentration measurements. 

TABLE 1 
GAS RELEASE EXPERIMENT CONFIGURATIONS 

Exp. No. Gas and Density (P/Pair) Volume (m3) H/D No. Runs 

1 Freon-12, 4.27 .034 1.0 3 
2 Freon-12, 4.27 .054 1.0 3 
3 Freon-12, 4.27 .135 1.0 2 
4 Freon-12, 4.27 .054 0.4 3 
5 Freon-12, 4.27 .054 1.6 3 
6 Freon-12/air, 2.95 .034 1.0 3 
7 Freon-12/air, 2.95 .054 1.0 3 
8 Freon-12/air, 2.95 .135 1.0 3 
9 Freon-12/air, 2.19 .135 1.0 2 

90. 

C 60. 

~ 
~ ::Ii 30. 

o.o.+-----lL---,.-------.,--------! 
o 2 4 6 

Time{s) 

Figure 8. Three repeat gas concentration measurements at 
R* = 2.6 -Freon-12, V = 54 liters. 
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Figure 9. Three repeat gas concentration measurements at 
R* = 5.8 - Freon-12, V = 54 liters. 
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Figure 10. Three repeat gas concentration measurements at 
R* = 9.2 - Freon-12, V = 54 liters. 

Hall (4) has suggested that calm air releases of cubic volumes of gas 
should have a characteristic length of L = Vl/3 and a characteristic time 
scale T = V1/ 6 / Ig!1 where g = gravitational acceleration and !1 = (pg 
- Pa)-/ Pa ' Figure 11 shows a plot of t*t, the non-dimensional cloud 
arrival time, vs. (R*2 - R52) /2tt for the three release volumes tested 

tt* = tiT 
ttR* = R/L 

185 
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thus far. Integration of the "gravity intrusion" formula 

dR _ 
dt - K ;gt;H (1) 

indicates that cloud radius should be proportional to 11:. The line of 
slope 1 dashed on Figure 11 corresponds to that dependence of R on t for 
times greater than t* = 20. Extrapolation of the dashed line indicates a 
value of K ~ 1.2 in Equation (1). 
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Figure 11. Cloud travel distance vs. time of arrival. 

Figure 12 shows the peak measured concentration (nondimensionalized) 
plotted against R*. the nondimensiona1ized distance from the spill center. 
The data for all three spill volumes collapse well using the scaling rules 
proposed by Hall. The individual points on Figure 12 are averages of 
three repeat experimental runs. and the dashed lines define the outer 
boundaries on all peak concentrations measured for the HID = 1 releases. 

Figure 13 compares the results shown in Figure 12 with data from calm airl 
Freon-12 (HID = l) releases reported by Hall (4) and Loymeyer and Meroney 
(5). Hall's releases were 2.7 liters. and Lohmeyer and Meroney's releases 
were .035 •. 165. and .450 liters. The results of our experiments indicate 
greater concentrations than Hall at the same dimensionless distances and 
higher. concentrations than Lohmeyer and Meroney's results except for the 
0.035 liter releases. We do not yet know whether the differences between 
our results and those reported_by Hall and Lohmeyer and Meroney are due to 
scaling effects or to other factors_associated with the experimental 
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technique. However, we believe that the differences may be partially 
associated with difficulties in making the aspirated hot wire measurements 
in the very thin cloud layers experienced and with different frequency 

response characteristics of the sensors used. 

Figure 14 shows a plot of concentration vs. R* - RO for three 54.1 
liter Freon-12 releases with initial height-to-diameter ratios of 
0.4, 1.0, and 1.6. Within the experimental data scatter, the dif­
ferent HID ratio results are very similar, although there appears 
to be a slight bias toward higher concentrations with lower HID ratio. 

Figure 15 shows a plot of concentration vs. R* for the three volumes 
tested, including releases with initial densities 4.27, 2.95, and 2.19 
kg/m3. All of the ground level peak concentration vs. dimensionless dis­
tance data taken for different volumes and initial densities fallon the 
same plot within the limits of experimental error and experiment repro­
ducibility. 

We are analyzing the results of these experiments to determine entrainment 
specifications for incorporation into the gravity-spreading phase of a 
dispersion model being developed for the U.S. Coast Guard and plan addi­
tional experiments on smaller and larger gas volumes. We also plan to 
make measurements of the vertical concentration distribution in these 
releases as well as local velocity measurements using pulsed wire ane­
mometry. 
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Summary 

This paper is a condensed description of a study of wind tunnel model simula­
tions of dense gas clouds released instantaneously in the atmosphere, under­
taken to assess the validity of the wind tunnel modelling technique as a 
dispersion prediction method [1]. The comparative data used was that 
obtained from the field trials carried out at Porton Down in 1976/7. In 
addition a number of scaling experiments were carried out in order to further 
investigate the modelling technique. 

Introduction 

The spreading and dispersion of heavier-than-air gas clouds released into the 

atmosphere is a complicated phenomenon, and it is self-evident that neither 

an understanding of the dispersion process nor effective dispersion predic­

tion in practical situations will be possible without recourse to both 

physical (i.e. wind and water tunnel) and numerical modelling. It is also 

desirable to validate models by testing against full scale data wherever 

possible. This paper describes.a wind tunnel validation experiment using the 

heavy gas dispersion field trials carried out for the UK Health and Safety 

Executive at Porton Down during 1976/7 [2,3]. At that time it was the only 

well-documented field data available on heavy gas releases and we were asked 

by the Health and Safety Executive to carry out a wind tunnel model study as 

a validation exercise. Six selected trials were modelled in the experiments 

and, in addition, some experiments to investigate model scaling methods were 

carried out. 

There is insufficient space to fully describe the whole experimental pro­

gramme so the present paper is restricted to presentation of some representa­

tive results and a general discussion of the results of the work, a full 

description can be found in ref. [I]. 
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The Port on Down Field Trials 

The field trials used a heavy gas source in the form of a cubical tent of 

about 3.5 m side containing 40 m3 of gas, the sides of which were collapsed 

rapidly under gravity to expose a cube of heavy gas to the prevailing wind 

conditions. A total of forty two individual trials were run covering a wide 

range of source gas densities, windspeeds and other parameters, including 

surface roughness. Figure 1 shows the trials plotted against their two main 

operating parameters, gas density ratio (here expressed as I:;p/p. = (p -al.r gas 
p . )/p . ) and windspeed. The six trials chosen for modelling are shown, al.r al.r 
numbered, on the figure, they were chosen for having produced adequate data 

and for covering a good spread of the range of measurements. Trials 3 and 

37, which lie close together on the plot, were chosen because trial 37-was on 

a flat surface and trial 3 on a 1 in 13 upward slope, thus the effects of 

slope on the gas cloud development could be observed. In this particular 

case the model showed no obvious difference between the two sets of measure­

ments, the effect of the slope appeared to be small. The gas clouds were 

marked with smoke and filmed, so that their appearance and rate of spread 

could be determined. Also a limited number of gas concentration measurements 

were made within the cloud, using both continuous monitors and integrating 

samplers. 
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Fig. 1. Operating Conditions for Porton Trials 
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The Wind Tunnel Model 

The experiments were carried out to a scale of 1/25, so that the model of the 

source tent had a side of 140 mm. The source model was a carefully construc­

ted replica of the original tent, with the exception that the collapsing 

walls were driven by a pneumatic cylinder whose piston rod passed up through 

the centre of the tent, the collapse time being scaled appropriately. 

The model scaling requirements are, briefly, that for a representative model 

both the initial gas/air density ratio, ~p/p, and the Froude Number, 

U/(gL)1/2, (where U = reference windspeed, L the scale and g acceleration due 

to gravity) should match the full scale values. Thus windspeeds on a 1/2 

scale model must be 1/5 of the full scale values. It was readily possible to 

achieve this in the present experiments and all the experiments were scaled 

in this fashion. However, if experiments at much smaller scales are 

required, and this will be an inevitable requirement of modelling large scale 

releases, the model winds peed requirement becomes impracticable and severe 

Reynolds Number effects can occur. An alternative form of scaling is to use 

the Richardson Number, Ri = g(~p/p)L/U2, as the sole scaling parameter, which 

allows the substitution of increased source gas density in place of a greatly 

reduced model windspeed. Strictly, however, this form of modelling is only 

valid for small values of ~p/p in the released gas, a condition which 

certainly does not apply near the source of a typical heavy gas release. In 

practice errors from this cause may not be very large, and one of the 

purposes of the experiments was to examine this source of error by looking at 

releases with various source gas densities and windspeeds, but the same 

Richardson Number. 

Results of the Full Scale Comparison Experiments 

Model/full scale comparisons were made with plan and elevation photographs of 

the gas cloud, measured travel times and cloud spread rates and with 

concentration measurements made within the cloud. Figures 2-6 show results 

from one of these comparisons, trial No. 37. All times and distances on the 

figures are full scale values, the model data being scaled appropriately. 

The operating conditions for trial 37 were: 

Winds peed at 2 m height 

Gas Density 

Surface Roughness, Zo 
Stability Class 

Full Scale 

5.1 m s-l 

1.89 x air 

10 mm 

C-D 

Model (scale 1/25) 

1.02 m s-l 

1.89 x air 

0.4 mm 

Neutral 
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Results of all the trial comparisons were generally similar to those shown 

here for trial 37. The model consistently produced gas clouds of very 

realistic appearance compared with the full scale and with very similar rates 

of spread and downwind travel, as can be seen from Figs 2, 3 and 4. 
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Fig. 2. Porton Trial No. 37. Comparison of model/full scale cloud size 

and travel times 

Comparisons with the full scale concentration measurements proved more 

troublesome for a number of reasons and the results of the comparison were 

more uncertain. Firstly, there can be a high degree of naturally occurring 

repeat variability in the measurements. Though only one-shot data was 

(inevitably) available for the full scale trials, some repeat measurements 

could be made in the model. The degree of repeat-run variability altered 

with the Richardson Number of the release, trials with low release Richardson 

Numbers (such as trial 37) showed the highest levels of variability. Figure 

7 shows results of twenty repeat runs for a particular condition of relativ­

ely low Richardson Number, the measurements being made at the ground about 

two source heights directly downwind of the source. The difference between 

the largest and smallest peak concentrations in the traces is almost an order 

of magnitude. Because of this all the model comparisons used triplicated 

model measurements to get some idea of the degree of variability. Secondly 

the full scale measurements were limited in number (typically to about six 

per trial) and sometimes of uncertain accuracy. Also it appeared that the 

detector time constant was relatively long compared with many features of the 

gas cloud, which would appear in the model measurements but not in the full 

scale. The layout of samplers in trial 37 is shown in Fig. 5, and results 
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Fig. 5. Porton Trial No. 37. Layout of Continuous Concentration Monitors 

and Integrated Dose Samplers 

of the model/full scale concentration sampler comparisons in Fig. 6. The 

quality of the comparisons was variable, some were very good, others were 

poor. Of the total, half had maximum levels of concentration in agreement 

within a factor of two. Considering the various difficulties in the 

comparison, mentioned above, and, in addition, the fact that no model/full 

scale comparison of an atmospheric event can expect to be a very precise 

affair, it was felt that the results were as good as could be expected. 

Results of the Scaling Experiments 

A number of experiments were carried out in which releases with the same 

Richardson Numbers but different source gas densities and reference wind­

speeds were compared to see if the use of Richardson Number alone was a 

sufficient modelling criterion. In addition the effects of changes in sur­

face roughness on the cloud behaviour was examined. The general conclusions 

were, firstly, that Richardson Number modelling alone was adequate for gas 

cloud models and, secondly, that in most of the circumstances examined the 

effects of surface roughness were relatively small. 

Figure 8 shows an example from the experiments. The measurements are of the 

peak concentration measured at the ground at increasing distances from the 

source for releases into still air. There are measurements for two different 

source gas densities and two different surface roughnesses. Within the level 

of accuracy of the experiment there is no observable effect due to either 

Rnllrr.e gas density or surface roughness. 
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In conclusion, one final observation is of interest. Though the experiments 

covered a wide range of release Richardson number, it was noticed that the 

distributions of peak concentration with distance from the source did not 

vary very widely. Figure 9 shows a plot of the distance to the point at 

which peak concentrations in the clouds had reduced to 2% of the source value 

(expressed as a proportion of source test heights) against the bulk Richardson 

number of the release (plotted as l/Ri). The measurements all fall between 

about 7-20 source heights and show a distinct peak at a Richardson Number of 

about 4. The reason seems to be due to the relative effects of the clouds 
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self induced gravity-driven dispersion and the combination of cloud drift and 

additional dispersion that comes from whatever wind is blowing. In still air 

only the cloud's self induced dispersion affects the gas concentrations 

within it. Light winds (thus high Richardson Numbers) cause the cloud to 

drift downwind without greatly increasing its dispersion, so that downwind 

distances to the point of 2% maximum concentration are increased. Stronger 

winds not only carry the cloud downwind but also increase the rate at which 

it disperses and the distance to the 2% concentration boundary then decreases 

again. 
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Fig. 9. Effect of Bulk Richardson Number on Downwind Distance to 2% 

Peak Concentration for Release of a Cube of Material 
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Summary 

An experi~enta1 study has been made 
buoyant salt solution injected into 
ary layer in a water channel flow. 
developed from low momentum sources 

of the turbulent mixing of a negatively 
a neutral unobstructed turbulent bound­
Particular emphasis is placed on plumes 
fitted flush to the surface. 

Flow visualisation and conductivity probes, to measure the mean cor:entra­
tion have allowed plume boundaries to be determined for a wide ran~e of 
flow velocities, source flow rates, density ratios, source sizes and 
differing surface rou~hnesses. Ground level concentration profiles 
indicate a two stage decay which hecomes more pronounced as the relative 
heaviness of the plume is increased. 

A comparison of p1 ume boundary data and mean concentration data with avail­
able wind and water tunnel data show reasonable agreement and indicate 
that \~ater channel modelling of heavy gas spills may be an attractive 
alternative to wind tunnel modelling. 

Introduction 

Physical modelling of heavy gas releases has been made in meteorological 

wind tunnels [l,2,3J and water tunnels [4,5J. In both cases suitable 
modelling of the turbulent structure of the atmospheric flow in the 
vicinity of the release is required. Although it is usually impossible 
to obtain the same Reynolds number on the model as the full scale there 
is evidence to suggest that the loss of high frequency turbulence in 
model tests does not seriously change the plume development and that the 
portion of the spectrum which has the greatest effect on dispersion 
remains largely invariant over a wide ranne of Reynolds numbers. In wind 
tunnel studies Hall [1 J, Neff and t1eroney [3J have shown that partial 

simulation can be ohtained if there is equality of the volume flux 
ratio Q/lJL2, the Froude numher lJ/(~L)~ and the density ratio (PH-PL)/PL' 
where PH,PL are the density of the heavy and ambient fluids, Q ':he source 
volume flow rate, U is a reference velocity, !l the gravitatior: constant 
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and L some characteristic length. A more convenient grouping can be 

obtained by combining the Froude number with the density ratio to give 
a form of Richardson number (PH-PL)9L/PLU2. Equality of the volume flux 
ratio and the Richardson number can usually be obtained but at the expense 

of reducing the Reynolds number to such an extent that the turbulence 
intensities in the model shear layer may be reduced. The added effect of 
the stabilising influence of the density !lradients places serious, but 

at this stage unknown, limitations on the range of conditions which can 
be mode 11 ed . 

The modelling parameters apply to both wind and water tunnels but the latter, 
when used in conjunction with salt solutions to simulate the heavy gas, 
offers several potentially useful advantages. Point concentration measure­
ments and flow visualisation are readily made, the technique is free of 
hazards and in principal higher model Reynolds numbers can be obtained. In 
practice the gain in model Reynolds number is lost due to the smaller scale 
of most tunnels and the fact that the relative source density is restricted 
to about 1.4. For Richardson number equality this means operating at quite 

low velocities. With these limitations in mind the present work describes 
experiments which are designed to assess the usefulness of water tunnel 
modelling. The specific case of an isothermal plume arising from a low 
momentum ground level source is investigated and the effect of varying sur­
face roughness and source size on the resulting plume boundary and mean 
concentration is considered. 

Experimental Facilities 

All the tests were carried out in a recirculating water channel. The 
workin!l section is 1.4 m wide, 0.R4 PI deep and 4 m lonel, with a velocity 
distribution uniform to better than ± 0.5% throu!lhout the working section. 
A detailed description is !liven in references [6J and [7J. 

A false floor vias fitted 31 cm below the free surface and because of the 
relatively short length of the working section a Counihan [8J type boundary 
simulation system was installed in order to establish a thickened boundary 
layer over a short distance. Tests were carried out on smooth and rough 
surfaces vlith the distributed roughness consisting of 116" and a" expanded 
P.V.C. mesh or 'Lego' boards. For the latter two rough surfaces the 

roughness length was found to be approximately 0.01 cm. t·1easurements of 
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the mean and fluctuating velocity components indicated that a boundary 
layer height of 25 cm was achieved after about seven boundary layer hei~hts 
downstream of the leading edrJe. Beyond this point the boundary layer 

characteristics remain reasonably invariant and the mean velocity distri­
bution could be represented b~1 a power law profile: further information 
can be found in references [9, 10J. The results of the measurements 

indicated that the flow closely model s a naturally developed boundary 
layer over a rou~h terrain. In all cases a flush circular source, of 
5 or 10 cm diameter, was mounted in the floor. Uniformity of the source 
flow was ensured by filterin~ the salt solution through a source box con­

sisting of spherical beads and a fine gauze fitted flush with the surface. 

Concentration measurements were made with a single electrode conductivity 

probe [lOJ and the output from the probe was processed digitally to obtain 

the required statistics. Sampling intervals were typically of order 0.005s 

and the data was averaged over a period of about 1 min. The probe tip 

diameter was visually estimated to be 12.5 ~m which, based on the work of 

Gibson Schwarz [llJ gives a sampling volume of about 0.1 mm 3. 

Flow Visualisation 

The rJround level extent of the rlume was ohtained by introducing dye into 

the source flow. Visual estimates of the upstream and lateral displace­

ment of the pl ume boundary in the vi ci nity of the source are <1i ven in 
Figures 1 and 2. Following Britter [4J the length scales were made non­

dimensional with the buoyancy lenCJth scale LB = ~'n/u3, where 

g' = (PH-PL)rJ/PL' The overall trends are in broad agreement with avail­
able data [2,3,4,12,13J obtained from both wind and water tunnels. There 

is some evidence to show that the roughened surfaces tend to increase 

the upstream and lateral spread of the plume but the influence of 

differing roughnesses and boundary layer simulation methods is small. 
A change in source diameter from 5 cm to 10 cm is also insirJnificant 

within the accuracy to which the plume profile can be measured. 

For the heavier plumes a central cigar shaped region was observed which 

indicated little plume dilution. The extent o~ this rerJion could be 

linked to the distinct transition zone observed in the ground level con­

centration profiles. It is surmised that the vinorous mixing towards the 
edges of the plume arose from the horseshoe vortex system <1enerated by the 
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front of the plume. 

A comparison of the ground level plume development downstream of the 

source is shown in Figure 3 for a range of density (0 < P~~PL < 0.25], 

source flow rate (2 < Q < 100 cm 3/s) and mean flow velocities 

(8 < U < 40 cm/s). The axes are chosen on the basis of Britter's [4J 

analysis and a relatively good collapse of data is observed. For the 

heaviest of the plumes both sets of data are in good agreement with the 

predictions of Britter's analysis. As miqht be expected, however, as 

the plume becomes diluted the assu~ptions in the analysis become invalid 

and both the wind and water tunnel data display similar trends away from 
the expected variation. Each set of data remains well correlated even 

for relatively passive plumes. 

Mean Concentration Distributions 

Time mean qround level concentration distributions alonq the centreline, 

downstream of the source, are shown in Fi0ure 4 for differino surface 



10' 

,~ 

~ 

~' 

10' 
~. , 

~. I-- ! 
I 

10' / 'I 

.If ! t7-

i I 

10: 
,. 
~. 

• ltall et. at (1975) rough 

~ v Matsuda et al(1977) smooth 
II Hall (1979) 

Hi 
• This work smooth 

"\'<Meroney et il (1980) 

I 
1Ii I 

10° 10' 10' 
Dimensionless plume width at the 
source position (%) 

10' 

c-- mootn urtac 

I 

1d /0 p 

L 
0 

10' lli 

§ ~c , .... 
10' 0 

:~ 

• Randall (1981) sea bed 
~ 0 Scm source ":PVClResh 

+ 5 em source" ,.' PVC lResh 

16~ x 10(111 source" LEGO 
F 

* simulile:l boundary layer 

16' I [ 

10' 10' 10' 
DimensionlesS plume width at the 
source position (~) 

Fig. 2. Effect of buoyancy length on plume width 

roughnesses. For all the relatively heavy plumes two distinct regions 
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of dilution are observed. For the larger values of the Richardson number, 

or the buoyancy length LB, the source fluid is highly stratified and 

mixing in the near vicinity of the source is severely restricted. With 

decreasing LB the rate of dilution steadily increases and the transition 

zone approaches the source. For the smallest values of LB the ra~e of 

dilution closely resembles that of a passive plume and two separate zones 

are barely noticeable. 

A comparison of the data for the two expanded P.V.C. rough surfaces shows 

that the overall concentration levels are lower for the rougher surface. 

It is tempting to sU0gest that this is due to the increased turbulence 

levels giving rise to greater mixinn. However, it must be noted that the 

expanded mesh is porous and thus allows plume develonment within the 

surface roughness. In addition the concentration nrobe cannot nenetrate 

to the base of the rough elements and in consequence the rougher the 
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surface the higher the elevation of the concentration measurement relative 
to the base of the surface. Rapid'changes in concentration are observed 
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close to the surface so that the reduction seen in Fi0ure 4 may well arise 

from the position of the probe rather than throu0h the effect of increased 

mixin0. 

In an attempt to resolve this query the rou0hness elements were rerlaced 
by 'Lego' boards which allowed the concentration to be measured at the 

base of the elements. Figure 5 shows that for the lightest of the nlumes 

the mixin0 is sufficiently ener~etic for the difference between the ton 
and bottom of the elements to be insi0nificant. For heavier nlumes this 
difference becomes more apparent and sU~0ests that dispersion within the 

roughness elements is reduced. ~1eas urements [9] of the mean and fl uctuati ng 
velocity field indicate only small differences between the two tyres of 

surface and therefore it must be concluded that much of the differences 
in the concentration arises through the difficulty of locating a true 

ground level reading. 
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Fig. 5. Comparison of mean ground level concentration distributions 
taken at the top and bottom of roughness elements for a 5 cm 
and 10 cm source 

To assess the value of using a water channel to model a heavy p-lume 

development requires full-scale measurement. These are lacking at the 

moment and therefore the best that e-a-n be done is to compare the present 
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data with equivalent wind tunnel experiments [2,3J. One immediate 
difference between wind and water tunnels results appear to be the lack 
of a two stage decay of concentration in wind tunnels, exceptinCl the 
data of Neff, et al. [14J who noted a similar effect when observing the 
plume developed from a dike. 

In order to make a more quantitative comparison consider the following 
elementary model. Assume that the flow may be considered one-dimensional 
and that it is sufficiently wide, compared with its height, for mixing 
with the external flow to occur only along the upper surface. The mean 
value of the concentration at any downstream position x is then given by 

c = Q 

where VE is the entrainment velocity at the top of Lne plume and W the 
plume width. 

(1 ) 

The flow visualisation data shows that the dimensions of the plume scale 
well with LB, even for the lightest of the nlumes. Thus equation (1) can 
be written 

C 
T-C" (x/LB V 

"1 E(s) ~j+ (s)ds) 
J-xo/LBU: 

(2) 

where 0 is the source di ameter, U", is the free stream ve 1 ocity, Q+ = Q/U20, 
W+ = W/LB and Cl = U",/U which is approximately constant. 

Assume [15J that the mi xi I,g across the top of the 1 ayer can be characteri sed 
by an entrainment velocity of the form 

* g(PH-PL)h 
where U* is the fri cti on vel oci ty and R,' = ---..",.-­

P U*2 
L 

( 3) 

There is little 

evidence available conrerning the heiClht of the plume, h; however, in order 
to relate it in terms of the overall var1"ables it is assumed to be of order 
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of the height to which a vertically directed plume would reach in a 
quiescent surrounding. The work of Turner [16J suggests it is of the form 

[ J 
3/4 

:: (fs) 1 /2 Q+3/2 (4) 

For a fully developed flow it is anticipated that U* ~ Uoo ane in conse­
equation (2) may be recast in the form 

(5) 

:he function F arises from the integral in equation (2) and its dependence 

on ~ and ~ is suggested from the flow visualisation data. It will also 
B B 

include any variation of h with LXB that may occur. Considering the simpilistic 

nature of the analysis it is encouraging to note in Figure 6 the degree 
to which the wind and water channel data is correlated. The data of Hall 
[2J is in itself well correlated but lies significantly below the bulk of 
the other data. Hall operates with a much higher source momentum than the 
other data. This is likely to provide a greater barrier to the approach 
flow and the stronger vortex system undoubtedly give rise to better mixing 
of the flow and hence lower relate concentrations. In making a comparison 
of the present work with the wind tunnel experiments the data taken with 
the smallest roughness elements and that taken at the base of the Lego 
elements have been omitted in Figure 6. Best agreement with the data of 

Neff-~·1eroney [3J is obtained for those conditions which appear to be well 
mixed downstream of the source. Hhere significant stabilisation of the 

brine solution appear to exist (i.e., latgest LB's) the data shows depar­
tures from the ov~rall correlation, indicating significantly reduced 
mixing in the source region. 

If, in equation (1) allowance is made for the possible effect of molecular 
diffusion an additional entrainment term must be included. It is readily 
sho\"n that this will be a function of the non-dimensional group ~/LBU 
where ~ is the diffusivity, This is usually a small quantity but it is 
interesting to note that water channel modelling gives similar values to 
full-scale spills whereas wind t~nnel modelling results in a value some 
three orders of magnitude greater. With the thin layer present in the 
dispersion of heavy gases it is hlghly prol:Jabie that in wind tunnel 
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Fig. 6. Non-dimensional mean concentration distribution for wind tunnel 
and water tunnel data 

modelling some initial mixing due to molecular diffusion is already present 

immediately downstream of the source and may be one of the reasons I'lhy 

wind tunnel data gives generally smaller values of the concentration and 

does not display the two stage decay experienced in the water channel. In 

addition, account must also be taken of the fact that in wind tunnel 
modelling the viscosity of the heavy 0as is invariably less than the ambient 

air flow, whereas in water channel modelling the reverse is true. This may 
give rise to a more stable layer in the water channel modelling. 

Concluding Comments 

Comparison of ground level profiles of the ed~e of the plume indicate that 

both full-scale wind and water tunnel data show reasonable agreement when 
the characteristic length scale is taken as LB, and supports the overall 

conclusions of Britter [4J. 

Lack of suitable full-scale concentration data in continuous plumes prevents 

similar conclusions being made but comparison with equivalent wind tunnel 



data shows modest overall agreement but it must be noted that only the 

water channel measurements give rise to a two stage decay in the concen­
tration. ~Jhere differences occur there is evidence to suggest that con­

siderable stabilisation occurs in the source region where the mixing is 
likely to be significantly depressed. 
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The Entrainment of Small Particles by a Turbulent 
Spot 
F.G.J. ABSIL / G.L.H. BEUGELING 

Lab. for Aero- and Hydrodynamics 
Delft University of Technology 
The Netherlands 

Summary 

In a windtunnel traj ectories of pal,ticles (d ~ 1 - 100 !lm) entrained from 
a flat plate by a turbulent spot in a laminar boundary layer (Uoo ~ 7 m/s) 
are recorded using high-speed photography (at 2000 frames/s). Scanning 
the films using a motion-analyser shows several types of particle movement 
and the measured entrainment velocities and heights indicate the particles 
stay within the spot structure. 

Introduction 

Particle entrainment by an airflow may occur in many situations for 

instance during conveyance or storage of ores. In order to prevent dust 

nuisance or to quantify the particle flux into the airflow knowledge of 

the entrainment mechanism is required. Suppose above a flat particle bed 

(p /p = 0(103 )) the free-stream velocity is increased. Then there is a 
p 

critical stage where first particle movement is observed. This stage has 

been determined experimentally for many bed and flow conditions. Results 

are given In a Shields-diagram where dimensionless shear stress 
2 

pu*/(pp - p)gd is plotted versus particle Reynolds number u*d/v. This 

diagram shows several regimes that may be predicted by a force-balance 

set up for a single spherical particle on a flat surface (Figure 1). In 

vertical direction there are two holding forces, particle weight (F 
g 

and adhesion (Fad - d). For relatively large particles (d ~ 200 !lm) weight, 

which then dominates over adhesion, is counteracted by an aerodynamic 

ll'ft force 2 2 (FL - u*d ). This leads in the critical stage to (T) 't - d. o crl 
Very small particles (d $ 30 !lm) are embedded in the viscous sublayer 

(y+ $ 7) where the flow may be considered turbulent smooth. For these 

particle Slzes wEight is negligible to adhesion and theoretically In a 

stationary sheared Stokes flow no lift-force is predicted. But as 

entrainment of particles from the sublayer has been observed during ex­

periment other effects have to be taken into account. These effects may be 
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of either inertial, leading to a Saffman [1] lift force, or instationary 

kind, when the sublayer is disturbed by the presence of wall structures, 

resulting in the "updraft under a burst"-lift-force (Cleaver/Yates [2]). 

Both lift forces show a proportionality F - (u d)3 which in the critical 
-4/3 L * 

stage leads to (T) 't - d . From observation of Figure 1 one may see 
o crl 

there is an intermediate region where the critical wall shear stress shows 

a minimum (d = 75 - 100 ~m, u , = 15 - 20 cm/s). *mln 

Research in the fully developed boundary layer using visualisation and 

conditional sampling techniques has revealed the occurrence of coherent 

structures both in the wall (y+ ~ 100) and outer region (see the review 

article by Cantwell [3]). Near the wall there is the burst cyclus, con­

sisting of energetic motions (ejections and sweeps) that generate the 

major part of turbulent energy. Especially the ejection phase creates a 

flow movement (approximating an inverse axisymmetric stagnation point flow) 

that may lead to the "updraft under a burst" lift force acting on the 

particles. Several research workers have put forward the idea that the 

existence of near-wall phenomena and the initiation of particle entrain­

ment (both occurring streakwise) may be linked. Cleaver/Yates [2] present 

a model predicting entrainment from a flat monolayer of polydisperse 

particles using mean size and spreading of bursts and a lift-up criterium 

according to the afore mentioned force-balance. 

When determining experimentally the influence of a coherent structure on 

particle entrainment there is the problem of isolating a single structure. 

In the fully developed turbulent boundary layer they are generated randomly 

and in continuous interaction. This requires detection and tracing of a 

single structure. The problem is avoided by considering a turbulent spot 

In a laminar boundary layer. The spot is a structure naturally occurring 

when the flow is in the transitional stage from laminar to turbulent but 

can also be generated artificially by disturbing the laminar flow in 

the unstable Rex-region. Experiments visualizing the spot and determining 

its ensemble-averaged structure (Refs. [4], [5], [6], [7] ) show that 

several spot features indicate a resemblance to boundary layer structures. 

Arguments confirming this analogy are: sizes (of order at) and 

convection velocities ; both show longitudinal streak-

vortices near the wall with equal mean lateral spreading; the spot shows 

an array of vortices similar to the ones observed by Head/Bandyopadhyay 

[8] in the turbulent boundary :.Layer. Working from this analogy experiments 



have been performed at the Delft Lab. for Aero- and Hydrodynamics where 

in a windtunnel a turbulent spot In a laminar boundary layer passes over 

a flat particle bed. The trajectories of entrained particles are re-

corded using high-speed photography. 

Experimental Set-up 

In the rectangular test section (30 * 40 cm2 ) of an open windtunnel a 

1.5 m long flat plate was placed as sketched in Figure 2. Over the flat 

plate having a sharp leading-edge a laminar flow (Uro T m/s) with 

negligible pressure gradient was established. At x = 30 cm (Re 
.x 

behind the plate leading edge a o. 15 mm thick cupper tripping wire was 
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mounted just above the plate, perpendicular to the flow, embedded in a 

profile except for the central 15 mm. The wire, being in the field of 

permanent magnets underneath the plate was pulled towards the wall by 

switching on an electric current. This generated a point-like flow­

disturbance that grew downstream to a turbulent spot. The spot passed over a 
2 

sheet of emery paper (28 * 23 cm ) glued to the plate with its leading edge 

at x = 60.6 cm. At x = 61.6 cm in the plane of symmetry (z = 0) its grains 
2 were scratched away from a 15 * 2 mm strip. Here a powder bed settled after 

being injected through the top of a 1 m long, 35 cm wide cylinder placed 

over the paper. In the cylinder bottom there was a disk with an opening 
2 .. . . 

15 * 2 mm correspondlng to the strlp on the emery paper. Thls devlce 

produced reasonably homogeneous flat beds with their toplayer nearly flush 

with the emery paper. The bed-material consisted of either cement-powder 
3 (p = 3.2 gr/cm ; d 5 65 ~m) or a fraction of Durcal-powder (CaC03 , 

p 3 0 

Pp = 2.75 gr/cm ,d 50 5, 10, 15, 30 and 60 ~m). 

Films were recorded with a Strobodrum High Speed Camera, containing a 1.5 m 

long strip of 35 mm film (Ilford HP5, 400 ASA). Shadow-light technique 

was used, having a Fischer Nanolite high frequency flash lamp (flash 

duration 0(10-8 )s) as light source. Two lenses focused its light to a beam 

of 7 mm diameter. Filming was done at magnification 3, with a field of view 

6 x 8 mm2 from the dust bed leading edge downstream (the x-y plane). The 

pulse generating the turbulent spot also triggered the camera system, which 

after a delay time of 60 - T5 ms (the time the disturbance needed to reach 

the particle bed) produced a flash series (frequency 2000 Hz, duration 

20 - 35 ms). Simultaneously a hot-wire anemometer at x = 616, y : 3 mm 

recorded the longitudinal velocity-signal above the bed leading edge. This 

resulted in T5 - 80 frames showing the initiation of particle movement 
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(the particles being at rest in the laminar flow at U ~ 7.0 m/s) during 

passage of the spot. For each material at least 5 films were recorded. 

Analysis of the films was done using an x-y-discriminator (motion-analyser) 

connected to an Apple mini-computer. This produced tables and plots, 

containing as a function of time x- and y-coordinates and velocities of the 

;rained particles. 

Results and discussion 

Of the recorded number of films the major part showed particle movement. 

When looking at the bed after a spot passage, bare parts or sometimes a 

completely bare strip couldbe observed. Preferred entrainment existed 

near the leading edge. Some of the Durcal-10 and -15 fractions and for 

the ryurcal-5 5 out of 10 films showed no motion at all. For these smaller 

sizes the bed roughness is small and apparently the forces induced by the 

spot are insufficient to lift particles from the strongly coherent bed. 

Some preliminary films recorded at lower frame frequency and covering the 

entire spot-length (60 - 100 ms at y = 3 mm) indicate an increase in 

particle flux and entrained particle size near the end of the spot where 

close to the wall the ensemble-averaged longitudinal velocity shows a 

maximum (Ref. [4]). Sometimes so many particles were entrained, it was 

difficult to discern and trace individual particles from the film. About 

170 trajectories were measured. Besides particle size was estimated from 

the films, but this must be considered very crude. The achieved accuracy 

in dete~ming the x-coordinate is ± 30 ~m and for the y-coordinate ± 40 ~m. 

Plate 1 shows an example of particle entrainment by the turbulent spot. 

The initiation of particle movement nearly coincides with the arrival of 

the strong increase in u near the wall in the spot, or the negative peak in 

u'v'. Trajectories were almost 2-dimensional, and may be classified as 

sketched in Figure 3. About half of the number of particles are lifted 

according to direct entrainment. Whether there is rolling or impact first can 

not be seen. They are raised nearly vertically from the surface. Within 5 ms 

the trajectories are curved into the main flow direction, leaving the frame 

of view at a preferred angle 2 - 30 , velocities 0.1 - 0.5 U and a height up 
00 

to 1 mm (y/o~ : 0.2). There is a tendency for the smaller particles to achieve 

greater velocities and heights. An estimation of particle rotation gives 

100 - 500 rev/s .. 

The next to largest group shows a movement close to the wall being either rolling 
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(lumpsofparticles,u'" 0,05 U,Jorentrain~entata height of order 0.1 - 0.2 nun. 

In some of these cases rolling lumps are lifted into the flow after impact on 

a wall irregularity. Part of the entrained lumps after reaching y ~ 0.5 nun broke 

into many smaller parts. 

For the smaller Durcal fractions (Durcal-15,-10,-5) a great part of the 

bed (3 - 4 nun long parts), often starting from the leading edge, slided 

along the bed at a velocity: 0.05 U accompanied by some local piling up 

of the bed. Piling continued until its top was about 0.2 nun above its 

environment. From then on, entrainment started from the top of the pile. 

For Durcal-5 this was the only type of particle movement observed. 

Conclusions 

The experiment confirms that structures in the boundary layer may be 

considered to be the driving force behind the entrainment process. This 

begins at arrival and ends after passage of the spot. The trend as pre­

dicted by the Shields-curve for the small particle-regime is confirmed. 

While the larger fraction films all showed movement, this did not occur 

for the smaller fractions. There is preferred entrainment near the bed­

leading edge. The leading edge of the bed, being sometimes somewhat thicker 

and thus protruding from its environment (of order 0.1 nun) is the first 

irregularity the spot meets, resulting in greater probability of entrain­

ment near that position. Several types of movement were observed, of which 

the most striking was a bulk-type motion of the small strongly coherent 

fraction. Comparing the particle velocities and heights, still accelerating 

when leaving the frame of view, to the spot trailing edge convection 

velocity one may conclude that, except for those very close to the wall, 

the entrained particles will stay wi thin the turbulent spot. 

List of Symbols 

d particle diameter 

g acceleration due to gravity 

Red particle Reynolds number = u*d/v 

U free-stream velocity 

u streamwise velocity 

wall shear velocity 

v vertical velocity 

[m] 

2 
[m/s ] 

[m/s] 

[m/s] 

[m/s] 

[m/s] 
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x streamwise coordinate [m] 

y vertical coordinate [m] 

<5 boundary layer thickness [m] 

kinematic viscosity 2 
v [m Is] 

density of air 3 
p [kg/m ] 

particle density 3 
Pp [kg/m ] 

T wall shear stress [N/m2] 
0 

References 

1. Saffman, P.G.; Journ. of Fluid Mech .. vol. 22, part 2 (1965) 385-400 

2. Cleaver, J.W.; Yates, B.; Journ. of Colloid and Interface Sci. Vol. 44, 
no. 3 (1973) 464-474. 

3. Cantwell, B.J.; Ann. Rev. Fluid Mech. 13 (1981) 457-515. 

4. Wygnanski, I.; Sokolov, M.; Friedman, D.; Journ. of Fluid Mech. Vol. 78, 
part 4 (1976) 785-819. 

5. Cantwell, B.; Coles, D.; Dimotakis, P.; Journ. of Fluid Mech. Vol. 87, 
part 4 (1978) 641-672. 

6. Van Atta, C.W.; Sokolov, M; Antonia, R.A.; Chambers, A.J .J; The Phys. of 
Fluids ,vol. 25, 3 (1982) 424-428. 

7. Gad-el-Hak, M.; Blackwelder, R.F.; Riley, J.J.; Journ. of Fluid Mech. 
vol. 110 (1981) 73-95. 

8. Head, M.R.; Bandyopadhyay, P.; Journ. of Fluid Mech. vol. 107 (1981) 
297-338. 

d 
(small d) 

T 
o 

~.' Shields-diagram as predicted by the force balance 
on a single particle. 



Particle bed (15 * 2 mm2 ) 
x = 616 light beam 

606 x=O 

~------~==~----~--~~u 
00 

spot tripping wire 

camera view point 

~. Experimental set-up (flat plate in windtunnel). 

bed-leading edge 

a) direct entrainment 

b) rolling/skimming 
c) entrainment after impact 

d) breaking of lumps 

e) bulk-type of motion 
f) entrainment after piling 

Fig. 3. Types of particle motion. 
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Plate 1. (for- -legend-see- next page) 
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On a Model for the Turbulent Re-Entrainment 
of Small Particles 
M. W. REEKS 

CEGB, Berkeley Nuclear Laboratories, Berkeley, Gloucestershire, U.K. 

Abstract 
A statistical model for the resuspension of small particles by a 

turbulent fluid is presented. The approach is similar to the escape of 
Brownian particles from a potential well. Particles are released from the 
well when they receive enough energy from the local interaction of the 
turbulent eddies to escape over a potential barrier formed from the average 
lift force and attractive adhesive surface forces. Using the harmonic 
approximation an expression is derived for the rate constant for long term 
resuspension for which we can assume most of the particles in the well are 
in quasi-equilibrium at the point of minimum potential. The rate constant 
is seen to depend upon: 

(a) The timescale and intensity of the fluid induced lift force 
fluctuations. 

(b) The natural frequency and depth of the potential well. 
(c) The particle relaxation time based on a linearised drag law. 

Introduction 

Primarily because of its diversity and importance in environmental 

and industrial problems the re-entrainment of particles by a moving fluid 

has received great attention in the past (e.g. see Zimon (1969) and Corn 

(1966)). It naturally forms a significant part of the study of erosion, 

and in the dispersion and adsorption of contaminants by the atmosphere. 

In the nuclear power industry various situations may result in the 

formation of radioactive particulate. Analysis of behaviour include 

assessment of the dispersion, deposition and subsequent re-entrainment of 

particles. 

Hhat we have to say here, however, is of fundamental regard to re­

entrainment and not exclusively related to our own particular problem. 

The large bulk of work that exists on the subject of particle 

removal from surfaces by aerodynamic forces has been mostly of an empirical 

nature (see e.g. Zimon, 1969). The general mechanisms seem well 

established and may be precisely stated. Fluid induced forces acting on a 

particle will be both tangential and normal to the particle substrate. 
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They are commonly referred to as drag and lift forces respectively, and 

cause the particle to either roll, slip or lift off the surface. This 

tendency will be counteracted by long range molecular forces acting between 

the particle and the substrate. In the study of re-entrainment, the study 

of adhesion and fluid induced drag, and lift forces are of equal 

i1)lportance. 

Before continuing we would like to make a distinction between re­

entrainment and resuspension. By re-entrainment we mean the collective 

process of particle removal from a surface by a moving fluid. By 

resuspension we refer exclusively to the removal by fluid lift forces and 

it is this aspect of re-entrainment to which this paper is devoted. 

In particular we shall be concerned with the problem of long term 

resuspension. This contrasts with the short term or almost instantaneous 

resuspension that arises simply because the magnitude of the average lift 

force exceeds that of the surface adhesive force. Long term resuspension 

is more difficult to quantify since it is statistical in origin. The 

randomness of the event is intimately associated with the intrinsic 

turbulence of the resuspending flow. To be more specific, it depends upon 

the timescale and intensity of the" fluctuations of the fluid lift force 

caused by the random shearing of the eddy motions close to the particle. 

This effect has been recognised before - most notably by Corn and Stein 

They exposed glass spheres 10-100 ~m in diameter on a nominally flat 

glass surface to an air flow of various velocities. The primary objective 

of the experiment was to investigate the relationship between aerodynamic 

drag and adhesion. However, they observed that for a range of particle 

sizes 5-40 ~ at large air flows (~ 100 m/s) the number of particles 

removed from the surface increased with time. The process was merely 

recognised and no attempt was made to quantify it in terms of the 

controlling features of their experiment. In fact quite wrongly in our 

opinion they generally regarded random drag rather than lift as the 

principal mechanism for particle removal. 

A closer examination of their results shows that the number of 

particles remaining on the surface decayed roughly exponentially with time. 

It suggests that we can associate with the resuspension a definite half 

life or more precisely that the probablitylunit time for the resuspension 

of a single particle is constant in time. It is to the calculation of this 

quantity, which we shall refer hereafter by the term 'rate constant', p, 

that this paper is primarily devoted. 
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x_ C 

Repulsive 

A 

Fig. 1 Model of Resuspension 

Statistical Theory 

The treatment is similar in approach to the kinetic theory of the 

escape of particles from surfaces (Chandrasekhar, 1943; Dahneke, 1975). 

The effect of all the average forces acting normal to the surface can be 

conveniently represented by a potential diagram shown in Fig. 1. The 

horizontal axis represents two quantities depending upon whether the 

particle substrate is deformed or undeformed (rigid). For a smooth 

deformable particle on a smooth deformable surface, x, represents the 

pistance of approach of the centre of the particle to the substrate surface 

from their undeformed state. For a rigid particle - rigid substrate x 

represents the minimum distance apart of the 2 surfaces. In equilibrium x 

= x ~ 3A for van der Waals molecular surface forces. 
o 

As long ago as 1934 Derjaguin (Derjaguin, 1934) showed that when surfaces 

are brought together under the influence of attractive forces they must 

deform in the contact region. The effect of this is to lower the 

equilibrium potential still further from that in its rigid state. The 

equilibrium finally obtained is a balance between the surface adhesive 

forces and normal Hertzian elastic forces modified by the action of the 

surface forces themselves. For the size of particles normally resuspended 

by turbulent flows (diam > 1 ~m) the lowering of the potential can be 
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substantial e.g. for a 20 !-lm diameter polystyrene particle on a smooth 

glass substrate the depth of the potential is a factor of 5 greater than 

that in an undeformed state, the effect increasing with increasing particle 

size. Fig. 1 shows two positions of equilibrium when the net force is 

zero. 

(i) A stable equilibrium, A, where the attractive adhesive forces 

balance the repulsive elastic forces and average fluid lift force. 

(ii) An unstable equilibrium, C, where the attractive force just 

balances the lift force alone. In this case the particle is in an 

undeformed state. For materials of low modulus of elasticity and short 

range surface forces, a particle may nominally be removed from the surface 

before this condition is ever attained. This is associated with the 

formation of a neck around the region of contact in the deformable solid 

which is suddenly broken when the mechanical energy is greater than the 

surface energy requirements, (Tabor, 1977) • The particle relaxes 

instantaneously into an undeformed state out of range of the surface 

forces. This is the basis for particle removal from the surface in the 

adhesion model of Johnson, Kenda~l and Roberts (JKR) , (1971). 

For a smooth spherical particle of radius R on a smooth flat 

surface, the force required in this model to remove the particle from the 

surface (adhesive force) is given by 

(1 ) 

where y is the surface energy/unit area. He note it does not depend upon 

the elastic properties of the 2 surface materials. 

In the absence of the formation of a neck the contact area reduces 

continuously to zero with applied negative load (positive lift force), 

whence the particle is undeformed (Derjaguin, Muller and Toporov (DMT) , 

1975). From then on the potential energy is identical to that of the Van 

der Waals potential for a rigid particle on a smooth surface separated by a 

distance x at the point of contact i.e. 

V(x) 

where Fo is the adhesive force given here by 

F 
o 2 1t Y R 

(2 ) 

(3) 
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and <FL> is the average lift force which is assumed to be constant over the 

effective range of the adhesive forces. For illustration we have used the 

unretarded form of the Van der Waals potential. Clearly C in this instance 

is the point where 

i.e. 

F x 2 
~= <F > 

2 L x 

= (~)1/2 
x <F > 

L 
x 

o 
(4) 

\~e shall suppose that particles that adhere to the surface lie in 

the well of the potential at A. They will leave the surface when they 

receive enough energy from the turbulent eddies that penetrate down to the 

particle to eject them out of the well. The fact that statistically most 

of the particles are assumed to be at A, means that their average potential 

energy must be very much less than Q, the potential height of C above A. 

In essence the particles are in almost equilibrium at A and their removal 

from the surface is long term Le. on times.cales very much greater than the 

periodicity of the well. 

This is the approach used to consider the escape of Brownian 

particles from a potential well, and there is an obvious similarity. There 

are however, important fundamental differences between the 2 types of 

motion that must be reflected in the stochastic equations we may use to 

describe the average motion in the well. 

(i) Equipartition of energy is not valid for particle motion in a 

turbulent fluid. 

(ii} The relaxation time of a particle is not necessarily very much 

less than the timescale of the interacting turbulence 1. e. the process is 

not necessarily tfarkovian as in Brownian motion. 

(iii) The timescale of the turbulence, as opposed to that of the 

molecular motion, is likely to be very much greater than the periodicity of 

the well. 

One direct consequence of (iii) is that the total energy of a 

particle may be drastically reduced by the well frequency from that in its 

free state, which in turn inhibits the ability of a particle to escape 

from the surface. In essence for small oscillations about the point of 

minimum potential energy, the system is extremely stiff with little 
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transference of energy from the random forcing motion of the fluid to that 

of the particle in the well. In Brownian motion (B.M) the kinetic energy 

equals the average potential energy and is unaffected by the presence of 

the potential. 

particle. 

Only the concentration is different from that of a free 

The behaviour of the particles at C is naturally of importance in 

determining the particle release rate from the surface. We suppose, as in 

the case of B.M., that the concentration way beyond C in the region of an 

average repulsive force is kept sufficiently small that it displaces the 

particles in the region of C from equilibrium. As a result there is a net 

current out of the well which we assume takes place under conditions in 

which the concentration at C normalised with respect to the number of 

particles in the well is constant. We shall further assume that the 

perturbation from equilibrium is only significant for small X about C, so 

that as with A we can use the harmonic approximation 

v (5) 

Thus at A W = wA where X = x, and at C W = iwC where X = x - XC' Xc being 

the position of C. wA and Wc are necessarily positive constants and m is 

the mass of the particle. 

Let us consider first the form of equilibrium solutions (zero net 

current) at A and C. Let us represent the lift force FL(t) by 

(6) 

where <FL> as before is the time/ensemble average lift force acting on the 

particle, and f(t) the fluctuating component of FL with zero mean. We 

shall further assume that f(t) is stationary with an exponentially decaying 

auto-correlation 

(7) 

Because the particles on the surface possess velocities considerably less 

than the focal fluid velocities we may linearise the equation of motion 

to a form equivalent to the Langevin equation. Thus using the harmonic 

forms for the potential, we have for the velocity vet) of a particle at 

time t in the vicinity of either A_ or C 
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(8) 

dX 
- = v 
dt 

where ~-l is the linearised relaxation time of the particle. 

To solve for the concentration of the particles on the surface and 

ultimately the resuspension rate constant, we require a transport equation 

that embodies the important features of the motion described above. To 

this end we shall use a transport equation that is a direct counterpart of 

the Fokker-Planck equation for B .M. (Chadrasekhar, 1943). This describes 

the transport of the particle phase-space probability density W(v,X,t) for 

a particle with velocity v and position X at time t. The equation of H for 

transport in a turbulent fluid is derived from the averaged particle 

Liouville equation using a closure scheme based on Lagrangian History 

Direct Interaction (Kraichnan, 1965). For a formal derivation of this 

equation we refer to Reeks 1980, we shall merely state it here and 

demonstrate its credibility. For particles undergoing motion of the form 

dv _ ~ 
dt - -~v + K(X) + f(t) (9) 

o 
ov v + K(X) ~v}~ (10) 

Here al and a2 are in general functions of X and v as well as t. They are 

defined with reference to the averaged autonomous equation of motion of the 

system 
du dB = - ~u + K(y) 

dy 
dB 

We may define the solutions formally as 

y y(O, yl s); 

u 

u u(O, Y/s) 

(11 ) 

(12) 

(13) 

where ° and Yare the velocity and position of the particle at time zero. 
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This implies the inverse relation 

Q = Q(u, ylS) 

Y Y(u, ylS) 

(14) 

(15) 

found from equations (11) and (12) by replacing s by -s, with initial 

values (u, y). al and a2 are then given in terms of quantities 

Oy {Q(v, Xis), Y(v, Xls)ls)j; 
oQ 

au {Q(v, Xis), Y(v, Xls)lsj 
oQ 

Explicitly 

If we define 

1 it - ds 
m2 0 

au (v, x, s) <f(o)f(s) 
oQ 

1 
2 
m 
i t oy 

o ds • oQ (v, x, s) <f(o)f(s» 

(16) 

(17) 

(18) 

(19) 

then in cases where al and a2 are independent of x and v, in the limit of 

t ... "', f1 and E have a more transparent and important meaning; they are 

respectively the mean square velocity and spatial diffusion coefficient of 

the ensemble. For example, the motion of a free Stokes particle in a 

turbulent fluid has 

<f(o)f(s» (20) 

where uf(s) is the Lagrangian fluid velocity along a particle trajectory. 

Furthermore 

(21 ) 

so that 

(22) 

(23) 
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which are precisely correct (Hinze, 1959; Reeks, 1977). 

For motion of a particle given by equation (8) ~ and e also turn out 

to be independent of x and v. The solution to the subsidiary equation is 

u -(2w2y + 13Q) e-13s/2 "e-13s/2 sin wis + " 
2wI 

y 

where wI 2 = w2 - 13 2/4. 

The solution is valid for both W = (wA' iWC). 

Using equations (17), (18) and (19) this yields 

1 it ds e-13s / 2 (cos WI s - _13_ sin ~(t) = -2-
m 13 0 

2wI 

1 it e -13s/2 1 1 e(t) -2- ds (13 cos wls + -2- sin 
m 13 0 wI 

wIs) 

wIs) 

(24) 

(25) 

<f(o)f(s» (26 ) 

<f(o)f( s» (27) 

I.hen both ~(t) and e(t) have limiting forms, IV at equilibrium has the form 

lV(v,X) const (28) 

~(oo) is again the particle mean square velocity associated with the 

ensemble, but it is also true of the local distribution at X. For W = WA 
we may reinterpret e in terms of the average potential energy PE associated 

with the ensemble 

m13e 2 PE (29) 

and that equation (28) represents a reliable approximation to the particles 

in the well so long as 

.JL» 1 
m13e 

where Q is the height of the potential at C above A. 

If we compare the spatial concentration p(x) with that of the Boltzmann 

formula for B.M. 
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i.e. p(x) ~ exp _ (1/2 mw2X2) 
m~E 

Turbulent Hotion (30) 

~ exp -C/2 k~w2X2) B.H. (31 ) 

we recognise tha t m~E is not equivalent to thermal energy kT i. e. it does 

not represent the turbulent energy of the particle except when both (~/v) 

and (w/v) « 1. 

For t-+oo (Le. t » ~-l) the equilibrium values of 1.1 and PE given 

above are identical to those obtained by averaging the equation of motion 

at equilibrium. For t » ~-l the solution to equation (8) is 

X( t) 

1 (t 
vet) = Iii J 0 

Now multiplying equation (8) by v and averaging gives 

1:.. ~ vz + ~ vz + 1:.. w2 ~ XL = <v(t)f(t» 
2 dt 2 dt m 

so that at equilibrium we have 

-:::z 1 ~ 
v = m~ <v(t)f(t» 

Similarly multiplying equation (8) by X and averaging gives 

w2xz = <f(t)X(t» + vz 
m 

(32) 

(33) 

(34 ) 

(35) 

(36) 

Substituting for XCt) and vCt) from equations (32) and (33) and using 

equation (29) gives expressions which are identical to equations (26) and 

(27). 

Explicit Forms for l.lioo~Eiool 

Using the exponential decaying form e- vt for the lift force 

autocorrelation it is instructive to evaluate the equilibrium values for I.l 

and E. The integration is trivial. We obtain 
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- 2 

l-L( "') 
1 <f(o) > (37) 

~' (1+~I+wI2 2 2 
m v 

m~E( "') 
~'+l <f(0)2> 

(38) 

W (1+~I+w2) 2 
m v 

In these formulae we have conveniently normalised both w and ~ on the 

timescale v of the lift force, so that here 

~' ~/ v; w' w/v (3") 

The case for w2 -wc 2 i. e. equi 11 hrilJm at C, is interesting. It would 

appear that when 

w' 2 ~ 1 + W (40) 
C 

both l-L("') and E("') are both negative, which is physically absurd. \\That in 

reality this condition expresses is that under these-conditions l-L(t) and 

E(t) do not tend to an asymptotic limit as t+"'. In other words it would 

appear that equilibrium solutions are not possible - the duration of the 

random lift is not sufficiently short to dampen out the accelerative motion 

away from C. 

A closer examination would reveal that as t+'" most of the particles 

are to be found at X = ± '" about C, with extremely large velocities. It is 

clear however that the overall potential and that especially beyond A will 

not allow this to happen. In other words the approximation Vex) = 1/2 

mWC2X2 about C is unr~asonable and we must consider the 

We would see this made manifest in the coefficients ~~ 
entire potential. 

ay 
and aQ' which are 

controlled by the entire motion of the particle. Quite crudely the upper 

limit in the integrals in l-L and E are confined to values less than the 

typical time it takes a particle to travel from C to A. Equilibrium 

solutions are more difficult to obtain and we shall not attempt it here, 

though we will have more to say about it later on. 

We shall now consider obtaining expressions for the rate constant 

for normalised frequencies at C such that 

w ,2 " 1 + ~' C 
(41) 
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Expressions for the Rate Constant 

For convenience let us use subscript A to refer to quantities based 

on the harmonic approximation at A, and similarly subscript C for those at 

C. If we suppose that x is measured from A, and Xc refers to the position 

of C, then in the vicinity of C for constant current we have 

v 0\-1 + lit. 2 X oW - ~v oW - fj\' 
OX v ov ov 

where X = x-XC. 

We consider 

H(X,v) const (
w 2X2) 

exp (- 2:;)exp 2~EC .F(X,v) 

so that for equilibrium (zero current) F(X,v) = 1. 

(42) 

(43) 

For future reference we shall call the equilibrium distribution at X 0, 

WC· 
Substituting in equation .(42), we have for F 

~ ..QE. ~ IlCWC 2X) ..QE. 
I.L v oX + ~v + ~E OV = 
C C 

(44) 

We suppose F to be of the form F(~) where 

~ = v-aX (45) 

This means 

(46 ) 

For F() to be a single function of ~ 

-a 



or 

Thus 

We demand that for meaningful solutions 

F + 1 for X + -00 

+ 0 for X + +00 

The solution to (48) satisfying these requirements is 

F 

where 

q 
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(47) 

(48) 

(49) 

(50) 

(51) 

In this respect we choose the positive root for a. and demand q ~ O. Using 

the form for ~c and EC given in (37) and (38) we find this is equivalent to 

(41) 

our initial requirem~nt. 

We have however a problem in normalising W in the vicinity of C to the 

number of particles at anyone instant within the well. l\fe mak.e the 

reasonable assumption that if Q is the height of the potential barrier of C 

above A. then 

(52) 

where PA is the spatial concentration of particles at A. Since most of the 

particles are in the vicinity of A. we- can normalise PA for one particle in 

the well using the harmonic approximation fo1:<-V(it) around A i.e. 
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1 
W 2x 2 
A dx - 213 eA 

(53) 

i.e (54) 

so that for constant current at C we have 

W 

A 1 
2" • exp 

~iJ.Cl3eA 

The current at x = XC' which is constant throughout the potential is 

(56) 

which, after substituting for W, integrating and using the forms for (J 

and q, finally contracts to the simple form. 

Since we have normalised PA for 1 particle in the well at anyone instant 

of time, p also represents the rate constant. Thus for quasi-equilibrium 

the number of particles N in the well is given by 

N(t) N e-pt 
o 

Let us look at p for the 2 possible ranges of Wc which can satisfy 

in-equality (41), namely 

(a) 13' « 1 W,2 < 1 
C 

This embraces the condition on the scales for motion equivalent to B.H. 

i.e. 13' « 1, WC2 « 1, wA2 «1. Under these latter constraints 

(58) 

giving the form 
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(59) 

kT 
which if we replace ~ by ;- is identical to that obtained by Chandrasekhar 

(1943) and Kramers (1940) for B.M. 

(b) w· 2 « ~', ~. « 1 
C 

This case is interesting. It is the limit of extremely small 

particles, and outside the normal range of applicability of the assumptions 

made in B.M. However, we see that if w~2 is also « ~', then again EA(OO) = 
E (00) = E(OO) the local diffusion coefficient of a free particle which in 

C 
this instance is the local diffusion coefficient of the fluirl Ef(oo). For p 

we have 

(60) 

c.f. the B.M. formula for Wc «~. Furthermore in this limit we may assume 

for a sphere of radius R 

where ~f is the dynamic viscosity. 

In the case of Van der Waals surface forces 

Q 

1-
3 

y x 
o 

(61) 

(62) 

Le. p ~ O. The equilibrium spatial distribution within the well for 

constant ~ and E is of the form 

which for Van der Waals surface forces has the limiting form 
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The Transition Approximation 

The condition corresponding to 
wA 

p = 2'1t • 

B.M. with ~ « 
exp - (-.SL.) 

\m~f.l 

f.lc gives 

(63) 

which is commonly referred to as the transition approximation. It can be 

interpreted very simply. The distribution of particles immediately to the 

left of C (X < 0) is the equilibrium distribution 

W 
A --e 

2'1tf.l 

W 

e 

W 2X2 
I C ----
2 ~f.l 

where ~ (v) is the velocity distribution at C. 
C 

(64) 

This distribution of particles propagates to the right of C by the action 

of the force mw 2X alone, i.e. 
C 

W(X>O) 
WA 

=--e 

~ = 0 (65) 

There are only positive velocities to the right of C, giving rise to a 

current of the form 

v e dv (66) 

(66) 

Irrespective of the condition we have imposed on we we may extend 

this approximation to the case where C is a discontinuity in the well and 

the particle leaves the surface because the mechanical energy is greater 

than the surface energy requirements (J .K.R. model). 

assume a particle never returns to the surface. 

After escaping we 

There are thus no 

negative particle velocities observed beyond C. For v < 0, and X > 0, 
oy au 
~ and aware both zero, implying both u 1 and u 2 are zero There can be no 

possible mechanism for the creation of negative velocities beyond C which 

is consistent with our boundary conditions. The discontinuity in force 
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from finite to zero we can regard as so rapid that the equilibrium to the 

left of the transition is determined by that at A. 

f;:ulae w:or 
E:x:n: [I1A, ;:r. W(A~w:~ 1)'] gives 

21t~~'+1 ~ +1 <72> 

Using the 

(67) 

This leads us more generally into the case w~2 »(1+~'). If the values of 

both a1 and a2 are limiting, though not adequately described by the 

harmonic approximation, we can always assert that the transition 

approximation will apply so long 

(68) 

The question then remains as to what we take for the equilibrium 

distribution C? If this distribution is determined by the limiting values 

of a1 and a2 around C, then particles emerging from the well must spend 

sufficient time around C to come to equilibrium with the new force at C. 

This in turn means 

which is in contradiction to our original inequality Le. the equilibrium 

distribution at C is more closely associated with wA than wc' ann formula 

(67) is still valid. 

Well Frequencies Associated with a Spherical Particle on a Smooth Flat 

Plate 

As an example let us consider the well frequencies associated with 

a smooth spherical particle on a flat plate elastically deformed under the 

action of surface Van der Waals adhesive forces. The frequency wA will 

depend upon the particle mass m, the particle radius R, together with the 

surface energy/unit area of the interacting surface forces, and both the 

Elastic moduli Ei and Poisson's ratio vi of the 2 surface materials. With 

hindsight we shall clump Ei and vi into a single constant 

K _ !L [1-\ 2 + 1-v22J-1 (6 Q ) 

-3 E1 E2] 

where K is the constant of elasticity in the Hertz Law of contact. 
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On purely dimensional grounds wA will be of the form 

1/6 Kl/3 R1/3 -1/2 wA ~ y m (70) 

As an example for a 10 ~ radius smooth glass sphere, with density 2.47 gm 

cm- 3 on a smooth glass plate y ~ 0.15 Jm- 2, and K ~ 5.78 x 1010 N m- 2, 

Let us compare this with the scale of turbulent motion at ground 

level in a neutrally stable air flow of 5 mls for which the friction 

velocity, u , 
'& 

over a smooth surface ~ 16 cms- l (Sutton, 1953). Here 

(71) 

where vf is the kinematic viscosity and r+ ~ 10 based on measurements of 

the bursting rate. This gives v ~ 1.7 x 10 3 Hz. The value of ~ for a 10 

~ radius glass particle in air based upon Stokes drag ~ 3 x 10 2 Hz. The 

enormous disparity between wA and both ~ and v means that for turbulent air 

flows normally encountered in practice 

W· 2 
A »1 

W 

and that for particles> 1 ~m, f» 1. For glass on glass. C is more 

likely to be associated with a discontinuity in the potential diagram, and 

formula (67) based on the transition approximation will represent the 

resuspension rate for Q » m~EA' 

For the case where the particle continuously reduces to an 

undeformed state with applied negative load (D.M.T) C is a balance between 

the average lift force <FL> and Van der Waals attractive forces for a rigid 

sphere. 

where Fo is the adhesive tearing off force given by 

F 
o 

(4 ) 

(72) 
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and 

w2=~ _L_ 4 «F »3/2 

C m x F 
(73 ) 

o 0 

For the case of 10 ~ radius steel spheres, of density 7.8 ~m/cc on a steel 

plate y = 0.19 Jm- 2, and exposed to the same air flow 

(74 ) 

For the formula to apply «::» " 2 x 10- 11• He would not normally expect 

lift forces to be so exceedingly small and that in practice w,2 » 1, 
C 

suggesting again use of the transition approximation of equation (67). 

Summary and Conclusions 

He have shown in this paper in what way the long term resuspension 

of small particles by a turbulent fluid depends upon: 

(a) the timescale and intensity of the induced lift force 

fluctuations, 

(b) the natural frequency and depth of the adhesive well potential, 

(c) the particle inertial response to changes in fluid motion 

embodied in its relaxation time ~-1. 

The significant feature of this analysis has been to demonstrate 

that for most practical problems the natural frequency of the well is very 

much greater than the typical frequency of the lift force fluctuations, and 

that this disparity significantly inhibits the ability of the particle to 

escape from the surface. For this situation the formula presented for the 

rate constant reduces to the transition approximation. 

To obtain these formulae we have used a transport equation that is 

the direct counterpart of the Fokker Planck equation in Brownian Motion, 

but not limited in applicability to the relative range of timescales for 

which ~'«l and w'«l. 

The object of future work will be to investigate the validity of the 

formula for the rate constant from existing experimental measurements. 
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Summary 

An ability to estimate the dispersion of heavy gases is an imp­
ortant requirement in the assessment of the hazards of flammable 
and toxic gas releases to the atmosphere. Methods of achieving 
such estimates, either by physical or mathematical modelling, 
require validation by reliable field data, especially at large 
scale. Field experiments on the dispersion of heavy gases start­
ed on a small scale around 1970 and culminated in the early 1980's 
in a number of large-scale programmes. The information gained 
from this work is briefly reviewed but the main purpose of this 
paper is to identify and discuss several recurrent features with 
implications for future experimentation. 

1. Introduction 

During the 1970's there was a rapid expansion of interest in the 

dispersion of heavy gases in the atmosphere. Several experiment­

al programmes were undertaken both in the field and the laborat­

ory, accompanied by the development of mathematical models for 

predicting dispersion. Large uncertainties in estimates of dis-

persion, particularly in the case of large-scale releases, per­

sisted and were highlighted by Havens [1]. Moves to resolve the 

main outstanding issues were initiated in the UK and USA around 

1980 and resulted in large-scale experimental programmes at Thor­

ney Island and Maplin Sands in the UK and at China Lake in the 

USA. Although the full results of these programmes are not yet 

available for analysis, it is nevertheless useful at this stage 

to review what has been achieved and what still needs to be done. 

A review of field experiments conducted up to 1978 was given in 

McQuaid [2] and a detailed desc~iption has more recently been 

published by Puttock et al [l1. On-l-y--a brief outline will there­

fore be given in this paper as an introduction to the topics sel-
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elected for discussion. Although the presentation will emphas-

ise the scarcity of good data, at least prior to the three pro­

grammes mentioned above, two contributory factors should be borne 

in mind. Firstly, successful experimentation in this field is 

difficult to achieve and this is particularly so where the gas 

is released in the liquefied state. Secondly, many of the early 

experiments were mainly concerned with practical questions and 

the acquisition of dispersion data in sufficient detail for dev­

eloping and validating predictive models was a secondary consid-

eration. Although the respective experimental programmes are 

usually included in listings of dispersion eiperiments, it was 

really only in the later programmes that the dispersion aspects 

received the necessary attention. 

2. Summary of Field Experiments 

The reported experimental investigations have covered a variety 

of conditions, encompassing the time-dependency of the release, 

the material physical state and a land or water-based site. In 

this summary, the experiments will be classified according to the 

physical state of the heavy gas prior to release, whether as a 

liquefied gas under refrigeration or pressure, or as a gas at 

ambient p~essure and temperature. 

2.1. Refrigerated Liquefied Gas Experiments 

US Bureau of Mines 1970-72 - These experiments, described by 

Burgess et al [4,5], consisted of quasi-instantaneous (maximum 

quantity 0.5 m3) and continuous (maximum rate 1.3m 3 /min) spills 

of liquefied natural gas (LNG) on water. There were few measure­

ments of concentration and it was likely that the site topography 

affected the results. Although the experiments were valuable in 

highlighting several features of heavy gas behaviour, the meas­

urements were too limited in scope for current requirements. 

Matagorda Bay Trials 1971 - These experiments were organised by 

ESSO and the American Petroleum Institute and reported by May et 

al [6]. The experiments were conducted at sea and 17 tests were 

performed in which quantities of LNG between 0.76 and 10.2m 3 were 

spilled at a rate of about 19 m3/nLn. The spill time-s ranged from 
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about 6 ~o 35s. Concentrations were measured with 14 sensors 10-

cated on two crosswind lines at sea level and 4 sensors at 3m 

height. The rate of evolution of vapour was very time-dependent. 

Although the concentration data are reasonably comprehensive, the 

uncertainty in the source conditions seems to have inhibited 

their use by mathematical modellers. The Maplin Sands experi-

ments, to be discussed below, are very similar in concept and may 

now be taken as superseding the Matagorda Bay trials. 

Gadila Jettison Tests 1973 - These tests were conducted in the 

Bay of Biscay and consisted of the discharge of LNG as a jet at 

high level from the stern of the Gadila, an LNG carrier. The 

tests were reported by Kneebone and Prew [7J. There were no dir-

ect measurements of concentration. However, the visible outline 

of the plume was taken to correspond to a concentration of 0.5%. 

Overhead photographic records, interpreted in this way, have been 

used by a number of modellers e.g. Britter [8J, COX and Carpenter 

[9J, te Riele [10J. 

AGA Capistrano Tests 1974 - In these land-based tests, LNG was 

spilled into bunds up to 24m diameter. The tests were organised 

by the American Gas Association and carried out by the Battelle 

Institute. They were described by Duffy et al [111 There was a 

total of 42 spills, of which 28 provided useful dispersion data 

from 36 gas sensors. The quantity spilled ranged from 0.4 to 

51 m3 and the spill time was between 20 and 30s. The time-depen-

dent source condition is again a complicating factor but the data 

have nonetheless proved useful in the development of early models 

e.g. Cox and Roe [12J. 

China Lake 'Avocet' Series 1978 - These were the first of three 

series of tests at the US Naval Weapons Center test site at China 

Lake, California. They were conducted by the Lawrence Livermore 

National Laboratory for the US Department of Energy and were re-

ported by Koopman et al [13J. The China Lake site consists of a 

shallow pond 58m diameter with a central spill point. Dispersion 

is mostly over land. In the Avocet series, 4 spills were carried 

out, each of 5m 3 of LNG and with a spill time of about 1 minute. 

Their main purpose was the development of the facility and instr­

umentation for the subsequent larger-scale and more fully-instru-
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mented tests in the Burro and Coyote series. 

China Lake 'Burro' Series 1980 - In this series, 8 spills of 

40m 3 of LNG were conducted. Spill times ranged up to 3.5 minutes 

and the spills are therefore classified as continuous. The exp­

erimental conditions and the results obtained were described by 

Koopman et al [14]. Instrumentation was particularly comprehen­

sive and included provision for measurement of turbulence and 

high-frequency concentration fluctuations in the cloud. Very 

useful data were obtained and detailed analyses have been report­

ed by Koopman et al [15] and Rodean [16]. 

China Lake 'Coyote' Series 1981 - These tests were primarily ori­

ented towards a study of rapid phase transition of LNG spilled on 

water and flammability of LNG vapour clouds. The test configura­

tion was similar to that in the Burro series. The experiments 

are due to be reported in late 1983. Dispersion data are under­

stood to be available. 

Shell Maplin Sands Experiments 1980 - The site for the experi­

ments was a large area of tidal sands on the north bank of the 

Thames estuary. The experiments have been described by Puttock 

et al [17, 18] and analysis of the data by Colenbrander and Putt­

ock [19, 20]. A total of 34 spills was performed, comprising in­

stantaneous and continuous spills of LNG and liquefied propane. A 

very extensive array of meteorological and gas concentration in­

struments was deployed, together with comprehensive photographic 

coverage. Although the detailed results have not yet been relea­

sed (this is due in late 1983), all the indications are that the 

trials will provide a substantial contribution to the database on 

disperson of heavy gas clouds. 

2.2 Pressurised Liquefied Gas Experiments 

DGA Netherlands 1973 - One experiment was performed in this in­

vestigation (Buschmann [21]). It consisted of the release of 1 

tonne of Refrigerant-12 (dichlorodifluoromethane). The pressuri­

sed liquid was discharged into a tank of hot water so that a gas 

cloud was generated rapidly. Dispersion was over land and the 

principal results consisted of the radius and height of the cloud 

as functions of time. The results of the experiment were used to 
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v.rify the gravitational slumping model of van Ulden [22]. 

Ne~da Ammonia Spills 1983 - These tests consisted of the release 

of about 20 tonnes of ammonia and were carried out by the Law­

rence Livermore National Laboratory for a consortium led by the 

US Coast Guard. The test site was well instrumented and 4 succ­

essful trials were performed in August and September 1983. Det­

ails of the trials are not yet available. 

HSE Water-Spray Barrier Trials 1981-82 - The objective of these 

trials was the evaluation of the performance of water-spray barr-

iers as an aid to dispersion of heavy gas plumes. In the trials, 

conducted at HSE's Buxton site, carbon dioxide was released at a 

rate of 1 to 2kg/s and concentrations were measured with an array 

of up to 34 gas sensors. Each trial included a period of up to 3 

minutes without the water-spray barrier in operation thus provid­

ing dispersion data on continuous heavy gas releases. The exper­

iments are described by Moodie [23, 24]. 

2.3 Ambient Pressure and Temperature Gas Experiments 

Porton Down Trials 1976-78 - These experiments were performed by 

the Chemical Defence Establishment for HSE and have been report­

ed by Picknett [25]. In each experiment, a cloud of gas of 40m 3 

volume was released instantaneously from a cubical container. A 

total of 42 trials was performed in a variety of weather condit­

ions and ground roughnesses and included releases on sloping as 

well as flat terrain. The gas used was a mixture of air and Ref­

rigerant-12, allowing initial relative densities up to 4.2 to be 

achieved. The principal data available are photographic records 

from which the cloud geometry as a function of time is evaluated. 

The data have been used extensively in evaluations of predictive 

models e.g. Woodward et al [26], and in wind-tunnel simulat10n ex­

periments by Hall et al [27]. 

Thorney Island Heavy Gas Dispersion Trials 1980-83 - These trials 

are similar to the Porton Down trials and involved the release of 

2000m 3 of gas. They were organised by a consortium led by HSE 

and performed by the National Maritime Institute. The are des­

cribed in another paper in this volume (McQuaid [28]). 
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2.4 Conclusions 

The requirements of an experimental database for the evaluation 

or development of predictive models are comprehensive data on 

concentration and turbulence in the cloud and on the meteorologi-

cal conditions prevailing during each test. The investigations 

that provide the most satisfactory data in these regards are the 

China Lake Burro Series, Maplin Sands, Thorney Island and (most 

likely) the China Lake Coyote Series and the Nevada ammonia spill 

tests. To date, only the results of the Burro Series and Maplin 

Sands tests have been compared with model predictions and then 

only with the models of the respective investigators. The exper-

mental results that are now becoming available will provide an 

extremely large database which seems likely to satisfy needs for 

some time to come. During the next few years, the subject devel­

opment is likely to be concentrated on analyses of the existing 

data rather than the conduct of more experiments, at least at 

large scale. The remainder of this paper will discuss some the­

mes of interest both for interpretation of the data and for the 

conduct of future investigations. 

3. The Vapour Blanket Effect 

Predictive models generally assume that the air flow above the 

cloud is describable in terms of the properties of the upwind ap­

proach flow. This assumption was discussed briefly in McQuaid 

[2]. Its validity has come into question as a result of observa­

tions during the Burro Series of LNG experiments at China Lake. 

Koopman et al [15] highlighted a marked difference of behaviour 

for one of the trials. They pointed out that in the Burro 8 tri-

als the mean flow was observed to diverge around the cold cloud 

and was reduced significantly within the cloud. The ambient wind 

field was displaced upward by about 1 .5m causing the wind speed 

within the cloud to drop essentially to zero. Koopman et al be-

lieved that this behaviour is likely to occur on larger spills 

under a variety of conditions and that the ability of large mas­

ses of cold, dense gas to displace the normal atmospheric flow 

has profound implications for hazard prediction from large accid­

ental spills. It is relevant also to refer back to the earlier 

Matagorda Bay trials where a similar effect was observed. May et 

al [6] reported, for instantaneous spills, that the LNG vapour 
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was not carried away by the wind as quickly as it was formed; a 

large and visible accumulation of vapour built up over the spill 

point. The effect was very dependent on wind speed, and was par-

ticularly pronounced at low wind speed. 

This has become known as the 'vapour blanket effect' and it is 

interesting to consider the phenomenon in some detail and to ex-

tend the points that have been made. First, consider the reduct-

ion in velocity within the cloud and the upward displacement of 

the flow which results. Insight can be gained from studies that 

have been made of the effect of uniform injection of secondary 

fluid into a turbulent boundary layer on -a flat plate. Evapora-

tion from a pool of liquid belongs to that class of flows. It is 

known from this work that the boundary layer will separate or bl­

ow off at quite low values of the ratio of injection velocity to 

free stream velocity. Separation is characterised by a zero vel-

ocity gradient at the surface, an inflected velocity profile and 

a large value of the ratio of displacement to momentum thickness 

of the boundary layer. All of these effects are consistent with 

the description by Koopman et al for the Burro 8 test. Experi­

mental studies (e.g. McQuaid [29]) have suggested that separation 

occurs at a value of the injection velocity to free-stream veloc-

ity ratio of around 0.012 to 0.014. These experiments were for 

air-to-air injection but the result is applicable to injected 

gases other than air if the density ratio is factored to the vel-

ocity ratio. Note that the result takes no account of buoyancy 

effects - the velocities in the application of original interest 

were too high for these to be important. There is a slight diff-

iculty in applying the result to evaporation into the atmospheric 

surface layer since the relevant free-stream velocity is not ob-

vious. However, it is not a critical difficulty and a velocity 

representative of the flow above the plume will be appropriate. 

For an evaporating LNG pool, an estimate of the injection ratio 

can be prepared using the evaporation rate for LNG on water. Er­

mak et al [30] have used 4.2 x 10- 4 mls for the regression rate of 

the liquid surface i.e. the volumetric rate of evaporation per 

unit area of the pool. This figHre indicates that blow off will 

occur at free-stream velocitie_s_below-~bout 12m/s or in o-ther 
words for all the LNG experiments carried out at China Lake and 
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not just Burro 8. The effect will be greatest with Burro 8, 

which was conducted at very low wind speed. The conclusion is 

that the flow will be affected as described by Koopman et al and 

this would happen even if the vapour was neutrally buoyant. Alt­

hough the effect as described is primarily over the evaporating 

pool itself, the boundary layer will take a time to adjust after 

it has passed the evaporation region. The experimental studies 

of McQuaid [29J have shown that the readjustment requires at lea­

st 30 to 40 boundary layer thicknesses of downstream development. 

The measurements on which Koopman et al based their discussion 

were carried out at 57m so that measurable effects would be ex-

pected, since the layer depth was only a few metres. The obser-

vations by Koopman et al are therefore entirely consistent with 

known behaviour. 

But what happens to the structure of the ambient atmosphere above 

the plume? It might be expected that the flow over a large-scale 

plume would be affected since it is insulated from the influence 

of the ground shear. The turbulence energy that is advected from 

upstream will decay and this will manifest itself as a reduced 

entrainment rate through the top surface. The effect depends on 

the downwind extent of the region wherein buoyancy effects are 

important in the plume. It also depends on the lateral extent of 

the plume, governing the time-scale for lateral transport of tur­

bulence kinetic energy from the sides towards the centre of the 

plume. The effect, if it is present, will therefore depend on 

the scale of the release. In the case of an instantaneously-

~ormed cloud,with a limited extent in the wind direction, the air 

flow over the cloud is constantly replaced since the mean advect­

ion velocity of the cloud is substantially less than the wind sp­

eed above the cloud. There is therefore the possibility that a 

cloud would not be affected to the same degree as a plume. This 

would have consequences for the validity of the often-employed 

hypothesis that a plume can be modelled as a succession of slices, 

each of which has an entrainment rate through its top surface de­

termined from a cloud model. 

Some information on the effects on the ambient flow is available 

from small-scale experiments .. Ibese consisted of A study pf a 

continuous release of carbon dioxide at floor level into a fully-
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developed channel flow (McQuaid [31]L The carbon dioxide was em­

itted from a line source and the layer formed had an average de-

pth of about 0.05m. The dimensions of the channel were 0.3m 

(horizontal) and 0.9m (vertical). The development of the layer 

was studied up to a distance of about 100 layer depths from the 

source and the results included the intensities of the three com­

ponents of the turbulent velocity within and above the layer. The 

Reynolds number based on layer depth was between 2 x 10 3 and 10 4 . 

The Richardson number was about 17.5, using the definition of 

Puttock et al [3] i. e. g' H /U 2 where g' is the reduced gravi ta-
o * 

tional acceleration, Ho the initial depth and U* the friction 

velocity in the approach flow. The ratio of the mass fluxes of 

carbon dioxide and of the air flow in the channel was about 0.015. 

This was sufficiently high to introduce momentum transfer effects 

unrelated to the buoyancy effects, in the manner just described. 

Two comparison experiments were therefore performed. The first 

was with a neutrally-buoyant layer, in which the injected fluid 

was air at the same value of the mass flux ratio as in the exper-

iment with carbon dioxide. The second comparison experiment mea-

sured the flow structure in the absence of injected fluid. 

The intensities of the three turbulent velocity components are 

shown in Figs. la, band c. The measurements shown were made at 

the final measuring station 4.83m, or about 100 layer depths, 

from the source. The upper edge of the laver is indicated in 

each figure and is defined as the height at which the concentra­

tion has fallen to 0.1% of the concentration at floor level at 

the same location. It can be seen from the figures that all th-

ree intensities in the density-stratified layer are substantially 

reduced below those in the two comparison experiments, as would 

be expected. The main point to note is that the effect persists 

well above the edge of the layer into the region where the mean 

concentration is negligible. The intensities near the floor in 

the neutrally-buoyant layer have returned to the levels present 

without any layer-forming fluid but the increased intensities, 

originating in the disturbance at the source, are still present 

further from the floor. The u-component intensity (Fig.la) near 

the wall in the density-stratified layer has also recovered, re­

flecting the fact that the production of turbulence kinetic ener-
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gy by the mean shear goes into the u-component only. Redistribu-

tion to the v and w-components has little effect by this stage. 

At the edge of the layer, the v and w-component intensities are a 

factor of 2 below those in the neutrally-buoyant layer. 

These measurements show that there is a history effect which pre­

vents the local conditions being described in terms of local qua­

ntities only. It follows that models based on k-theorywill not 

be able to represent the turbulent transfer rates. The prescrip-

tions for the eddy diffusivities of mass and momentum are gener-

ally dependent on the local gradient Richardson number. Similar-

ly, box models with prescriptions for the entrainment rate which 

depend on the ambient structure in the absence of the layer will 

also be in error. It would need a more elaborate turbulence mod-

el with allowance for history effects, via transport equations 

for Reynolds stresses and a length scale, to describe the flow. 

There is certainly a need to be able to specify the conditions 

under which the simple, local-equilibrium models may not be reli-

able. However, it is highly desirable that some physical reason-

ing is applied before embarking on even larger scale field tests. 

Useful progress might be made through the analogy between a layer 

with a stable density stratification and a turbulent boundary lay-

er on a concave surface. Strongly-stable layers can occur on such 

a surface due to the stabilising centrifugal force. There has 

been much effort on this topic relevant to the modelling of heavy 

gas plumes (see Bradshaw [32] for a comprehensive review). 

4. Photographic Records as a Source of Quantitative Information 

In some investigations, photographic records have provided the 

main information on the progress of the cloud e.g. the Gadila 

jettison tests and the Porton Down trials. In more recent inves-

tigations, the photographic coverage has been very extensive. 

Some records have also been obtained fortuitously at the scenes 

of accidental releases. Photography is a comparatively inexpen-

sive experimental tool and it is worthwhile to review the uses 

made of the information, both in the heavy gas dispersion field 

and in dispersion studies generally. 

The main quantitative applicatiDn of Ene records has been the de­

lineation of the cloud geometry, as defined by the visible bound-
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aries of the cloud. The visibility of cold clouds is produced by 

the condensation of atmospheric water vapour. The edge of the 

visible cloud can be related to concentration if it is assumed 

that the local temperature at the cloud edge equals the dew point 

of the ambient air. However, Colenbrander and Puttock [19], in 

analysing the Maplin Sands results, have concluded that, for exp­

eriments over water, care is needed in selecting the relative hu­

midity to be used in evaluating the concentration corresponding to 

the visible edge. They found that the measured temperature at 

the cloud edge was invariably higher than the dew point calcula­

ted from ambient air temperature and relative humidity. They 

attributed the effect to the presence of more water vapour in the 

cloud than can be accounted for by air entrainment. Their work 

suggests that the visible edge is an uncertain indicator of con­

centration in the absence of measurements of temperature or rela­

tive humidity near the cloud edge. 

In the Porton Down trials, the released gas was marked with smoke 

and the cloud volume was inferred from plan and side view photo-

graphs. It was assumed that the concentration was uniform within 

the volume defined by the visible edge and that this volume con-

tained all the released gas. The volume-averaged concentration 

was then obtained from continuity of species. This procedure is 

consistent with the assumptions in box models of heavy-gas disp-

ersion. The concentration data obtained in this way, together 

with the data on cloud depth, area and position as functions of 

time have proved useful in the evaluation of box models and wind 

tunnel simulations. Brighton et al [33] have analysed some of 

the overhead photographic records obtained in the Thorney Island 

trials in a similar way. They determined the path of the cloud 

centroid and the area and position of the cloud as functions of 

time. The direction of movement of the cloud and its mean advec-

tionvelocity have been compared with meteorological measurements 

whilst the rate of growth of cloud area has been compared with 

the predictions of gravity-spreading models. Although the analy-

sis of the photographic records from these trials is still at an 

early stage, the indications are that the results will provide a 

valuable supplement to the data from fixed instrumentation. 

Hall et al [27], in wind-tunnel simulations of the Porton Down 
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trials, have qualitatively compared photographic records in the 

respective experiments, with scaling of the time from release 

based on equality of Froude number. The side-by-side comparisons 

of the photographs showed strong visual similarities and, taken in 

conjunction with quantitative comparisons, it was possible to con­

clude that the modelling technique was valid. 

Image analysis techniques, in which the optical density distribu­

tion of the image is determined instrumentally, have been applied 

by Puttock et al [18] to still photographs from the Maplin Sands 

trials and by Riethmuller [34] to the video film records from the 

Thorney Island trials. No attempt was made to relate the optical 

denSity to any integrated measure of the concentration distribu­

tion along the viewing direction. This is a major problem, due 

to the difficulty in separating the contributions from the light 

attenuated by the marker particles in the viewing direction (mark­

er opacity) and the light scattered into that direction by parti­

cles in the neighbourhood (marker brightness). Developments in 

this field have been reviewed by Gifford [35] while Lilienfeld et 

al [36] have measured opacity directly using the polarized compon­

ent of skylight. In both the Maplin Sands and Thorney Island ex­

periments, the fixed instrument masts provide time-synchronised 

vertical distributions of concentration at discrete points on the 

overhead photographic images. This information may be of value 

in calibrating the optical density distribution in terms of some 

measure of the integrated concentration. 

In the Thorney Island trials, a supplementary study was performed 

to assess the utility of remote-sensing using still cameras (Leck 

D7]). Twelve remotely-operated cameras were distributed around 

the perimeter of a 350m radius circle at a height of 1 .5m and 

pointing at a fixed point in the path of the cloud. During the 

early stages after release, when the smoke-marked cloud is dense 

and effectively opaque, the images, which will be processed by 

computer, will identify the cloud edge as seen from each of the 

twelve camera positions. During the later stages of release when 

the cloud is semi-transparent, it is hoped that details of the 

internal structure can be determined. This technique, known as 

optical tomography, has been used successfully by Santoro et al 

[38] • 
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Although the acquisition of photographic records is comparatively 

inexpensive, the subsequent processing to extract quantitative 

information is time-consuming, especially if performed visually. 

Standard computerised packages for image processing are now read­

ily available and provide scope for realising the full potential 

of photographic remote sensing. The advantages are considerable 

through lessening the reliance on a fixed instrument array which 

necessarily has to have built-in redundancy to cope with wind dir­

ection variations. The remote-sensing technique is very suitable 

for studying the interaction of clouds with obstacles where the 

rational deployment of gas sensors is a particularly difficult 

problem. 

5. Control and Definition of Source Conditions 

Accidental releases of heavy gas to the atmosphere can occur in a 

variety of ways. Some of the field experiments described in Sec-

tion 2 have simulated what can happen in an accident, for example, 

spillage of cryogenic liquids. Such experiments are inevitably 

subject to the influence of a large number of variables. This 

causes difficulties in experimental control and definition of the 

source conditions for dispersion. At a previous IUTAM Symposium, 

Lumley [39], in the closing discussion, stated 'Many of our exper­

iments are too complicated. We should try to isolate phenomena. 

Combine only after investigating separately'. This was the phil­

osophy adopted in the HSE programmes at Porton Down and Thorney 

Island, while still maintaining an essential connection with the 

sequence of events observed in many accidental releases. An ex­

amination of the evidence available suggested that catastrophic 

failure of a container is followed very quickly by the formation 

of a heavy gas cloud around the failed container. This cloud then 

slumps under gravity and disperses. This division of events in-

to formation and dispersion phases, although an admittedly simpl­

ified picture, was adopted for the experimental programme. The 

physical processes occurring in the formation phase are reviewed 

in another paper in this volume (Jagger [40]). 

For passive releases, it is known that in the far field the cloud 

will have forgotten what happened at the source. The same would 

be expected to be true also for releases which are initially hea­

vier than air. However, for releases of heavy flammable gas, the 
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near field is the region of importance and evidence is accumulat­

ing that the source conditions Can have a dominating influence. 

Puttock et al [3] report that, in the Maplin Sands tests, the be­

haviour of LNG plumes was noticeably dependent on the height ab-

ove the water at which the LNG was discharged. Indeed, in one 

experiment in which the LNG was discharged below the water level, 

the resulting plume was buoyant and passed over the sensors at 

40m. Experimental spills of LNG on water are susceptible to the 

rapid phase transition (RPT) phenomenon and when this occurs mark­

edly different plume behaviour is observed (Koopman et al [15]). 

In a study reported elsewhere in this volume, Fay [41], describes 

very significent differences in behaviour between experiments by 

Hall [42] and Meroney and Lohmeyer [43]. He found that the entrain­

ment velocity differed by up to a factor of 10 between the two 

experiments. He attributed the difference to effects arising from 

the different degrees of initial mixing induced by the methods of 

releasing the gas clouds. He further found that in the experi-

ments of Meroney and Lohmeyer, in which the initial mixing was 

particularly vigorous, the entrainment velocity was independent of 

the ambient flow conditions. The hypothesis that there is a per-

iod after release when atmospheric turbulence is of little effect 

and that the dispersion is dominated by the initial gravity spre­

ading has also been put forward by Rottman et al [44]. 

The use of a fixed-volume release configuration, as at PortonDown 

and Thorney Island, achieves experimental control of geometry, 

composition and timing of release. However, it has posed a num-

ber of problems for mathematical modellers such as the initial 

motion of the cloud on exposure to the wind and the effects of 

wind shear and of the container wake on the initial motion. Some 

of the physical processes involved in the motion of an initially 

stationary cloud suddenly released have been studied by Rottman 

and Simpson [45] and Chatwin [46]. 

With releases of liquefied gas, the main problem is the definit-

ion of the source strength. In the China Lake Burro series, for 

example, the diameter of the liquid pool is quoted only for the 

Burro 9 test and is so qualified as to be of questionable value. 

In the Maplin Sands experiments, no details have been given of the 

source conditions although the dispersion results have been pub-
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lished. It is general practice to assume an evaporation rate 

(which is subject to much uncertainty) and to combine this with 

the rate of release of liquid to define the source area. This is 

as good as one can do in the absence of direct measurements of 

source geometry and evaporation rate. Such measurements are diff­

icult to perform. It would be useful, however, to have a sensit­

ivity analysis whenever indirect experimental results are used in 

comparisons with model predictions. Otherwise the source condit­

ion becomes a disposable constant of unknown effect. 

6. Time Averaging of, and Variability between.Results of Experi­
ments 

Heavy gas dispersion models predict 'mean' concentrations but mod­

ellers are remarkably reticent abo~t what they mean ~y 'mean'. 

The presentation of mean values of statistical parameters of con­

centration-time records has therefore been approached in differ­

ent ways in the absence of any consensus. The problem of inter­

pretation was first highlighted in the original Bureau of Mines 

tests in which very high intermittency was observed. It has been 

a feature in the China Lake and Maplin Sands tests and it will 

also be a feature of the Thorney Island trials, as will be illus­

trated below. 

For steady-state continuous releases, the non-stationarity of the 

concentration-time record is a result of plume meander. For an 

instantaneous release, there is also, of course,the fact that the 

limited duration of cloud passage makes for highly non-stationary 

records. The subject of plume meander is discussed in detail by 

Pasquill [47] for neutrally buoyant plumes. In passive dispersion 

prescriptions the dispersion coefficients are based on 10 minute 

averages of the wind direction records so that the effects of me­

ander are largely smoothed out. This cannot be done, or is at 

least inappropriate, for dispersion of flammable gas clouds. A 

10-minute average concentration is of limited relevance to the 

assessment of the hazard of such clouds. The meandering results 

in the short time-average concentration being larger, by perhaps 

an order of magnitude, than the 10 minute-average concentration 

at the same point. Burgess -et al [5] attempted to take account of 

this variability by speci---f-ying a--peak-to-mean concen_tration ratio 

derived from their experiments. Although there are theoretical 
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objections to this, its simplicity appeals to hazard analysts and 

it is a much-used device. In the analysis of the Maplin Sands 

experiments (Puttock et al [3]) , the observed maximum concentrat­

ion at a sensor position was equated to the centreline concentra-

tion of the instantaneous plume. This value, for which the aver-

aging time was about 3s, was used in comparing the results with 

model predictions. In anyone experiment, there was a relatively 

small number of sensors over which a plume passed so that the in­

formation that can be extracted on the decay of the centreline 

concentration of the instantaneous plume is limited. The proper­

ties of instantaneous plumes have recently been studied in some 

detail, for neutrally buoyant plumes in a wind tunnel, by Fack­

rell and Robins [48J. A similar study for heavy gas plumes would 

be very valuable. The presentation of the China Lake data for 

model comparisons was approached in a quite different way (Koopman 

et al [15]). They used the wind velocity data and an atmospheric 

transport code to compute the trajectories of markers released 

successively at the gas source. The positions of the markers ov-

er the duration of an experiment define the plume centreline. The 

concentrations are presented as lOs moving averages, this time 

being chosen to preserve plume meander (Ermak et al [30]). 

For the instantaneous case, three representative examples of the 

records from the Thorney Island trials have been chosen for illu­

stration and are shown in Figs. 2a,b and c. The records in Figs. 

2a and b were obtained near the source and that in Fig.2c in the 

far field. The experiments are characterised by a pronounced cl-

oud front, especially near the source. The passage of this fron t, 

and of secondary fronts at later times, is clearly evident in 

Figs.2a and b. The problem of selecting an averaging time which 

does not smooth out fluctuations due to the spatial structure of 

the cloud will be appreciated from these records. An analysis has 

been performed to determine an averaging time which would not give 

unacceptable attenuation of the peaks of the records (Nussey et al 

[49]). An unacceptable attenuation was defined as one that exceed-

ed the accuracy of measurement. It was found that an averaging 

time of more than about 1s was not acceptable. This averaging 

time happens to correspond approximately to the 1 Hz _frequency 

response of the gas sensors. Clearly this averaging time cannot 
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be used as the basis for calculation of turbulent properties acc-· 

ording to Reynolds decomposition. Yet if a longer time average is 

taken, unacceptable attenuation of the records is introduced. It 

should be remembered also that output of a gas sensor with a 1 Hz 
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frequency response is already attenuated. In experiments report­

ed by Storebo et al [SO], the output of an ion-concentration sen­

sor with a frequency response in excess of 100 Hz was filtered at 

successively lower cut-off frequencies. The sensor was position­

ed at 10m downwind of a source of ionised air. It was found that 

attenuation increased rapidly below a cut-off frequency of 10 Hz. 

Several gas sensors with a frequency response of 10 Hz were depl­

oyed in the Thorney Island trials and it is hoped that the data 

from them will be of value in resolving the problem discussed above. 

The (almost) universal attention that has been given by experi­

menters to the presentation of results as time averages results 

from their perception of the demands of modellers. Chatwin [51] 

has argued that this demand, if it exists, is misplaced and att­

ention should instead be directed to statistics of ensembles of 

experiments. Encouragement for this alternative approach has been 

provided by the investigations of Hall et al [27] and Meroney and 

Lohmeyer [43] which each included repeti tions of experiments. The 

variability between repetitions was found to decrease as the ini-

tial Richardson number increased. This is consistent with the 

conclusion of Fay [41] that there is an initial phase where dis­

persion is dominated by the conditions of release and these are 

of course reproduced in each repetition. A further aspect, which 

distinguishes heavy gas from passive releases, is the inertiaof 

the cloud which will attenuate the variability resulting from the 

randomness of the ambient turbulence. There is therefore some 

hope that dispersion of heavy gas clouds may not exhibit the same 

degree of variability as neutrally buoyant clouds. 

7. Organisation and Reporting of Experiments 

The major programmes that have been undertaken in recent years 

point to a number of conclusions regarding organisation anti re­

porting. Some of these are obvious but nonetheless worth stat-

ing. The characteristics of large-scale field experiments that 

demand particular attention are the inability to control the flow 

conditions and the large amount of data generated in each experi­

ment. 

Regarding the organisation of an in-vestigation, the following are 

the main ingredients for success: 
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- a good site. Apart from being flat and unobstructed within the 

tolerances laid down by the requirement of horizontal homogen­

eity of the flow, it should be secure but not too remote and 

the weather history should be available for a number of ye?rs. 

The weather characteristics should be examined to ensure a rea­

sonable probability of occurrence of the desired weather con­

ditions during the period of the year planned for the trials. 

A weather forecasting service, on both a daily and a weekly 

basis, should be available. 

- a good design of experiment. The ability to control the gov­

erning parameters (other than the weather) is important so that 

hypotheses can be tested rigorously. Otherwise, to quote 

Lumley [39 J again, 'We end up having two or three things going 

on at once; its very hard to tell what is influencing what,and 

in what way' 

a developed gas-sensing technology. Experience in all the major 

programmes has shown that it is rarely possible to buy suitable 

sensors off the shelf. It ~as been a feature that in-house 

technology, with full technical back-up service, is a prerequi­

site. 

- adequate finance. Good field experiments cannot be done cheaply. 

The cost of a large-scale experimental programme is measured in 

millions of pounds. 

- a good central organisation. It needs to have expertise, both 

managerial and technical. It must have authority to take the 

necessary decisions. 

a good trials team. Experience in similar programmes and con­

tinuity of staffing are essential. 

- careful preplanning. Wind tunnel and computer modelling and 

preliminary tests to tryout the engineering of the experimental 

design all help to maximise the probability of success. Such 

measures are assuredly cost effective in relation to the cost 

of abortive effort in the field. 

- continuous monitoring. During the execution of the trials 
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a variety of technical questions will arise. Resolving them, 

and considering the interactions between them, is preferably 

carried out by a small group independent of the trials team. 

The reporting of a major investigation should take account of the 

needs of users of the data. These are discussed at length in a 

recent report of an exercise by Kline et al [52J on the evaluation 

of available data on complex turbulent flows. They concluded 

that assessment by individuals with respect to their own work is 

not sufficient. The trust-worthiness of the data needs to be 

accepted by consensus of the research community and this can now­

adays only be the case if the database is computer readable and 

widely accessible. The procedures for validating the data need 

to be described and estimates of uncertainty provided. 

8. Discussion 

The information so far available on the recent investigations 

gives encouragement to the view that a reliable database on heavy 

gas dispersion is now available. There is a need to ensure acc-

essibility to it in order to derive full benefit from the effort 

and expense. There is a strong argument for some organised analy-

sis, perhaps in the r'~.nner of the exercise described by Kline et al 

[52J. Buoyancy - influenced flows were excluded from that exercise 

because it was felt (in 1980) that there was an absence of good 

data - a view that hopefully can now be denied. 
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Summary 
A modified binomial pdf is proposed for use in the prediction of dosages 
and by implication for concentrations. Although based on an idealised 
cloud configuration it can readily be extended to provide a good des­
cription of the properties of real clouds. It is shown that even for the 
simplest cloud a minimum of three parameters is necessary to define a 
two-parameter pdf which describes fluctuations realistically, and that 
a useful, independent set of such parameters for a real cloud consists 
of the first two central moments of the concentration field and the pulse 
repetition rate. The inadequacy of the log-normal pdf is described and 
attributed to its inability to handle zero values and to the lack of 
control which may be exercised over the specification of its skewness. 
The model proposed here can reconcile the differing time periods of 
responders to the contamination in the cloud, a feature which exists 
independently of the use of the binomial pdf. An experimental technique 
using ionised air molecules is referenced which is ideally suited to 
exploring and defining aspects of the model and for similar studies. 

For many years the models used for predicting atmospheric concentrations 
of contaminants have been those which produce time-averaged values. 
These models are appropriate in those cases where the effects of the 
contaminants depend on their accumulation over a time period which is 
long compared with the time scales of the fluctuations in concentration 
which occur as a result of atmospheric turbulence. However, some poten­
tial atmospheric contaminants are so toxic that harmful effects may be 
achieved by exposure times which are much shorter than these time scales; 
for these contaminants, models which supply only expected values of 
concentration possess inadequate prediction capabilities. Forecasting 
the fluctuating concentration field is also important in considerations 
oLthe_ .. ex[1los.iv.e.,andnamfjjaJ).J.e,..pI<~op.er.Ues(i);f. ,ej,G.IUiLs, odour nuisance, and 
line-of-sight probabilities through obscuring clouds. A further, 
related problem is concerned with the relationship between the response 
time of a measuring instrument and the description of a fluctuating 
scalar field which it provides. 
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Parameters which have been used to chara~terise fluctuating concentra­
tions are: peak-to-mean ratio, variance, intermittency (the fraction of 
the time that measurable concentrations are absent), and the pulse 
repetition rate. Udder certain conditions some of these parameters are 
functionally related one to another, a point which will be examined in 
more depth below. 

Instead of considering concentration as the fluctuating variable, atten­
tion will be directed to the dosage. Formally the dosage is the inte­
gral of the (time dependent) concentration with respect to the time over 
some period of interest. Its importance arises from the fact that 
nearly all responders (including the human lung) possess a response time, 
T say. Thus the concentration which they perceive is given by the 
expression 

If:rh - C(t).dt 
T T 

that is, a time-averaged concentration. 

Responders which are not time dependent may have a volumetric response 
or a linear distance response. In all cases an integral term arises, 
the existence of which determines that interest should be concentrated 
on the practically important quantity, dosage (in its broadest sense), 
rather than the instantaneous description of the concentration field. 
A satisfactory model of the fluctuations would yield a probability den­
sity function (pdf) of the dosage acquired over some specified time 
period and its distribution in space. The value of employing pdf's has 
been described by Chatwin (1). 

Csanady (2) has examined this problem and produced a probabilistic model 
for dosage based on the assumption that the pdf for fluctuations conforms 
to a log-normal distribution. He gives a plausible explanation for the 
occurrence of a log-normal distribution; however, there is no sound the­
oretical basis for its existence, and its shape is approximated only in 
some regions of the cloud. Csanady notes this last point as a critical 
assumption in the application of his model. Additionally, the log-normal 
distribution suffers from serious practical drawbacks: it cannot des­
cribed the occurrence of concentrations whose indicated value is zero, 
and it is limited to positively skewed data. Nevertheless, its usage is 



widespread, and one aim of this paper is to demonstrate that other pdf's 
are worth exploring. 

The approach to the construction of a simple prediction model for flu­
ctuations adopted here was chosen after reviewing the techniques which 
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have led to the development of the most widely used atmospheric predic­
tion models. The most commonly used mean concentration model for neutrally 
buoyant plumes and puffs remains the simple Gaussian one, whilst the 
elementary concept of a cylindrical mass continuously deforming under the 
force of gravity, originally introduced by Van Ulden (3), continues as a 
useful basis for prediction models of a dispersing volume of heavy gas. 
Continuing in the tradition of these pragmatic advances, the simplest 
possible geometric description of a cloud which gives rise to fluctua­
tions was sought. A model which uses the smallest number of parameters 
is a cloud composed of identical, uniformly randomly distributed spheres 
of radius r, each containing the same uniform concentration of contamin­
ant, C* (Figure 1). The space surrounding the spheres within the boun­
dary of the cloud is free from contaminant. This configuration reflects 
the discrete nature of contaminant found in real clouds. Three para­
meters are necessary to achieve a description of pdf's in such a cloud: 

the mean concentration, C 
the peak-to mean ratio of concentration, C*/C 
and the mean number of pulses of concentration experienced, m. 

The following identities for the model cloud may be simply determined: 

C*/C (1 _ y)-' 

where y is the intermittency. 

(a/C)2 

where a is the standard deviation of the instantaneous concentra-
tion field. G o 

o o 
Fig.l. The basic model cloud 
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If the time of exposure to the cloud is t (= flu, where e is the path 
length and u the velocity of traverse), then the mean dosage in the model 

cloud is given by 

5 C.t 

An equivalent expression for 0*, the maximal dosage, may be written 

0* = C(t).t 

where C(t) is the maximal possible concentration averaged over 
time t, that is, C(t)/e is the peak-to-mean ratio observed for a response 
time of t. 

For the model cloud the peak-to-mean ratio is as complete a specification 
of the characteristics of fluctuation as the variance. The same is not 
true of real clouds. The value of the peak-to-mean ratio for a real 
cloud is very difficult to measure as the peak is likely to be attained at 
only a few, isolated places. On the other hand, the variance is much 
easier to measure reliably, is therefore robust and, statistically, is a 
much more representative parameter than the peak-to-mean ratio. 

The identity 

which exists for the simple model cloud, will not hold when More than one 
size of sphere of contaminant is present. Rodean and Cederwall (4) have 
examined the relationship between the two measures obtained during the 
Burro series of LNG spills and have discovered an excellent linear rela­
tionship between the logarithms of (C(t)/C)- 1 and o(t)/e, where ott) is 
the standard deviation of fluctuations measured with a response time of t. 

(C(t)/C)- 1 

Rodean and Cederwall also found that the constant of proportionality k was 
relatively insensitive to experimental conditions. 

If a path of length ~ is taken through the interior of the cloud, traversed 
with a velocity u, and m spheres are cut, then the dosage ° achieved is 

given by ° = marC*/u, 

and similarly, the maximal dosage 0* is given by 0* 

where n is the greatest number of spheres that it is possible to encounter 
on the path of length t, and ar is the mean path length through a sphere 
of radius r. It follows that the mean dosage B is obtained from 



o iiiarC*/u. 

These relationships yield m = (O/O).iii 

n = (O*/O).iii 

271 

Now, if P is the probability of encountering an isolated sphere in the 
region traversed by the path, and individual encounters can be regarded as 
independent events, then the probability of encountering m spheres is 
given by the binomial pdf. However, m and n will generally take non­
integer values as a result of their determination from the equations above, 
so gamma functions must be used in place of the factorials and the pdf thus 
transformed from a discrete to a continuous one. It is also necessary to 
normalise by the area A under the curve between m = 0 and m = n. 

P(m) = k.r(l+~!~;~~+n_m).pm.(l-p)n-m for O.:;m .. n 

P(m) = 0 for m<O, m>n 

The pdf for normalised dosage is simply dm/d(O/O).P(m), which is iii.P(m). 

Sampling theory suggests that art) is proportional to the minus one-half 
power of the number of events, which is itself proportional to the pro­
duct ut. 

Using these relationsnips it is possible to construct an expression for 
Crt) which satisfies the asymptotic requirements 

Lim crt) = C* and Lim Crt) = C 
t+O t+OO 

thus 

crt) C.[k. (a/E)~'(ut!a)A/\ 1 ] 

where a is a constant - for given cloud parameters - with the dimension of 
length. Note the subsidiary relationship 

a(t)/C = (aIC) ( ut!a ) ~ 
Data have been published by C 0 jones (5) which enable the determination 
of k, A and a and the testing of the goodness of fit of the expressions 
involving them. They relate to an instrument which measures concentra­
tions of unipolar ions generated by a corona discharge. Measurements were 
made at four distances downwind from a continuous ion source operating for 
48 minutes out of doors. The data were filtered to simulate five instru­
ments with responses between 30 Hz and 0.3 Hz. Measurements included mean 
concentration, standard deviation .. 0£ concent-¥'ation, peak-to-mean r-atios and 
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intermittency. Using these data, a least-squares technique was employed to 
determine k and A for a best fit of C(t)/C to the observed results 
(Table 1). A showed a definite correlation with distance (correlation 
coefficient = 0.98) but a satisfactory fit was obtained by using a constant 
value of A = 1.5, it being obvious that the trend could not be sustained 
indefinitely. No trend with distance, and little variatiom, was noted for 
k, consistent with the findings of Rodean and Cederwall; its best average 
value was 11.0. Similar techniques were used to d€termine s. Since s 
increases with distance and has dimension of length, a simple linear re­
gression was chosen, s = 0.41x, where x is the distance downwind from the 
source. The data were consistent with a zero value at the source, which 
means that - conveniently - the only singularity occurs there. Calculated 
values of the fluctuations were obtained using this formulation for sand 
compared with measured values (Table 2). The fit may be seen as very good. 
Less satisfactory is the fit of the calculated values of intermittency; 
however, the observed values do not behave as expected in that there is no 
consistent decrease with increasing response time. This point has not been 
satisfactorily explained and more confirmatory data are awaited. 

RANGE RESPONSE Hz C(t)/C 

observed calculated 

2 m 30 31.90 47.38 
10 25.60 33.76 
3 18.40 17.87 
1 13.90 10.39 
0.3 6.74 5.73 

5 m 30 62.70 87.68 
10 58.90 72.72 
3 43.40 46.06 
1 22.20 31.81 
0.3 10.60 18.83 

10 m 30 90.40 63.97 
10 79.00 53.65 
3 48.00 37.88 
1 28.50 24.31 
0.3 12.20 14.92 

15 m 30 42.70 33.76 
10 34.10 30.95 
3 19.20 23.26 
1 13.70 17 .87 
0.3 10.60 14.21 

Table 1. The peak-to-mean ratio for vadQus sampling times calculated as a 
function of the intensity of fluctuations compared with Jones's data. 



RANGE RESPONSE INTENSITY 6It)/ C I NTERM IHENCY 15 
x Hz observed calculated observed calculated 

2m InfmHeI6"/C) 2 ·57 
Unfiltered 2·99 0·85 

30 2·61 2'34 0'83 0'85 
10 2'07 2' 02 O· 81 O' 80 
3 1· 33 1 . 47 0'79 0·69 
1 0·99 O' 96 O· 79 0·48 
0·3 0·57 O· 56 O' 87 0'24 

5m Infinite lIS/E) 3·85 
'Unfiltered 4' 21 0·90 

30 3·96 3·70 O· 88 0·93 
10 3·49 3·45 0'83 0·92 
3 2·56 2· 86 0'85 0·89 
1 1· 96 2· 08 0·81 O· 81 
0·3 1· 38 l' 27 0·83 0'62 

10m Infinite 16 IE) 2·80 
Unfiltered 3-1.2 0·84 

30 3-20 2·75 0'84 0·88 
10 2· 84 2-65 0·85 088 
3 2'24 2-36 0·84 0·85 
1 1· 65 1· 88 081. 0·78 
0·3 1·17 1·25 O· 85 0·61 

15m Infinitel'6/E) ',98 
Unfiltered 2·18 0·71 

30 2·07 1'95 0·73 0·79 
10 1· 95 1·90 0'74 0·78 
3 HO 1'76 0·72 0'76 
1 1-33 1'47 O· 69 0'68 
0·3 1-13 1-03 0·71 0·51 

Tab1e 2. Ca1cu1ated va1ues of the intensity of f1uctuations and inter­
mittency compared with Jones's data. 
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This experimenta1 justification of the functiona1 form of Crt) has revea1ed 
a usefu1 method by which va1ues of a concentration statistic appropriate to 
the response time of one receptor may be re1ated to that of a second. 

Reverting to the discussion of tile parameters of the continuous binomia1 
distribution, we may now write, by substitution, 

n = [k.(a/E)A(ut!s )1.1' + 1J.iii 
It is convenient to 1eave the prescription of m in terms of the norma1ised 
dosage, ie. m = (O/iS).iii 

Va1ues of iii and A are easi1y tabulated fOr various va1ues of n arrd p using 
a digita1 computer. The va1ues of p and A may be read off opposite the 
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observed value of m in the computed tables. 

A physical interpretation of the parameter m involves both the density of 
the discrete elements of contaminated air composing the cloud and the 
threshold concentration to which the responder reacts. In the absence of 
extensjve data and a comprehensive analysis, there appears to be no prac­
tical alternative to measuring m in individual cases at present. This is 
a straightforward procedure and was perforilled by Jones in the experiments 
described above. His results contain a table giving the total number of 
pulses over the 48 minutes for each of four downwind distances and for each 
of nine levels of threshold concentration. 

The appropriate nature of the binomial pdf may be judged by comparing 
published results of Birch, Brown, Dodson and Thomas (6) with such pdf's 
with parameters chosen to reproduce the shape of the results (Figure 2). 
In all but one instance the match is very good. 

6 6 

4 p= 0·55 
n = 50 

2 

o 0·2 

8 

6 

0·8 
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75 
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0·4 

\ 
\ 

\ 

p = 0·02 
n = 15 

0·05 0·01 0·15 0-20 

Fig.2. Concentration (horizontal axis) v. probability density (data of 
Birch et all compared with binomial pdf's (shown with broken lines). 
Indicated concentrations are in reality dosages scaled by instrumental 
response times. 
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A set of pdf's calculated from Jones's data by using the model is shown in 
Figure 3. The probability of detecting low dosages is seen, as expected, 
to be far higher for fast response receptors. For these the curves are 
highly positively skewed and, with the usual manipulation of zero dosages, 
can be approximated by log-normal functions. The same is not true for the 
receptors with long sampling times. The 0-1 Hz curve is nearly Gaussian in 
shape and the variance has decreased markedly. These curves imply that the 
spectrum of toxic effects in a population subjected to a given mean dosage 
changes markedly depending on the time period over which the dosage is 
acquired. 

o·a 

~0·6 
a.> 
"0 

;>, 

:00-4 
ro 

1:2 
o ... 
a. 

0·2 

2 3 4 5 

normalised dosage 
Fig.3. Calculated pdf's of normalised dosage (indicated concentration) 
for several response times. Jones's data, 15 m. 

The model has been developed for a homogeneous region of the cloud. Real 
clouds are not homogeneous as a rule. The trials reported by Ramsdell and 
Hinds (7), for instance, show an increase in the intensity of turbulence 
away from the centre of a cloud. Ifa cloud may be approximated by two 
homogeneous reg ions with dosage probabil ity dens ity funct ions PI and P 2, 

based on the C, ale and m parameters for each region, then the probability 
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that the dosage lies between D and D + 6D is 
(6D/2)J(~Pl(~).P2(D - ~).d~ 

Extensions to more than two regions can be made in similar fashion. How­
ever, since in Jones's experiments the statistics of the cloud reflect 
discontinuities arising from the internal cloud structure and from the 
meandering of the plume, it appears that a simple one-region model utili­
sing gross cloud statistics can yield useful results of - at least - peak­
to-mean ratios and intensities of fluctuations. This' apparent robustness 
must derive from a dominant statistical mechanism of the cloud which is 
insensitive to moments of the discrete element distribution higher than 
the first. Whilst Richardson (8) was arguing from a Lagrangian standpoint, 
it would seem that his distance-neighbour function (defined as the mean 
number of neighbours per length, asa function of their distance apart) is 
a promising candidate for this dominant statistic. 
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Summary 

In 1980, Shell Research performed a major series of controlled spills of 
LNG and refrigerated propane on the sea at Maplin Sands in the South of 
England. Results of both continuous and instantaneous dispersion trials 
are presented. Comparisons are made with predictions from the dense gas 
dispersion model HEGADAS, showing conservative model results for LNG. 

An expression for heat transfer from the sea surface to the cold cloud has 
been added to the model. With the heat transfer included, the model is 
sensitive to the release of latent heat from water vapour transferred into 
the cloud. This effect could have enhanced the dispersion in the Maplin 
Sands LNG spills, since the water content of the clouds appears to have 
been much higher than could be explained by entrainment of ambient air 
alone. Laboratory experiments have been performed using liquid nitrogen to 
study the pick-up of water by cold gas clouds. 

Comparison of four instantaneous Maplin Sands spills with model predictions 
provides information on cloud shape, dispersion distance and advection 
velocity. 

I. Introduction 

The Maplin Sands experiments were performed in the summer of 1980. The aim 

was to study the dispersion and combustion of releases of dense flammable 

gases. For this purpose 34 spills of liquefied gases onto the sea were 

performed. The gases used were refrigerated liquid propane and liquefied 

natural gas (LNG), in quantities up to about twenty cubic metres. The use 

of these two gases enabled us to study the dispersion of a simple dense 

gas (propane) and the more complicated behaviour of LNG with the additional 

effects of significant heat transfer from the water surface and possible 

transition to buoyancy. 

Release of the liquid was either continuous or instantaneous. Continuous 

spills consisted in the release of liquid at a steady rate from the end of 
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a pipe near the water surface. For instantaneous spills the liquid was 

poured into an open-topped insulated octagonal barge, \2.5 m across, which 

was then submerged, creating the spill as water flowed in to displace the 

liquefied gas. 

Cross-correlations of velocity fluctuations measured by sonic anemometers 

give a typical value for u*/U\O of 0.034, consistent with the observed wind 

velocity profile and with the smooth mud or sea surface upwind. Nearly all 

the experiments, details of which have been published elsewhere \ ,2,3, were 

conducted under conditions of near-neutral atmospheric stability. 

Results of simulations with the HEGADAS II model show, on the whole, good 
I 

agreement with the experimental propane data , but are found to be conserva-

tive with respect to LNG dispersion distances. This prompted us to investi­

gate the total heat input into LNG clouds more closely. The heat input into 

the cloud arises from the sea surface and the surrounding air, as well as 

from latent heat release of water (vapour) in the cloud. In Section 2 the 

results of the dispersion trials are examined with respect to the water 

content of the cloud. Incorporation of a higher cloud humidity results in a 

far better agreement with experiments. 

Section 3 of this paper describes laboratory experiments on heat and mass 

transfer into cold, dense vapour clouds dispersing over a water surface. 

The experimental results are used to quantify the heat transfer due to 

latent heat release of water (vapour) to the cloud. 

Results of the analyses of the four instantaneous spills (two propane and 

two LNG) are presented in Section 4. Aspects considered are the cloud shape, 

the dispersion distance and, for propane spills, the advection velocity. 

2. Analysis of Maplin Sands Continuous LNG Trials 

The experimental results of the continuous LNG spills have been compared 

with the predictions of the dense-gas dispersion model HEGADAS II. The 
4 model assumes, crosswind, a flat-topped concentration profile with 

Gaussian edges. The flat part can be eroded so that the profile becomes 

completely Gaussian far downwind. Gravity-spreading can increase the width 

of the plume. Combination of the assumed vertical concentration profile 

with a power-law velocity profile gives an advection velocity which is a 

function of the height parameter Sz. The vertical entrainment is a function 

of the bulk Richardson number. For stably stratified conditions this 
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function has been arranged so as to be compatible with published two-layer 

laboratory experiments and wind-tunnel data. The entrainment function for 

unstable stratification (which in the case of LNG can occur even in neutral 

ambient conditions if the plume becomes slightly buoyant) was chosen such 

as to be compatible with the results of the Prairie Grass tracer dispersion 
. 3 expen.ments . 

Since the heat transfer from the sea surface to the cold gas cloud is 

likely to be significant for LNG, expressions for heat transfer have been 

incorporated into the model, for testing against the observations. We used 

standard expressions for free and forced convection heat transfer, taking 

the larger of the two values 3 . 

Table I gives data on the spills in which the LNG was released above and 

close to the water surface. In this table, values of the initial Richardson 

number Rio' as defined in Ref. 2, are given. This allows comparison, 

between the spills, of the magnitude of density effects, which increases 

with increasing Rio. 

The results confirmed the model predictions for spills at high wind speeds, 

where density effects were unimportant. However, for other spills the model 

without heat transfer consistently overpredicted the LFL distance, the 

difference roughly increasing with initial Richardson number. With heat 

transfer taken into account, the predictions were better for spills where 

the measured ambient relative humidity was high, but for several other 

spills the change had comparatively little effect. 

Attempts have been made to improve agreement between the results of model 

simulations and experimental data. For this purpose the data yielding 

quantitative information on cloud humidity are being closely analysed. 

There is distinct evidence that the moisture content of the cloud is higher 

than could be explained by entrainment of air, using the measured relative 

humidity at 10 m height given in Table I. For example, temperature measure­

ments at 0.7 m above the water surface during trial 29 indicate that there 

the relative humidity was 60-73 %, i.e. considerably larger than that 

measured at a height of 10 m (52 %). Confirmation as to the higher water 

content of the cloud ~s obtained from cloud visibility data. Visibility of 

the cloud is due to condensation of water vapour. Hence a cloud ceases to 

be visible when its temperature rises above the dew point. Temperature 

measurements in visible clouds showed the dew point to be higher than that 

derived from air temperature and humidity meas-tlred at 10 m height. 
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Moisture content has a significant influence on calculated LFL distances. 

Model runs show that, when combined with heat transfer from the water 

surface, high levels of ambient humidity cause the plume to become buoyant 

over an extended downwind distance, resulting in enhanced vertical entrain­

ment. HEGADAS simulations for trial 29 and 39 may serve as illustrations. 

For these runs we used relative humidities of 89 % and 79 %, respectively, 

instead of the values at 10 m height of 52 % and 63 % indicated in Table I. 

The higher values were chosen because they give calculated temperatures and 

concentrations at the moment the cloud ceases to be visible that are in 

agreement with the measurements. 

The use of these higher relative humidity values brings the calculated LFL 

distances down from 245 m to 140 m for trial 29 and from 270 m to 135 m for 

trial 39, in excellent agreement with the observed distances. For both 

trials the calculated visible cloud length is 380 m. This agrees well with 

the cloud length of 325 m observed in trial 29, but not with the much 

smaller visibility length of 210 m of trial 39. 

There are various mechanisms by which the water (vapour) content of the 

cloud may reach a high level. For instance, a high humidity of the air 

close to the water surface, or water pick-up during the evaporation and 

dispersion phases of the LNG spill. Boyle and Kneebone5 , for instance, 

have measured substantial water pick-up during the LNG pool boiling experi­

ments. We have performed laboratory experiments to investigate the water 

(vapour) content of a refrigerated gas cloud evaporating and dispersing on 

a water surface. In addition, these experiments have been set up to check 

the heat transfer relations incorporated in HEGADAS and to assess the air 

entrainment due to convective currents into the cloud. 

3. Laboratory Experiments on Heat and Mass Transfer into Cold, Dense Vapour 

Clouds Dispersing over a Water Surface 

In the experiments a steady stream of liquid nitrogen (-196 °C) was released 

into aIm wide and 20 cm deep tray filled with water up to about 3 cm below 

the brim. The nitrogen, floating on the water surface, evaporated and the 

cold, dense vapour entered a perspex box, the flow being homogeneously 

distributed over the width of the box (see Fig. 1). The box contained a 

water layer 20 cm deep, over the surface of which the vapour was flowing. 

The nitrogen left the box through an opening over its entire width. The 
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opening was provided with a flow restriction consisting of vertical bars 

with a triangular cross-section. The length and width of the box were equal 

(I m), the height was 60 cm. On top a lid was placed to prevent air circu­

lating in the room from entering the box. Holes in the lid allowed the air 

to flow in and out freely. 

At locations A, Band C (25, 50 and 75 cm from the box entrance) tempera­

tures and concentration~ in the vapour stream were measured at, respectively, 

3, 2 and 1 cm above the water surface. A mass spectrometer was used for 

measuring the concentrations of nitrogen, oxygen and water, and determining 

air entrainment and water (vapour) pick-up into the nitrogen vapour stream. 

Additionally, the water temperature in the box was measured, as well as a 

vertical temperature profile in the vapour stream at location B (using nine 

thermocouples). 

The stream of liquid nitrogen was generated by displacement from a dewar 

vessel by means of pressurized nitrogen gas. The flow rate was determined 

from the decrease in weight of the dewar vessel. After about 5 minutes a 

fairly steady flow rate was established. 

Six experimental runs were done, at the same nitrogen release rate. In all 

runs the temperature was measured simultaneously at each of the locations. 

However, only one concentration could be measured at a time. So the concen­

tration probe remained at the same place during an experiment and was 

installed at another location for the next run. 

In Fig. 2 a typical temperature profile at location B is shown, measured 

405 s after the start of the nitrogen release. The temperature shows hardly 

any variation with height between 2 and 5 cm above the water surface. From 

the temperature profiles we estimated the height of the nitrogen vapour 

stream to be 7 cm. 

Fig. 3a is a typical example of the course of the temperature as a function 

of time from the start of the release, at locations A, Band C. During the 

period of steady nitrogen flow (t > 300 s) the temperatures do not fluctuate 

strongl~ The maximum variation in measured temperatures between 

the different runs was ±5 °C. At t = 200 s a peak is seen in all three 

curves. At that point in time it was observed in all experiments that a 

solid ice layer had formed on parts of the water surface in the evaporation 
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tray. The water in this tray was heated by three coils; a stirrer was 

installed in the middle of the tray, where no ice formation occurred. 

In Figs. 3b and c the measured air and water concentrations at 2 cm above 

the water surface are shown. For t > 300 s the air concentration levels are 

fairly steady, showing an increase with distance of only about I % air per 

25 cm. 

During the period of steady flow the measured water concentrations are not 

very stable. It should be noted that the response of the mass spectrometer 

to changes in water concentration is much slower (response time ~I min) 

than for oxygen and nitrogen. 

However, the increase of the water concentration with distance is signifi­

cant and cannot be explained at all by the entrainment of moist air. For, 

as we have just shown, the air concentrations are very low and the air 

contains only about 1.4 % water (compare the water concentrations measured 

at t = 0 in pure air). So there must have been transport of water from the 

water surface into the cold vapour stream. 

Heat Transfer Relations 

Temperature and water concentration data measured 400 s after the start of 

the nitrogen release were analysed. Averaged over all experiments, the 

nitrogen flow rate at that point of time was 94 ± 4 kg/h and the temperature 

T in the bulk of the cloud at location B was 183 ± 4 K. Since we estimated 
g 

the height of the cloud halfway along the box at 7 cm, we find a bulk 

velocity U of the nitrogen vapour stream of 0.2 m/s; our estimate of the 

friction velocity is u* 0.01 m/s. The mean water temperature Tw In the 

box was found to be 290.6 K, with a variation of ±2.3 K between the differ­

ent experiments. 

To calculate the heat transfer from the water surface to the vapour stream 

we used the relations 3 as incorporated in HEGADAS for forced 6 and natural 7 

convection heat fluxes: 

and 

Cf P C u (T - T ) 
psg 

(T -T )4/3 
s g 
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where Cf is the friction factor, u the gas velocity, T and T the tempera-s g 
tures of substrate and gas and g the gravitational acceleration. The 

expressions contain the following gas properties: aT the thermal diffusivity, 

v the kinematic viscosity, p the density and C the specific heat. The para-

m{~:r)2S = - ~ (~i)p' so for an ideal gas s = I~T. The f!iction factor Cf = 
2\1l ,where u* is the friction velocity. For methane vT = 1.35, but for 

otneL gases this ratio is only slightly different. 

Using these expressions, we find for the conditions at location B: QH f = 
2 2 ' 130 W/m and QH = 1000 W/m . Thus the heat transfer by natural convection ,n 

is found to be an order of magnitude larger than that by forced convection. 

We follow the same calculation procedure as in HEGADAS, where the heat flux 

from the substrate to the cloud is given by: 

It is easily found that the gas temperature increase with distance x due to 

heat transfer from the water surface is given by: 

where E is the nitrogen flow rate (in kg/s) and b the width (in m) of the 

box. 

dTg 0 
Using the calculated heat flux at point B we find: (G[ = 37 C/m. The 

measured increase of the air concentration of 4 % air per metre gives rise 

to a heating rate of 5 °C/m. So the heat transfer from the water surface 

and the ambient air together should give a temperature increase in the bulk 

of the nitrogen stream of 42 °C/m. 

As an average over the six experimental runs we found a temperature increase 

between locations A and C of 37 °c (minimum 32 °c, maximum 40 °C), or 

74 °C/m. This is significantly larger than in the calculated figure of 

42 °C/m. 

We believe that this discrepancy can be explained by looking at the measured 

increase in water concentration between locations A and C. At t = 400 sand 

2 cm above the water surface this increase was found to be 0.01 mole water 

per mole nitrogen. If we assume that this water releases its sensible and 

latent heat, then the increase in water content over a distance of 0.5 m 

gives rise to a temperature increase of 19 °C. The calculated temperature 
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increase rate then becomes 80 °C/m instead of 42 °C/m. Compared with the 

measured figure of 74 °C/m, this is considered satisfactory. 

These laboratory experiments indicate that the observed high water content 

of the clouds in the Maplin Sands experiments may be partly explained by 

transfer from the water surface to the cloud. But a high air humidity close 

to the surface and water pick-up during pool boiling will have contributed 

as well; further investigations are needed to quantify these contributions. 

The results of the experiments indicate that significant heat transfer into 

the cloud may occur, associated with water pick-up from the surface during 

the dispersion phase. (Approximately 40 % of the total heat input was due 

to latent heat release from water (vapour) trapped in the cloud.) 

4. Analysis of Maplin Sands Instantaneous Spills 

Four instantaneous spills provided useful data at Maplin, two LNG and two 

propane spills (see Table II). The LNG spills were performed under similar 

conditions: No. 22 (12 m3) in 5.5 m/s wind, and No. 23 (8.5 m3) in 6.6 m/s 

wind. Both were ignited, although in spill 23 this was at a late stage and 

only a small patch of the cloud burned. We shall describe spill 22 in some 

detail. 

The visible outline of the cloud, in Fig. 4a, shows the elongation due to 

the length of time the liquid takes to evaporate from the surface of the 

sea. We normally model the liquid as spreading under gravity until a minimum 

thickness of 2 rnrn is reached, with the evaporation rate proportional to the 

pool area. A constant liquid regression rate of 2 x 10-4 m/s 
-2 -1 

(0.085 kg.m .s ), derived from a continuous LNG spill, is used. Once the 

minimum thickness is reached, the pool is assumed to break up, the subse­

quent evaporation causing a reduction in the total area rather than any 

decrease in the thickness of the liquid layer. 

Use of the pool model as described, however, gives a maximum pool diameter 

which is much larger than the approximate 36 m observed, and consequently 

too short an evaporation time. The minimum thickness has to be set to 6 rnrn 

to agree with the observations. With this done, the time-dependent HEGADAS 

model, including surface heat transfer, has been run to simulate the gas 

dispersion; ground-level contours of 3 % concentration are shown in Fig. 4b. 

The concentration level which corresponds to the visible edge of the cloud 

is difficult to assess, sin~~it is~~rongly dependent on the water content 



of the cloud, about which there is some uncertainty, as described above. 

The value of 3 % is the concentration measured at 250 m from the source 

when the visible edge of the cloud arrived. 

The model results are shown in an alternative form in Fig. 5. This plots 
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the progress of the 5 % and 15 % contours along the centre line of the 

cloud, as a function of time. 5 % and 15 % are the lower and upper flamma­

bility limits (LFL, UFL) for methane. Also plotted is the upwind and down­

wind travel of the flame, following ignition at 180 m from the source. The 

flame travelling upwind is interesting in that it met the rear of the 

flammable cloud, moving away from the source, at 140 s, forty metres from 

the source. This observation shows the period of significant gas evaporation 

to be slightly overestimated. 

The downwind-moving part of the flame was extinguished at 240 m. This is 

consistent wi.th the measurement of gas concentration at 250 m from the 

source and 1 m from the surface, which was between 4 % and 5 % at this 

time, and indeed for the whole period shown by the dashed line in Fig. 5. 

Thus the downwind distance to LFL is overpredicted by the model, just as 

for continuous LNG spills at low relative humidity. And, as for continuous 

spills, this overprediction can be removed by increasing the relative 

humidity input to the model, in this case from 62 % to 75 %. 

The first instantaneous propane release was spill 60, performed in a very 

low wind. Unfortunately, the data collection system failed totally on this 

occasion. However, the wind speed, about 1.2 mis, can be obtained from 

several separate upwind anemometers, and useful data can be derived from 

the photographs. Fig. 6 shows a number of outlines of the expanding circular 

cloud. 

The wind speed is too low for this spill to be simulated by the current 

version of HEGADAS, which does not include longitudinal gravity spreading. 

The model is currently being extended for very low wind speeds by the 

addition of an initial phase for an instantaneously emitted gas cloud. In 

this phase the cloud is represented as a cylinder, and air entrainment 

associated with the gravity spreading is included, in addition to the 

existing mechanisms of dilution. 

For propane spill 63, the wind speed was greater, 3.4 m/s. The most 

striking feature of this spill (Fig. 7) is that the cloud was not elongated 

in the wind direction, in contrast .to spill--~2-·.-· 'Phe wind speed was·only 

about 40 % lower than in spill 22, and the evaporation behaviour of the 
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liquids is similar. In fact, the cloud was wider than it was long, if 

"length" is measured along the wind direction. 

The main difference between the propane and LNG spills is that propane 

remains denser than air, even if warmed up to ambient temperature. This, 

combined with the larger quantity and lower wind speed, caused the cloud 

to remain very low, the bulk of it being well below one metre height in the 

early stages. It spread in all directions as a strong gravity current with 

a prominent raised head at the front. Gas concentration measurements 

clearly show the passage of the head (e.g. Fig. 8), and also some increase 

in concentration as the rear of the cloud passed. The bulk of the gas in 

the gravity current behind the head was probably below the lowest gas sensor. 

The reduced "length" of the cloud suggests that a head-wind has a stronger 

effect on a gravity current than a tail-wind. Some laboratory experiments 

on this effect have been reported by Simpson and Britter8 However, the 

ratio of wind speed to speed of the head in the laboratory was smaller than 

in spill 63 and a difference between the two directions was not discernible 

in laboratory data, but a small difference is present for Simpson and 

Britter's theoretical curves. In any case, as the upwind gravity spread is 

arrested and then reversed, there is a change to a saline-wedge flow, which 

was not analysed by Simpson and Britter. 

Cloud shapes predicted by the time-dependent HEGADAS model for spill 63 are 

shown in Fig. 7b. In the early stages the predicted cloud is elongated 

because of the time taken to evaporate the liquid. But later this is coun­

teracted by the lack of allowance for longitudinal gravity-spreading, 

producing a roughly circular cloud shape. The simulation might also be 

improved here by use of the cylindrical box front-end for the model. 

Gas concentrations were measured, generally at three heights, at nine 

locations. However, the wind direction was well outside the planned 

"window", 1120 from the array axis; so the cloud did not reach any far­

field sensors. There are no measurements beyond 180 m from the source. It 

is difficult to deduce ground-level concentrations from readings of sensors 

which were probably above the bulk of the very low cloud. And in the later 

stages of dispersion, when the cloud was higher, there were no measurements. 

However, it will be interesting to compare the near-field observations with 
9 those from Thorney Island to assess the effect of the totally different 

initial conditions, in one case dropping from a great height and in the 

other remaining low. 
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One feature which emerges from use of the cylindrical box front-end is the 

low advection velocity of the cloud. Initially, when using a box simulation 

of the early stages of dispersion, we set the cloud velocity equal to the 

average of the ambient wind velocity over the height of the cloud, assuming 

a logarithmic profile. However, this greatly overestimates the speed of the 

cloud. We have found that setting the cloud velocity to 60 % of the ambient 

gives a good fit to the observations. Similar results are obtained for 

spill 60, although the ambient wind was less accurately measured in this 

case. This finding compares well with the laboratory measurements of Simpson 
. 8 . .. . 

and Br~tter show~ng that the effect of an amb~ent flow on the mot~on of a 

gravity current was to change its velocity by an amount equal to 62 % of 

the ambient flow velocity. 

5. Conclusions 

I. For LNG, the Maplin Sands data confirmed the model predictions for spills 

at high wind speeds, where density effects were unimportant. However, for 

other spills the model without heat transfer consistently overpredicted 

the LFL distance, the discrepancy roughly increasing with initial 

Richardson number. With heat transfer taken into account, the predictions 

were better for spills where the measured ambient relative humidity was 

high, but in several other spills the change had comparatively little 

effect. 

Large moisture contents of the clouds were found, which may be explained 

by a combination of high humidity of the air close to the water surface 

and water pick-up from the sea surface. Model runs have shown that high 

levels of humidity in clouds give rise to enhanced dispersion when the 

water is trapped as vapour at ambient temperature in the cold cloud and 

there releases its sensible and latent heat. 

2. Laboratory experiments with liquid nitrogen evaporating from water showed 

that the water content of the cold vapour stream increases as the stream 

flows over a water surface, thus substantiating the findings from the 

Maplin Sands LNG spills. The results of these experiments support the 

validity of the natural-convection heat-transfer relation used in 

HEGADAS. They indicate that a substantial part of the total heat transfer 

from the water surface into the cloud is due to heat release from water 

picked up from the surface during the dispersion phase. 
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3. The two analysed instantaneous LNG spills of the Maplin Sands programme 

produced very elongated clouds in wind direction. This shows the 

importance of taking into account the finite pool evaporation time for 

moderate and high wind speeds. The downwind distance to LFL is overpre­

dicted by the model. Just as for continuous LNG releases at low humidity 

this overprediction can be removed by increasing the relative humidity 

input to the model. 

The two instantaneous propane spills were performed in low winds, showing 

nearly circular shape of the clouds and very strong effects of gravity­

spreading. Visual data show that the advection velocity during the early 

phases of cloud development was significantly lower than the ambient 

wind speed averaged over the height of the cloud as calculated with a 

box simulation of the early stages of dispersion. 
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Table I 

Details of continuous LNG spills 

Spill Rate, Wind Relative Rio Observed LFL Predicted LFL distance, 
no. speed, humidity distance peak, mean z = o m 

at 10 m, z = 0.9 m, 
m3/min m/s % m HEGADAS II Incl. heat 

transfer 

27 3.2 5.5 53 16 190 :t 20 260 235 

29 4.1 7.4 52 7 140 :t 15 250 245 

34 3.0 8.6 72 4 150 :t 20 195 185 

35 3.8 9.8 63 3 175 :t 25 205 205 

39 4.7 4.1 63a 50 130 :t 20 355 270 

56 2.5 5.1 83a 17 110 :t 30b 210 115 

Notes: (a) Derived from observations at meteorological station 3 km away. 
(b) Plume only briefly over sensors. 

Lowest sensors at z = 0.6 m. 

Table II 

Details of instantaneous spills 

Spill Spilled Quantity, Wind Relative 
no. liquefied speed, humidity 

gas at 10 
m3 mls % 

22 LNG 12 ± 0.6 5.5 62 

23 LNG 8.5±0.6 6.6 66 

60 propane 27 ± 6 1.2 79 a 

63 propane 17 ± 5 3.4 93 

Note: (a) Derived from observations at 
meteorological station 3 km away. 

m, 
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Fig. 5. The progress of 5 % and 15 % concentration contours along the 
centre line of the cloud in spill 22, as predicted by HEGADAS. 
The region between these curves corresponds to flammable gas. 
The progress of the flame upwind and downwind is also shown. 
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The dashed line indicates the period during which the concentration 
measured at 250 m from the spill point, 1 m from the surface, 
was between 4 % and 5 % 
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Fig. 6. The spreading cloud from prqpane spill 60. Times are measured from 
start of spill 
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the time derivative of the signals. The time of the spill is 
857 s on this scale 



Monitoring the Atmospheric Diffusion of Puffs 
and Plumes with Bipolar Space Charge at Small 
Scale in Wind Tunnels 
B W. BOREHAM and J.K. HARVEY 

Department of Aeronautics 
Imperial College of Science and Technology 
London SW7 2BY 
England 

Introduction 

The use of charged particles as markers to simulate the trans­

port of neutrally buoyant contaminants within puffs and plumes 

within the atmosphere is an established technique [1]. In this 

paper the use of a bipolar space charge method is discussed. 

The main advantage of this method over the use of unipolar 

space charge is avoidance of the difficulties encountered with 

the self repulsion of unipolar ions, although recombination 

now becomes an effect that must be allowed for. 

It is often desirable in simulation studies to know the time 

dependent distribution of pollutants and, if tests are done at 

reduced scale, a rapidly responding monitoring instrument is 

needed to resolve the time detail. A new Langmuir-type flux 

probe has been developed that is capable of such monitoring [2]. 

This probe has several advantages over the aspiration-type con­

centration probes normally used for measuring the mean con­

centration of particles. The flux probe does not require the 

same prior knowledge of the velocity field for accurate oper­

ation. Aspiration-probes require that the pumping speed be 

matched at all times to the approach flow velocity which may 

well be fluctuating, otherwise the sampling volume will be un­

defined, leading to erroneous results in any but the simplest 

of flow fields. The present device, being passive, rather than 

dynamiC, overcomes this problem and the two-dimensional design­

symmetry reduces the alignment problem and alleviates the de­

pendence of results on alignment accuracy. 
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A theoretical model of the probe behaviour has been developed 

and good agreement is obtained between the calculated and ob­

served operating characteristics. Probe response time is the 

order of 1 m sec or less. Several probes have been developed 

and the total system has been used to study concentration 

fields in the 4' x 4.5' and 3' x 3' cross-section wind tunnels 

at Imperial College. The probe design is similar to the fami­

liar single electrode Langmuir probe used for low pressure 

measurements and consists of two concentric cylindrical elec­

trodes. The inner, small diameter electrode is solid and 

functions as the collector, whilst the outer electrode con­

sists of a thin wire mesh or grid and serves to define the 

sampling volume, which remains constant. The outer grid is 

earthed and an attractive potential is applied to the inner 

electrode. The current flow to the collector from the gas 

sample is monitored to provide ion flux readings. Concentra­

tion, if also required, may be obtained using separate veloci­

ty field measurements. Hence a concentration reading, based 

on the known constant sampling volume can be made. 

Probe Development 

The probe current-voltage characteristic can be calculated in 

order to obtain the required bias voltage at saturation and 

the probe response time. The characteristic will be influ­

enced by the following considerations: 

(1) The applied bias field. 

(2) Collision between the ions and the gas. 

(3) Space charge effects consisting of the following: 

(i) Electrostatic (Debye) attraction between oppositely 

charged particles within the probe. 

(ii) Electrostatic repulsion between like-charged par­

ticles. 

(iii) Electrostatic repulsion due to the collector current 

flow. 

At pressures very much less than atmospheric the applied bias 

field dominates and ions can be captured easily in distances 

of the order of 1 mm. KE atmospheric pressure, however, 
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collisions will dominate and may be strong enough to prevent 

particle capture unless large attractive and/or retarding 

electric fields are applied. Both types of field are possible 

with the cylindrical geometry detector, aligned perpendicularly 

to the flow. (With the attractive potential applied to the 

collector the field experienced by the collected particles will 

be attractive in the half of the detector that is upstream of 

the collector and retarding in the half that is downstream of 

the collector, as shown in figure 1). 

RETARDING'ATTRACTIVE 
I' 
I FI EL D 

I REGION 
I 
I 
I 

I 

'I 
FI EL D I 

REGION 1 

I 

o 
COLLECTOR 

PROBE FiElD SCHEMATIC 
Figure 1 

.. 

GAS FLOW 

Two limiting modes of collision dominated probe behaviour are 

identified and separately treated. These are: 

(a) The mode in which the gas is assumed to be fully disturbed 

on passing through the outer grid. In this mode collisions 

occur between the charged particles and a randomly dis­

tributed gas flow velocity field in which the particles 

(accelerated by the applied field) lose energy to the 

neutral gas particles. The mean direction of motion of 

the charged particles is that imposed by the bias field 

and the particles can be captured by the attractive field 

upstream of the collector. 
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(b) In this mode the gas flow remains undisturbed by the grid 

and the gas-particle collisions carry the particles down­

stream with the gas flow. Particle capture is now more 

difficult and requires a combination of the attractive 

field upstream of the collector and the retarding field 

downstream of the collector. 

For each of these cases the detector current-voltage character­

istic equation is derived in full elsewhere [2] and only the 

results are summarised here. 

Several different probes were used with collection cross­

sections ranging from 9 to 49 mm 2 • Operation was in both the 

disturbed and undisturbed flow regimes. Figure 2 compares the 

measured and calculated characteristics for a 48 mm 2 cross­

section probe located 5 cm from the source exit and wind tun­

nel flow velocity of 5 ms- I • Good agreement is obtained with 

the calculation underpredicting the measured values. The 

analytical model has so far assumed that the flow streamlines 

terminate on the probe collection surface. The charge loss 

caused by the streamlines carrying ions around the inner 

electrode has therefore not been included. This may be account­

ed for with an expression of the form 

where (i/io)calc is the previously calculated normalised current 

(i/io)S.E. is the semi-empirical normalised current 

<U > r is the mean ion velocity in the radial 

direction 

is an experimentally determined constant. 

Applying this correction to the calculations of figure 2 the 

excellent agreement of figure 3 is obtained. 

Operation in the undisturbed flow regime was obtained by re­

placing the wire mesh outer grid with a coiled wire outer grid 

and the agreement between theory and measurement for a 9 mm 2 

collection area probe of this type is shown in figure 4. 
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Mean flux cross-section measurements were obtained at several 

points varying from 5 cm to 1.8 m downstream of the ion source, 

using both bipolar and unipolar sources. Air speed was meas­

ured with a built-in differential pressure manometer system. 

The bipolar source consisted of a 30 rom x 10 nun Nickel-63 foil 

rolled into a cylindrical shape and fitted into a hollow aero­

dynamically shaped holder. The foil activity was 15 mCi and 

the bipolar ions were expelled from the source by a current 

of air along the axis, the velocity of which was matched to 

the wind tunnel free stream flow velocity. A small mesh wire 

grid fitted in the source upstream of the foil ensured source 

mixing and introduced small-scale turbulence into the source 

flow. 

The unipolar source was similar to that used by Jones [1] and 

consisted of a co-axial electrode system producing a point 

discharge. The discharge filled the space between the elec­

trodes with unipolar ions that were again expelled from the 
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apparatus by a current of air along the axis, as for the bi­

polar source. 
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Most measurements were obtained with relatively small ambient 

turbulence levels (~O.2%), although the mixing of the ionised 

plume and the boundary layer shed from the outer surface of 

the ion-generator into the main flow result in higher turbu­

lence levels within the ion plume. Some results were obtained 

with a turbulence grid inserted into the wind tunnel flow to 

increase the general turbulence level and also with a simulated 

model atmosphere (1/125 scale) at an equivalent height of 

75 m. 

The results were compared with the model for the plume sug­

gested by Pasquill [3], modified for ion recombination. The 

concentration X is given by: 

x{x,y,z) 2TIU~ 0 exp[-~ L Z2 1 + --
2 o 2 Y Z 0y Z 

where S!.. = ~ C x-n/ 2 
x n 



or, for a constant vertical velocity profile, 

_ (J = C'xm 

Q N UAo/E is the particle flux 

where N is the particle density 

A is the effective source area 
0 

E is the charge per particle. 

For charge loss by recombination 

N (Nl + DXJ-l 
o 

where X is the distance downstream from the effective source 

a is the recombination coefficient 

No is the source particle density. 

Hence the mean flux that is measured by the probe (i.e. the 

flux integrated over the probe collection area) is 

F(X,Y,Z) 

UA [~+~xJ-l 
o N U o 
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The required values of No and Ao may be obtained from measure­

ment of total current in the plume as a function of downstream 

distance and (J is obtained by iteration. 

Figure 5 compares the flux cross-section obtained with a 

48 mm 2 area probe located 0.5 m downstream of the source exit 

with that calculated for (J = C'xm where C' = 1.66 x 10- 4 , 

m = 0.9, No = 2.98 x 10 12 particles/m 3 and Ao 

in a 10 ms- 1 flow in the 4' x 4.5' wind tunnel. 

3.95xlO- 4 m 

Each experi-

mental point refers to 100 sample taken over a sarrple time of 

200 ms. Figure 6 is the corresponding cross-section obtained 

in a unipolar flow under identical experimental conditions. 

It is seen that the motion of the unipolar ions is dominated 

by their mutual repulsion [1]. 
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Figure 7 illustrates the effect of increased turbulence (pro­

duced by inserting the turbulence grid into the wind tunnel 

flow) on the bipolar source flow at a distance of 0.3 m from 

the source exit. 

Figure 8 is an example of the time dependent flux signal ob­

tained within the shear layer at the edge of a plume from a 

unipolar source and a flow of 10 ms- l • Figure 9 compares the 

bipolar source time dependent signal in the centre of the 

plume (9a) and at the edge of the plume within the shear 

layer for the model atmosphere flow at a flow velocity of 

4.26 ms- l • 

Conclusion 

We conclude that a new technique has been successfully 

developed and applied to atmospheric dispersion. 
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ABSTRACT 

This report describes an experimental study of heavy gas 
dispersion in a 24 m long and 2.4 m wide duct in a labora­
tory. The test gas used was cold nitrogen which was boiling 
off from a liquid pool. The gas was released both directly 
while boiling, giving a semicontinuous source, and instan­
taneously by blocking the duct until the boiling process was 
completed. In the case of a semicontinuous release the cloud 
spreads over a free water surface in four tests and over an 
isolating styrofoam surface also in four tests. Another four 
tests were made with instantaneously released gas spreading 
over the styrofoam surface. Measurements of temperatures, 
velocities and concentrations were made at different down­
stream positions in all tests. A simplified box model theory 
is used for comparison with the data from the experiments. 
This paper includes data for the entrainment parameters, ob­
servations concerning the leading edge velocity and the heat 
budget of the cloud as well as the velocity distribution in­
side the cloud and comparisons of data for instantaneously­
and semicontinuously released clouds. 

1. INTRODUCTION 

Spreading and dispersion of flammable and toxic gases are of 
major concern in risk assessments for industrial plants and 
in other activities requiring handling of heavy gases. 
The physical effect which most directly affects the gas dis­
persion, is the entrainment of air into the cloud. This en­
trainment will take different forms during a spreading pro­
cess. In the early stage following the release the entrain­
ment is thought to be influenced mainly by frontal mixing 
and interfacial shear with the surrounding air. At late 
times the dispersion is believed to be dominated by atmos­
pheric turbulence. This report describes a series of experi­
ments which have been undertaken to study entrainment in the 
early "gravitational" phase. The aim of the study has been 
to obtain experimental information under controlled labora­
tory conditions in the absence of atmospheric effects. 

* Present adress: The Researdh Cent~r, Norsk Hydro Corp. 
**Now with the Swiss Federal Institute of Technology, ETHZ. 



308 

The main results described in this paper relates to the heat 
budget in the cloud, the leading edge velocity, the ve1ocity-, 
concentration- and temperature distributions inside the cloud 
and the overall entrainment rate of air into it. 
The first experiments in this study started three years ago 
and some results concerning experimental technique, overall 
f1owfie1d and experimental data for cloud height, temperature 
profiles, leading edge velocities etc. have already been 
published (ref.1,2). 

2. THE EXPERIMENT 

The tests were conducted in a 24 m long, 2.4 m wide and 1.6 
meters deep channel, designed and constructed for the heavy 
gas experiments (fig.l). The walls of the channel are made 
of clear plastic draped over a wooden frame. The bottom of 
the channel is covered with a 0.15 meters deep water layer. 
During some of the experiments the water surface was open and 
allowed heat exchange between the water and the cold, spread­
ing cloud. In other experiments the water was covered with 
isolating styrofoam plates to eliminate this effect. 
Cold nitrogen gas boiling off from a pool of liquid nitrogen 
released at the up-stream end of the channel was used for the 
tests. The boiling process from liquid nitrogen on water is 
quite vigorous. The phase change for a volume of 8 litre LN , 
boiling. in the film boiling regime, requires about 40 secon~s 
resulting in a semi continuous gas source. The major part of 
the gas release is, however, completed during the first 30 
seconds,which is comparable to the time required for the gas 
to spread the lenght of the channel. The effects of the source 
conditions have been studied earlier and is described briefly 
in ref. 2 . 
Tests of instantaneous releases of gas have also been conduc­
ted. A vertical plate was used to block the gas at 2.4 m 
from the upstream end of the channel and was removed suddenly 
when the boiling process was completed. The gas released in 
this way was slightly mixed with air during the boiling pro­
cess and measurements indicated a mean initial concentration 
of about 85% (vol). 

2.1 Instrumentation 

Instruments for the measurement of physical data related to 
the spreading cloud were mounted on three vertical columns 
(fig.1). At these locations both velocities, concentrations 
and temperatures were measured continuously at the vertical 
positions shown. 
Additional temperature measurements were made in between the 
main instrumentation columns giving more accurate information 
on the position of the leading edge of the cloud during the 
spreading process. 
Temperature measurements were made by means of thermocouples 
with a very short response time. Gas concentrations were 
measured with paramagnetic ana1ysers of a special design 
giving rapid response. The ana1ysers were located in the 
channel to minimise the time delay between probe and ana­
lyser. 
Velocities were measuredu13ing trrepu1sed-wire technique. The 
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geometry of the probe used is shown in fig.2 and consists of 
an upstream transmitter and two receivers mounted perpendi­
~ular to each other. The transmitter was mounted parallell to 
the bottom of the channel facing the oncoming cloud. The 
~ransmitter was heated to 200-300o C for about 2 ms at a 
constant rate of about 4 pulses pro second thus generating a 
series of thermal tracers which were convected downstream to 
the receivers. Because of the short duration of the pulse and 
small volume of the transmitter (the transmitter was a 3 mm 
long tungsten wire of 5 wm diameter) the bouyancy effect of 
the heat pulse was considered negligible. The receivers were 
mounted in a plane perpendicular to the transmitter as indi­
cated in fig 2. Further, this plane was oriented normal to 
the bottom of the channel, and by proper combination of the 
signals from the receivers the velocity components along the 
channel axis and in the vertical direction could both be de­
termined. The workable velocity range with this technique de­
pends on the probe geometry and for the probes used veloci­
ties down to 15 cm/s could be measured. Unfortunately the 
probe geometry also limits the flow angle that can be meas­
ured. The maximum flow angle that could be measured with the 
probes used in the experiments was ~ 15 deg. Due to this re­
striction a large number of measurements had to be descarded. 
Although the data logging system was run at a maximum speed, 
only about 2 readings pro probe pro second could be taken due 
to the qverall large number of sampling points and probes. 
This corresponds roughly to velocity readings at 20 cm inter­
vals if one makes the approximate transformation ~X = ULE~t. 
In the vertical direction the probes were arranged to give 
maximum resolution across the height of the main cloud. How­
ever, this meant that no measurements were possible near the 
top of the gravity current head. Further description of the 
measurement system is found in refs. 1 and 3. 

3. ANALYTICAL BOX MODEL SOLUTION WITH TOP- AND FRONT 
ENTRAINMENT 

A spreading heavy gas cloud does not appear to have a uniform 
height. A dominating feature is a pronounced gravity current 
head of approximately twice the height of the main part of 
the cloud. However, this and other nonhomoqenuous features 
are neglected in the present analytical model which is adapted 
to the experimenta;L set up, with heavy gas spreading two-dimen­
sionally in a channel.An extension to the case of radial spread­
ing is straight forward. According to the box-model theory 
presented earlier (ref.2) the solution for the leading edge 
position of a spreading heavy gas cloud from a time dependent 
source given by 

V t q 
o 

has been found to be: 

2/3 2/3 (2+.9.) 
_3_) K t 3 
2+q 

:(1) 

K (2) 
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The growth in cloud volume due to air entrainment has been 
expressed by Fay (ref.4) as: 

dVE dXLE 
-- = (a,lXLE + a,2 H) 
dt dt 

(3) 

The time-dependent source also contributes to the rate of 
volume growth, so the total time derivative of the cloud vo­
lume is given by: 

dV d(VE + VG) 
(4) 

dt dt 

From earlier studies of isothermal mixing (refs.5 and 6) it 
is known that the entrainment of air does not influence the 
leading edge velocity and thus the front position for a given 
release at a specific time is independent of (3). This is 
also a good approximation in the present releases where the 
heat capacity and molecular weight of the gases mixed are 
nearly identical and where the ambient air had very low humi­
dity. It is therefore assumed that the air entrainment af­
fects only the cloud height. The overall volume expansion of 
the cloud is given by: 

dv dH dXLE 
-- = X + H 
dt LE dt dt 

(5) 

Equation (1), (4) and (5) now gives a complete set of equa­
tions to solve for the cloud height and thus the mean gas 
concentration as a function of time: 

-(1-a,2)R -(1-a,2)R N 2/3 
t ~l K 

H(t)=H (t) +t 2- N -(-R) 
o 0 ~2 

R = ,9.+2 
3 

(2-K2 )R (2-K2 )R 

(t - to ) 

(6) 

For instantaneous releases to should be calculated from equa­
tion (1). For time dependent sources to = Ho = O. A time de­
pendent release for which the supply stops after a limited 
period can also be calculated from equation (6) by dividing 
the process into two separate phases, a boiling and spreading 
phase (with q > 0), and a pure spreading phase with q = 0 and 
values of VO ' t and Ho which match the q-values in each 
phase. For ins~antaneous releases or time dependent releases 
with some initially released gas present, equation (1) is 
somewhat modified: ~ - q+2 

3/2 K 3 -r-__ 2/3 
XLE = Xo + R (t - to ) (7) 



where Xo = (K/R)2/3 t~With the appropriate q-value for t < to' 

The lack of homogeneity in the actual cloud must be taken in­
to account before comparisons are made between the calculated 
curves and the test figures. Using the equations above, esti­
mates of top and front entrainment coefficients (a l and a2 
respectively) can be obtained by curve fit to the experimen­
tal data. 
The simplified theory does not include the effect of tempera­
ture on the density of the gases. This had to be accounted 
for by the use of a mean cloud temperature which represents 
an average in time and space of the test data. 

4. RESULTS AND DISCUSSION 

4.1. Heat transfer into the cloud. 
The main sources for heat supply to the cloud arise fil:!G>m the 
entrained air which includes water vapor which condenses,from 
water mist generated during. the vigorous boiling process and 
heat transfer from the bottom surface. Some of the present 
experiments ·were performed by isolating. the water surface 
to. quantify the amount and effect of heat supply from the 
free water surface. 
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The results reveal that this heat transfer was of 
little importance in the early stages of the spreading pro­
cess. As can be observed. from fig.3, the temperature readings 
close to the water surface are influenced to some extent, but 
in the bulk part of the cloud there is little temperature 
change. The temperature rise in the lower part results in a 
slight increase in cloud height, but the influence on the 
entrainment of air into the cloud should be small or negli­
gible. This is also confirmed by figure 4 which shows the 
concentration distributions for the same leading edge posi­
tion in the case of continuously released gas with and with­
out insulation at the bottom surface. This does not contra­
dict the previous finding of convective rolls (ref.l). The 
convective rolls appeared at a later stage in the spreading 
process, long after the leading edge had passed. The experi­
ments therefore indicate that in the early stages of a dis­
persion process the warm layer produced by heat transfer near 
the bottom does not break through the heavy, cold layer above, 
and thus does not influence the gas temperature nor the gas 
concentration significantly. 
Nitrogen and air have nearly identical physical properties. 
Without sacrificing accuracy the values for heat capacity and 
molecular weight can be considered the same for the two gases. 
This assumption leads to a linear relation between tempera~ 
ture and concentration as nitrogen is mixed adiabatically 
with dry air. This relation is shown in figure 5. Here the 
initial temperature of the pure nitrogen vapor is set equal 
to -1450C which is the temperature measured immediately above 
the boiling pool. This corresponds to a superheating of 500 C. 
Measured values from the experiments are also plotted in the 
figure. Both concentration- and temperature data plotted in 
fig. 5 are mean values averaged over the cloud volume. As can 
be observed from the figure the heat supply from sources 

other than entrained air must be considerable. The scale to 
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the right indicates the initial vapor temperature which corre­
sponds to the measured data under the assumption that heat is 
transfered only from the entrained air. The air humidity in 
the laboratory is far too low to explain the very high values 
of cloud temperature shown in the figure 5. The remaining 
source for heat supply appears to be the water transferred to 
the cloud during the film boiling process. This was confirmed 
by the presence of large amounts of water fog in the cloud at 
the far end of the channel. Here the gas temperature was 
close to ambient. If only humidity from the entrained air 
were present, the cloud would have been invisible as the tem­
perature was approximately 150 C above the dew point for the 
mixture. 
The considerations of the heat budget and this particular ob­
servation leads to the conclusion that the transfer of water 
to the cloud represents a major heat source. 

4.2 Leading edge velocity. 
The leading edge position is tracked by nine thermocouples 
located at different positions downstream in the channel. 
From the time registrations the mean leading edge velocity in 
each space interval between the thermocouples is determined. 
The results are plotted in figure 6. The figure indicates an 
oscillation of the leading edge velocity both for semiconti­
nuous and instantaneous releases with an amplitude of about 
20% of the mean value. This phenomenon was present in all 12 
tests, but the frequency of the oscillations was slightly 
different for the different release types. Similar oscilla­
tions have also been observed in the earlier experiments 
(ref.2) . 

When the measured results are compared with the box model cal­
culations, good correspondence with the mean data is found 
when using relatively low values for the constant (k) in the 
equation for the leading edge velocity. The best curve fits 
correspond to the values k=0.8 and k=1.2 for semicontinuous 
and initial release respectively. (See fig. 6.) The calcula­
tions consider only isothermal dispersion of the cloud. This 
does not correspond to the experimental release and to make 
a meaningful comparison with the data a mean cloud tempera­
ture has been used in the calculations. This temperature is 
adjusted for the time averaged external heat supply gepicted 
in figure 5. The mean cloud temperature is about 250 K for 
the instantaneous releases and 2530 K for semicontinuous re­
leases at the times when the leading edge has travelled a 
distance of 21 m. 
The calculations have been divided into two phases: A boiling 
and spreading phase and a pure spreading phase. Both phases 
give results which agree well with the experimental data. 

4.3 Velocity distribution inside the cloud. 
A plot of the velocity vectors measured at the position 14.6m 
are shown in fig. 7 for instantaneous releases and the corre­
sponding shape of the cloud is also indicated. From previous 
unpublished flow visualizations it has been found that smoke 
injected at the bottom of the current head requires bout 
13.5 s at this station to ·complete a full turn around the 
vortex head and reappea:r.at the __ .front. From this one can esti-
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mate the speed of circulation around the head contour to be 
about 0.7 of the front velocity. The flow angle in the imme­
diate neighbourhood of the front can therefore be as high as 
35 degrees, too large to be measured by the present velocity 
probes. This also explains the scarcity of velocity data in 
this region. However, in regions of smaller flow angles mea­
surements are available that clearly indicate the upward 
motion in the forward part of the front. Also the strong down­
ward motion behind the head is clearly indicated in the neck 
region. No averaging of data was possible since the flow was 
very unsteady. The scatter in the data is believed to be the 
result of strong turbulence rather than experimental uncer­
tainty. 
The measurements indicate that the common assumption of a 
"top hat" type velocity distribution is physically correct at 
least downstream of the current head as very small changes in 
magnitude was measured across the cloud, (fig.8). 
An inspection of unprocessed data from the lowest velocity 
probes reveals that the flow angle continuously shifts from 
above the upper measurement limit through zero flow angle to 
below the lower limit and back again. This is compatible with 
the turbulent nature of the flow. However, at later times 
(at a considerable distance downstream of the leading edge) 
quite slow transitions from one limit to another could be 
observed, and after each shift the flow would retain a con­
stant flow angle for many seconds. It is believed that these 
occurences are caused by the crossing of streamwise vortices 
most likely generated as convection rolls. 

4.4 Concentration and temperature measurements 
The five concentration meters give a cross representation of 
the concentration distribution within the cloud at each point 
in time. 
Additional information concerning the concentration distribu­
tion is also derived from the thermocouples located in the 
vicinity of each concentration meter. Figure 4 depicts some 
concentration profiles. The feature of special interest in 
these profiles is that the concentration is roughly uniform 
allover the cloud in the case of the instantaneous release. 
Another interesting detail is that the gas concentrations 
seem to reach the same value at the far end of the channel 
both for instantaneous and semicontinuous releases. Finally 
as described above, there are no significant differences in 
the concentration profiles between the semicontinuous releas­
es with and without an insulated test surface. Also the tem­
perature profiles show a striking uniformity over the cloud 
for instantaneous releases. 
When the gas had been in contact with the water surface for 
some time thermal convection cells which broke through the 
gas layer were observed. 

4.5 Entrainment parameters 
The box model solution presented herein can be used to ob­
tain a best curve fit to the experimental data by systema­
tically changing the entrainment parameters for top and front 
entrainment. A sensitivity test for each of the entrainment 
parameters is given in figure 9 to indicate the relative im-
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portance of each in relation to the gas concentration. The 
top entrainment is clearly the dominating parameter and the 
figure indicates that the front entrainment influences the 
concentration only slightly. Figure 10 shows the calculated 
"best fit" concentrations compared to the measured data. The 
corresponding entrainment parameters are al 0.023 and 
a2 = 0.05 for instantaneous release and al = 0.008 and 
a2 = 0.08 for semicontinuous releases. 

4.6 Discussion 
Several experiments have produced suprisingly high tempera­
tures in gas clouds emanating from cryogenic Illiquid boiling 
on water. Also the large amount of mist formed during such 
boiling processes have been noted without any definite con­
clusions, (refs. 7 and 8). The observations made in the pre­
sent study concerning heat transfer from the open water in 
particular with regard to mist correspond directly to these 
observations. But the mechanisms by which mist is produced is 
unknown and represent a field for further research. 

The oscillation of the leading edge velocity was in the early 
phases of these experiments assumed to be related to the boi­
ling process. When the oscillations also appeared for instan­
taneous gas releases this hypothesis had to be discarded. 
Some new tentative ideas have been tested, but the problem 
remains unsolved. 
The measured velocity field inside the cloud confirms the 
visually observed vortex movement of the gravity current head 
and also supports the use of top hat velocity profiles in 
theoretical models for the remaining part of the cloud. The 
finding described in ref. 2 of a veloci.ty maximum overshoot 
at the low positions in the neck region is also confirmed. 
The onset of convective currents in the later stage of the 
spreading process is probably important only in dispersion 
situations where the gas comes to rest due to terrain effects, 
barriers or during extreme calm weather situations. 
The values of the top entrainment parameter found in these 
experiments is relatively high as compared to the range of 
suitable values recommended by Fay (ref.4) i.e. 10-2 - 10-4 . 
The overall Richardson number (Ri) of the present clouds is 
in the range of 1.5 - 5 during the spreading process. When 
compared to the experimental data described by Turner (ref.9) 
for this range of Ri, the entrainment parameters found seem 
on the other hand to be somewhat low. The entrainment para­
meters found are therefore not in conflict with known experi­
mental information. 
The difference in the top entrainment coefficients for the 
instantaneously and semicontinuously released clouds is in 
qualitative agreement with the information given by Turner 
(ref.9). In the early release phase Ri is approximately three 
times larger for the semicontinuously released clouds than 
for the instantaneously released clouds. Referring to Turner, 
the entrainment velocity should therefore be higher in the 
case of the instantaneously released gas, which is also found. 
The difference observed between the values of the constant (k) 
used in the caluculation of the leading-edge velocity for the 
instantaneous and semi continuous releases has yet to be ex­
plained. 
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Water Channel Tests of Dense Plume Dispersion 
in a Turbulent Boundary Layer 

T. B. MORROW, J. C. BUCKINGHAM, F. T. DODGE 
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Introduction 

The behavior of dense gas or vapor plumes released into the atmospheric 

boundary layer is similar to the behavior of plumes of dense, water soluble 

chemicals discharged into a navigable river. In particular, the spatial 

concentration distribution for a dense chemical plume discharged into a 

slow flowing river shows the same gravity spreading and density stratifica­

tion effects as are expected for a release of dense gas into the air at low 

wind speed. 

The authors have performed a set of dense plume dispersion tests in a low 

speed, turbulent water channel to simulate the "near field" mixing and dilu­

tion of water soluble chemicals spilled in navigable rivers. The test data 

was used to validate improved models for the dispersion of soluble chemical 

spills for the U. S. Coast Guard Hazard Assessment Computer System [lJ. 

This paper compares the predicted and measured concentration distributions 

obtained for the continuous release of dense fluid from a cylindrical pipe 

submerged in a turbulent boundary layer. 

Experiments 

The plume dispersion experiments were performed in a free surface water 

channel measuring 26m (length) x 1.52m (width) x 61 em (depth) located in the 

Ocean Engineering Department at Texas A~M University. Water depth was 

maintained constant at 24 cm while the free surface water velocity was 

varied from 3.5 cm/s to 14.1 cm/s. Inlet baffles, weirs and screens were 

used to give a uniform free surface velocity profile across the width of 

the channel. Vertical velocity profiles, measured by hot-film anemometer, 

indicated a turbulent boundary layer in th_e channel with a ratio of shear 
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velocity to free surface velocity of u*/U = 0.05. Figure 1 shows a typical 
velbcity profile plotted in semi-log coordinates for a free stream velocity 
of 14.1 cm/s. 

20 
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u 

n 
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0 
~ u* = 0.7 cm/s x = 3m ClJ 
> 

n U = 14.1 cm/s 
=> 

y=O center of channel 

5 
.5 5 10 25 

Z, Height above channel floor, cm 

Fig. l. Vertical Velocity Profile 

Chemicals with specific gravities of p = 0.79, 1.0, 1.05, and 1.40 were 
used in these experiments. A fl uorescent tracer dye, Rhodami ne ~IT, was 

mixed with the chemicals before release. The chemical stream was discharged 
along the downstream direction at a constant flowrate through a 1 cm diam­
eter cylindrical tube located at channel mid-depth. Time average spatial 
concentration distributions were measured in the vertical and cross-stream 
directions at two locations, 1.2m and 3.0m downstream from the discharge 
plane. Samples of fluid were withdrawn from the plume for a period of 3 
minutes through a rake of 0.3 cm sampling tubes. The dye concentration for 

each plume sample was measured by a spectra-fluorometer calibrated against 
standards of known dilution ratio. Tracer concentrations as low as 1 part 

per 2000 could be measured reliably by this technique. 

Plume Dispersion Modeling 

A numerical (computer) model for predicting the dispersion of buoyant, 

water-soluble chemical plumes was developed. This model is based upon 

Ooms' model [2J for predicting the trajectory and dispersion of buoyant 

plumes above the ground, and Colenbrander's model [3J for predicting the 

gravity spreading and dispersion of dense plumes over a level surface. 

Dams' recommended values for ~l and ~2' the entrainment coefficients 
due to shear and buoyancy, were-used withol1t modification. However, the 
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model for entrainment due to ambient turbulence was modified. Ooms repre­
sents the rate of mass entrainment into the plume by turbulence as u3u~. 

In this study, u~ was equated to u*, the shear velocity, and a value of 
u3' the turbulence entrainment parameter, equal to approximately 0.5 was 
estimated from fitting the plume model predictions for concentration pro­
file to the experimental data for a non-buoyant plume. 

For plumes with moderate or strong buoyancy significant gravity spreading 

effects were observed when the plume reached the channel floor. Therefore, 
when Ooms' model predicted that the plume centerline reached the floor, a 
switch was made to Colenbrander's model. Colenbrander's recommendations 
for model parameters were followed with two exceptions. A value of 0.4 was 
used for the von Karman coefficient instead of 0.35. Also, the empirical 
function, ~(Ri*) that represents the influence of plume density stratifi­
cation on entrainment was modified from Colenbrander's recommended form 

(1) 

to a similar form 

0.62 + 1.39 Ri*0.7 (2) 

that appeared to improve the agreement between model predictions and con­
centration profile data. 

Listings of the FORTRAN computer programs and details of the model matching 
conditions are given in [lJ. 

Experimental Results 

The plume dispersion tests reported in [lJ were designed to simulate at a 
scale of 1:50 the discharge momentum and buoyancy conditions associated 
with a chemical cargo spill into a river. Thus, the test conditions were 
characterized by the values of the densimetric Froude number, Fr, and jet 

* momentum ratio, J, which are defined as 

* Subscripts j and a denote the jet discharge and ambient fluid flow 
conditions, respectively. D is tl'le jet diameter. 

(3) 
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(4) 

For the range of conditions studied, the Froude number was the most impor­
tant variable influencing plume behavior. The figures that follow compare 
the behavior of a non-buoyant plume (J = 16, Fr = 00) with the behavior of 
plumes of moderate buoyancy (J = 17, Fr = 4.1) and strong buoyancy (J = 
23, Fr = 0.51). The channel free stream velocity was 14.1 cm/s and the 
ambient turbulence level was approximately 5% for this set of experiments. 

Figures 2 and 3 are flow visualization photographs of the non-buoyant plume 
(Fr = 00). This plume spread symmetrically about its axis. 

Fig. 2. Neutrally Buoyant Plume 
(p = 1.0, Fr = 00) 

Fig. 3. Neutrally Buoyant Plume, 
Side View (p = 1.0, Fr = 00) 

Figures 4 and 5 show that the plume concentration distribution was pre­

dicted relatively well by Ooms' model with a value of a3 = 0.5. 

Figures 6 and 7 are photographs of the moderately buoyant plume (Fr = 4.1). 
The plume dropped to the channel floor at a distance of 46 cm from the dis­
charge plane. It did not form a pool on contact with the floor, but spread 
laterally as it continued to travel downstream. 

Figures 8 and 9 compare the predicted and measured cross-stream concentra­
tion profiles for this plume at distances of 1.2m and 3.0m downstream of 
the discharge plane. Note that the plume was slightly bifurcared by con­
tact with the channel floor. Despite the bifurcation, the overall agree­
ment is good at both downstream- locations. -
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Figures 10 and 11 compare the predicted and measured values of plume center­

line concentration and vertical dispersion coefficient. The measured values 

were determined from a fit of vertical concentration profile data to the 

assumed model equation 

(5) 

A value of a = 0.14 was used for the velocity power law coefficient. 
The behavior of Sz with increasing distance was sensitive to the plume 

entrainment function ¢(Ri*). Figure 11 shows that the agreement between 
model predictions and measured values of Sz was fairly good when Equa­
tion (2) was used for ¢(Ri*). 

Figures 12 and 13 are photographs of the strongly buoyant plume (Fr = 0.51). 

The stream of chemical fell quickly to the channel floor within 15 cm of 

the discharge plane. The chemical stream formed a pool on the channel 
floor from which fluid was entrained to form the negatively buoyant plume 

shown in the figure. The plume spread laterally and reached the channel 

walls at a distance of only 40 cm downstream of the discharge plane. A 

reflection of the plume boundary from the channel wall propagated back 

across the plume, and reached the plume centerline at a distance of 2.4m 
from the discharge plane. 



'0 

c: 
0 
...., 
<U s-...., 
c: 
a> 
u 
c: • 0 

U N 

II> 
, 
0 

II> ~ 

a> 

c: 
0 

II> 
c: 
a> • Centerline E 

Cl .. Lobe 
OM 

u ' -..... 0 
~ 0 5 10 u 

x, Downst ream Distance, m 

Fig. 10 . Plume Centerline Concentra­
tion for Plume with 
p = 1. 05 (Fr = 4.1) 

Fig . 12 . Strongly Buoyant Plume 
Top View 
(p = 1.4 , Fr = 0.41) 

E 
u 

" ...., 
c: 
a> 
.~ 

u 10 .~ ..... ..... 
a> 
0 
u 
c: 
0 

II> 
s-
Q) 
a. 
II> 

. ~ 

Cl 

~ 

<U 
U 

...., 
s-
a> 0 > 

0 5 10 
N 

Vl x, Downstream Distance, m 

Fi g. 11. Verti cal Di spersi on Coef­
fi cient for Plume with 
p = 1.05 (Fr = 4. 1) 

Fi g . 13. Strongl y Buoya nt Plume 
Si de View 
(p = 1.4, Fr = 0.41) 

329 



330 

Figures 14 and 15 compare the measured and predicted cross-stream concen­
tration profiles for this plume·at distances of 1.2m and 3.0m downstream 
of the discharge plane. The effect of plume reflection from the channel 
walls is quite apparent in Figure 14. 
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Figures 16 and 17 compare the predicted and measured values of the plume 
centerline concentration and the vertical dispersion coefficient as a 
function of downstream distance. Equation (2) was used to simulate the 
effect of density stratification on plume entrainment. In general, the 
predicted and measured values of concentration differed by less than a 
factor of 3. For the strongly buoyant plume, the model appeared to under­
predict the plume centerline concentration and overpredict the amount of 
vertical dispersion. This could have resulted from overpredicting the 
plume entrainment in the free jet region between the discharge plane and 
the channel floor. 

Conclusions 

Analytical models based on Ooms' [2] and Colenbrander's [3] models for 
dense gas dispersion were developed and validated during a set of water 
channel tests of dense plume dispersion in a turbulent boundary layer. In 
general, the agreement between model predictions and experimental data was 
good. The main differencesc!..l:e the res.ult of assumptions inherent in the 
plume models and experimental uncertainty in the measured data. 
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1. Introduction 

Existing theoretical models of dense gas dispersion vary greatly in 
degree of complexity from simple layer averaged (integral equation) 
approaches to the use of complex turbulence models, the latter usually 
employing some form of eddy diffusivity closure approximation. However 
there remain several aspects of the problem which are poorly understood, 
and may therefore not be adequately modelled. For exanple the question of 
how "entrainment" (however it may be defined) or eddy diffusivities can be 
related to stability. Evidently a careful look at the dynamics of dense 
contaminant dispersion is called for. 0.Jr research, which we review here, 
is an attempt to study in some detail one aspect of the dispersion 
dynamics in particular, namely the effects of stable stratification, which 
may be set up in dispersing plunes or clouds, on the turbulence. We shall 
describe three approaches to the problem. Firstly, the use of Rapid 
Distortion Theory to investigate structural changes to homogeneous 
turbulence with varying degrees of stable stratification in the presence 
of a mean velocity gradient. Secondly, a Lagrangian dynamical model of 
fluid element motions (as previously employed in stUdies of mixing in 
homogeneous stratified turbulence) is introduced in the context of the 
present problem. Finally, an experimental program is described. 

2. THEORETICAL ASPECTS 

2.1 Aspects of the overall dispersion problem 

We view the dispersion of dense plumes or clouds in terms of the 
following processes: 

a. Mean flows driven by the negative buoyancy of the plumes or 
clouds 

b. The dispersion of (density marked) fluid elements by virtue of 
continuous random turbulent motions. 

c. Advection by the ambient mean flow. 
d. There are stable density gradients within dispersing 

plumes/clouds, which suppress (in particular) the vertical motions of 
fluid elements and hence inhibit the dispersion process. This occurs on a 
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time scale N: CXJ a longer time scale the reduction in the shear stress -uw 
also affects the mean velocity gradients in the clouds. These processes 
are indicated schematically in fig 2.1.1. There is some similarity with 
changes in the atmospheric boundary layer during an eclipse of the sun 
(Narasimha et al, 1981). 

/",~/dZ ~, 

~<~~ 
dU/dz iiW .... --' 

fig 2. 1. 1. 

e. A further point, related to (d) above, is that with stable 
density gradients present, the generation of an internal wave field 
(frequencies "N) is possible, which may in turn affect the dispersion 
process. The turbul ent ki netic energ y of fl uid el ements is transformed 
into more ordered, essentially non-diffusive wave motions.(Pearson,Puttock 
&It.Int,1983) 

We have ignored accelerations and mlxlng near the source and we assume 
the validity of the Boussinesq approximation. That is, requiring 0/'0«1 
always-the case of "slightly dense" contaminants. 

2.2 Stages in plUDe and cloud deve10pnent 

A simple classification of different domains of plume or cloud 
developnent (in terms of dominant dynamical mechanisms) may be done using 
a bulk Richardson number parameter 

RL ~ ':}'hju! 9' = 9 ~/oo 
u", " frdlOn Veloc.,~ 

where 
h is a vertical scale of the plume or cloud 
L4. is taken as the relevant ambient turbulence velocity scale Thus 

when 
a. Ri» negative buoyancy driven flows dominate the 

dispersion process over ambient turbulence effects- a gravity current 
phase. Usually there is a fairly sharp interface (with associated strong 
stable stratification) between the dense clouds and the ambient fluid. 
Furthermore, the dense cloud may not be fully turbulent and a major 
proportion of its turbulent kinetic energy may be derived from its 
negative buoyancy, converted from potential energy. 

b. Ri -1 We expect a phase of stratification-inhibited 
turbulent dispersion. That is the turbulence in the cloud may be 
significantly affected by stable density gradients (although not 
suppressed altogether) which may in turn reduce the efficiency of the 
mix ing process. Olr research is directed at this stage. 

c. Ri «1 We expect a "passive" dispersion phase. 

2.3 Theory of uniform shear, rapid distortion with stratification 

In this section we discuss the use of rapid distortion theory 
(Townsend,1976 lbnt,1978) -to investigate some, mainly Qualitative, 
effects of stratification on the structure of homogeneous turbulent shear 
flows. The theory is expected to be a valid description of the distortion 
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of the larger scales of high Reynolds number, low intensity turbulence, and 
for distortion times less than a typical eddy decay time. That is, we 
require 

'o/u « 1 .vIII.. L « 1 

UL/v» 1 !lolJv » 1 
.P1'o « 1 Ai.%c <.~ 1 

1d. <. TL (lC49ran91a.n tlrna. sca.le A.. c<.-1) 
where -V is a turbulence velocity scale,,;:f is a density fluctuation 
scale, 1l a mean velocity scale (typically a difference between two 
values) and L is a turbulence length scale. 

The relevant set of equations after linearization and making the 
Boussinesq approximation are (in usual notation) 

dU~ + 1k ~u~ + Uf d'/1; =.i. ~p. + Si* + "a'ul 
d't' Ox.e JX£ f'o OX.. jOo ir.XL 
~u~ ,. 0 
dii M' +'Ui~ + 'Il;~ = 0 

Following Townsend (1976), we employ a Fourier series decomposition of 
locally homogeneous fluctuating velocity and density fields. That is, 
define I r i. kit) X 

1.(d~)l) Lalls,t) e - --
b . 

ft.fJ'(~)t) = f b(!:,i) et5<t).~ 
We consider a uniform plane shear and linear density gradient-

-~~ =. rI 
fi ~ 

(N = &ruF\t -'Vcil sa Iii 
fre.q.u'n~'.1 ') 

The equations for the develoJlllent of ind iv id ual Fourier components, 
after eliminating the pressure terms and discarding the viscous terms are 

~. '" o(.a~(Z k~/It" -1) + k. k3jkZ . b "* = o(.£l~(Zk.k,/kl) + kzk¥k.l. - b 
~~ = o(.a~(Zk,k¥k~) -(k~+kD/Jl. b 
9-¥ -=- NZ.a~ 

and with the wave vectors varying as 

~ : _d'IM . ke 
at ~ 

The solutions of the rapid strain equations may be expressed in terms 
of the initial cond itions as 

~~.t) = .a. g(ko,o) 
b(~)t) = ~. a3(ko)~ . f> 

where B and the matrix A are functions of the total strain)J:dt, and depend 
on the wave vector directions put not their magnitudes. The initial 
conditions were taken to be unstratified isotropic turbulence. That is 

with ~ij(!..'O) =-tolj - k,lcj/t!) 1jJ(k..) 
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and with '\V(I..:) chosen as _I 11Lz 
-y~ - k' 5 "2: 1<0 0 

'1/1" (ko) " (32.if) . U,~. "Lo. e 
(L" is an initial integral scale) which corresponds to initial correlation 
functions of the exponential form. 

Some preliminary resul ts of the computations are shown in fig 2.2.1 The 
effects of stable stratification may be summarized as-

(a) Normal Stresses-The stratification ini tiall y d a'll ps the 
vertical fluctuations more than the other components (7 increases again 
for Nt ~ 1.5). 

(b) Reynold s Stresses-They are al so damped by the stratification, 
due mainly to the strong effect on the vertical fluctuations. 

(c) Density fl uc tuations and fl uxes-Non-dimensional ised on 
initial variables these are decreased by the stratification. The ratio of 
the eddy diffusivities decreases with increasing stability. 

(d) Spatial Correlation structure of velocity and density fields. 
The calculations show relatively small changes in this aspect of the 
turbulence structure, for the range of strains and Ri numbers used to date 
(i.e with Nt,j..( .Ltd). This suggests that although the kinetic energy in 
individual eddies may be severely damped, particularly with repect to 
vertical motions, nevertheless they may retain the same basic structure. 
This tendency for the turbulence length scales to respond rather slowly to 
stratification is in contrast to their relative sensitivity to shear 
distortion. 

2.4 A Lagrangian dynanical model of fluid element .otions 

An attempt has been made to derive a dynamical model of fluid element 
motions, following previous work on diffusion in homogeneous stratified 
turbulence (Csanady, 1964 ; Pearson, Puttock and lfunt, 1983). Kinematic 
random flight modelling (e.g D.lrbin, 1980) cannot be used in this problem 
because the length scales and variances are not known a priori. We 
consider the dynamics of control volumes (fluid elements), typical 
dimension t of order the turbulence microscales, which move at the local 
fluid velocity. Only the vertical component will be considererd, for which 
the momentum equation, after making a Boussinesq approximation, is 

-(2.4.1) 

is the pr-essure perturbation from it's hydrostatic value. 
is the density perturbation from the local mean value. 
denotes Lagrangian co-ordinates (following a fluid element) 

The above equation is combined wi th the kinematical equations 

dl<-!):l.O~-l>.dt and d~<-l>:tk{>.dt af«1) 
in order to obtain the fluid element displacements. The viscous terms in 
equation 2.4.1 are approximated by 

,," /IJJ(-l) ... ~ - k"._iV({) 

i.e. a drag linear in the velocity, and the pressure term by 

-j;~ (-l) ~ -lw . .w<{). + H<-t) 
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(d) Density fluctuations 
(eddy diffusi;ity ratio) 

(e) Correlation functions. 

ST~AJAi 8=2 
I 

-- -

... /.0 

. R., (r, o,t» 

(o,oJ) 

Pip: 2.2.1 Results of Ranid Distortion Theory calculations 
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that is, the sum of a local damping due to internal waves (Pearson, Puttock 
and Hunt, 1983) which is linear in the velocity, and a random forcing H<t>. 
The parameters k" and k .... are estimated as 

kv ~ 5 v/)..2 (A: ~~II~r~5oCo.le.> Krasnoff & Peski n (1911 ) 

N (t-J- &.W't-) kw ~ 0.8 \V~~ICi.~ Pearson, Puttock & Hunt (1983) 

Thus the approximate momentum equation for the fluid elements becomes 

with 

t<t) W(r> - 3#t) + H<-l) 

- (k)/+ kw} 

-(2.4.2) 

The stochastic differential equation may be "solved" by Monte Carlo 
simulation methods, as non-linearity renders it otherwise intractable. 
Probability distributions of fluid element displacements, and hence the 
mean concentration field, may be inferred from the simulations. 

To estimate the properties of the random force H<t> we adopt the 
following reasoning. Batchelor and Townsend (1956) and Csanandy (1964) 
have previously argued that the pressure gradient fluctuations are the 
dominant contribution to fluid element accelerations. That is 

~<t> "- \-H.t) 
Further, dimensional analysis suggests that the Lagrangian velocity 
spectrum in an inertial subrange should take the form (e.g. Tennekes & 

Lumley, 1912) -2-fl_ e... <;. 

Hanna (1981) carried out a series of atmospheric measurements to verify 
this and obtained B~O.40. Hence using the above approximate relationship 
between w<t> and H<t>, it follows that in an inertial subrange 

~II (s) :; -::l PJ.-s) '" &. €.. 

Le. a flat "white noise" shape of spectrum. Based on these arguments, the 
form of !PH chosen for initial experimentation was as indicated in fig 
2.4.1. 

, .. 
Fig 2.4.1 

_~ Tk' e-
TIC" (£/~z Kolrnojorov time SCGlIe. 

The dissipation was estimated from the neutral case 
~ 

e. "" 1.I"/!Gl-

and equating this with the isotr.Q.pic estim.ate 

E.. = 15" vj)..Z I(J "" U~ 

H~pectrum 
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provides an estimate of the length scale).. . The a:nbient mean velocity 
was taken as logarithmic 

No account has yet been made of the effects of stratification on PH 
or U(z). Finally H<t> was assumed to be Gaussian distributed, with zero 
mean. Note however that the non-stationarity of H<t> arising from the 
inhomogeneity of the boundary layer gives rise to a non-zero mean 
Lagrangian vertical velocity (M:>nin & Yaglom, 1971 sec10.3) 

Example simulations of the dispersion of passive and slightly dense 
clouds are shown in fig 2.4.2. A characteristic sheared puff shape is 
evident. The effect of increasing the cloud density is to concentrate 
material near the ground wi th red uced dzl dt and dOi I dt. 

1. ..... ~ + f, 8 10 
~..; 

~~;Q~~~~~ 
a(~): ~ 1r. (l./Zo I 
u.. " 25 c.m~1 5", ~ 

• ~ t:.t"r'\ 

ii,," ';'I..M =,3 

~t~~J~Z),A~~ 
Fig 2.4.2. Simulated cloud developnent 

3. EXPERIMENTAL PROGRAM 

A series of experiments have been carried out using a continuous ground 
level line source, which has the simplifying advantage of 2-
dimensionality. These will be described "here and some resul ts presented. 

3-1 General description 

The experiments were carried out in Cambridge using a low speed ( 0-2.5 
m/s) smoke tunnel originally designed for visualization work on turbulent 
boundary layers. The facil ity is sketched in fig 3.1.1. The source 
consisted of a 100 mm wide slot in the floor from which COa was emitted. An 
oil fog smoke was added to the source flow when required for visualization 
and a 5 W laser was used to pro"ide sheeJ.lighting. 

Concentration measurements were made using a fast response F.LD. system 
(Fackrell, 1979). Velocity measurements were made, with and without the 
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dense plumes present, using a pitot tube and a pulsed wire anemometer 
system (Bradbury & Castro, 1971 ; Castro & O1eun, 1982). The two quantities 
varied in the experiments were the source flow rate and the free stream 
velocity and their physical effects may be characterised by the bulk 
Richardson number 

qo= source flow/unit width 
g = g Ij'tpo 
U ~ 0.8*U,., 

t oLd.fe:l 10 afMOsphele 

5 fY\ .fro..... 4.1\ tra."C:e. 

""~co .... b 

Fig 3.1.1 Schematic diagram of wind-tunnel facility. 

3-2 Flow visualization results 

A series of photographs are shown in fig 3.~1 taken with longitudinal/ 
vertical sheet lighting. All were taken at the same downstream position 
from the source. The stability of the plumes was varied as indicated by the 
Rip values given in the figure. 

The reduction in the vertical scale of the plumes with increasing 
stability is clearly evident. As Rip tends to a value near 0.01 , the plumes 
laminarize to form a stable layer at the wall. Internal waves may be 
discerned at the interface, driven by the free-stream turbulence impinging 
on the dense layer. 

3-3 Measurements and analysis 

(a) Mean concentrations 

Typical mean concentration profiles for 3 downstream positions are 
shown in fig 3.3.1', with the vertical position scaled by the plume half­
height Sz. Approximate similarity (in the form of an exponential profile) 
with respect to downstream developnent and for varying stability, is 
apparent from the plots. Notable deviations from similarity occur for the 
lowest Rip values at the position furthest downstream. At this position 
the plumes (except in the more stable cases) occupied the full extent of 
the boundary layer. The boundary layer height would then be a significant 
length scale with regards plume deirelopnent. The exponential type profiles 
may be contrasted with the Gaussian pr.of-iles obtained e.g. by Fackrell & 
Robins (1982), for passive cases and measured in atmospheric boundary 
layer simulations. The difference may be explained by the reduced vertical 
velocity fluctuations in the near wall region of the smooth walled 
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turbul ent bound ary 1 ayer of the present ex periments, wi th a correspond ing 
reduction of vertical mixing. 

A simple analysis can reveal some of the effects of stability on the 
rate of plume growth defined by dh/dx, where h is a suitable vertical plume 
length scale (defined below). Ellison and Turner (1960) have previously 
argued on dimensional grounds, and tested experimentally, that far 
downstream from the source 

.4h 
ch:. fl(~) 

where 

g' = g 0/'1;00 
U is a mean velocity scale of the ambient flow. 

The depth h and velocity U are defined such that 
I 

go·9-o ')' h tl 

~ U' 

from whence 

,,=~ 
Integration yields 

J£: 11 (')oqo/u~) + ho 
Writing 

where em is the (max) ground level concentration, Co is the source 
concentration, it fo llows that 

( C~/c'J1. 0:0 tt· -L + -{ Z. 

so that data of (eml Co ,Uxl q ) may be used to infer dhl dx. D..Ir measurements 
confirm this linear relationship. The data of Rip versus dh/dx are shown in 
fig 3.3.2. Also shown is Ellison & Turner's (1960) data, although their h 
was defined somewhat differently. The two sets of data are roughly 
consistent, and indicate a rapid decrease in dh/dx for Rip )= 0.003 . For 
Rip values smaller than this, dh/dx evidently tends to a constant 
"passive" value consistent with Lagrangian similarity theory. 

(b) Concentration fluctuations 

Typical profiles of measured ?'- are plotted in fig 3.3.3 with the height 
scaled on plume half-height and using the peak c' as a scale for the 
abscissae. Similarity with respect to Rip number and downstream 
development is evident. As with the mean profiles, similarity fails far 
downstream and for the lower Ri nunbers. 

(c) Velocity measurements 

Perhaps some of the most interesting measurements are those concerning 
the turbul ence wi thin the stable pl umes. These were mad e at a fix ed 
position downstream of the source and (to date) for two plume Richardson 
numbers. The resul ts are shown in fig 3.-::l.-4 • There is significant damping 
of streamwise and vertical velocity fluctuations and the Reynolds 
stresses. Approx profiles of gradient Richardson nunbers are also shown, 
calculated from the mean velocity and concentration profiles. Note that 
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Fig 3.3.3 Measured concentration fluctuation profiles. 
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Fig 3.3.tf Velocitv measurementsuwith and without the dense plumes 
at 1m dmmstream of source. 
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the max imum grad ient Ri mrnber s occur well above the mean height of the 
plumes in these cases - a::,out 2 or 3 timeszpl • .,.,. 

The mean velocity profiles (particularly noticeable in the more stable 
case) show signs of tending tow3rds la:ninar profiles. 

4. SUMMARY AND CONC LUS IONS 

Three main aspects of our research have been reviewed. The application 
of Rapid Distortion Theory, Lagrangian "random flight" modelling, and 
finally an experimental program. Rapid Distortion Theory suggests that for 
a given strain and for Nt < 1 changes in turbulence structure are likely 
to be limited to the stress intensity ratios and Re stresses, with only 
small effects on the spatial correlation structure. 

The Lagrangian model, al though still rather speculative, seems to be 
potentially a useful tool in this context. 

Fi naIl y, our ex periments have prov id ed further data on the reI ationship 
between the overall stability of 2-D plurnes and their vertical growth 
rates. Furthermore the turbulence measurements wi thin the stable pI urnes, 
al though not yet anal ysed in detail, have ind icated the effects to be 
anticipated. 
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Fixed-Volume Releases of Heavy Fluids 
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Summary 

This paper describes some laboratory experiments of the ini­
tial development of gravity currents resulting from the 
instantaneous release of a fixed-volume of one fluid into a 
cross flow of another fluid of lesser density. Two limiting 
cases are considered in detail: the release of a cylindrical 
volume of neutrally-buoyant fluid into a uniform cross flow 
and the release of a cylindrical volume of heavy fluid into 
still surroundings. The results of the experiments are 
interpreted in terms of simple models. 

~ Introduction 

The work described in this paper is an attempt to determine 

the effects of the particular release conditions used in the 

Thorney Island field trials on the dispersion of the released 

heavy gas. As descr ibed more fully by McQuaid [1] , each 

exper iment at Thorney I sland was begun by releas ing 2000 m3 

of a heavy gas from an approximately cylindr ical container 

14m in diameter and 13m high. The s ides of the conta iner , 

made of plastic sheeting, were brought to the ground by elas­

tic cords in less than two seconds, leaving an unconf ined 

cylinder of gas at rest in an atmospheric cross flow. Similar 

release conditions were used in the earlier field trials at 

Porton Down, descr ibed by P icknett [2], and in the wind­

tunnel simulations carried out by Hall [3]. More generally, 

the present work is an attempt to understand, by laboratory 

experiment and simple analysis, the physical mechanisms 

involved in the initial development of gravity currents by 

fixed-volume releases of heavy fluid into a cross flow. 
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There are two forces acting on the released volume of fluid 

during the early stages of motion after release: the drag 

associated with the cross flow around the contaminant vessel, 

and the buoyancy force due to the difference ii1 density 

between the two fluids. An estimate of the relative magnitude 

of these two forces is given by a Richardson number, defined 

as 

where g'o = g(Po-Pa>/Pa is the reduced acceleration due t.o 

gravity, Po is the initial density of the released fluid, Pa 
is the density of the surrounding fluid, ho is a characteris­

tic length scale for the initial height of the cloud, and Uo 
is a character istic mean velocity for the cross flow. For 

small values of this parameter, the cross flow determines the 

motion of the cloud and for large values, the buoyancy force 

is dominant. In a typical release both forces will act 

together, but to simplify the problem, and to isolate the 

different physical mechanisms so that their contr ibution at 

intermediate values of Rio can be estimated, we performed 

experiments in the two limiting cases of small Rio and large 

Rio' For small Rio we performed laboratory experiments of 

the release of a cylindr ical volume of neutrally-buoyant 

fluid into a uniform cross flow and for large Rio we simu­

lated in the laboratory the release of a cylinder of heavy 

fluid into still surroundings. 

2. Release into g Uniform Cross F~9~ (small Rio) 

The exper iments of the release of a cylindr ical volume of 

neutrally-buoyant fluid into a (near ly) uniform cross flow 

were performed in the continuous flow water channel described 

by Britter & Simpson [4]. The working section of this tank is 

16. Scm wide and about 1m long. The available range for the 

mean speed Uo of the flow in the channel is from 1 cm/s to 6 

cm/s. We kept the depth of the flow in the channel at about 

6cm. The first 40cm of the working section was illuminated 

from the side by a lcm-wide slit of intense light about lcm 

below the free surface. 
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A 4cm diameter cylinder was used, ~o the Reynolds number for 

these experiments ranged from 400 to 2400. The cylinder was 

placed in the channel about 25cm from the beginning of the 

working section, fluorescein was added to the fluid inside 

the cylinder, and then ~e cylinder was withdrawn vertically 

by hand. The resulting motion was photographed from directly 

overhead of the release point by a motor-driven camera at an 

exposure rate of 3 frames -per second. 

Sequential photographs of the motion of the initially 

cylindrical volume of marked fluid are shown in Figure 1. The 

Reynolds number for this flow is about 1600, with a mean flow 

speed of 4 cm/s, and the photographs shown were taken at 

about 1/3 s intervals. Immediately after release the marked 

fluid moves hardly at all in the streamwise direction but 

expands noticeably in the cross-stream direction, forming a 

roughly-shaped ellipse with major axis perpendicular to the 

mean flow direction. As the marked fluid begins to 

accelerate in the mean flow direction, the ellipse begins to 

bend into a 'horseshoe' shape with the open end of the hor­

seshoe pointing in the downstream direction. The ends of the 

horseshoe tend to roll-up, generating turbulence, which in 

turn eventually leads to the break up of the ent ire struc­

ture. Similar observations have been reported by Picknett 

[1] of the cloud behaviour early after release in the Porton 

Down field trials. 

The main features of the formation of the horseshoe structure 

ar e determined by potent ial f low theory. To show this, we 

used a two-dimensional vortex sheet method, similar to the 

method outlined by Baker, Meiron & Orszag [5], to compute 

numerically the motion of a cylinder of marked fluid released 

from rest into an irrotational flow field that has uniform 

velocity Uo far from the cylinder. The vortex sheet method 

is particularly convenient for this calculation because the 

boundary of the released fluid is followed in time expli­

citly. 
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Interface contours for several times after release are shown 

in Figure 2. They form an ellipse immediately after the 

release (at t = 0) and at about t = o.sta , where ta = xo/Uo 
is a characteristic time and Xo is the radius of the 

cylinder, the horseshoe shape begins to appear. In the cal­

culation shown in Figure 2, the interface becomes unstable 

for t )o.ata , just as the ends of the horseshoe begin to roll 

up. The instability appears first as a small sawtooth per­

turbation of the interface but this rapidly grows, resulting 

in a complete breakdown of the calculations. 

Physically, the horseshoe shape is caused by the non-uniform 

pressure distr ibution about the cylinder. In the potential 

flow, the initial pressure distribution about the cylinder is 

symmetr ic, with high-pressure reg ions at the upstream and 

downstream stagnation points and low-pressure regions at the 

two intersections of the cylinder with a plane perpendicular 

to the cross flow, as indicated in Figure 2. This pressure 

distribution causes the initially cylindrical vortex sheet, 

which marks the interface between the released fluid and the 

external fluid, to deform into an ellipse with major axis 

perpendicular to the cross flow. This initial symmetric 

motion tends to concentrate the vorticity at the two ends of 

the major axis and in turn this causes an unsymmetrical 

'roll-up' of the ends in a sense equal to the sign of the 

vorticity at each end (positive at one end and negative at 

the other). In the real flow the initial pressure distribu­

tion is unsymmetrical, with a 'dead zone' downstream of the 

cylinder, but this only enhances the basically inviscid pro­

cess of the formation of the horseshoe shape. 

The bulk motion of the unreleased fluid can be approximated 

by a vortex pair; the initial separation of the two vortices 

is such that their induced velocity exactly opposes Uo ' but 

the initial pressure distr ibution forces the two vortices 

apart, thus reducing their induced velocity and consequently 

they are accelerated downstream by the external flow. Figure 

3 is a plot of the position of the released fluid's centre of 

mass (in our numer ical -calculation) as a function of time 
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Fig.l 

Fig.2 

Fig.3 

.1 , • • 
Sequential photographs of the motion resulting from 
the release of dyed fluid into a uniform cross 
~low. The mean flow speed is 4 cmls (from right to 
left) and the cylinder di~neter is 4cm. The second 
picture from the right was taken about 2.5 s after 
release and the subsequent pictures at 0.3 s inter­
vals . 

- - U 

high fYessure 

Computed interface contours at several times after 
release of a cylinder of fluid in a uniform cross 
flow (since the calculation is symmetric about an 
axis through the centre of the cylinder and paral-­
leI to Uo ' only the upper half of the f low is 
shown) . 

The computed down~3tream pos it ion of the centre or 
mass of the releas e d rluid, corresponding to Fig.2, 
as a funct ion of t:. imc . 
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after release, showing that its speed in the downstream 

direction increases slowly at first but in a time of order ta 

is close to one-third of the cross f low speed· (which in tpc 

plot would be a straight line with unit slope). 

The instability in the numerical calculations is due to the 

growth of Kelvin-Helmholtz waves on the infinitesimally thin 

vortex sheet. This is a well-known difficulty of the vortex 

sheet method that is discussed in more detail by Moore [6]. 

In the real flow this instability is checked by a slight 

thickening of the interface due to mixing of the two fluids. 

But the experiments show that this mixing is small compared 

with the mixing due to the pr imary vortex roll-up of the 

released fluid that is in essence descr ibed by the vortex­

sheet calculation. 

3. Release into .5!, still Environment ~rge ~ 

The exper iments of the release of a cylindr ical volume of 

heavy fluid into a still environment were made in a sector­

shaped Perspex tank, similar in design to that used by 

Britter [7] in his experiments on axisymmetric gravity 

currents with constant volume flux. The tank used in our 

exper iments is 240cm long and 40cm high with an enclosed 

angle of about 10°. The sector-shaped tank allows the use of 

the shadowgraph technique to visualise the interior structure 

of a flow that simulates the flow produced in a circular tank 

of equal radius. 

To perform an experiment, the tank was filled with tap water 

to a depth ho and then an aluminium gate was inserted in the 

tank at a radial distance Xo from the vertex. A quantity of 

cooking salt was dissolved in the water between the gate and 

the vertex to achieve a desired density and finally more tap 

water was added carefully to both s ides of the gate (if 

necessary) so that the total fluid depth everywhere in the 

tank was H. The parameter ranges for the density ratio, the 

total fluid depth and the ratio of the initial depth of the 

heavy fluid to the total fluid depth were: 

0.95 <,p 01 P a < 1. 00, 30cm <,H (-40cm, O. Z5 <'ho/H <, 1. 00. The 
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lock lengths used were Xo = 60cm, 90cm and 120cm. The exper i­

ments were recorded on video tape, from which all measure­

ments were taken. 

Sequential shadowgraphs of the observed motion after the 

removal of the gate are shown in Figure 4 for the cases with 

ho/H = 0.25 and 1.0. Shadowgraphs of similar releases in a 

rectangular channel are shown in Rottman & Simpson [8] . In 

all these flows, the front forms very soon after release (in 

a few tenths of a second) and the most intense mixing of the 

two fluids occurs near the front. The most striking differ­

ence between the ax isyrnrnetr ic and two-d imens ional f lows is 

the shape of the front and the intensity of rotational motion 

of the internal flow in the front. In the time the axisym­

metric front travels a distance equal to about xo' the major­

ity of the fluid in the current becomes concentrated at the 

front (for small ho/H) or in multiple fronts (for ho/H near 

1), leaving only a thin layer of heavy fluid behind the front 

(or fronts). The two-dimensional currents are more uniform in 

depth. In addition, the internal rotational flow and associ­

ated mixing in the axisymmetric fronts is more intense; 

indeed, the mixing appears to occur all the way down to the 

ground behind the front (or fronts) in these flows. 

To obtain a better idea of the internal velocity field in the 

axisymmetric front, we mixed some aluminium powder with the 

heavy fluid and took photographs with a camera travelling at 

the front speed. The current was illuminated by a vertical 

slit of intense light aligned along a radial line through the 

centre of the channel. Sequential photographs are shown in 

Figure 5 for both cases ho/H = 0.25 and ~.o. These photographs 

indicate that the rotational motion at the front is initiated 

by Kelvin-Helmholtz instabilities and maintained by vortex 

stretching as the ring expands outwards. It also appears that 

the mult iple fronts, which occur when ho/H is near 1, are 

caused by the large amplitude Kelvin-Helmholtz waves gen­

erated by the greater shear in these flows. When ho/H is 

near 1, the light fluid that is displaced by the collapsing 

heavy fluid forms a gravit-y current (in the upper half of the 
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tank) that travels towards the vertex, opposite to the direc­

tion of the heavy current. This opposing flow leads to 

greater shear at the interface than when ho/H is small. 

Thus, a heavy gas cloud collapsing into a wind, as on the 

upwind side of a Thorney Island release, may develop multiple 

fronts. 

To gain an understanding of why the two-dimensional and 

axisymmetric flows are so strikingly different, we solved the 

idealised 'dam-break' problem for both geometries. The 'dam­

break' problem, described in more detail by (for example) 

Penney & Thornhill [9], is to determine the solution of the 

shallow-water equat ions for the heavy current depth h{ x, t) 

and for the depth-averaged horizontal fluid speed u(x,t) 

given the discontinuous initial conditions 

o ~ x ~ x 
o 

x > x o 
U{X,t=O)=o. 

In addition, we imposed the front condition 

(2),(3) 

(4) 

where U f { t) is the front speed and h f { t) the front depth of 

the heavy current. This is needed because near the front, 

where vertical accelerations are large, the shallow-water 

equations are inaccurate. With S2 = 2, (4) gives the theoret­

ical front speed derived by Benjamin .[10] for a long cavity. 

Based on the results of Rottman & Simpson [8], we chose 

S2 = 1 for our gravity currents. This formulation is 

appropriate for the case with ho/H = o. 

We solved this problem numerically using the method of 

characteristics. This method is both convenient, because the 

front boundary condition is easily incorporated, and informa­

tive, because the characteristic diagram immediately reveals 

the reason for the differences between the flows in the two 

geometries. The characteristic diagrams are shown in Figure 6 

and the corresponding depth profiles, at several times after 

release, are shown in Figure 7. The two-dimensional flow con­

s ists of a steady-state front tbat has constant depth and 
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constant speed followed by an expansion wave that is centred 

about x = xo. The axisymmetric flow for small time after 

release is identical, but within a time t .. tb = xo/(g'o ho> 
the fluid at the leading edge begins to accelerate (indicated 

in the characteristic diagram by the curving of the negative 

characteristics in the direction of increasing x) due to the 

radial expans ion of the current. However, the fluid just 

behind the front is inhibited from increasing its speed by 

the front boundary condition. Thus, disturbances (which 

travel along characteristic lines) that propagate back away 

from the front are overtaken by disturbances travelling on 

the leading edge of the expansion wave. This results in the 

formation of a hydraulic jump (indicated in the characteris­

tic diagram by the coalescence of character istic lines) at 

t ... 2tb in the calculation. The formation of the jump is 

indicated in the diagram by a black dot and the path of the 

jump by a dashed line. Therefore, the concentration of heavy 

fluid at the rapidly spreading current front is a consequence 

of the radial geoemtry in combination with the front boundary 

condition. 

4. Conclusions 

In this paper we have concentrated on the initial phase of 

dispersion of a dense gas cloud produced by an instantaneous 

release into a cross flow. We have identified and developed 

simple models for two physical processes that determine the 

motion in this phase: (1) when Rio is small the cloud rolls­

up into a horseshoe shape on a time scale t a , and (2) when 

Rio is large the cloud forms a radially spreading vortex ring 

on a time scale tb. For intermediate values of Rio' both 

mechanisms will be at work. We expect that for small Rio' the 

mixing due to the formation of the horseshoe shape will suf­

f iciently dilute the cloud so that buoyancy will never be 

important. A discussion of this point (and of the other 

phases of dense gas dispersion) is given by Hunt et al .• 

[11] . 
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Summary 

In this paper we attempt to provide a theoretical framework 
for the formulation of mathematical models of dense gas 
dispersion in the atmosphere. Our approach is to divide the 
evolution of a released dense gas cloud into four phases, 
during each of which different physical processes governing 
the behaviour of the cloud are most important. These 
processes are identif ied and recent attempts to uhderstand 
them are discussed. We also give scaling arguments for the 
order and duration of the different phases as functions of 
the atmospheric and release conditions. 

~ Introduction 

In this paper we describe some physical processes that deter­

mine the dispersion in the atmosphere of dense (or heavier­

than-air) gases released near the ground. We also discuss 

some recent theoretical, computational and experimental 

attempts to understand these processes. In our discussion, we 

mainly concentrate on the case where the gas is released 

rapidly (i.e., in a time small compared with the time for any 

ambient flow to pass around the released volume); however, 

the physical processes of dispersion are similar to those 

affecting gases released in other ways. Our main intention in 

this paper is to provide a theoretical framework that we hope 

will be helpful in formulating mathematical models of dense 

gas dispersion for a fairly wide range of atmospheric and 

release conditions. 

Analysis and observation suggest that different physical 

processes are predominant --at diffeY-ent times after release 

during the dispersion of a dense gas cloud, and so in our 
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discussion we postulate the existence of four phases of dense 

gas dispersion, identified by the predominance of certain 

processes and the absence of other processes. Although a 

typical dense gas cloud passes through the different phases 

in the order in which we descr ibe them, this is not neces­

sar ily true in general. Depending on the atmospher ic and 

release conditions, one or even two of the phases may be 

bypassed as the cloud evolves and it is even possible for the 

cloud to go in reverse order through some of the phases. The 

main point is that the phases are defined by the predominant 

physical processes at work and not by a chronological 

sequence of development. 

In the first phase, which we refer to as the initial phase, 

the inertia of the cloud and the mean atmospher ic flow are 

the predominate forces that determine the motion. It is con­

venient to adopt a shorthand notation for the forces: let I 

denote inert ia and XF denote the atmospher ic (or external) 

mean flow. Similarly, the other forces are denoted by B for 

buoyancy·and XT for external turbulence. In the second phase, 

which we refer to as the gravity-spreading phase, both buoy­

ancy and the external mean flow are the dominant forces at 

work. In the third phase, which we refer to as the nearly­

passive phase, the external turbulence in addition to the 

external mean flow and the cloud buoyancy, are the important 

forces. Finally, the fourth phase, commonly called the pas­

sive phase in the literature, is controlled entirely by the 

external turbulence and the external mean flow. For ease of 

reference, the four phases and the forces that predominate 

during each phase are listed in Fig.l, which provides an out­

line for the remaining sections of this paper. 

To fully determine the evolution of a dense gas cloud, it is 

also necessary to know both the order in which a cloud passes 

through the different phases, and the time it spends in each 

phase. An answer to both these questions requires an under­

standing of the transitions between the different phases. In the 

remaining sections of this paper, we discuss the modelling of 

the dominant physical processes- in each phase and describe 
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how the ordering and timing of the transitions between the 

phases can be estimated. In our discussion we concentrate on 

the first three phases of dispersion, since the passive phase 

does not involve density effects and is a well-studied sub­

ject in its own right (although we do discuss the transitions 

to the passive phase). We particularly concentrate on the 

nearly passive phase as this is the most complicated and 

least understood of all the phases. 

2. The initial phase (I/XF) 

2.1 General description 

The initial phase is usually excluded from most simplified 

models of dense gas dispersion. It is generally thought that 

this phase is too complex and that there are too many dif­

ferent modes of cloud formation for any simplified model to 

handle. However, we argue that the initial phase determines 

whether the cloud behaves as a dense gas or a passive tracer 

and therefore an understanding of this phase is essential for 

predicting the dispersion of a dense cloud. 

The release of a dense cloud from some sort of container into 

an atmospheric flow usually involves a period of time during 

which the cloud is accelerated from rest (or near rest) by 

the external mean flow, a period of time when buoyancy is not 

important. The acceleration and deformation of the cloud dur­

ing this period is mainly due to the non-uniform distribution 

of pressure remaining from the presence of the containment 

vessel in the mean atmospher ic flow. Rottman & Simpson [1] 

have approximated the motion in this phase by computing the 

motion of a vortex sheet that separates the dense gas cloud 

from the external flow. The result for a circular cylinder of 

gas released in a uniform two-dimensional flow is sketched in 

Fig. 2. Since gravity can be ignored, this Fig. can be viewed 

in two ways: (i) as a plan view (Fig. 2a), it shows that the 

cylinder initially deforms into an ellipse, with major axis 

perpendicular to the mean flow direction,and eventually into 

a horseshoe shaped pair of counter-];otating vortices as the 
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cloud is accelerated downstream; (ii) as a profile view (Fig. 

2b), in which case the calculation represents the motion of 

an initially semi-circular ridge, it shows that the mean flow 

attempts to lift the cloud off the ground as it accelerates 

the cloud downstream. Both these aspects of the behaviour of 

a released cloud are observed in the wind tunnel experiments 

of Hall (2) and in the Thorney Island (McQuaid (3) and Por­

ton Down (Picknett (4) field trials. In these cases, it is 

mostly the large-scale inviscid rollup of the vortex sheet 

that determines the mixing of the dense gas with the sur­

rounding fluid. A similar behaviour occurs near the source of 

a continuous release into a crossflow, as sketched in Fig. 3. 

As well as the mixing caused by the large-scale rollup of the 

released cloud, the heavy gas is also mixed with the external 

flow by the turbulence produced in the shear layers over the 

front and sides of the cloud. These shear layers are caused 

by the difference in velocity aU between the external flow 

and the heavy gas cloud. Since a planar shear layer typically 

has a thickness of about 1/10 of its length, and since the 

turbulence in a curved shea.r layer is s ignif icantly less than 

in a planar shear layer, the rate at which the heavy gas is 

mixed out of the cloud in these shear layers is no more than 

of order aUh/10. Some of the 'detrained' heavy gas when it 

is swept to the lee is engulfed back into the cloud. The rest 

is advected into the turbulent wake of the cloud. So, 

although the bulk of the heavy gas moves at a speed less than 

U in a coherent cloud, some material is advected downwind 

with speed U. 

However, there are several types of releases that do not 

involve any significant acceleration at the source. One exam­

ple is that of a dense gas cloud produced by an explosion. As 

the gas explodes it mixes with the surrounding air giving the 

entire cloud the same mean velocity as the surrounding fluid. 

Another example, illustrated in Fig. 4, is the sudden release 

of a dense gas downstream of some type of barrier - a build­

ing, for example. This situation is initially similar to the 

release into a weak wind, so that the I/XF phase is 
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nonexistent; the cloud passes irmnediately into a B phase, 

slumping sideways until it encounters the mean flow around 

the building and so into B/XF phase. 

It is necessary to have an estimate for the duration of the 

period in which the inertia of the cloud significantly 

affects its behaviour. The simplest case to analyse is when 

the density of the released cloud is equal to the density of 

the surrounding fluid. For this case the question we seek to 

answer is: At what time after release does a neutrally buoy­

ant cloud begin to behave like a passive tracer? 

As described in Section 2.1, the cloud is initially 

accelerated and deformed by the mean flow. The mean flow 

accelerates the cloud to the mean flow speed in a time 

ta'" ho/U, where ho = h(t=o) is the initial height of the 

cloud and U is the mean flow speed. The deformation of the 

cloud in this time generates internal turbulence which by 

analogy with wakes behind bluff bodies we may estimate as 

having 

..!.U 
3 

(1) 

(Castro and Robbins [5]), where Uc is a characteristic velo­

city of the turbulent fluctuations. For t > ta this tur­

bulence is decaying but the cloud continues increasing in 

size due to turbulent diffusion (Mobbs [6]), such that 

dh2 
dt . uc.t 

where 1 is a character istic length scale of the turbulent 

fluctuations. By analogy with grid turbulence and wakes with 

weak velocity def icit, we know that the turbulence decays 

such that 

• U (t U/h )-¥.z 
o 

- 2 
So u 1 is constant and therefore h a: t. c 

(2a,b) 
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From (1) and (2a), we estimate 

i U [t U/ho]-:YZ (3 ) 

The cloud becomes passive when the external turbulence begins 

to determine the motion of the cloud; that is, when ua .,. uc ' 

where ua is a characteristic velocity scale of the external 

turbulent fluctuations. The time tc when this occurs, is, 

from (3), 

For t > t c ' 
(Csanady [7], 

as 

Chapter 

appropriate 

3). In the 

(4) 

for passive dispersion 

Thorney Island trials, 

U'" 2m/s, h o '" lorn, and U/ua '" 10, typically, so tc" 50S. 

In other words, the cloud is about 100m downwind from the 

release point before it behaves passively -- showing that the 

initial phase can have long-lasting effects. 

The initial phase is also important in determining the ratio 

of the magnitude of concentration fluctuations c' to the mean 

concentration e in a passive cloud. Experiments and analysis 

show that c'/e decreases with the ratio of the scale 1(0) of 

the cloud, when it begins to disperse passively, to the scale 

of atmospheric turbulence Lt. See, for example, Fackrell & 

Robins [8]. 

2.3 The transition from I/XF ~ ~XF 

We now attempt to estimate the duration of the initial phase 

when density of the released cloud is greater than that of 

the surrounding fluid. Inertial and buoyancy forces tend to 

have somewhat opposite effects. As described in Section 2.1 

and illustrated in Fig. 2, the inertial forces attempt to 

raise the cloud off the ground and to roll-up the vortex 

sheet that bounds the cloud in planes parallel to the ground. 

Buoyancy forces, which generate vorticity at the cloud boun­

dary of oppOSite sign (on the downwind side) to that which 

exists due to the external flow, attempt to collapse the 

cloud, spreading it hortzontally over ground. Which process 
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dominates is a function of their relative strengths and also 

the rate of mixing between the two fluids. 

Rottman & Simpson [1] present evidence that in the absence of 

buoyancy forces the cloud mixes with the external f low and 

accelerates to the mean flow speed in a time 

(5 ) 

where ho is a character istic length scale for the cloud 

before release. This means that the mixing with the external 

flow is dominated by the vortex roll-up mechanism. In the 

absence of inertial forces (a release into calm surround­

ings), Rottman & Simpson [1] show that the buoyancy-driven 

flow develops an organized structure (a vortex ring or con­

centric vortex rings propagating radially outward) in a buoy­

ancy timescale 

t . (h 1 M )1/2 
bog p (6) 

where we have assumed that the initial aspect ratio of the 

cloud is about unity. 

Therefore, if ta «tb , the inertial forces have sufficient 

time to disrupt the developing buoyancy-generated f low and 

the cloud passes directly into a XF/XT phase. That is, buoy­

ancy is not significant if 

« 1 (7) 

When buoyancy is significant, the inertial effects are 

present only until the buoyancy-generated flow becomes organ­

ised, i.e. on a timescale tb. 

In this simple analysis and in the experiments of Rottman & 

Simpson [1], non-Boussinesq effects were not considered. 

Since many accidental releases and field trials involve gases 

that are two to four times the density of the surrounding 

air, non-Boussinesq effects, particularly in the initial 

stages of collapse, requirs_ further study. 
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3. The gravity-spreadin...g .PDgSE1 ..ceLXD 

3.1 General description 

In this phase the cloud spreads as a classical gravity 

current, as reviewed recently by Simpson [9]. Gravity 

currents are driven primarily by the excess hydrostatic pres­

sure caused by their greater density than the surrounding 

fluid. The fluid motion within gravity currents is generally 

horizontal, except near the front where there is a recircu­

lating flow with large vertical velocities. The front is usu­

ally deeper than the following heavy fluid and it is just 

behind the front where most of the mixing occurs, as a result 

of Kelvin-Helmholtz instability (as shown in the experiments 

of Britter & Simpson [10]). The mixed fluid is left behind as 

the front moves, and this lighter fluid, with a density 

intermediate between the ambient and the unmixed fluid, lies 

in an upper layer (U) above an inner layer (I) of unmixed 

dense fluid, as sketched in Fig.7a. 

It seems fairly-well established that the rate of spreading 

of the cloud in this phase is described by self-similar solu­

tions of the shallow-water equations. A- table of these solu­

tions, along with more references in which such solutions are 

derived, is given by Britter [11]. Rottman &' Simpson [12] 

have established that the current front must travel about 

four initial radii after release before these self-similar 

solutions are approached. The results for the rate of 

spreading of a constant-volume axisymmetr ic current, which 

are of particular interest to us in this paper, gives 

(8) 

where Uf is the radial rate of advance of the current front. 

Superimposed on this spreading motion is a horizontal trans­

lation of the cloud as a whole. The velocity translation is 

in the direction of the mean wind and its magnitude is some 

fraction of U. 
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The physical processes in this phase are fairly-well under­

stood, at least for two-dimensional releases into calm sur­

roundings, and it is this phase for which most of the com­

monly used I box models I were developed. However, less is 

known about the effects of shear in ambient flow and the 

differences between two- and three-dimensional gravity 

currents. 

Shear in the external f low has a s ignif icant ef f ect on the 

shape of the gravity current produced by the release of a 

dense gas cloud. A typical cross section, as seen for example 

in the Thorney Island field trials, is sketched in Fig. 5. 

The most noticeable difference between this profile and that 

for a gravity current in a uniform external flow is the asym­

metry between the upwind and downwind fronts of the current. 

The upwind front has the shape of a thin wedge with a lower 

angle to the horizontal than a normal gravity front, whereas 

the downwind front is deeper and steeper than the normal 

front. 

A simple idealised analysis helps to explain the asymmetry in 

this flow. In a coordinate system fixed with the front of the 

current, as sketched in Fig. 6, we consider the solution of 

the equation 

-w (9) 

where ~ is the streamfunction and w is the (assumed constant) 

vorticity for the flow outside the gravity current with the 

boundary conditions 

~ = 0 on e = 11 and on z = z (10) s 

and .!(U2 + U~) +g~Z = 0 on z = z (11) 2 r s 

where ur 
.1 £l" ue = 

_ £l" ( 12) , (13) rae ar 

Here, z is the vertical coordinate and Zs is the height of 
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the interface between the two fluids of different densities 

and (r,8) are the radial and angular coordinates. Boundary 

condition (11) requires the pressure to be continuous across 

zs. We seek a solution valid near the stagnation point and 

therefore we are justified in ignoring the flow in the grav­

ity current. 

By considering small w, Zs can be expressed as 

z s z + 6 z o 1 
( 14) 

where Zo is the solution for the case with w = 0 (Le. the 

well-known potential flow result with the front angle 

80 TT/3) • When w > 0 the perturbation velocity increases with 

r up the face of the current. Thus, from (11) it follows that 

6 zl < o. Conversely, if w < 0, 6 zl > o. This result is also 

suggested by the laboratory experiments of Simpson & Britter 

[13]. They developed a technique to maintain a steady gravity 

current in shear flows and their results show the front angle 

as is larger for relative motion into shear flows and smaller 

for relative motion away from shear f lows than for motion 

into uniform flows. 

3.3 Three-dimensional effects 

An interesting question about three-dimensional releases in a 

cross flow is: how will the initially circular-shaped cloud 

from a cylindrical release distort, if at all, in a cross 

flow? Box models assume that there is no distortion; that is, 

the cloud remains circular in plan form as it is carried 

downstream by the mean flow. 

Any cloud that is released over a time scale tR is elongated 

in the direction of the wind if the distance the cloud front 

travels during the release is significant compared with the 

lateral distance travelled by the cloud, i.e. 

tRU· tv'(hg6p/p). But, even if the gas container is removed 

instantaneously at t = 0, because of its inertia the bulk of 

the gas does not move immediately while the gravity current 

head moves upwind and downwind. Consequently the rarefaction 
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wave (cf. [12]) must reach the upwind front first and slow it 

down before it reaches the downwind front. This leads to the 

alongw ind d imens ion of a c loud be ing of a dis tance order 

U[9~eh]7'.z greater than the crosswind dimension. 
p 

Wind shear affects the speed of the upwind and downwind fronts 

differently and this may affect the shape of the cloud in a 

different way, perhaps providing the explanation of the occa­

sionally observed stretching in the direction perpendicular 

to the mean wind. 

If a dense gas cloud is sufficiently dense initially that its 

spreading is controlled by inertia, buoyancy and the external 

mean flow, then eventually the difference in velocity between 

the cloud and the environment becomes small enough that it is 

comparable with a typical velocIty (say, u*, the friction 

velocity), of turbulent fluctuations in the atmosphere. This 

is the transformation from the phase B/XF to the phase 

B/XF/XT. Of course in the outer region of a cloud this is 

true at all phases of the evolution of the cloud, but we now 

want to consider the phase when the average velocity differ­

ence within the cloud is comparable with u* (Fig. 7). 

There are other situations where the initial density of the 

cloud (or a plume, for a continuous source) is small enough 

that the turbulent velocities are comparable with buoyancy or 

inertial induced velocities from the start. Then the cloud 

begins in the phase B/XF/XT. Such a situation is depicted in 

Fig. (8b) and discussed in Section 4.4.3 

In Fig. (7a), we see how at the beginning of this phase for a 

dense gas cloud in a cross flow the turbulence within a cloud 

is largely generated by buoyancy forces in the presence of a 

lower surface and the external mean flow. In this figure h 

is the average height and L is the horizontal length of the 

cloud. Typically the veloeity components of this turbulence 
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are of the order of v'(g~h), i.e. the speed Uf of the grav­

ity current front relative to the mean wind speed. This tur­

bulence is the most intense and of the largest scale in the 

billowing motions near the edge of the cloud and is produced 

by the shear in this region ( Britter & Simpson [10]). Some 

of the first measurements of such turbulence have been made 

recently in the head of a gravity current formed by drainage 

winds from the Rocky Mountains at Boulder, Colorado (see 

Hootman & Blumen [14]). Over the rest of the surface of the 

cloud there is an internal shear layer in which the mean 

velocity changes direction (relative to a coordinate system 

moving with the cloud). Because of the stable stratification 

the turbulence generated in this layer does not diffuse sig­

nificantly above the height of the gravity current head (see 

Section 4.3). 

If a cold dense gas passes over a warmer surface, such as the 

sea, there can be vigorous convection within the dense cloud. 

This is likely to generate an elevated stable layer within 

the dense cloud, similar to the elevated inversion at the top 

of the atmospheric boundary layer in convective conditions, 

as descr ibed, for example, in Kaimal et aJ. [15], Lumley et aJ. 

[16] and Colenbrander & Puttock [17]. 

When the internally induced turbulence decays to a value com­

parable with u*, the external turbulence first affects the 

upper mixed layer where the internal turbulence and 

buoyancy-induced motion are weakest. With further decay, the 

turbulence and mean flow at the head are affected. When 

u* " Uf '" v'(g-7h), then the outward motion of the head rela­

tive to the centre of the cloud is increased sufficiently to 

be greater than the mean buoyancy- driven outward flow in the 

lower unmixed layer of the cloud (which is of order 

1.2v'(g-7h) (Britter & Simpson [10]). The recirculating 

motion in the head occurs as a consequence of continuity and 

only occurs when this outward inner-layer flow is greater 

than the outward flux in the head . So by amplifying this 

outward flux, external turbulence can eventually destroy the 

characteristic flow in the head of the dense gas cloud; this 
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is the stage at which the spread ing of the dense gas cloud 

changes from that characteristic of a gravity current to that 

of a cloud of slightly dense contaminant in a turbulent flow 

(Fig. 7b). The transition to the phase B/XF/XT occurs when 

Uf • u*. An estimate of the time tc for this transition is 
gOPo 3:y.z 2 

then obtained from (8), viz. tc • P (-p-- ho ) luo ' where 
o 

XT 

affects the region (U) and P > ~ when XT significantly 

affects the front. 

When u* > Uf , an important implication of the buoyancy driven 

outward flow being less than the outward flux is that there 

is a downward flux produced by the mean downward velocity w. 
The growth of the cloud depends on how this compares with the 

upward flux of the dense gas by the diffusive action of the 

external turbulence. By continuity, w - Uf hlL, and so the 

downward flux is of the order of f> P Uf hlL, while the upward 

turbulent f low is of the order of f> P u* . Since, by 

hypothes is, u* > Uf , and since h/L« ~, f> P u* » f> p W. Thus, 

at this stage, when the gas cloud has changed its form, the 

upward diffusive flux must be much greater than the downward 

flux produced by the mean sinking motion of the cloud. This 

argument also shows that any external turbulence can produce 

an upwards flux of the matter in the gas against the weak 

downflow long before the turbulence is strong enough to des­

troy the structure of the head. 

The same transformation occurs in dense gas plumes emitted 

from a steady source (Fig. 8a). In the B/XF phase, there is a 

gravity current head upwind of the source and, if it is a 

point source, around the sides of the plume (Britter [18]). 

When the external turbulence is weak it is entrained into the 

turbulent front around the head and s ides of the plume and 

its eddies simply impinge on the top of the plume as if it 

was a heavy liquid. But when the turbulence is stronger, or 

the plume has travelled further downwind of the source, the 

external turbulence interacts with and eventually mixes with 

the plume, just as it does with the upper stratified layer of 

the cloud (Stretch et a/. [19]). 



374 

4.2 'Entrainment' 

Our discussion of external turbulence has shown that it 

affects the dispersion of a dense gas by a number of mechan­

isms. Yet in many models and discussions of the problem, 

these are described by the single term 'entrainment'. To help 

clarify this aspect of dense gas dispersion we now consider 

the three main uses of this term, which in general correspond 

to different mechanisms of mass transfer in regions of inho­

mogeneous turbulence. Since the concept of entrainment velocity is 

particularly valuable when 'box models' are used (and there­

fore is in widespread use), it is important to define it 

clearly. 

(i) In regions of shear flow and inhomogeneous turbulence, 

the gradients of Reynolds stresses, as well as acting on any 

mean flow to reduce the mean velocity gradients (like molecu­

lar viscosity) and thereby induce a mean flow in towards the 

turbulent region (such as in turbulent or laminar jets), can 

induce additional mean recirculating flows in planes perpen­

dicular to the primary shear flow, such as in flow over sur­

faces with different roughness. These secondary flows are 

pr imar ily caused by differences in the normal stresses and 

are unlike any effect caused by viscosity (Townsend [20), 

Chapters 6 and 7) The inwards velocity in either of these two 

flows is called an entrainment velocity E(f). The shear in a 

jet or at the head of a gravity current induce flows in 

towards the region of high turbulence with character istic 

velocity E(f) proportional to the difference between the mean 

velocity inside and outside the turbulent region (Fig. 9a). 

This entrainment velocity of the fluid transfers the external 

uncontaminanted fluid into the gravity current; this defini­

tion of entrainment velocity is the same as that first intro­

duced by Morton, Taylor & Turner [21). 

(ii) The volumes occupied by regions of locally intense tur­

bulence tend to increase as the eddies induce each other to 

spread outwards (Fig. 9b). This tends to disperse outward any 

contaminant together with the region of high turbulence. This 

outward velocity of the boundary of a region of high tur­

bulence or of a region of significant concentration of a 
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contaminant is also called an entrainment velocity E(b) or is 

defined by means of an entrainment par.ameter. (Turner [22], 

Chapter 6). It is usually defined in some fixed coordinate 

system (then E(b) = -2E(f) for a round jet), but perhaps more 

logically ought to be defined relative to the local mean flow 

(in which case E(b) = -3E(f) for a round jet). Note that E(b) 

is usually in the opposite direction to E(f). This definition 

is then further generalised to include the rate of growth of 

a boundary of a reg ion of marked fluid (e. g. by a contam­

inant) when the region of marked fluid does not contain tur­

bulence with any greater intensity than the surroundings 

(e.g. Turner [22], Section 6.2 and Webber [23]). In such 

cases E(b) may be non zero, while E(f) is zero, as for exam-

ple in a neutrally buoyant 

atmospheric boundary layer 

gas diffusing upwards 
where E(b)« u and 

* 

in the 
E( f) = 0 

because there is no local turbulence associated with the 

cloud. 

(iii) The third way for marked fluid or a contaminant to be 

transferred out of a particular region is by turbulence out­

side the region, as shown in Fig. 9c, when the region is 

stably stratified (Turner [22], Chapter 9). If this external 

turbulence is relatively vigorous, any contaminant diffusing 

out of the region is quickly dispersed so that the concentra­

tion outside the region is small. Then the effective boundary 

of the turbulent region remains at the interface between the 

contaminated region and the external region; the external 

turbulence does not penetrate the interface because of the 

stable stratification. In such cases the fluxes F(C), F(P) 

of concentration or density outwards across a fixed surface 

can be characterised by a flux entrainment velocity 

E(F) = F(P) / IIp • E(F) is independent of the difference in 

concentration across the interface. Note that E(F) may be in 

the opposite direction to E(b); when E(b) < 0, this process 

is often referred to as 'erosion'. It is possible for E(F) 

to be a nonzero, while E(b) and E(f) are both zero. 
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4.3 Details of entrainment processes in dense gas dispersion 

4.3.1 Turbulence Qutside g gxavity ~~rent h~ad 

Both dense clouds or steady sources in cross flows have grav­

ity current heads at the beginning of the B/XF/XT phase of 

development. In coordinates fixed relative to the head, the 

main external flow travels up and over the head, but some of 

the flow is 'entrained' into the head with a characteristic 

velocity E(f) ~ ~ v(g ~ h). When the characteristic velocity 

of the external turbufence u* is less than I E( f) I the tur­

bulent eddies cannot disperse any of the contaminant outwards 

because they are simply entrained into the gravity current 

with a velocity E(f). In the cloud they simply make a small 

addition to the already high level of turbulence there 

( - V(g~h». p 

When the external turbulence is relatively strong enough for 

u* to be of the same order as IE(f) I, it can diffuse matter 

from the cloud outwards against the inward entrainment velo­

city. But there continues to be a sharp interface at the head 

of the gravity current, between the external flow and the 

dense fluid within the cloud. At this stage there can be a 

flux of contaminant out of the cloud, which can be quantified 

by a flux entrainment velocity E(F). 

When u*/v(l'pP h ) is larger still, the front of the cloud 

ceases to have the form of a gravity current and the outwards 

flux is better thought of as a velocity E(b) of the whole 

boundary of the cloud, where E(b) ~ u*. The first two of 

these stages are similar to the sequence of events recently 

explored in some detail by Thomas & Simpson [24]. As well as 

flow visualisation studies, they also measured the volume 

flow rate of dense fluid into the head of a steady gravity 

current in the presence of grid-generated turbulence in the 

external flow. 

4.3.2 External turbulence above the stratified ~ layer of 

g dense gas cloud 

The external flow as it travels over the cloud interacts with 

the stratif ied flow in the upper layer of the cloud. This 
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kind of interaction between a region of turbulent motion and 

an adjoining region of stably stratified fluid occurs in many 

natural flows, for example in the upper part of the atmos­

pher ic boundary layer in convective conditions and in the 

oceanic mixed layer. However, not only are there no qualita­

tive theories for this interaction, there is not even a con­

sensus as to what are the main mechanisms in any given situa­

tion. 

Four main mechanisms, illustrated in Fig .10, have been pro­

posed for the entrainment process under these conditions. We 

first consider the mechanisms in the absence of mean velocity 

gradients across the interface. 

(i) Turbulent eddies impinge on the interface and generate 

suff iciently large fluctuating velocity gradients that the 

local Richardson number g ~~J~_~ is small enough for 
p (au/aZ)2 

Kelvin-Helmholtz billows to grow and break, inducing molecu-

lar mixing. One expects this process to be relevant when the 

stratification is strong enough to damp the vertical com­

ponent of turbulence at the interface; several authors (e.g. 

Long [25]) have commented that in this limit fluctuations 

near the interface are expected to be similar to those in a 

turbulent flow near a rigid surface moving at the same velo­

city as the mean flow - such as a moving belt in a wind tun­

nel or a free surface of a turbulent liquid flow (Hunt & Gra­

ham [26]). 

(ii) With strong stratification at the interface, impinging 

energetic turbulent eddies distort it sufficiently for fine 

filaments of the stratified fluid layer to be drawn into the 

turbulent region where again molecular diffus ion completes 

the mixing process (Linden [27]). Linden hypothesised that 

such eddies are similar to vortex rings and then, by experi­

ment and approximate analysis, was able to estimate entrain­

ment rates across a density discontinuity. 

(iii) Turbulent eddies distort the interface and set up 

internal waves in the stratified layer whose energy and form 

depend on the stratification. For a uniformly stratified 

layer, as shown in Fig. 9c, the waves propagate energy away 
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from the interface, but their amplitude at the interface may 

be large enough to cause mixing. If the strat if ied layer is 

strong near the interface and weak or nonexistent far above 

the interface, then trapped and resonant waves of large 

amplitude can be induced by relatively weak turbulence. 

(iv) With weak stratification the turbulent layer can also 

grow and entrain by the same processes as occur at the edge 

of a turbulent boundary layer or wake in neutral stratifica­

tion; the large eddies in the turbulent layer induce large 

random motions in the upper layer [1J] leading to the engulf­

ment of external fluid (Townsend [20], Chapter 6). 

In the presence of strong shear across the interface, billow­

ing motions are generated - similar to Kelvin-Helmholtz bil­

lows - and largely control the mixing; i. e. (i) is the dom­

inant mechanism under these circumstances. For the first 

three of these mechanisms, (i),(ii),(iii) there is a net flux 

of contaminant outwards across the interface, which is quan­

tified by the flux entrainment velocity E(F). When any of 

these mechanisms control the upward flux, the interface is 

sharp and the upward velocity of the bounding surface E(b) is 

small. Most experiments and theoretical models show that in 

these situations E(F) = u*f1(Ri*), where Ri* is a local 

Richardson number that is a measure of the ratio of local 

buoyancy forces to inertial forces in the turbulence. If 

there is a sharp jump t.p between the density in the upper 

layer of the cloud and that in the ambient flow, Ri* is 

def ined as (Lt g t.p/ P)/u;, where Lt is the scale of the exter­

nal vertical turbulence. But if there only a gradual increase 

in density in (11), with density gradient (ap/az>u-, Ri* is 
2 2 - -def ined as Lt Nv/u*, where Ntr = g (- ap/az >u-/ p. Var ious 

models have been advanced for the function f 1 (Ri*); usually 
-n they have the form fl a: Ri* where 5/6 ,.;; n .;; 3/2, but these 

models have not been tested in sufficient detail. 

Any model for the flux ac.ross the interface should also 

include, we think, a prediction of the fluctuating velocity 

field near the interface. By compar ing calculations with 

local velocity measurements we should be able to isolate the 
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r e levant mechan isms of entr a inment in d iff er ent s i tuat ions. 

Carruthers & Hunt [28} have recently made an analytical cal­

culation of the statistics of the turbulent velocity field 

across such an interface, when there is no shear at the 

interface, by matching the turbulence with the internal wave 

field set up in the stratified layer. They have compared 

their predictions of spectra with the measurements at the top 

of the convective boundary layer by Caughey & Palmer [29}. 

They find that the density fluctuations p' at the interface 

are controlled by how much of the energy measured at a point 

in the external turbulence is at frequencies close to the 

buoyancy frequency of the stratif ied layer Nu-. Using the 

form of the Eulerian time spectrum given by Tennekes [3~}, 

they show that if 

For the upper layer of a dense cloud N • (g M h) ~ and p 
Lt • h. This theory has been extended to situations where 

there is a sharp change in p at the top of OJ]. Comparing the 

prediction from this theoretical approach with the observed 

and computed forms of the vertical turbulent velocity fluc-

tuation ;'2 suggests that it is a promising way of analysing 

these interfaces between turbulent and stratified flows. The 

theory tends to indicate that mechanism (iii) is usually dom­

inant in the absence of strong shear. With strong shear 

there is some uncertainty as to whether or when (i) or (iii) 

dominates. 

4.3.3 External turbulence disp.ersing g slightly dense gas 

In this Section we consider how the ambient or external tur­

bulence disperses a cloud or plume of dense gas when the 

difference in density between the gas and its surroundings is 

small enough that buoyancy forces are comparable with or 

weaker than the inertial forces in the turbulent flow. This 

situation can arise in the later stages of the B/XF/X~ phase 

when the cloud is no longer like a gravity current, or when a 
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cloud or plume of gas is released into a turbulent air flow 

with a small initial density difference Ilpo' The latter 

situation can be defined rather precisely, whereas the former 

situation can only be defined after the previous sLages have 

been analysed. Therefore to understand how a turbulent shear 

flow affects the dispersion of a slightly dense gas, we 

assume that the gas is released at a very low flow rate from 

a porous fence of height h placed in a neutrally stable tur­

bulent boundary layer, as sketched in Fig.ll. (An adaptation 

of Dr. Jensen's [31] experiment!) 

The general questions about such a flow which need answering 

are: (i) Since we expect that the cloud must affect the 

"2 vertical turbulence w, the shear stress =-iiw, and the mean 

velocity gradient dU/dz, on what time scales do these changes 

occur? How does this relate to the timescales for the growth 

of the buoyancy flux gwp'/P(O), and for the growth of the 

plume? Presumably if the latter timescale is small enough, 

the turbulence is unaffected. (ii) Is it appropriate to use 

a vertical diffusivity Kz to calculate the vertical flux of 

the gas in this problem and if so, how does Kz in the cloud 

differ from its upwind value? (iii) How do the height and 

the density concentration profiles in the cloud evolve as a 

function of the initial density difference and the initial density 

profile? 

(a) Density flux and dynamical effects of the cloud flux 

As the flow passes through the fence, the fluid elements are 

assumed to become mixed with the dense gas from the vertical 

source so as to increase their density by IIp(Z) without 

changing their initial random vertical velocity wo0 There­

fore initially, at x = 0, there is no correlation between the 

vertical velocity and the density fluctuations, p', so wp' = 0 

and there is no density flux. As the turbulence carries the 

fluid elements up and down, wp' increases; initially 

wp' = -tw~ aIlPo/az. If the initial density profile is uni­

form and weak enough, and if the turbulence is homogeneous, 

then wp' reaches its -equilior-iUIn value of - Ti. w~ allPo/az 
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after about two Lagrangian time scales TL . So until t ~ 2TL , 

the eddy diffusivity K = (-Wp'/apjaZ) is increasing with z 
time. 

The growth of the density flux means that heavy fluid ele­

ments rise and light elements fall; this buoyancy flux 

gwp'jp(O) or gain in potential energy of the flow is balanced 

by a loss in the turbulent kinetic energy. The rate of change 

for initially isotropic homogeneous turbulence (without 

shear) for the vertical (W2 ) and hor izontal (U2 ) components 

are given for t « TL by 

- (8/5)t N 2 w~ d u2/dt 2 2 
- 1/5 t N Wo (17) 

(stretch et al. [19] ) . Because of the isotropic. nature of the 

pressure gradients, 20% of the kinetic energy loss comes from 

the hor izontal components. A local analys is such as this 

omits the fact that about one third of the turbulent energy 

of the horizontal turbulence near the ground in a turbulent 

boundary layer is induced by the vorticity of large-scale 

eddies well above the ground, i.e. "inactive motions" (Town­

send [20], p.l23). The effect of even weak stratification is 

to cut off some of the energy supply (by the mechanism 

described in Section 4.3.2); this point and the effects of 

shear on (17) need further investigation. 

After a time of order TL , equation (17) is no longer valid 

because Wo changes. But as the plume is growing in a tur­

bulent boundary layer the value of TL over the depth of the 

plume is also growing with time, so TL remains of the same 

order as t (Chatwin [32] and Hunt & Weber [33]), and there-

2 fore (17) can still be used to estimate the change in w . Hence 

the direct effects of stratification takes a time of order 

-1 2 -1/2 (N ) to affect wo ' which is a factor of Rio longer than 

the Lagrangian timescale TL . (Note that 

Ri = N2 / (dUjdz)2 = (N O.4~_)2 '" (N TL )2.) 
u* 

The pressure gradients and other processes must also induce a 

decrease in u2 and v 2 • If the initial stratification is large 
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enough 

affected 

-1 that N) TL , then the 

is also of order N-l.. 

timescale for w2 

Accord ing to the 

to be 

computer 

simulations of Riley at al. [34], the decay of w2 is oscilla­

tiny and is associated with internal gravity waves. 

As decreases, the Reynolds stress T = - puw also 

decreases,but proportionately less than w2 • From the momentum 

equation the change, ~:zU = ~U', in the mean gradient is given 

approximately by 

d~U' _ E.2 T -- , whence if Z - h( or t <; 10 TL ) 
dt az2 

~U' _ Rio 3 
U'(h) -s-(t/(h/u.» 1: (18) 

where Z is the mean fluid particle displacement, 1: is the 

shape profile, 1:'" aa:2 [R(t/TL(Z» (_a:zp)]/(~P(0)/h3), ~p is 

the density profile and R(t/TL ) ~s the Lagrangian auto­

correlation function. A plot of a typical shape profile and 

density gradient profile at some downwind station in a dense 

gas plume with a sharp density interface is shown in Fig.12. 

Thus 1: changes sign from negative to positive near z - h, so 

the velocity gradients initially increase for z/h < 1 by an 

amount that depends quite sensitively on the initial density 

and turbulence profile. Further downwind this change of sign 

in d ~U' /dt should occur where Z - Z, as is observed by 

Stretch et al. [19] . 

To answer our first question, it appears that the order of 

magnitude of the timescales for the growth of the flux, the 

decay of w2 and the change in velocity gradients are TL(h), 
-1/2 -1/2 Rio TL(h)and Rio TL(h). These estimates depend on coef-

ficients which may have large numerical values. 

2" Further downwind the changes in U( z), w, and -uw are all 

dependent on each other, so that the mean momentum equation 

and approximate equations governing the moments of turbulent 
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velocity fluctuations have to be solved simultaneously. The 

forms of these turbulence equations are a matter of contro­

versy (see, for example, Hunt [35]); for example the effect 

of stable stratification on the dissipation rate € appears to 

be a sensitive function of the velocity gradient, but most 

models ignore this sensitivity (e.g. Britter et al. [29]). 

Also most models ignore effects of internal-wave motion which 

may be important if a sharp interface develops (cf. Section 

4.3.2). 

The reason for discussing these dynamical effects of the den­

sity gradient in the cloud on the turbulence is that esti­

mates of the vertical diffusivity Kz from the vertical tur-

bulent w2 and the Lagrangian timescale TL are needed to cal­

culate the development of the concentration profile. 

We first recall that in a neutrally stratif ied turbulent boun­

dary layer, when a neutrally buoyant cloud or plume is 

released over a height h above the ground, Kz initially 

increases with time until t N 2 TL(h) where TL(h) - h u*. Dur­

ing this time the mean height Z does not increase signif i­

cantly, subsequently Z increases with travel time downwind, 

and with the gradient of Kz ' approximately according to 

dK 
Z'" h+--"·~(t - 2T (h» (19) 

dz L 

Note that the solution to the diffusion equation based on the 

local Kz does not predict the delay in the rise of Z, and so 

over predicts Z by 20% at t N 10 TL(h) or about 40 heights 

downwind (Hunt [36]). 

If the plume is slightly dense (Rio «1), then its upward 

diffusion and dilution of the gas is approximately the same 

as that of a neutrally buoyant plume and Z is given by (19). 

Since the maximum value of the density difference 6p is pro­

portional to liZ, the densJty gradient is proportional to 

....!L!Ul .. N2 a: 1/Z2. 
Po Z 
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So as the plume diffuses upwards, if Rio « 1, (17) shows that 

-----~~Q~--. --
(t + 2h/U*)2 

(20) 

Thus the net effect of stratification on the rate of change 

of w2 decreases downwind, but integration of (20) shows that 

even if Rio « 1, eventually w2 and u2 decrease by a signifi­

cant proportion of w~_ This mathematical singularity means 

that the turbulence in a boundary layer cannot disperse a 

line source of even very slightly dense gas without being 

itself affected_ Of course when this change is significant 

(which takes a progressively longer time as Rio decreases), 

the estimates for Z used in deriving (19) are no longer 

valid. 

Consequently for line sources or extended area sources, even 

if Rio « I, the value of Kz must eventually decrease below 

its value in the upwind boundary layer. If the source is a 

2" 
point source or area source, 6p and ~~ decrease fast enough 

that the integration of (20) leads to a finite reduction 

w2 / w~ of the order of Rio. So the width of a plume of 

slightly dense gas has a very considerable effect on its 

dispersion - an effect which needs quantifying. 

Recent laboratory studies and theoretical analyses have shown 

that, in stably stratified turbulent flows, random vertical 

displacements Z and vertical diffusion are much more reduced 

than the variance of the vertical turbulence. The explanation 

advanced by Britter et a/. [29] and Pearson et a/. [30] is that 

the kinetic energy of the turbulence is not suff icient to 

create the potential energy needed for fluid elements to have 

large vertical displacements, unless the fluid elements mix 

with their surroundings and change their density. Since this 

mixing takes place in a much longer time ( - 5 times) than 

the time for the vertical turbulent fluctuations to displace 

fluid elements, the calc\.!1-_ationa __ based on no mixing provide 



385 

estimates for the reduction in (Z - 2)2. 

For a weak density gradient, 

reduction in the vertical 

result 

imposed on a turbulent flow, the 

displacements is shown by the 

(21) 

to increase rapidly with time. Comparing (21) with (17) shows 

that the r educt ion in Z2 is sign if icant ly gr eater than the 

reduction in w2 , as Britter et al. [37] found. So the reduc­

tion 6Kz in the vertical diffusivity is such that 

(22) 

so this perturbation analysis is only appropriate when 

(23) 

This is the same timescale on which w~ is affected by stra­

tification. Note that the reduction in K z does not appear to 

be a local function of Richardson number in this limit of weak 

stratification. With larger Ri, the limit 
---~-2 

of(Z - Z) does 

appear, in homogeneous turbulence, to be a funct ion of the 

local stratification and turbulence (Britter et al. [37]). 

In a growing slightly dense plume where the mean value of 

TL - t/lo, (for t ~ lOTL(O)), and N2 '" N2(O) h2/Z2, (21) shows 

that the average decrease in Kz is given by 

<.6Kz >I<Ko > - -Rio' This is approximately constant downwind. 

(c) .!;;ff..§'9.t.~ of bu.oyancy forces an~ init~a,;J, condit,:j.ons on the 

evolution of the density profile 

All the processes we have discussed so far affect the distri­

bution of concentration in the plume. Visual observations and 

measurements show that plumes either tend to diffuse upwards 

with approximately the same prof tle of mean concentration 
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C(z/Z) or their profiles change significantly with the forma­

tion of high gradients of concentration near the ground and 

some diffusion upwards of the material above the level of the 

high gradients. Definitive experiments and theory need doing 

to estimate the transition between these two types of 

behaviour, perhaps based on the ideas of Puttock [39] and 

Posmentier [40]. 

For the initial growth of the plume one or two results about 

the structure of line clouds can be derived from the diffu-

sion equation written in the form: 

dt.p a K at.p 
dt az ( z az ) (24) 

where t.p is the density difference, 

K Ko + t.K z z 

KO = KZ u* and t.Kz is given by (22) (K '" 0.4). 

Thence, following Chatwin [32], the rate of rise of the mean 

height Z of the cloud is given by 

ClO 00 aK 00 ClO 
S!Ap dZ/dt 1 

I It.p -az~dZ .dx 
-1 

I IKz dz.dx (25) = M M az -ClOo -ClOo 

ClO 00 

where M II t.p dz.dx (20) 
-000 

(To a close approximation this also gives the rate of rise of 

a plume (Hunt & Weber [33]).) Thus if at.p/az < 0, the mean 

height of the plume must rise, and in the limit of 

t. Kz .... 0, dZ/dt = K u*. At the top of a plume, at. Kz/aZ < 0, 

which shows how the larger the initial density gradient, the 

slower the rise in Z. 

Differentiating (24) leads to the following equations for 

(- at.p/aZ), or N2 , namely 

(27) 
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. 2 2 
Since !:. Kz is proportional to - tN, the rate of increase of 

N2 , say at the height zm where N2 is a maximum, depends on 

the second derivative of N2 . This depends on the distribution 

of concentration in the cloud, and can be characterised by 

o = _(N2 ) (Z )Z2/N2(Z ). Note that Z increases with t as zz m m 
the cloud grows. 

An approximate argument indicates that if 0» 1 and if 

Rio > 0.2 the density gradient must steepen, and if Rio ( 0.2, 

or if 0- 1, then N~ decreases, corresponding respectively to 

profiles (ii) and (i) in Fig.8b. Thus in a slightly dense 

step-like profile the maximum density gradient can steepen, 

at the same time as Z can increase, while on the other hand 

in a typical Gaussian prof ile the gradient decreases and Z 
increases. Obviously any quantitative estimates depend cru­

Cially on the estimates of !:.Kz in an evolving stratified 

plume or cloud. This is an important problem for further 

research. 

5. Concludi.llil remarks 

The main general conclusion of this study is that the disper­

sion of a dense gas is a complicated and sensitive function 

of the particular atmospheric and release conditions. There­

fore, it seems unlikely that a single simplified model, such 

as are in common use at the present, could accurately model 

the many different types of release conditions or indeed the 

different phases of a particular release. Models should be 

developed with particular release conditions in mind and 

attempt only to model particular phases of the evolution of a 

dense gas cloud. 
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(1) Initial Phase I/XF 

(2) Gravity Spreading Phase B/XF 

(3) Nearly Passive Phase B/XF/XT 

(4) Passive Phase XF/XT 

Fig.!. The four phases of dense gas disprsion due to a 
sudden release. The predominant forces acting in each phase 
are given by the abbreviated notation: I, inertia; XF, 
external mean flow; B, buoyancy; XT, external turbulence. 
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Sketches of boundary contour shapes for the release 
of a stagnant fluid into uniform cross flow: (a) 
release of a cyllnder of fluid (plan view), (b) 
release of semi-cylindrical ridge of fluid (profile 
view) . 
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Sketches of the release of a heavy fluid downwind 
of an obstacle: (a) profile view, (b) three­
quar t.er s view. 



Fig. 5. 

Fig.6 

393 

Profile- view sketch of a heavy fluid collapsing 
into a shear flow. 
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Diagram for an approximate calculation of shape of 
the head of a gravity current in a uniform shear 
flow. 
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A heavy gas cloud in the nearly-passive phase (a) 
transition from gravity-spreading phase, (b) tran­
sition to passive phase. l~rrows indicate motion in 
a frame of reference moving with the cloud. 
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Fig.S 

(a) 

(b) 

(e) 

Fig. 9. 

Two methods for generating dense gas plumes: (a) 
ground-level source, (0) 'fence' source. 
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Three definitions of 'entrainment velocity': (a) an 

inviscid flow velocity E(f), (b) a boundary velocity 

E(b), (c) a flux entrainment velocity E(f). 
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(ii) ~J-c:'~ 
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(iii) 

Fig .10. Four mechanisms for producing a f lux of cont.aminant. 
across a stable density interface. 

Fig.ll. Dispersion of a slightly dense gas in a turbulent 
boundary layer. 
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Fig.12. The shape profile L and density gradient at some 
downwind pos it ion in a dense gas plume in a tur­
bulent boundary (as shown in Fig.ll). 
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Summary 

Different models of the spreading of a heavy gas cloud are compared within a 
unified analytic framework. Models agree on the radial spreading law but 
disagree on entrainment. It is shown how the box-model concept may be 
developed to give a smoother, more detailed description of the cloud. 

Introduction 

In modelling heavy gas cloud dispersion a major motivation is the 

desirability of having accurate safety analyses where an accidental release 

of a heavy cloud may cause a hazard due to fire, explosion, or toxicity. 

Currently, however, there is a wide variety of different models which give 

different predictions for gas dispersion. This is illustrated by the 

predictions commissioned by the Health and Safety Executive for the Thorney 

Island trials [1], an example of which is shown in Fig 1. With such model 

dependent results it is not clear which model the safety analyst is best 

advised to take. Indeed, as the results of the 3d codes are no more in 

mutual accord than are the box model predictions, it is not even clear which 

type of model is best adopted. 

The discrepancies arise in turbulence or entrainment modelling. We shall 

examine some models here. We shall not consider 3d codes further, but shall 

take advantage of the inherent scrutability of box models in an attempt to 

expose the points of agreement and disagreement in the modelling. We shall 

consider only instantaneous, ambient temperature releases. 
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. 1 

-- BOX MODELS 
-.-. 3D (ODES 

o 400' 

Structure o~ mo~ls 

X ..... 

800 

Fig 1. 

Concentration vs 
downwind distance as 
predicted by various 
models for a specified 
Thorney Island Trial 
[1 ] . 

Box models of cloud dispersion, of which there are a number in the litera­

ture, picture the cloud a·s a cylinder of radius R( t) and height h( t), within 

which the density i~ p(t). The density relative to air can be expressed in 

terms of /:; == (p-Pa)/p or /:;' == (p-Pa)/Pa • At ambient temperature the 

concentrati~ of contaminant gas is proportional to /:;', and so the buoyancy 

variable b == gV/:;'/1t is -conserved. Two other equations are required to 

describe the evelution of the cloud in terms of p(t), R(t), and h(t). These 

take the form 

dh 
... dt 

dR 
dt 

(1) 

(2) 

where Uf is the frent velocity, UT is a 'top entrainment' velocity and UE is 

an 'edge entrainment' velocity. All of these must be modelled in terms of 

the independent variables. 

The front velocity .... 
The front velocity was introduced by Van Ulden [2] as Uf 

quent authors have used either this or 

K/gh/:;' 

K/gh/:;. Subse-

(3) 
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Fig 2 Top area vs time for two of the Porton Trials [3]. Values of K found 
from other trials lie mostly between these. 
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Fig 3 The area increase rate vs Ib- (both in m2 /s). Existing data are 
consistent with K = 1. The shaded regions show where Thorney Island data 
are expected. 

where K is a constant. For typical cloud densities the difference is not 

significant [2], particularly as some of the difference can be absorbed into 

a redefinition of K. We shall consider the form (3) throughout. This can 

be derived by balancing the mean hydrostatic pressure difference at the 

front (p-Pa )gh/2 with a resistance pressure PaU~/2K2 due to the ambient air. 
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From (1) and (3) it follows that the top area A 

as 

dA 
dt 

2nK/b 

2 
nR of the cloud behaves 

(4) 

This linear form for A(t) is in accord with Port on data [3], and that of ref 

[2] with K ~ 1.0 ±.2 (see Figs 2,3). We conclude that in this aspect a wide 

variety of models [2-9] are in mutual agreement and indeed in reasonable 

agreement with data. 

Entrainment 

Th~ modelling of the height of the cloud provides a different story. Models 

differ considerably. Knowing R(t) it is convenient to express h as a 

function of R. From (1) and (2) we have 

dh 
dR 

(5) 

Using conservation of buoyancy the density can be eliminated from the 

velocity ratios leaving them as functions of R,h. In the models of refs 

[2-6] hand p only appear in the combinations gh~f leaving these ratios as 

functions of R only, and (5) is thus linear in h. In ref [7] the 

combination gh~ is used. We can approximate this by gh~ , without changing 

any essential physics and then equation (5) is linear here too. In the 

models of refs [8,9] equation (5) is intrinsically non-linear but the 

general solution can be found [10]. 

The edge entrainment term UE/U f is generally assumed to be zero [4,6] or 

constant [2,3,8,9] corresponding to entrainment caused by the gravity driven 

slumping of the cloud. In ref [7] UE/U f is taken as proportional to Ufo 

For top entrainment UT the models fall into two groups. The first [3,6,8,9] 

takes UT to be due to the ambient turbulence, typified by the friction 

velocity u*, but with a Richardson number suppression factor due to the 

stable density interface. The other group takes UT to be dependent on the 

radial slumping velocity Uf with [7] or without [4] a Richardson number 

suppression factor. This is interpreted as being due to shear at the top of 

the cloud [4] or at the ground [7]. 
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MODEL UE UT TURBULENCE 

VAN ULDEN 
"Uf 0 1974 

GERMELES 
.. DRAKE 0 13 Uf TOP SHEAR 

1975 

PICK NETT 
ocU f 

13 u. SUPPRESSED 
1978 Ri, AMBIENT 

~ FRYER & KAISER} l3u. COX .. CARPENTER o<Uf 
SUPPRESSED 

-- AMBIENT 1979 R i 2 

2 13 YE SUPPRESSED 
EIDSVIK 0< U f 0+ Ri) GROUND 

19BO Uf (0) SHEAR 
2 4 U2 U2 

YE"''9 f + W 

FAY &. RANCK ~u. SUPPRESSED 
0 J 02 + R i,2 

. 
1981 AMBIENT 

Ri,=ghA I Ri 2=glAI Ri)= ghA 

u 2 • u2 • 
y2 

E 

l = h.(ll (' 
h, 

Ta ble 1. Entrainment models. a, ~, 11, and a are constants. hr is a 
constant height [14] and ~ = 0.48 in ref [8]. 

Of the first group three [5,8,9] take UT proportional to u*/Ri (but with 

different definitions of Ri) and have to cut the model off when Ri decreases 

to order one. An improvement is made in [6] where Ri is replaced by 

~Ri)2 + a 2 with constant a. 

passive phase where Ri«l. 

This allows the model to be taken into the 
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Of the second group, [4] takes UT ~ Ue whereas [7] takes UT ~ u/(Ri + a) 

with u2 ~ ;&2 + 4uf
2/9 , where U is the wind velocity. This latter model is 

w w 
also applied to the passive phase. The Richardson number is defined using 

the velocity scale u. 

MODEL h/h 
0 

VAN ULDEN r- 211 -o<l 
1974 

GERMELES 
(1-lrJr- 2 + ¥r & DRAKE 

1975 
PICKNETT (1-11' Ir- 211 -o<'+ ¥r~ 

1978 

{ FRYER & KAISER 1 -~I'-o(' VI' 
cox & CARPENTE R [(I-lI'lr + l!r~ ] 

1979 

2 .. 1I-~' Hct/ 1 ir 20«(HI 2 ~ 
EIDSVIK w2 (W2+ c:t>zl z 

1980 .!. + ~' -2 d w e 
2 2 r (",2 +<1>,2 I r 1 

FAY & 
r-2 [1 + ¥¢Z(Nr'+<I>4'- ../1+<1>4 RANCK 

1981 
_ 41n{ rz+~})] 

c:p 1 +..fI+<I>4 

Table 2. Variation of height of cloud with radius. ho and RQ are initial 
values and r = R/Ro. cr, Y'~i and ~ are constants (see Tables 1,3). 

The models and solutions are summarised in Tables 1,2 and 3. They behave 

quite differently. This is particularly evident in the limit of a calm 

atmosphere where u* is zero. 

The first group of models have UT/U f zero but in the second this ratio is a 

non-zero constant. 

We see from (5) that at large enough R the sign of dh/dR is different in the 

two cases. In fact the latter case implies a non-conservation of energy 

[11 ] . I t is clear from (5) that in a calm atmosphere we require RUT/U f -> 0 

as R -> "'. 
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MODEL CONSTANTS 

GERM ELES 
& DRAKE 

)( '" Ro I ho 1975 

PICKNETT ~ ~ '6 ~ u3 R h 2 fj.1-
1978 • a a a 

{ FRYER & KAISER} 3 -~-I' I-~ 
COX & CARPENTER ¥...- u. Ro ho fj.o 

1979 

EIDSVIK '6'" Ro/h o 
1980 

..ffIh/U cf>1-~'" o a w 

FAY & RANCK 3 -~ -~ '6 '" u R h fj.' 2 

1981 • 0 0 0 

cf> '" ~ fj.~ho lu. 

Table 3. Scale dependence of the constants in Table 2 for the various 
models. Dependence on the friction velocity u* or wind velocity Uw is also 
shown. The constants ~i are unimportant in the gravity dominated phase, but 
determine where that phase will end (at r ~ ~). 

The scale dependence of the models is given by the behaviour of the con­

stants y and ~i (in Tables 2,3) under changes in the initial values Ro' ho ' 

~~ of R, h, ~' and in u* or Uw. 

The models of references [6J and [7J offer an improvement over earlier ones 

by introducing a continuous transition to passive behaviour. The transition 

only occurs in the entrainment velocity UT . Chatwin [12J has pointed out 

that the transition should also occur in the front velocity and mUltiplies 

(3) by a factor (l + la/Ri) where Ri = gh~l/u; so that as Ri becomes small 

Uf ... Kia u*. 
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Generalising the box model approach 

One of the criticisms made of box models is that such models consider a 

grossly over simplified concentration distribution. On the other hand these 

models are at much the same level as simple passive dispersion models which 

assume a mean concentration distribution (gaussian rather than 'top hat') 

and model the time evolution of geometrical parameters. A more detailed 

concentration distribution can be considered* which allows one to unify the 

gravity dominated and passive dispersion models as follows. 

Consider an axially symmetric cloud with density 

~'(t,~) = ~~(t)f(r)g(z), where f(O) g(O) 1 and f( co) g (co) O. 

If f and g are Heaviside functions we have a 'top hat' model. If they are 

allowed to evolve in time into gaussians then a gaussian passive dispersion 

model can be recovered. Defining 

H f g(z)dz 
o 

f f(r)r.dr 
o 

(6) 

the conserved variable is b = g~' W2H. The model thus requires equations 
c 

for W, H and for the evolution of f and g from Heaviside functions into 

gaussians. To see how this works in the radial dimension take as an example 

f(r) = 1 for r<R(t) and f(r) = exp (-(r-R)2/2~) for oR. The effective 

radius is W2 = R2 + 1211: RaE + 2ai. The equations 

dR 
dt 

(7) 

give a very similar result to that of Chatwin [12] for the effective radius, 

but Ri = gH~' /u2 » a now corresponds to a uniform concentration and Ri« a 
c * 

to a gaussian. Similar ideas can be employed for the vertical concentration 

distribution, where the possibility opens up of modelling the behaviour of 

density interfaces as observed in mixing box experiments. 

* The model described here is currently under development at SRD by the 
author in collaboration with C J Wheatley. 
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Such an evolution of concentration distribution would complete the smoothing 

of the transition to passive behaviour begun in [6,7] by having a smooth 

transition of UT and continued in [12] by having a smooth transition of Ufo 

Conclusions 

We have examined assorted models of heavy gas cloud dispersion for ins tan-

taneous releases at ambient temperature. The models are essentially in 

agreement for the radial spreading law during the gravity dominated phase 

and are consistent with data. We have given solutions to the models (some 

of which are given by the original authors) for the evolution of the 

geometry of the cloud (see Table 2). The models are significantly different 

and scale differently (see Table 3). 

More recent models [6,7] have included a smooth transition to passive 

behaviour in the entrainment velocity UT . Such a transition is also expec­

ted in the front velocity Uf . This has been modelled in [12]. We have 

shown how the box model concept can be generalised to incorporate an 

evolving concentration distribution. The evolution of the entrainment and 

front velocities fall naturally into this scheme. Before developing an 

absolutely specific model of top entrainment within this framework it would 

be desirable to know which of the existing models best describes the 

behaviour of a cloud. Fortunately the data from the Thorney Island trials 

[1], involving detailed photographic and concentration records, will soon be 

available. Furthermore the calm atmosphere experiments of ref [13] should 

severely constrain models in the windless limit. There is in the near 

future, therefore, the prospect of being able to distinguish between 

existing entrainment models, and of having enough detailed experimental data 

to make the construction of more detailed models (such as the one described 

here) a viable proposition. 
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Abstract 

The motion and dilution of heavy gas clouds are studied on the 
basis of the thin-layer equations. The exact similarity so­
lutions already developed by the authors for the case of in­
stantaneous releases in the absence of wind with and without 
entrainment, are used herein to obtain solutions for heavy 
clouds and plumes moving with the wind from instantaneous and 
quasi-steady sources. Certain adjustments to correct for the 
nonsimilar initial conditions are proposed, and it is demon­
strated that similarity prevails shortly after release also for 
"box-model" type starting conditions. The solution obtained 
provide all variables of interest (velocity, density, concen­
tration) as function of space and time, and they are not li­
mited to small density differences. 

1. Introduction 

For large-scale releases of hydrocarbons and other flammable 

heavy gases, it is essential to know, not only the average con­

centration as function of time, but also the distribution with­

in the cloud. The secondary events which may follow the acci­

dental release, i.e. fire and explosion, are controlled by the 

extent and location of regions with concentrations within the 

flammable range. For very large clouds, the portion having a 

concentration in the critical range, will be small in com­

parison with the total cloud volume. The present model re­

presents an alternative both to the crude box model which pro­

vide only average concentrations, and the overly sophisticated 

numerical codes which show large discrepancies. (Havens J,Z) 

The use of the thin-layer model leads to exact analytical so­

lutions, as easy to interpret and to use as those of the box 

model, although the analysis leading to these results is con-

siderably more complex. The analytic ___ solutions are of interest 
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both for actual prediction purposes and for testing the vali­

dity and accuracy of numerical codes. Since these similarity 

solutions do not take account of the initial release conditions, 

it is therefore of interest to study the importance of the in­

itial conditions and the circumstances for which the similarity 

solution will have adequate accuracy. 

2. Similarity Solutions Based on the Thin Layer Equations. 

The thin-layer approach to the analysis of heavy gas clouds is 

similar to and builds on the known solutions for the spreading 

of oil slicks on water. The popular "box model" in its most 

primitive form is furthermore identical with the socalled 

"flat-slick approximation" for oil slicks. 3 Applications of 

this and similar 2-D models to predict the spread of wind­

driven heavy gas plumes from steady sources, are preceded by 

published solution for the shape and thickness of oil plumes, 

from steady and timevarying sources, drifting with a steady 

current. Common to all such models' is the assumption that 

the flow occurs primarily in the horizontal direction and that 

the horizontal velocity and other relevant variables can be 

characterized by appropriate averaged values. The thin layer 

model is questionable in the front region where the vertical 

and horizontal velocities can be of the same order of magnitude. 

Empirical information indicates that the effect of ground fric­

tion on the spreading process is negligible. The remaining 

viscous stress opposing the outward motion can be expressed 

as Te Paveu where Pa is the density of air, ve is the entrain­

ment velocity and u is the local cloud velocity. Denoting the 

local thickness h and the density ratio of interest 

r = (p - Pa)/Pa ' we obtain the relevant integral equations for 

the thin layer for radial (j=l) and channel (j=O) flows. 

Continuity: ddt [ (r+l) h] + ddX [ (r+l) uh] + j(r+l)u ~ + v 0 x e 

dU dU + ddX (rh2) 
V 

Momentum: + u 9: e u 
0 at dX 2(r+l)h - r+l h 

Concentration: ddt [ (r+l) chI + ddX [ (r+l) cuh] + j (r+l) u h 
0 x 
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In addition we need to express the global conservation of heavy 

gas and the condition at the front as follows 

(2n) j Pa 

where Mg is the mass of heavy gas released and xL is the co­

ordinate for the leading edge of the cloud. The empirical co­

efficient k is presumed to include the effect of aerodynamic 

drag on the motion. In lieu of reliable information about k, 

one can use the "Bernoulli-result" k = 2, but experiments in­

dicate a somewhat smaller value. We consider here the two 

cases: (1) no entrainment (ve = 0), and (2) atmospheric turbu­

lence (ve = -y = constant). Thin-layer solutions for case (2) 

have also been published by Rosenzweig 6 in a parallel study, 

but only for flow situations where the Boussinesq approximation 

is valid. Rosenzweig obtains only the growing mode associated 

with the late-time motion of the cloud whereas our solutions 

include also the initial slumping motion. In accordance with 

Fannel¢p and Waldman 3 the following similarity variables are 

introduced: 

The transformed equations show that the velocity varies line­

arely within the cloud, and we obtain, using an isothe:~mal 

mixing relation, the following expression for the height and 

density parameter: 

h 
-n(l+j) 

H(X)t + n(l+~)+l t 
l+j 

rhxL rr(x) 

where the two terms in the expression for the height is asso­

ciated with the slumping motion and the entrainment from atmos­

pheric turbulence respectively. H(X), rr(X), A and n are found 

from the equations using the auxiliary relations [5]. Inas­

much as the source conditions for an accidental spill is un­

likely to be well represented by the similarity forms, the 

usefulness of the derived solutions will depend on the sensi-
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tivity to departures from similarity in the early stages of the 

spreading process. The effect has been studied through a nu­

merical experiment (method of characteristics) where the exact 

solution for given "nonsimilar" initial conditions is compared 

with the similar solution at various instances in time after 

release. The initial condition considered is the homogeneous 

square cloud presumed by users of various box models, but it 

should be noted that this initial state is no more likely to 

occur in practice than the similarity forms. The calculations 

have been based on Case 1 conditions assuming entrainment and 

other viscous processes are relatively unimportant in the early 

stages of the spreading. The results are shown in Fig. 1. It 

is seen that the originally square cloud produces a cloud of 

similarity form in about the time it takes to spread ten times 

the initial length xo' The error introduced in the later stages 

by the "nonsimilar" initial conditions therefore appears to be 

small. 

During the later stages in the spreading process the density 

difference, between the cloud and the ambient, will be small 

and the Boussinesq-approximation should therefore be valid. 

Fig. 2, 3, 4 show the variation in frontal height with time as 

well as the relevant height and density profiles for different 

initial density ratios based upon the solutions for case 2. 3 

(Section 3). The Boussinesq solution seems to be quite accu­

rate in the early stages of the spreading process for ~p/Pa ~ 1. 

For larger values of ~p/Pa' the discrepancies become appreciable 

in the slumping period and beyond, and the Boussinesq solution 

should be used only for large times. 

3. Instantaneous Source Moving with the 'lUnd 

The thin-layer similarity solutions discussed in the preceding 

section, can also be applied to heavy clouds from instantaneous 

sources drifting with the wind. The spreading process must 

then necessarily include an early acceleration phase during 

which the initially stat. onary g.as .. mass .. attains, on the average, 

a near constant drift velocity dependent on both the local wind 

field and the cloud dimensions. For a cloud suddenly released 

from a container, the accelerating and slumping motion will 
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occur simultaneously. In the presence of wind, that part of 

the solution which describes the slumping motion, is therefore 

of lesser interest than before due to our lack of understanding 

of the acceleration process. 

We assume a constant drift speed. The coordinate ~ = x ± udt 

denotes the position within the moving cloud relative to its 

centroid with position Xc = udt. The coordinate transformation 

gives the same equations as derived for the case ~f no wind. 

We consider a constant entrainment rate and j = 0, as exact 

numerical results are available for this case in Rosenzweig's 

dissertation 6 • We then obtain 

h 

where 

r = 

1 -1.25 _2 
[0(1 + X2) 8 A 3 (1 1 -X 2)lt 3 

2k - - 81 g + 2k 

o 

lv t 
5 e 

and V , r represent the initial volume per unit width and den-
o 0 

sity parameters. For very large times for which the entrain-

ment in h is dominant, the present result becomes equivalent 

to. that of Rosenzweig. 

It is possible to take account of the initial extent of the 

cloud assuming ~L(t=O) = Ato2/3. The results will be the same 

as before using the transformed time t = t + to' except that 

there will be some change in the value of the constant o. 

The exact numerical results given by Rosenzweig are presented 

through averaged values of r. We obtain the average r from 

~L 

I rhdx 

-~L 

which leads to the following expressions without and with "ini­

tial adjustment" 
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-: {[ 1 + ~Y 
a [ 6 1 + SY 

A 5/3]-1 
V t 

a 

A _ 5/3 
-(t 
Va 

5/3 ]-1 
t ) 

a 

(1) 

( 2) 

Equations (1) and (2) are shown in Fig. 5 together with a simple 

Box-modell and compared with the results of Rosenzweig. The 

time is made nondimensional through t = tu /t where t = ~ . 
1 a 

The exact results are seen to be intermediate between those 

from (1,2) and the box model which gives a "shifted" asymptote 

for large times as expacted. Rosenzweig's analytic solution 

is accurate only for large times. But the similarity solution 

also predicts large variations in density within the cloud, of 

the order of 15:1 between the center and front for early times 

and about 5:1 for large times (Fig. 4). These differences have 

more important physical consequences than the somewhat smaller 

spatial variations in height (Fig. 3). 

4. Steady Source in Wind 

Exact similarity solutions to the thin-layer equations are ob­

tainable only for special entrainment relations, and have there­

fore a limited applicability. One situation in which the ass­

umption of uniform entrainment rate is reasonable, is that for 

which a steady (or quasi-steady) source of heavy gas combines 

with a constant wind to produce a plume along the ground. At 

some distance from the source the gravitational spreading ve­

locity will be small in comparison with the wind and the plume 

can be considered the result of wind frift along the plume axis 

combined with a crosswise gravitational spreading velocity. 

The latter will be assumed to be independent of the drifting 

motion. But as the entrainment will be related primarily to 

wind shear, it is reasonable to assume constant entrainment 

velocity across the plume. The similarity solution of Section 

2 with y = const. and j = 0, can therefore be used for prac­

tical predictions of shape and concentration of steady plumes. 

On denoting the longitudinal cloud dimension by y and the lateral 
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by x, the concentration and cloud height for any cross-section 

y = const. are found from the similarity solution outlined in 

Section 2 by substituting the relevant time t = )Jud . The pro­

cedure can moreover be generalized to quasisteady sources as 

long as these can be approximated by a power-law variation in 

strength with time as shown by Waldman et a1 4 • 

The details of the flow near the source are more difficult to 

analyze due to the interaction of the two flow fields. It is 

necessary to consider also the finite velocity from the source 

which is comparable in magnitude with the drift speed. For a 

constant source strength the radial spreading velocity u r can 

be calculated simply, by means of the box model, or more rigor­

ously using a complete similarity analysis analogous to that 

outlined in Section 2. On superimposing the wind drift speed 

ud the velocity components at the slick contour can be expressed 

u u LE 
y + ud y r 

u = uLE ~ x r 

The relevant similarity and box solutions for uLE have the form 

n-l 
ULE = nAt 

1 

nAn r(l - 1:.) 
n 

The differential equation for the slick contour thus becomes 

lin 
dx nA x 
dy lin lin 

nA y + udr 

The stagnation point is located at 

so that the complete contour is given by 

I-n e 

(~) n (1:. - 1) f de 
-Ys n 2-1:. 

(sine) n 
11 
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in terms of the angular variable e = tan-l(x/y). 

This solution based on the pool spreading laws can be used to 

generate the flow field near the source; a region for which the 

"slab" approximation to the steady plume cannot be used. 

In view of the crude approach, and the limited experimental in­

formation available, the box model appears adequate for the 

near field approximation. The box model for a constant mass 

source spreading radially yields 

A (kt.pg 16 ~) 
Pa 91T Pg 

1/4 

n 3/4 

The two solutions proposed, are matched at the point where the 

plume contours have equal slope. 

A numerical example is presented in Fig. 6.7 where the coordi­

nates are made nondimensional through the buoyancy length 

Fig. 6 shows the development of the plume contour in the near­

source and downwind regions. The corresponding variation in 

density across the plume at various downwind distances, is 

illustrated in Fig. 7. 
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Fig.2. Variation in frontal height for various initial density 
ratios. Ve = -0.05, k = 1.4, B = Boussinesq approx., R = Rosen­
zweig analytical solution. 
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Fig.4. Density profile at various times for a range of initial 
density ratios. Ve = -0.05, k = 1.4, B = Boussinesq approx. 
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Fig.5. Variation of average cloud density with time. 
a) Rosenzweig analytical solution, b) Eq'n (1), c) Eq'n (2) 
d) Box-model, 0 Rosenzweig exact numerical solution. 
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Fig.6. Plume contour downwind of constant source. k 2. 
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1. Introduction 

Gravity currents exhibit the significant effect that buoyancy can have 

on fluid motion. A gravity current has a density that differs from that of 

the fluid in which it is embedded. Through the action of gravity the 

density difference leads to pressure forces that set the gravity current 

into a more or less horizontal motion relative to the ambient fluid. 

Examples of geophysical gravity currents are: atmospheric cold fronts, 

oceanic fronts, katabatic winds and snow avalanches. Man-made gravity 

currents may result from an accidental release of a dense gas in the 

atmosphere or of oil on water. Thus there is reason enough to study this 

interesting phenomenon. For a recent review of the general subject we refer 

to Simpson (1982). 

In this paper we focus on horizontal bottom boundary currents that 

result from an instantaneous release of a dense fluid. In this class of 

currents falls an important part of man-made accidental releases that may 

form a hazard for the environment. For reasons of simplicity we will deal 

with the two-dimensional case only. The extension of this case to axi­

symmetric currents is straightforward in principle (Hoult, 1972; Huppert 

and Simpson, 1980). We further assume that the ambient fluid is at rest and 

infinitely deep and that viscous forces are negligible. We thus exclude the 

"slumping regime" that is present in lock-exchange experiments (Barr, 1967; 

Huppert and Simpson, 1980; Simpson, 1982) and also the "viscous regime" 

that prevails when Reynolds numbers are low (Barr, 1967; Fay, 1969). Thus 

we deal with gravity currents that are in an "inertia-buoyancy regime", in 

which the dynamics of the current are governed by inertial and buoyant 

forces (Huppert and Simpson, 1980). 

The built up of this paper is as follows. We start in section 2 with a 
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review of studies made on "inertia-buoyancy currents" and discuss some 

general features of these currents. In section 3 we describe a new bulk 

model. This models consists of bulk equations for matter and momentum, that 

are derived from the basic equations of motion. In section 4 we present 

model results and an evaluation of these. 

2. History and problem definition 

2.1 The leading edge of gravity currents 

Major information on the conditions of the leading edge can be found in 

Schmidt (1911), Benjamin (1968), Simpson (1972) and Simpson and Britter 

(1979). In figure 1 an arrested leading edge is shown. 

u 

H 
5 Q1 

i 
X 

Fig. 1. The head of a steady gravity current (after Simpson and Britter, 

1979). 

Some characteristic features are: 

1. At the leading edge a head is present with a depth HI that is about 

twice the depth Hh of the current behind the head. 

2. An elevated forward stagnation point is present. Below this point an 

insignificant flux Ql of ambient fluid is entrained. 

3. Behind the head a wake region is present in which significant mixing 

occurs. This leads to a vertical profile of the density 

surplus bp behind the head. Near the surface bp is fairly constant; in 

the wake region it can be described by a fourth order polynomial (S & 

B). A gaussian profile also is a fair approximation. 



4. In the head a significant internal flow is present. Near the surface 

denser fluid moves towards the head with a velocity U4. In the wake 

region a mixing layer moves away from the head. 

S & B found that 
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U4 " 0.2 U, (2.1) 

where U is the velocity of the current relative to the ambient fluid. 

5. The relative velocity of the leading edge can be written as 

U (2.2) 

where g' = g~Ph/Pa is the reduced gravity, ~Ph the mean density 

difference behind the head, Pa the density of the ambient fluid and Hh 

the densimetric mean depth behind the head. A formal definition of the 

product of ~Ph and Hh is (Fay, 1980): 

HI 
~Ph Hh = J ~p(z) dz • (2.3) 

o 

With this definition the value of Ch may be computed from experimental 

data. From Schmidt (1911), Benjamin's (1968) review, S & B (1979), 

Fannelop et al. (1980), Huppert and Simpson (1981) it follows that 

1.15 * 0.05, (2.4) 

both for steady and unsteady gravity currents, provided the Reynolds 

number UHh/V > 0(103) and provided the current is deeply submerged. 

2.2 Bulk properties of fixed volume releases 

A major contribution to the understanding of the bulk properties of 

fixed volume releases has been given by Fannelop and Waldman (1971, 1972) 

and later by Hoult (1972). Their aim was to describe the spreading of oil 

on water. they assumed (2.2) as a leading edge boundary condition and used 

the shallow-water equations to describe the interior of the current. They 

showed that similarity solutions to this set of equations exist for the 

horizontal distributions of the layer averaged velocity u and the local 

depth h and for the dimensionless velocity 
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c = U/r;tHg'H H - , (2.5) 

where H = V/X is the mean depth of the current. Their results cannot be 

applied as such to the present problem, because entrainment and the 

internal flow were not included in their description. Also their solutions 

are only valid for great times, when the current has passed through its 

initial acceleration phase into the final deceleration phase. The problems 

of entrainment and initial acceleration have been dealt with - be it in a 

crude manner - by Van Ulden (1979). Van Ulden assumed a rectangular shape 

with a linear velocity distribution and derived a bulk equation for dU/dt. 

He included a static pressure force, a drag force and an effective stress 

due to entrainment in this equation. However objections may be raised 

against the way this equation was derived. 

It is the purpose of this paper to improve on this. We will derive 

bulk continuity and momentum equations starting from the basic equations of 

motion. The now existing better-understanding of the leading edge 

conditions will be absorbed in the model. Also some features of the 

approach by Fannelop and Walaman (1971, 1972) will be included in the 

model. Furthermore a parameterization for top entrainment will be presented 

and some attention will be given to the problems that arize when the 

gravity current is not shallow. 

3. A new bulk model for fixed volume releases 

3.1 Introduction 

In the remainder of this paper we deal with gravity currents that 

result from an instantaneous release of a volume Vo (per unit width) of a 

fluid with density Po that is greater than the density Pa of the ambient 

fluid by an amount ~P • The two fluids are assumed incompressible and of 
o 

equal temperature. The release is at the horizontal bottom at the beginning 

of an infinitely deep channel in which the ambient fluid is at rest. The 

initial volume has a length Xo and a mean depth Ho = Vo/Xo. After the 

release a gravity current develops of the type that is shown in figure 2. 

This figure shows the characteristic length- and velocity variables that we 

will use in our model description. We distinguish between a head and a tail 

region. The vertical boundary between the two regions lies at a distance Xh 

from the origin. At this location -the densimetric mean depth is Hh and the 
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Fig. 2. The unsteady gravity current. 

layer averaged fluid velocity Uh • The depth of the current in the origin is 

Ht • The distance from the origin of the forward stagnation point is X and 

the horizontal velocity of this stagnation point U. In terms of these 

variables we will derive bulk equations for the total current in section 

3.2. In section 3.3 we will consider in some detail the depth and velocity 

distributions in the current. In section 3.4 we describe the head 

conditions. In section 3.5 we give a listing of the final model equations. 

3.2 Bulk equations for the total current 

3.2.1 Continuity equations 

In this section we derive bulk equations for the volume and the 

density of the current. The volume is defined as: 

X 
v J h(x,t) dx , 

o 

where 

h(x,t) _ 2 J z ~p(x,z,t) dz I J ~p(x,z,t) dz 
o o 

(3.1) 

(3.2) 

is the local depth of the current. Thus the local depth is defined to be 

twice the local densimetric mean depth z(x,t). h(x,t) is allowed to vary 

with x and t and will be later expressed in terms of Ht and Hh' It is 

further useful to introduce the overall mean depth H that is defined as 
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1 
H=X 

x 
J h(x,t) dx 
o 

Thus we may also write for the volume of the current 

v XH 

The volume of the current increases with time due to entrainment: 

dV/dt 

where Qe is the volume rate at which ambient fluid is entrained. 

(3.3) 

(3.4) 

(3.5) 

We will now derive a scaling law for Qe by considering the budget of 

potential energy. Some of the following arguments have been given by Van 

Ulden (1979). The potential energy of the current is 

PE 1. g f',p VH 2 , 
c 

(3.6) 

where 

=1. 
X 

f',Pc V J J f',p dx dz (3.7) 
0 0 

is the mean density difference between the dense fluid and the ambient 

fluid. Because of the conservation of dense material f',Pc V is a conserved 

quantity, independently from any mixing: 

f',p V 
c 

f',p V 
o 0 

(3.8) 

where the subscript 0 denotes initial values. Because of (3.8) the rate 

equation for potential energy reads: 

d PE/dt t gf',p V (dH/dt) 
c 

In this equation dH/dt can be written as 

dH/dt 

where 

(3.9) 

(3.10) 
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WH - - UH/X (3.11) 

is the mean downward motion of H due to slumping and where 

W _ Q /X (3.12) 
e e 

is the mean upward motion of H due to turbulent entrainment of ambient 

fluid. It thus follows that slumping leads to a decrease of potential 

energy, while entrainment leads to an increase of it. 

The loss of potential energy due to slumping goes into the production of 

mean kinetic energy. In its turn mean kinetic energy leads to shear 

stresses, that produce turbulent kinetic energy. This energy is partly 

dissipated, partly -due to entrainment- destroyed by transformation into 

potential energy. The latter proces is called buoyant destruction (Monin 

and Yaglom, 1971). Now we make the closure assumption that buoyant 

distruction is proportional to the production of turbulent kinetic energy. 

This assumption has led to successfull modeling of entrainment in the 

atmosphere and ocean (e.g. Tennekes and Driedonks, 1981). The production of 

turbulent energy in the present case can be derived from the analysis by 

Simpson and Britter (1979). They showed that shear production occurs mainly 

in the head region of the current, while destruction of eddies mainly 

occurs behind the head. Near the head eddies are created with an energy 
2 

density of order t Pa U • This occurs at a volume rate of order HhU. Thus 

the production rate should scale as t Pa Hh U3 • We find from (3.4)-(3.12) 

that the buoyant destruction equals t gnp H(dV/dt). Taking these factors 
c 

proportional we find that 

dV/dt E Hh U/Ri (3.13) 

where 

Ri (3.14) 

is a bulk Richardson number and where E an empirical coefficient. This 

result -resembles the conventional scaling of side entrainment (Van Ulden, 

1974; Fay, 1980) that reads for the two-dimensional case 
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dV/dt C HU, 
x 

where Cx is a constant. The physical meaning of our result, is however 

completely different. In our model only the production of turbulent kinetic 

energy occurs at the leading edge, but the following entrainment occurs at 

the top of the current. Thus in our vue turbulent eddies are mainly created 

near the leading edge. While travelling away from the leading edge they 

lose their kinetic energy and increase the potential energy of the current. 

The estimation of our entrainment coefficient £ is not easy. No data 

seem to be available for the 2-dimensional case. But data are available for 

the axisymmetric case on the equivalent value of CX' Picknett (1978) finds 

Cx ~ 0.8 from the Porton Down experiments. This result has been essentially 

confirmed by laboratory experiments Hall et al. (1982). With Hh ~ Hand 

l/Ri ~ C 2 1.3 this leads to a first guess for £ of: 
h 

£ 0.6 (3.15) 

This value is much larger than the value found by Van Ulden (1974). This 

might be due to a misinterpretation of the visual data given in this paper. 

It should be noted that with £ = 0.6 the conservation law for potential 

and kinetic energy is not violated. Indeed from (3.9)-(3.15) we find that 

the potential energy decreases. 

3.2.2 The momentum-integral equation 

In its general form the horizontal component of the momentum-integral 

equation reads for an arbitrary volume V with boundary S (Batchelor, 1967, 

3.2): 

d 
dt 

V 
f pu dv 

S 
¢ + fa. m. ds • 

x XJ J 
(3.19) 

Here ¢x is the net flux of momentum through the boundary S and a . are the 
XJ 

x-components of the stress tensor. In the present case V is a control 

volume that just includes the continuously changing volume of the current 

and S its outer boundary. The volume integral at the left side of (3.19) is 

the total horizontal momentum of the current: 



M J 
o 

x 
P u(x,t) h(x,t)dx , 
c 

where u(x,t) is the layer averaged flow velocity. 
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(3.20) 

The evaluation of this integral we postpone till later. Further we deal in 

the present case with an ambient fluid that is at rest at some distance 

from the current. Therefore we assume that no significant entrainment of 

ambient momentum occurs and neglect the momentum flux ~x. The momentum­

integral equation then reduces to 

s 
dM/dt J a ° n Jo ds 

XJ 
(3.21) 

In this equation the surface integral of the stress tensor represents all 

horizontal forces that act on the current. Three types of forces can be 

distinguished (Batchelor, 1967). The first is the static pressure force, 

that -in the present case- is due to the negative buoyancy of the gravity 

current. By integrating the static pressure over the boundary of the 

current this force is readily found to be 

F 
P 

This result is exact and does not depend on the specific shape of the 

vertical density profile. Fp thus only depends on the density 

(3.22) 

difference ~Pc and on the depth Ht in the origin. The second force is the 

dynamical force due to the motion of the current relative to its 

environment. In the present paper we assume high Reynolds numbers and 

neglect the bottom shear stress. Further the upper boundary of the control 

volume is taken high enough that also there the shear stress can be 

neglected. 

The dynamical force on the current then is the sum of the drag force on the 

head of the current and the lift force that may arize from asymmetry in the 

ambient flow around the head. The dynamical force may be written as 

(3.23) 

where D is an effective drag coefficient that will be estimated later. 

The third force is the most complicated one. It is due to horizontal 

and vertical accelerations of the current. These apply momentum changes to 
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the ambient fluid and give rise to an acceleration reaction term 

(Batchelor, 1967; 6.4), that can be written as 

(3.24) 

where a ij is the tensol""eoefficient of virtual inertia. The present cas'e 

resembles an accelerating elliptical cylinder with an aspect ratio H/X. For 

such a cylinder all = H/X, a22 = X/H, a12 = nz1 = 0 (Batchelor, 1964, 2.6). 

Therefore in our case the horizontal component of the acceleration reaction 

should scale as 

(3.25) 

where we have used the identity V = XH and where a is a coefficient of 0(1) 

that accounts for the fact that our current is not an elliptical cylinder. 

Also vertical accelerations may be important, because these lead to a 

non-hydrostatic pressure in the current. Because of the presence of a 

vertical wall in the origin this gives rise to a non-hydrostatic pressure 

force Fu that scales as HGy/X. Since vertical velocities scale with WH = -
HU/X the non-hydrostatic pressure force can be written as 

F 
u 

(3.26) 

where B is another coefficient of 0(1). From (3.25) and (3.26) we see that 

the net effect of horizontal and vertical accelerations is a force 

where 

F 
a 

M v 

- elM /dt 
v 

(3.27) 

(3.28) 

is the virtual momentum of the current. Since a+B ~s of 0(1) this 

corresponds with an added mass that is of the same order as the mass of the 

current itself when H/X and Pa/pc are of 0(1) and that vanishes when H/X 

vanishes. Thus Fa is only important when the current is not shallow. From 

(3.21)-(3.28) we find that the momentum-integral equation reads 
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(3.29) 

This equation and the continuity equation (3.14) are the bulk rate 

equations for the total gravity current. In these equations the volume 

integral (3.1) and the momentum integral (3.20) still have to be specified. 

We will do so in the following sections. 

3.3 The horizontal distributions of layer depth and layer averaged velocity 

in the tail of the current 

It is the purpose of this section to evaluate for the tail of the 

current the volume-integral 

Xh 
V (t) = f h(x,t) dx 

t o 

and the momentum-integral 

P u(x,t) h(x,t) dx 
c 

(3.30) 

(3.31) 

In particular we want to express these integrals in terms of the model 

variables Rt, Rh, Xh and Uh. In order to do so we need approximations to 

the functions h(x,t) and u(x,t). During the early development of the 

current these are difficult to obtain, but quite soon the current becomes 

shallow enough that the shallow water equations are applicable to the flow 

in the tail of the current. In the present problem the following equations 

apply: 

and 

Paweu au2 
Ph- t <5 ax 

c 

In these equations D/Dt a/at + u a/ax, we is the local entrainment 

(3.32) 

(3.33) 

-2 
velocity and t <5 au lax a momentum flux gradient term that accounts for the 

fact that the vertical velocity profile is not uniform. <5 is an empirical 

constant to be estimated later. It should be noted that (3.33) is fully 
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consistent with our bulk equation (3.29) provided the current is shallow. 

Also in (3.29) an effective -entrainment related- stress gradient term 

similar to that in (3.33) is hidden in the dM/dt term. This can be checked 

by evaluating the time derivative of (3.20). The physical meaning of the 

decelerating stress gradient term is simply this. Entrainment does not 

affect the total momentum -since no momentum is entrained-, but it increase 

the total mass of the current. This necessarily causes a decrease in the 

mean velocity. Thus entrainment leads to a deceleration term in the 

equation for the mean velocity. We will now derive approximate solutions to 

(3.32) and (3.33) by making two similarity assumptions. The first is that 

the shape of the current is quasi-conserved in time i.e. that 

l Dh '" 1 ~H 
h Dt H dt ' 

(3.34) 

virtually independent from x. The second -earlier made- assumption is that 

the layer averaged density difference remains horizontally uniform and 

equal to 

~Pc. This requires that 

(3.35) 

virtually independent from x (see also section 3.1). It then follows that 

au/ax (3.36) 

and that 

(3.37) 

It further follows from (3.33)-(3.37) that ah/ax is a linear function of x 

that vanishes in x = O. USing the boundary conditions h = Ht for x = 0 and 

h = Hh for x = Xh' we now easily find that 

(3.38) 

The solutions for u and h happen to be of the same form as those obtained 

by Fannelop and Waldman (1971, 1972). However there are two differences. In 

our model Ht and Hh are independent variables that are determined by the 
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dynamics of the gravity current. Further we use (3.37) and (3.38) only to 

estimate the volume and momentum integrals of the tail. From (3.30), (3.31) 

and (3.37), (3.38) we easily obtain 

(3.39) 

and 

(3.40) 

This completes our description of the tail. 

3.4 The head of the current 

The shallo,v water equations are not applicable to the head of the 

current. Instead we use the momentum-integral approach that we applied to 

the total current (3.19). The force balance for the head looks as follows. 

The static pressure force follows from the integration of the static 

pressure over the outer boundary of the head and equals: 

F 
P 

1 2 
2 gnpc Hh 

The dynamic pressure force is 

_ .1 
z 

2 
D Pa Hh U 

(3.41) 

(3.42) 

Furthermore there is a momentum flux into the head due to the internal 

current in the head (figure 1). Near the surface the inward flow U4 carries 

positive momentum into the head. The return flow U3 carries negative 

momentum out the hearl. So the net effect of the internal flmv is a positive 

momentum flux into the head. Assuming U3 ~ U4 and h4 ~ + Hh we find that 

this flux crudely is 

(3.43) 

Using U4 ~ 0.2 U (2.1) we may write this as 

1 2 
2 6 Pa Hh U (3.44) 

where 
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0.08 • (3.45) 

Thus 6 is an empirical coefficient that characterizes the non-uniformity of 

the vertical velocity profile. It has the same meaning as in (3.37). 

We neglect the inertial terms in the momentum-integral equation for 

the head. It can be shown that these terms are normally small in comparison 

with the other terms. Thus we assume that the head is in a quasi-steady 

state. This assumption is supported by experiment. We have seen in section 

2.1 that the dimensionless leading edge velocity Ch ~ 1.15 * 0.05 both for 

steady and unsteady currents (2.4). Our momentum-integral equation now 

reads: 

It follows from this equation that 

Ch - U I ~ = 1 II D-6 
c h 

where g'c = g~pc/pa. Since Ch and 6 are known the value of D can be 

estimated from this equation. The result is 

D 0.84 * 0.07 

(3.46) 

(3.47) 

(3.48) 

With (3.44)-(3.48) we have specified the important dynamical leading-edge 

boundary conditions. 

We conclude this section with the specification of the volume and 

momentum of the head. We allow the volume of the head to vary in time, but 

assume that its shape remains unchanged. In section 2 we have seen that the 

depth HI of the head is about twice the depth Hh behind it. We also assume 

that its length scales with Hh. Thus we write 

(3.49) 

Experimental data suggest that a ~ 2. The volume of the head now is written 

as 

(3.50) 
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where b = 4. To estimate the momentum of the head we assume that -as in the 

tail- the layer averaged velocity increases linearly with x. It then 

follows that 

Using (3.49)-(3.51) we find for the momentum of the head. 

2 
~ = bpc U~ (X - t a ~)/X 

(3.51) 

(3.52) 

This completes our description of the head. Together the bulk equations 

derived in 3.1 and 3.2 and the equations for the tail and the head derived 

in 3.3 and 3.4 from a closed set. We will summarize the final set of 

equations in the next section. 

3.5 Final model equations 

In the final model equations we use the dimensionless density 

difference 8 = 8p /p , the density ratio R = p /p and the velocity * c a c a 
integral M = (Mt+Mh+~)/Pa. The model has 8 variables i.e. X, V, M*, U, 

Rh , Rt , 8 and Rand 8 equations namely 3 rate equations and 5 diagnostic 

equations. These are the following. The first rate equation follows from 

the definition of U and reads: 

dX/dt U (3.53) 

The second rate equation follows from (3.11), (3.14) and (3.15): 

dV/dt (3.54) 

where € = 0.6 is an entrainment coefficient, 80 and Vo are the initial 

values of 8 and V. The third rate equation follows from (3.29): 

* dM /dt (3.55) 

where D = 0.84 = 0.07. These equations determine the development of X, V 

and M*. The other variables follow from the diagnostic equations. From 

(3.4), (3.28), (3.40), (3.49), (3.51) and (3.52) we find that the leading 
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edge velocity is: 

U (3.56) 

where a 0: 2, b 4 and c 2. The depth of the leading edge follows from 

(3.47) : 

2 Hh = (D-o)U Ig8 , (3.57) 

where 0 0: 0.08. The depth in the origin follows from (3.39), (3.49) and 

(3.50) : 

From (3.4) and (3.11) we get the relative density difference 

8 V Iv 
o 0 

and from (3.16) the density ratio 

R 1 + 8 

(3.58) 

(3.59) 

(3.60) 

This completes our model. It should be noted here that our model is non­

hydrostatic. Furthermore we have nowhere applied the Boussinesq­

approximation. So the model is suited to describe gravity currents with a 

high density ratio and currents that are not shallow. 

4. Evaluation of the model 

4.1 Some general model results 

In this section we describe some model results. We will present our 

computations in dimensionless form. From the momentum equation it follows 

that the appropriate dimensionless time T is 

T = t/t* ' (4.1 ) 

where 

Xo I ,t---gtiH o 0 
(4.2) 
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is a time scale. The subscripts 0 denote initial values. In the time scale 

t* two length scales are involved i.e. Xo and Ro. Thus our scaling differs 

from that by Fannelop and Waldman (1972) and by Roult (1972), who used only 

one length scale Lo = / Vo and neglected variations in the initial aspect 

ratio Ho/Xo. It is clear that this ratio should be taken into account, 

because it affects the amount of potential energy that is present in the 

initial state. 

We will present some computations made with the values of the 

empirical constants given in the last section, for a release with Ho/Xo 

2/3. In our model this corresponds with initial values for Ht and Hh of 1 

and 0 respectively. In figure 3 we show the dimensionless velocity 

u/rgt;H" (4.3) 

as a function of the dimensionless time T for ~o =0.1, 2 and 4. It appears 

that for ~o 0.1 the velocity approaches rapidly an asymptotic value C~ 

1.094. In terms of CR the initial acceleration of the current is almost 

completed when T ~ 2. Thus t* is a characteristic time scale that crudely 

separates the acceleration phase from the deceleration phase (Because U 

decreases when eH is constant). For high initial values of ~, the 

acceleration phase lasts longer, but after it the dimensionless velocity 

reaches temporarily higher values. For very great times CH again approaches 

the asymptotic value C~. The latter feature can be attributed to 

entrainment, that leads to vanishing ~'s at great times. 

i 
CH 

1,4 +-_...I-_---1_---1_---1 __ ....L_....L_...L __ L----'_---' __ -'-_"i-

1,2 

1,0 

0,8 

0,6 

0,4 

0,2 

0 
0,1 0,2 0,5 2 

----­
.-,-;>,-:::" - - - ----

5 10 20 50 100 200 t_ 500 1000 

Fig. 3. The dimensionless velocity as a function of dimensionless time. 
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Fig. 4. The dimensionless current length as a function of dimensionless 

time. 

i 
2 

Vo/V 
0,5 
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0,05 
2 5 10 20 50 100 

Fig. 5. The dimensionless volume concentration as a function of 

dimensionless current length. 
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In figure 4 we give the dimensionless current length X/Xo ' The effect of 

6 0 in X/Xo is moderate. In figure 5 we present the dimensionless volume 

concentration Vo/V as a function of X/Xo ' Also here the effect of 6 0 is 

moderate. More interesting is that entrainment does not start immediately 

with the spreading of the dense fluid. This is due to the initial delay in 

the creation of turhulence. 

We have also tested the sensitivity of the model to variations in the 

head size coefficients a and b and in the coefficient c for the virtual 

inertia. It appears that the model results are almost invariant for changes 

in a and b even as large as a factor 2. Changes in c have some effect. E.g. 

using c = 1 instead of c = 2 leads to higher velocities for T < and lower 

velocities for 1 < T < 10. There is no net effect on X/Xo for T > 10. On 

the other hand there is a notable effect on the concentration even for 

great times. For T > 10 the concentration is about 10% higher with c = 

than with c = 2. This is due to a lower entrainment rate in the 

period 1 < T < 10. 

The model sensitivity to D, 0 and £ will be discussed in the next 

section. 

4.2 The momentum budget for great times 

Sooner or later - this depends on the value of 60 - the dimensionless 

velocity will approach its asymptotic value Coo' This occurs when 6 « 1 and 

H/X « 1. ,fuen this is the case the velocity integral M* reduces to 

H H 
M* = t(H t + Hh) vu • (4.4) 

Furthermore when CH is constant also Ht/H and Hh/H are constant. It then 

follows that 

The first term at the right side is the inertial force due to the 

deceleration of the current and the second term the vertical stress 

(4.5) 

gradient due to entrainment. With this result the momentum equation (3.55) 

can be transformed into an equation with a single unknown i.e. Coo' Dividing 
2 

(3.55) by ! g6H , using (3.57) and (3.58) to eliminate Hh/H and Ht/H and 

using (4.3) we arrived at the following equation: 
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1 2 1 2 6 - 8 [3 + (D-O)Coo + 4 e(D-o) [3 + (D-o)Coo ]Coo 

(4.6) 

The first term at the left represents the inertial force i, the second term 

the stress gradient s, the first three terms at the right the static 

pressure force p and the last term the dynamic force d. For given values of 
2 D, 0 and e (4.6) can be solved for C • For D = 0.84, 0 = 0.08 and e = 0.6 

2 00 

the solution is Coo ~ 1.2 or Coo = 1.094. The magnitude of the various terms 

of (4.6) is i = -0.58; s = 0.76; p = 1.09; d -0.91. It further follows 

that Ht ~ Hh ~ H. This implies that the static pressure varies little over 

the current and that the static pressure force mainly acts at the leading 

edge, where it is approximately balanced by the dynamical force on the 

head. In the bulk of the current the inertial force is approximately 

balanced by the shear stress due to entrainment. Thus the shear stress has 

a significant effect on the dynamics of the gravity current. 

We may also use the asymptotic form of the momentum equation (4.4) to 

evaluate the sensitivity of the model to variations in the empirical 

constants D, 0 and e. It appears that Coo is most sensitive to variations in 

de value of D-o. A 10% increase in D-o corresponds with a 4% decrease 

in Coo. Further we found that a 10% increase in e corresponds with a 1% 

decrease in Coo. The model is quite insensitive to variations in o. A 100% 

increase in 0 -with D-o kept at the same value- leads to a 1% decrease 

in Coo. 

5. Summary and conclusions 

We have developed a model for the spreading of a dense fluid in an 

infinitely deep channel. The model consists of rate equations for the 

length, the momentum-integral and the volume of the resulting gravity 

current. Diagnostic equations describe the shape of the current and the 

velocity distribution in it. The model is non-hydrostatic. The Boussinesq 

approximation has not been made. This makes the model suited to desribe 

currents with a density that is considerable higher than that of the 

ambient fluid. A new parameterization of entrainment is proposed, that does 

not violate the conservation law for potential and kinetic energy. The 

model contains 6 empirical coefficients that have been estimated as well as 
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possible from literature data. A new dimensionless representation has been 

proposed. In this representation the dimensionless velocity, length and 

volume are within moderate limits universal functions of the dimensionless 

time. The model is mathematically rather simple and physically rather 

complete. A definite test of the model against well documented experimental 

data still has to be made. From a physical point of vue the model is a 

significant advance over the similarity approach by Fannelop and Waldman 

(1972) and over the crude dynamical approach by Van Ulden (1979). 
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