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Preface 
 
 
 
This series constitutes a collection of selected papers presented at the International 
Conference on Medical Imaging and Informatics (MIMI2007), held during August 
14–16, in Beijing, China. The conference, the second of its kind, was funded by the 
European Commission (EC) under the Asia IT&C programme and was co-organized 
by Middlesex University, UK and Capital University of Medical Sciences, China.  

The aim of the conference was to initiate links between Asia and Europe and to 
exchange research results and ideas in the field of medical imaging.  A wide range of 
topics were covered during the conference that attracted an audience from 18 
countries/regions (Canada, China, Finland, Greece,  Hong Kong, Italy, Japan, Korea, 
Libya, Macao, Malaysia, Norway, Pakistan, Singapore, Switzerland, Taiwan, the United 
Kingdom, and the USA).  From about 110 submitted papers, 50 papers were selected for 
oral presentations, and 20 for posters. Six key-note speeches were delivered during the 
conference presenting the state of the art of medical informatics. Two workshops were 
also organized covering the topics of “Legal, Ethical and Social Issues in Medical 
Imaging” and “Informatics” and “Computer-Aided Diagnosis (CAD),” respectively. 
This series presents the cutting-edge technology applied in the medical field, which can 
be epitomized by the second and sixth papers in the session of “Medical Image 
Segmentation and Registration,” on the application of bio-mimicking techniques for the 
segmentation of MR brain images. Paper 4 in the session of “Key-Note Speeches” 
describes the pioneering work on frameless stereotactic operations for the removal of 
brain tumors, whereas the paper entitled “CAD on Brain, Fundus, and Breast” was 
presented in the session of “Computer-Aided Detection (CAD).” 

A special tribute is paid to Paolo Inchingolo from the University of Trieste, Italy, 
one of the key-note speakers, who sadly passed away due to sudden illness. Professor 
Inchingolo specialized in health-care systems and tele-imaging. His paper appears as 
the second in the session of “Key-Note Speeches.” 

The editors would like to thank the EC for their financial support and also the  
China Medical Informatics Association (CMIA) for their support. Special thanks go 
to the reviewers who proof-read the final manuscripts of the papers collected in this 
book, in particular, Tony White, Ray Adams, Stephen Batty, Christian Huyck, and 
Peter Passmore. 

 
 

January 2008                                                                 Xiaohong Gao 
Henning Müller 
Martin Loomes 

Richard Comley 
Shuqian Luo 
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Complexity Aspects of Image Classification

Andreas A. Albrecht

University of Hertfordshire
Science and Technology Research Institute

Hatfield, Herts AL10 9AB, UK

Abstract. Feature selection and parameter settings for classifiers are
both important issues in computer-assisted medical diagnosis. In the
present paper, we highlight some of the complexity problems posed by
both tasks. For the feature selection problem we propose a search-based
procedure with a proven time bound for the convergence to optimum so-
lutions. Interestingly, the time bound differs from fixed-parameter
tractable algorithms by an instance-specific factor only. The stochastic
search method has been utilized in the context of micro array data clas-
sification. For the classification of medical images we propose a generic
upper bound for the size of classifiers that basically depends on the num-
ber of training samples only. The evaluation on a number of benchmark
problems produced a close correspondence to the size of classifiers with
best generalization results reported in the literature.

1 Introduction

The most common method in automated computerised image classification is
feature selection and evaluation, accompanied by various methods - predomi-
nantly machine learning-based - of processing labels attached to features that
are expressed as numerical values or textual information (for a comprehensive
overview in the context of medical image analysis we refer the reader to the
review article [5] by K. Doi). The number of features extracted from ROIs in
medical images varies depending upon the classification task. Usually, the 10
Haralick feature values are calculated [11], but in some cases up to 49 features
are taken into account [7]. Apart from this approach, there are attempts to repre-
sent sample data by classification circuits without prior feature analysis, see [2,8].
From a complexity point of view, the calculation of a feature value can be car-
ried out in polynomial time nO(1) in terms of the image size n. Therefore, under
the assumption that correct image classification is computationally demanding,
the core complexity of the problems must be inherent in one or more tasks that
have to be carried out in order to complete the image classification. Potential
candidates for such tasks are minimum feature selection and the complexity of
classifiers in machine learning-based methods. Both problems are addressed in
the present paper, where on the one hand we utilize the theory of parameterized
complexity for the feature selection problem, and on the other hand the theory
of threshold circuit complexity for parameter settings of classifiers.

X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 1–4, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 A.A. Albrecht

2 The Complexity of Feature Selection

At an abstract level, the feature selection problem has been proven to be NP-
complete [10]. In its decision problem version, the feature set problem is defined
as follows [4]: Input: A set E ⊆ {0, 1}m × T of examples and an integer k > 0,
where T is a set of target features and the binary values are related to m non-
target features; Output: Positive return, if there exists S ⊆ {1, 2, ..., m} of size
k such that no two elements of E that have identical values for all the features
selected by S have different values for the target feature; otherwise negative
return.

Within the sub-classification of the NP class by parameterized complexity
classes FPT ⊆ W [1] ⊆ · · · ⊆ W [d] ⊆ · · · ⊆ NP (see [6]), the feature selection
problem has been proven to be W [2]-complete, which raises the question about
the potential accuracy of feature selection methods, see [1] and the literature
therein. In the parameterized complexity hierarchy, FPT denotes the class of
fixed-parameter tractable problems. The definition of the specific class FPT is
motivated by the attempt to separate time complexity bounds for problems P
in terms of n = size(I), I ∈ P is a particular instance, and a parameter k:
P ∈ FPT, if P admits an algorithm whose running time on instances I with
(n, k) is bounded by f(k) · nO(1) for an arbitrary function f . Thus, for fixed k,
problems from FPT are solvable in polynomial time; see [6] for P ∈ FPT. The
classes W [d] are defined by mixed type Boolean circuits (bounded fan-in gates
and unbounded fan-in gates) with maximum d unbounded fan-in gates on any
input-output path, i.e. P ∈ W [d], if P uniformly reduces to the decision problem
of circuits defining W [d]. The reduction algorithm has to be from FPT.

Thus, roughly speaking, given a two-class 2D/3D image classification problem
(e.g., tumour/non-tumour ROI) with a potentially increasing number m of fea-
tures extracted from images (e.g., m = 10, ..., 49, ...), along with a total number
|E| of samples from both classes, then the problem to decide if k < m features
are sufficient to classify any sample correctly is W [2]-complete (in practice, of
course, m is limited). In this context we note that algorithms or heuristics that
solve or approximate the feature set problem can be used to verify if a set of
features can be reduced to a proper subset on a given sample set.

In [1] we proved an (m/δ)c1·κ · nc2 time bound for finding minimum solutions
Smin of a given feature set problem, where n (∼ |E| · m) is the total size of
the problem instance, κ is a parameter associated with the fitness landscape
induced by the instance, c1 and c2 are relatively small constants, and 1 − δ is
the confidence that the solution found within this time bound is of minimum
size. In terms of parameterized complexity of NP-complete problems, our time
bound differs from an FPT-type bound by the factor mc1·κ for fixed δ. The
parameter κ is the maximum value of the minimum escape height from local
minima of the underlying fitness landscape, where κ≤ |Smin| due to the nature
of the feature set problem. Based on results from circuit complexity (see also [3]),
one can argue that |Smin| ≤ log |E|, which is an estimation for the size of Smin,
but the elements of the set are still not known (here, we assume log |E| << m).
An exhaustive search over all selections of log |E| features out of m features
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would results in a time bound similar to the one mentioned above, but κ is an
instance-specific parameter and can usually be chosen much smaller than log |E|.

3 The Complexity of Classification Circuits

When evaluating feature values by machine learning methods, a major task is
to establish the appropriate size of the machine learning tool (in terms of “neu-
ronal” units, nodes in decision trees, number of threshold gates in classification
circuits), see, e.g., [5,7,11]. We investigated a priori settings for the size of ma-
chine learning tools by utilizing results from the theory of circuit complexity, see
[3,9] and the literature therein. Let us consider a two-class classification problem
P that is encoded as a Boolean function fP on n input variables, and we try to
approximate fP by a learning (training) procedure that returns a classification
circuit C(fP ). The aim is to achieve high generalization results on unseen data.
The learning procedure employs Boolean training data L(fP ) = {(σ1, ..., σn; η)}
and Boolean test data T (fP ), where in real-world applications we usually have
mfP = | L(fP ) |<< 2n and mL :=| L(fP ) | = α· | T (fP ) | for α ≈ 2 or α ≈ 3.
In practice, L(fP ) represents only a tiny fraction of all possible 2n tuples defin-
ing fP . In [3,9] we propose the following approach for a priori estimations of
the circuit complexity, where the gates are unbounded fan-in threshold func-
tions y = sign

(∑s
i=1 ωi · xi − ϑ

)
and the complexity is defined by the number of

threshold gates that have to be trained on L(fP ): the circuit C(fP ) is approxi-
mated by a composition of two circuits:

C(fP ) = C[nP →nL] ⊕ C[nL], (1)

where nP is the original size of each binary sample, nL := 	log2 mL
 is the
length of the encoding of samples, and C[nP →nL] is an nL-output circuit that
calculates the encoding of elements from L(fP ). The encoding then becomes the
binary input to the core classification circuit C[nL]. For the complexity S

(
· · ·

)

of two types of threshold circuits one can show

S
(
C[n→nL]

)
< 6.8 ·

√
2nL + 3 · nL, (2)

S
(
C[nL]

)
≤ 28 ·

√
2nL

nL
+ 11 ·

(
nL − log2 nL

)
+ 2, (3)

which implies for nL ≤ 15:

S
(
C(fP )

)
< 34.8 ·

√
2nL + 14 · nL − 11 · log2 nL + 2. (4)

We note that the upper bound depends on the number of training samples only
due to nL = 	log2 mL
. Since the bound certainly overestimates the number of
gates, the bound has been evaluated by an a posteriori analysis of the classifier
complexity for best classification results published in the literature for a number
of benchmark problems. From the analysis we concluded that approximately

	2.5 ·
√

2nL
 ≈ 	2.5 · √mL
 (5)
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threshold gates are sufficient to provide a high generalization rate. The approach
has been utilized to achieve a high classification accuracy on CT images related
to the diagnosis of focal liver lesions [8].
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Abstract. The Higher Education in Clinical Engineering (HECE) of the 
University of Trieste constituted in 2005 the Open Three Consortium (O3), an 
innovative open-source project dealing with the multi-centric integration of 
hospitals, RHIOs (Regional health information organizations) and citizens (care 
at home and on the move, and ambient assisted living), based on about 60 
HECE bilateral cooperation Agreements with Hospitals, Medical Research 
Centers, Healthcare Enterprises, Industrial Enterprises and Governmental 
Agencies and on the International Networks ABIC-BME (Adriatic Balcanic 
Ionian Cooperation on Biomedical Engineering) and ALADIN (Alpe Adria 
Initiative Universities’ Network). The collaboration with multiple open-source 
solutions has been extended, starting an international cooperation with the 
open-source based company Sequence Managers Software, Raleigh, NC, 
United States. The O3 Consortium proposes e-inclusive citizen-centric solutions 
to cover the above reported three main aspects of the future of e-health in 
Europe with open-source strategies joined to full-service maintenance and 
management models. The Users’ and Developers’ O3 Consortium Communities 
are based mainly on the HECE agreements.  

Keywords: open-source; distributed health care; citizen-centric health-care; 
ambient assisted living; international cooperation communities. 

1   Introduction 

After an early experience (Figure 1) with the project Open-PACS (1991-95), aiming 
to distribute PACS services and to pioneer a surgical PACS by opening the AT&T 
Commview PACS installed in 1988 in Trieste [1], the Group of Bioengineering and 
ICT and the Higher Education in Clinical Engineering (HECE) of the University of 
Trieste started the project DPACS (Data and Picture Archiving and Communication 
System) in 1995. 

The goal of DPACS (Figure 2) was “the development of an open, scalable, cheap 
and universal system with accompanying tools, to store, exchange and retrieve all 
health information of each citizen at hospital, metropolitan, regional, national and 
European levels, thus offering an integrated virtual health card of the European 
Citizens” in a citizen-centric vision [2]. In a decade, the idea of DPACS was widely 
diffused, and its basic concept can be found today in the European Union Research 
Programs, in particular in European Union’s 7th Framework Program (FP7). 



6 P. Inchingolo 

 

Fig. 1. The project Open-PACS (1991-1995) 

A first version of DPACS was experimented in 1996-1997 at the Cattinara Hospital 
of Trieste. In 1998 the DPACS system was running routinely for managing all 
radiological images (CT, MRI, DR, US, etc.) as well as in the connection with the 
stereotactic neurosurgery. Some mono-dimensional signals such as ECGs were also 
integrated into the system.  

Over the years, DPACS was enriched with the sections of anatomo-pathology, 
anesthesia and reanimation, clinical chemistry laboratory and others. Furthermore, at 
the beginning of 2000 its applications was progressively forwarded to the new 
emerging necessities of the future health care, health management and assistance to 
the world citizen, based on e-health (telemedicine) driven home-care, personal-care 
and ambient assisted living.  

 

Fig. 2. The project DPACS (1995-2004) aiming to offer a virtually-integrated health record of 
the European Citizen 



 The Open Three Consortium: An Open-Source Initiative at the Service 7 

2   Materials and Methods 

According to the considerations reported above several new needs have been pointed 
out and used to program new developments of the project such as as:  

1) to have a multilingual approach to both client and server managing interfaces 
and for the presentation of medical contents);  

2) to have a simple data & image display client interface, automatically 
updatable, highly portable from a PC or a MAC or a LINUX workstation to a 
palm or a cellular-based communicator;  

3) to be able to connect with a wide variety of communication means, both fixed 
and mobile;  

4) to offer a highly modular data & image manager/archiver, independent of the 
platform (UNIX/LINUX, WINDOWS, MAC) and of the selected database;  

5) to improve the interoperability of both server and client system components 
among them and with all the other information systems components in the 
hospital and in the health enterprise;  

6) to have an efficient and effective tool to “create” the integrated virtual 
clinical record in the hospital as well as at home or during the travel of a 
citizen.  

The recognized importance of these strategies of DPACS for the future of Europe, 
presented as concluding lecture of the EuroPACS meeting in Oulu in 2002 [3], led the 
EuroPACS Society to entrust HECE with the organization of the 2004 EuroPACS 
meeting in Trieste, focusing on these themes. The successful “EuroPACS-MIR 2004 
in the enlarged Europe” meeting held in Trieste in September 2004, with more than 
400 participants from 47 Countries, witnessed the deep discussion on the 
organizational, standard-related and interoperability issues in all the contexts from the 
single department case up to the transnational integration [4].  

Discussions in all the conference sessions, and especially the ones on 
interoperability in the workshop lasting one day on the world-wide IHE (Integrating 
the Healthcare Enterprise) project, gave strong results and guidelines for future work. 
First agenda on the round table was the question: “Is there a need for a transnational 
IHE committee in Central and Eastern Europe?” The IHE Workshop closed with the 
commitment to HECE of creating a transnational IHE committee for the Central and 
Eastern Europe, dealing with technical, harmonization and law-orienting activities in 
22 Central and Eastern European Countries. Second, the same round table and most of 
the IHE workshop sessions underlined that the adoption of open standards and open 
source solutions is becoming a strictly mandatory path to facilitate a fast integration 
of health systems in Europe and worldwide, fostering this process in the transitional 
and developing Countries. 

3   Results 

3.1   Building Up the Open Three Consortium 

HECE, together with BICT’s laboratories HTL and OSL (Open Source Laboratory) at 
DEEI, started both these lines in 2005. In particular, in relation to the second one, the 
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group of Trieste, who presented at Trieste’s EuroPACS the new open-source version 
of their DPACS-2004 project [5], and the group of the Radiology Department of 
Padova, which presented the new open-source version of their Raynux /MARiS 
project [6], decided to fuse and integrate their projects and efforts. Hence, the “Open 
Three (O3) Consortium” Project was formally constituted by HECE (see 
www.o3consortium.eu). O3 deals [7] with open-source products for the three domains 
of the tomorrow’s e-health, in the frame of the European e-health programs: hospital, 
territory and home-care / mobile-care /ambient assisted living (AAL) in a citizen-
centric vision (Figure 3).  

 

Fig. 3. The three domains of the Open Three (O3) Consortium 

The main characteristics of the O3 open-source products are multi-language 
support, high scalability and modularity, use of Java and Web technologies at any 
level, support of any platform, high level of security and safety management, support 
of various types of data-bases and application contexts, treatment of any type of 
medical information, i.e. images, data and signals, and interoperability through full 
compliance to the “Integrating the Healthcare Enterprise” (IHE) world project, 
obtained by building up O3 as a collection of  “bricks” representing the IHE “Actors”, 
connecting each other through the implementation of a wide set of IHE Integration 
profiles [8]. 

3.2   First Set of Products of the Open Three Consortium 

The first set of O3 products cover all the needs of image management in Radiology 
and in Nuclear Medicine at intra- and inter-Enterprise levels (Figure 4).  

The most important are: O3-DPACS, the new version of DPACS [9] enriched with 
many new features such as, the XDS (Cross-Enterprise Clinical Document Sharing) 
and the XDS-I (Cross-Enterprise Document Sharing for Imaging) profiles, which 
allow images and data be exchanged very easily within any territorial environment; 
O3-RWS [10], a revolutionary radiological workstation, including managing of and 
access to MIRC (Medical Images Resource Center) data and structured report; O3-
MARIS, a “super” RIS offering many new integration features and MIRC support; 
O3-XDS, one of the first XDS document repository and registry; O3-PDA, a first step 
toward the opening to the home-care and mobile-care world; O3-TEBAM allowing 
true reconstruction of the electrical brain in 3D in presence of pathologies. 
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Fig. 4. The first set of O3 products 

The O3 products have been tested successfully at the IHE 2005 Connectathon in 
Amsterdam and at the IHE 2006 Connectathon in Barcelona, gaining compliance to 
19 IHE actors and 15 IHE profiles, having passed more than 300 tests with most of 
the European market brands. 

3.3   Organization of the Open Three Consortium 

From the organizational point of view, the O3 Community is made up of all the 
institutions having an agreement with HECE. In particular, those belonging to the 
international networks ABIC-BME (Adriatic Balcanic Ionian Cooperation in 
Biomedical Engineering) and ALADIN (Alpe Adria Initiative Universities Network), 
and the institutions - about 60 health-care and industrial enterprises and governmental 
agencies - have a bilateral agreement active with HECE. In the O3 Community, the 
O3 Users’ Community and the O3 Developers’ Community are identified. Every 
member of the O3 Community can in principle ask to participate in both 
communities.  

The Developers community started under the responsibility and administration of 
HECE, with main contributions from the Universities of Trieste and Padova, and 
lately Maribor in Slovenia, and grew with many other European and US 
contributions, from universities and research centers and from industries. It provides 
the active members of the Users’ Community with all the necessary project design, 
site analysis, implementation, logging, authoring, bugs’ solving, and high-level 24/7 
full-risk service. Additionally, training is highly cared by HECE, starting with 
preparing clinical engineering professionals at three different levels, offering both 
traditional and e-learning courses with particular skills in Clinical Informatics, Health 
Telematics, E-health integration standards and IHE-based interoperability, and also 
provision of specific courses and training on site.  

Furthermore, selected radiologists of the Active Users’ Community – where O3 is 
running (in Italy, from Trieste, Padova, Pisa and Siena, and in Slovenia from Maribor) 
constitute a Medical Advisor Committee, which gives very precious feedback to the 
O3 Developers’ Community. 
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The growing cooperation of O3 with large industries belonging to the O3 Comm- 
unity is another very interesting aspect, and it is especially focused on the integration 
with territory and home-care. 

O3 is working in many western countries (Italy, Slovenia, Cyprus, Switzerland, 
United States, etc.) and now is being adopted also in the third world countries (thanks 
to the O3 non-profit initiative called O3-AID). 

Some months ago, the collaboration with multiple open-source solutions has been 
extended, starting an international co-operation with the open-source based company 
Sequence Managers Software, Raleigh, NC, United States, which is one of the core 
companies of WorldVista. Their main products are a very powerful Electronic Medical 
record (EMR) joined with a Hospital Information System (HIS), counting nearly 10,000 
installations in military and civil US hospitals. Our O3 products are now being introduced 
in these hospitals, integrating them with the SMS EMR and HIS [11].  

4   Discussion 

Thanks to the practical experimentation with the solutions described above, the 
experience of a 16-year study on the integration of health systems using ICT 
technologies, from the hospital department to the single citizen in the e-health context 
of the future information-based society, has shown that some key methodological and 
organizational elements are extremely relevant to the success of the e-health 
integration process.  

From the point of view of the organization of our cooperative work with other user 
and developer centers, the initiative of the Open Three Consortium has proven its real 
efficiency and efficacy. All the O3 sub-systems can be adjusted to any scale including 
the national and the international. Being O3 completely developed as Open Source 
and with Java and Web technologies, being independent of database, OS, HW and 
language and 100% compliant with the IHE world-wide interoperability initiative, its 
reuse and portability are facilitated, fostering wide distribution in the world.  

The choice of Open Source as the leading solution of O3 for the future of e-health 
anticipates a common trend in the industrialized and political world, evidenced last year by:  

(1) the position assumed by the Department of Health & Human Services and 
the Department of Defense of Unites States at the Open Source Strategy for 
Multi-Centre Image Management Workshop, held in March 2006 at Las 
Vegas (USA);  

(2) the decision announced by the world’s biggest industries at the OSDL Joint 
Initiatives Face to Face Meeting Review – Health Care Information 
Exchange, held in May 2006 at Sophia-Antipolis (France);  

(3) finally the European Union with the Riga Declaration signed during the 
Intergovernmental Meeting of the European Commission “ICT for an 
Inclusive Society”, held in June 2006 at Riga (Latvia). Interestingly, O3 was 
invited to all these three events. 

The adoption of the O3 concept in Europe, in Asia, and in Africa, and, in 
particular, in the United States with the international cooperation with SMS – 
WorldVista opens new scenarios of world-wide cooperation fostering open-source 
multi-centric and citizen-centric solutions. 
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5   Conclusions 

In conclusion, the O3 Consortium seems to represent a significant contribution that 
will really support the increase of e-health integration, not only in the local region, but 
also across Europe and the world.  

O3 links vital processes in the moving and integration of information thanks to an 
e-integration approach that started five years ago with our ALADIN network (Alpe 
Adria Initiative Universities’ Network - www.aladin-net.eu), one of the first citizen-
centric initiatives in Europe.  Within the Alpe-Adria Region (central and eastern 
Europe), O3 is demonstrating relevant actions in cross-border eRegion development 
that improves the way people work together, live together and grow together, without 
frontiers. The strong cooperation recently started with the Faculty of Medicine of the 
University of Maribor is an important testimony of this process. From this region, O3 
is fostering the widest international cooperation and integration, with China, Japan, 
USA, Brazil, etc., reinforcing the synergy with the European industry and the power 
of Europe to approach and gain the non-European markets increasingly, in particular 
in American and Far East Countries. 
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Abstract. Emerging technologies are transforming the workflows in healthcare 
enterprises. Today, several vendors offer holistic web-based solutions for 
radiologists, radiographers and clinicians - a single platform for all users. 
Besides traditional web, streaming technology is also emerging to the 
radiological practice in order for improving security and enabling the use of low 
network bandwidths. 

The technology does not set limitations any more: today, the digital 
workplace knows no boundaries; remote reporting, off-hour coverage, virtual 
radiologists are all ways to offer imaging services in a non-traditional way. The 
challenge, however, is to provide trust over distance – across organizational or 
even national boundaries. In the following three different aspects important in 
building trust in remote reporting are discussed: 1) organizational change 
issues, 2) continuous feedback and 3) legal implications. 

Keywords: web, streaming, remote reporting, cross-border. 

1   Introduction 

Thus far dedicated stand-alone PACS workstations have dominated the way how 
radiologists work and web-based tools have been used for delivering images to 
clinicians mainly. The main reasons for not using web for diagnostic work have been 
the lack of diagnostic and sophisticated analysis tools - like 3D reconstruction - in 
web solutions.  

This is changing: today several vendors offer holistic web-based solutions for 
radiologists, radiographers and clinicians - a single platform for all users. These 
solutions provide the radiologists with diagnostic tools, advanced image processing 
methods as well as meeting folders all in web. 

The technology does not set limitations any more: today, the digital workplace 
knows no boundaries; remote reporting, off-hour coverage, virtual radiologists are all 
ways to offer imaging services in a non-traditional way. The challenge, however, is to 
provide trust over distance – across organizational or even national boundaries. 



 Extending the Radiological Workplace Across the Borders 13 

2   Material and Methods 

2.1   Traditional Web 

The web-based solution provides healthcare professionals with enterprise-wide access 
to all patient data and analysis functions. Such anytime, anywhere pervasive coverage 
matches the highly nomadic workflows of many healthcare practitioners, and has the 
potential to significantly impact clinical workflows.  

Consultations between clinicians and radiologists become easier and more efficient 
when the same platform is used and the professionals can log in using any end-
terminal regardless of their profile. Consultations can occur via a web conference as 
well – the same screen can be shared by the clinician and the consulting radiologist – 
or by a resident and a senior radiologist. 

Web-based diagnostics integrated with web RIS enables a virtual radiological 
environment to be built, where radiologists can remotely use viewing tools and RIS 
via VPN across organizational or national borders. Pervasive access to image data and 
analysis tools at home while on-call can eliminate many late-night trips into the 
radiology department to diagnose studies involving trauma and emergency cases. 

The new generation web-architecture enables built-in redundancy and easy 
software/hardware updates. The platform is adjustable for different end-terminals and 
network bandwidths and overall training times can be significantly reduced. By 
introducing systems that minimize support and maintenance the overall burden on IT 
departments can be greatly reduced. 

Web client applications can be thin and thus require minimal configuration and 
setup activities on the client side. This is important for today’s large or ASP-based 
configurations in which many users must be quickly and easily hooked up to the 
system. 

2.2   Streaming Technology 

Besides traditional web, streaming technology is also emerging to the radiological 
practice. Streaming is a broad term that refers to sending portions of data from a 
source to a client for processing or viewing, rather than sending all the data first 
before processing or viewing. In the imaging field streaming technology is used to 
overcome various limitations such as limited bandwidth connections, clients that are 
not powerful enough for the computation tasks required, and the handling of large 
data sets. 

There are two types of streaming relevant in the imaging field. Intelligent 
downloading is a form of streaming whereby only the data required for immediate 
viewing or processing are downloaded to a client. In general, processing of the data 
occurs locally on the client. Additional downloading may occur in the background in 
anticipation of other viewing or processing requests. 

In adaptive streaming of functionality data are not downloaded to clients, only 
frame-buffer views of the data or results of data analyses are streamed. The power of 
the server is used to render final screen images which are then compressed and 
transmitted to client devices.  
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In other cases, streaming of functionality transmits data to clients in accordance 
with various parameters and preferences regarding performance goals, bandwidth 
consumption, and available client resources. The data are then processed locally on 
the client. 

In other words, the goal of the technology for adaptive streaming of functionality is 
to provide remote access to full system functionality, using the best combinations of 
local and remote processing of medical data. 

3   Results 

The main advantages of streaming technology include 

1) Effective use of bandwidth: streaming technology can use bandwidth in a manner 
that can be well estimated, and in many cases such bandwidth usage is more efficient 
than with traditional web-based solutions (involving data downloading). 
2) Increased security and data consistency: because data can be prevented from being 
downloaded to local clients, and only streamed for interactive viewing, an additional 
level of data security can be provided. Streams can also be required to be encrypted. 
Additionally, streaming requires only a single copy of data to be stored, which is 
accessed as needed, rather than maintaining multiple copies in order to meet 
distribution demands. 
3) Access to full clinical functionality: by offering access to exactly the same system 
features and interfaces on all access devices and at all locations, users become more 
comfortable, efficient and standardized regarding daily workflows. Handheld 
mobile/wireless devices can provide clinicians with enterprise-wide access to all 
patient data and analysis tools on a pervasive basis. 
4) Predictable scalability: streaming systems scale linearly with the number of users, 
the number of sites, and the amount of data handled. 

4   Discussion 

The workflow of clinicians is patient-centric and also highly nomadic – rarely are 
they able to accomplish all necessary tasks by remaining at a single location for an 
extended period of time (an office, for example). However, clinicians have difficulty 
in moving outside their own environments because of the need to have access to those 
IT systems that support their work. Similarly, contacts with patients at the bedside can 
be challenging because disparate sources of patient data need to be assembled for 
effective communication. There is also a clear need to extend the workplace outside 
the organizational or even national borders – for both clinicians and radiologists. 

Therefore pervasive and mobile access to patient data and analysis tools can open 
up new avenues of communication, both amongst professionals and with patients, as 
well as new avenues of mobility to support nomadic workflows. 

When extending the workplace across organizational and national borders, the 
technology is not the limiting factor. With traditional web and especially combined 
with streaming technology we can build a secure and trusted workplace which knows 
no boundaries. The issue, however, is to build trust over distance – between the 
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service providers and the customers for the reporting service. In the following three 
aspects important in building trust are discussed: organizational change issues, 
feedback and legal issues. 

4.1   Organizational Change Issues 

When outsourcing reporting service the factors in the current organizational 
environment that will enhance or hinder the development or implementation of the 
service should be considered: 
      

• What groups will support the development of the remote reporting service? 
Why?  

• What groups will block the development of the remote reporting service? 
Why?  

• How will you convey the message to gain support or buy-in for the 
development of the remote reporting service in your organization?  

• What problems or pitfalls can you anticipate that will affect the success of 
the remote reporting service?   

 
Only when the organization is ready and prepared for integrating remote reporting as 
part of the radiological operation of a hospital, there is a chance in succeeding to build 
trust in the service. 

     The remote reporting service provider should be tightly involved side in the 
organizational change management of the customer. The customer should get familiar 
with the ‘face’ of the service provider in order to build trust. The backgrounds of the 
project champion and the core project team, their skills and abilities to execute the 
business case strategy should be described. The personnel needs, the roles of the key 
project team members, and the role of an outside council if any should be identified.  
Staffing requirements and organizational structure in terms of responsibilities and 
reporting relationships should be clarified.  At least the following questions should be 
answered: 
 

• What are the roles and responsibilities of the project champion and the 
project team?  

• Who are the key leaders, what is their experience with similar projects? 
• Does the project team have training or learning needs to support the success 

of the proposed project? 
• Describe the function of outside supporting professional services, if any.  
• What are the reporting relationships between the key project team members? 

4.2   Continuous Feedback 

When buying a remote reporting service the customer wants proof of quality, known 
and accepted processes and protocols, transparency, possibilities for peer review and 
double blind readings from time to time. On the other hand, the service provider 
expects access to the relevant data, feedback on discrepancies and learning from other 
specialists.  
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Feedback – both from radiologists but also from clinicians - is essential in building 
and maintaining trust in a remote reporting situation where the service provider is not 
in the same building or not even in the same country; ensuring transparency in 
performance and quality indicators is a prerequisite for a self-sustainable remote 
radiology business case. The users (i.e. the customers for the remote reporting) should 
be able to give digital feedback easily and in a user-friendly way. 

At the same time learning is enabled by systematic automation of feedback on 
different levels between participants in the healthcare process. Constructive feedback 
creates a safe environment for individual self-improvement. The feedback software 
should be easy to use and preferably desktop-integrated with the local RIS/PACS. 

4.3   Legal Implications 

In building remote reporting business case you should consider the main issues that 
may arise from the need to manage personal information in a manner that takes into 
consideration both individual sensitivities and the need to provide healthcare 
practitioners (and, potentially, patients, administrators and others) with access to 
health records. In particular, you need to demonstrate that you have understood the 
trust and security implications arising from the legal and clinical environment in 
which the remote reporting service is to operate.  

The following issues should be discussed and agreed on between the service 
provider and the customer:  
 

• How will patient information be stored, transmitted and used so that it is kept 
confidential and only shared with those individuals who have a legitimate 
need to see it? Will encryption and electronic signatures be needed? How 
will patient consent be recorded and, if necessary, used to govern access to 
information? 

• How all actions performed will be associated with the identifiable individual 
who performed those actions? What manual and automated facilities will be 
required to maintain and subsequently process any audit trail / security log 
etc.?  

• What processes will be used to address disaster recovery and business 
continuity? 

• Who will provide the service and who, ultimately, will be responsible for the 
care of the patient – will clinical responsibility be shared, in fact, between 
several clinicians? 

• How much will the patient be told about how their information is used and 
how will their informed, voluntary consent be obtained? Who, under what 
circumstances, may act on behalf of the patient to grant or withhold consent? 

• What legislation governs the capture, storage, dissemination and destruction 
of information? Are there different legal considerations in different relevant 
countries? What are the legal implications if the information management 
process fails to achieve the required or expected Quality of Service as might 
be described in terms of confidentiality, integrity (e.g. completeness and 
correctness), and availability (e.g. timeliness) of information? 
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• Will the service be offered locally, nationally or internationally? If so will 
the radiologists involved need to be qualified and insured to practice in 
another country? Will it be necessary for them to revalidate their 
qualifications or take new ones? 

• If the service is to be provided online, how will contracts be created and 
entered into and how will payments be collected? 

 
In conclusion, building trust in remote reporting is a complex and challenging task 

that should be carefully considered from several points of view in order to assure a 
self-sustainable remote reporting service. 
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Abstract. Stereotactic operations were performed with the frameless
stereotactic instrument (named as CAS-R-2) manufactured by ourselves
rather than traditional stereotactic frame. The aim of this study was
to assess the clinical usefulness, accuracy and safety of the frameless
stereotactic instrument. We retrospectively reviewed 2011 patients aged
between 0.2 to 89 years (with mean of 30.7 years) with CT/MRI image-
guided frameless stereotactic surgery between January 1997 to April
2007. The accuracy of position and improvement of symptom was ob-
served. The surgical procedures were successful. All targets were pointed
accurately in just one go during the operation. Follow-up being per-
formed 3 to 48 months (averaged 24 months) after the operation, the
total effective rate was 93.3% without serious surgery-related complica-
tions. Compared with the traditional frame stereotactic operations, this
method has some advantages, such as releasing the patients pain, conve-
nient to the doctors, extending the range of indications and increasing
the safety and effectiveness of the operations.

Keywords: Surgical operation, Robotics, CT/MRI image, Frameless
stereotaxy.

1 Introduction

Recent developments in neuro-navigation, stereotactic frames and computer
aided technique have contributed to minimal invasive procedure in neurosurgery
field. Stereotactic operation has been clinically employed over the last half cen-
tury with traditional frames in place, which has several limitations, includ-
ing bulky, interference in the surgical exposure, correlative pain and without
feedback to the surgeon about anatomical structures encountered in the proce-
dure[1,2]. Consequently, frameless stereotactic technique became an important
research direction of neurosurgery. Based on the experience of more than 3000
framed stereotactic operations, we designed and manufactured a new frameless
stereotactic equipment with navigating function, named CAS-R-2 (Computer
Assistant Surgery-Robot, type 2) in 1997. During January 1997 ∼ April 2007,
we performed 2011 cases of frameless stereotactic operations successfully using
CAS-R-2 robot system and obtained good results. The study protocol was ap-
proved by the local ethical committee, and formal consent was obtained from all
patients or their closest relatives before inception of the study.

X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 18–24, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



From Frame to Framless Stereotactic Operation 19

2 Materials and Methods

2.1 Patient Population

We prospectively reviewed 2011 patients (1203 males and 808 females with
age range of 0.2∼89 years; i.e., mean=30.7 years) who had undergone frame-
less CT/MRI image-guided stereotactic operations with CAS-R-2 robot system.
Among these 2011 cases, 844 cases had brain tumors of various forms (360 with
astrocytoma range from low-grade astrocytoma to multiple glioblastoma, 342
with cystic and cyst-solid craniopharyngioma, 51 with brain metastases, 30 with
cystic acoustic neuroma, 22 with germinomas, 17 with pituitary adenomas, 10
with meningioma, 6 with ependymoma, and 6 with gelatin cyst); 569 were with
functional neurosurgical diseases (210 with epilepsy, 182 with Parkinsons dis-
eases, 57 with mental diseases,120 with other diseases); 279 patients underwent
neural stem cell transplatation; 157 underwent biopsy for brain lesions; and 76
and 13 were intracerebral hemorrhage and brain abscess respectively, 42 cases
were hydrocephalus and arachnoids cyst (combined with endoscope surgery),
17 and 14 cases were with metal foreign body and intracerebral small sources
respectively.

2.2 Stereotactic Equipment, CAS-R-2

The CAS-R-2 robot system used in this study, was collaboratively developed
from traditional stereotactic frame and CAS-R-1 system over the period of ten
years by the Navy General Hospital and Beijing University of Aeronautics and
Astronautics. The CAS-R-2 robot system mainly consists of five components.
They are computer-assisted planning system, intraoperative navigation system,
intellective mechanical arm with five-degree freedom, locking controller of me-
chanical arm and recognizing part of marker. The robotic construction fulfils the
functions of reconstructing and displaying three-dimensional(3D) model based
on the patients radiological data, calculating a 3D reference coordinate corre-
sponding to the target and planning the track of puncture, providing a real-time
navigation through a mapping between the operation space of four markers and
pattern space, serving as a operation platform for the surgeons (Fig. 1).

2.3 Operative Method

Anesthesia: 1582 patients were performed stereotactic operation under local
anesthesia; 429 under local anesthesia combined with intravenous anesthesia,
most of them being infant and elderly who could not tolerate local anesthesia.

The operation had following steps: 1).The four markers were placed on the
patients scalp. The markers were usually like electrocardio-electrode piece obvi-
ously visiable on computerized tomography (CT) or small lipid beads on mag-
netic resonance imaging (MRI). 2). After patient had undergone a CT or MRI
scan, the CT/MRI image information were transmitted to CAS-R-2 main com-
puter through PACS local network system. Surgeons had formulated a feasi-
ble surgical plan including lesion border, target point and puncturing track by
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Fig. 1. The CAS-R-2 robot system. The instrument roughly consists of computer,
software and mechanical arm with five-degree freedom.

three-dimensional reconstruction of the image data. 3). After the anesthesia,
a patient’s head was immobilized with a shaping pillow to keep it in a stable
position. The system had been registered at the beginning of the operation by
touching the probe tip to markers on the patients scalp. 4). Navigating punc-
ture: Operators performed navigating puncture using intelligent mechanical arm,
simulating the track of needle on the screen in real-time. When mechanical arm
arrived at the precise position, the operators locked the direction and position of
arm immediately. 5). After the mechanical arm guided puncture needle arrived
at the target, the operators began corresponding surgical manipulation, such as
evacuating fluid and injecting drugs (Figs. 2, 3).

3 Results

No case needed to be aborted because of the registration failure. The surgical op-
erations were successful in all cases. Overall, 553 operations were performed based
on the guidance of CT , whilst 1458 operations based on MRI. The whole proce-
dure starting from transmitting the CT/MRI image into computer to mechan-
ical arm arriving at the accurate direction and position took about 20-30 min-
utes. All targets were pointed accurately in just one go during the operations of
2011 cases. Follow-up took place in 3 to 48 months (with average of 24 months)
after the operation. The early effective rate was 93.3% without serious surgical
complication. 844 were with intracavitary and intratumoral irradiation for brain
tumors (cystic brain tumors were injected isotope 32P after evacuation for cyst,
solid tumor were transplanted isotope 125I or after being loaded 192Ir and mixed
solid and cystic tumors were treated by intracavitary irradiation and gamma knife
surgery). 569 were the deep-lesion damaging of functional neurosurgical disease
(epilepsy treated by depth electroencephalogram EEG electrode producing amyg-
dale and hippocampus lesions with radiofrequency techniques; Mental disease and
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Fig. 2. Surgical plan for brain lesions. The plan includes lesion border, target point and
puncturing track formulated by three-dimensional reconstruction of the image data.

Fig. 3. The biopsy procedure for brain stem lesions. When mechanical arm arrives at
the accuracy position according the surgical plan, it guides puncture needle to arrive
at target followed by biopsy on the operation platform.

Parkinson’s disease treated by producing special lesions with radiofrequency tech-
niques). 157 were biopsy. Most cases had positive results except four cases with
inconclusive tissue diagnosis, including inflammation. 76 were evacuation for hem-
orrhage including 29 putamen hemorrhages, 25 thalamic, 17 subcortical and 5 in
other locations, 16∼23 ml being aspirated (accounting for 40%∼80% of the total
volume of hematoma, 40∼60 ml) and the drainage tube was left in target place
for 1∼3 days followed by an injection of urokinase. 13 were evacuation for brain
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deep abscess, and aspirate 5∼20 ml abscess fluid, then located a drainage tube
followed by injecting antibiotic. Before beginning the fistulation of hydrocephalus
and arachnoids cyst, we first established a best plan on entry point and puncture
track using CAS-R-2 and then began to endoscope-assisted fistulation in 42 cases.
Metal foreign body and small sources were removed in 31 cases.

All frameless operations were successfully carried out without side effects at-
tributable to the usage of the system. The error of the locating precision by the
robot system in practice was less than 1.0mm, which was tested through an ex
vivo study. Most patients were fit to have liquid food 2∼ 4 hour after the oper-
ation and resumed their daily activities on the following day. During the early
postoperative period, five (0.3%) patients with brain tumors developed surgical
complications. Three cases presented intracranial hematoma due to biopsy. One
showed severe brain edema and one had additional neurological deficit (oculo-
motor paralysis) after intratumoral irradiation. All patients have recovered after
conservation treatment.

All cases were followed up in 3∼48 months (average 24 months) after op-
eration. The total efficiency of operation in 2011 cases was 93.3%, including
being cured clinically in 1034 cases (51.4%), remarkably recovered in 843 cases
(41.9%), and inefficacy in 106 cases (5.3%). Disease progression happened in
23 cases (1.1%) suffering with hemiplegia, and coma, whilfist five patients died
(0.3%) because of disease progression.

4 Discussions

The frameless stereotactic neurosurgery is a directional study in the interna-
tional neurosurgery field. The study involved the knowledge of multi-discipline,
including robotics, microelectrode, image processing, virtual reality and mini-
mal invasive surgery [1-4]. We have developed the frameless stereotactic instru-
ments, a practical CAS robot system based on plentiful stereotactic operation
experience.

The frameless strereotactic operations with robot assistance enhance the
safety of patients and the dexterity of operators, avoiding the limitations of
traditional framed operations [5-6]. The principle of the method is to establish
a reference frame based on CT/MRI image scanning, to plan the procedure of
the brain operation and carry out virtual operation, finally to accomplish the
assisted location of intelligent mechanical arm with multi-sensor. The clinical
practice shows that it can decrease the patients pain and psychological burden
without the need of mounting a frame on the head of the patient. The computer
assisted surgical planning system can improve the accuracy of locating lesion and
the visualization of procedure, which makes the surgical operating more conve-
nient and decreases the subsequent damage. The error of locating precision by
the robot system in practice is less than 1.0mm. It not only applies to tradi-
tional strereotactic operation field (the biopsy of brain deep diseases, the lesion
of nuclear cluster in deep brain of Parkinsonism, intratumor irradition), but also
applies to those patients who are not adapted to fix the frame or present with
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multiple brain lesion. In a way, the operative process is similar to the traditional
one. Neurosurgeons can easily control it. It is suitable to common indications of
stereotactic operation.

Compared with the similar robotic systems developed in the other countries
in the field, our system can be characterised as [6-9]: 1). Collecting the import-
ing medical images: based on numerous existing CT/MRI machines, whilst the
locating software can acquire several data of CT/MRI images in various for-
mats, leading to the wider range of applications; 2). Locating software system:
3-D images can demonstrate the volume of the lesion, definite the target on the
screen of computer, automatically execute coordinates transformations and map
to the angle coordinates of mechanical arms; 3).Simulating the operating path-
way: it shows the puncturing track chosen by surgeons using CAS-R-2 machine
in real time, providing navigations of puncturing target; 4). Capable robot sys-
tem: the tail end of five joint mechanical arms can both show the target position,
carry puncture needle, endoscope and other surgical instruments, and can fix the
instrument in order to make it under a stable pose directing to the target.

The modern stereotactic neurosurgery aiming at minimal invasive is developed
towards accuracy, programmable, and intelligent direction. The successfully ap-
plication of brain frameless stereotactic operation also reflects this trend. In
terms of safety, accuracy and convenience of the CAS-R-2 robot system, the
system is reliable and will become a new neurosurgical tool providing a platform
for neurosurgeons.

5 Conclusions

Robot-assisted neurosurgery is feasible. This new technology may enhance sur-
gical safety and convenience. We believe continued improvement in computer
assisted technology will promise much wider use of robot-assisted system in
stereotactic surgery.
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Abstract. A level set method based on the Bayesian risk is proposed for 
medical image segmentation. At first, the image segmentation is formulated as a 
classification of pixels. Then the Bayesian risk is formed by false-positive and 
false-negative fractions in a hypothesis test. Through minimizing the average 
risk of decision in favor of the hypotheses, the level set evolution functional is 
deduced for finding the boundaries of targets. To prevent the propagating 
curves from generating excessively irregular shapes and lots of small regions, 
curvature and gradient of edges in the image are integrated into the functional. 
Finally, the Euler-Lagrange formula is used to find the iterative level set 
equation from the derived functional. Comparing with other level-set methods, 
the proposed approach relies on the optimum decision of pixel classification; 
thus the approach has more reliability in theory and practice. Experiments show 
that the proposed approach can accurately extract the complicated shape of 
targets and is robust for various types of images including high-noisy and low-
contrast images, CT, MRI, and ultrasound images; moreover, the algorithm is 
extendable for multiphase segmentation. 

Keywords: image segmentation, level set method, Bayesian risk, hypothesis 
test. 

1   Introduction 

Nowadays a large number of various medical images [1, 2] are generated from 
hospitals or medical centers with sophisticated image acquisition devices, such as 
computed tomography (CT), magnetic resonance (MRI), ultrasound image (US), X-
ray diffraction, electrocardiogram (ECG), and positron emission tomography (PET). 
Medical image segmentation is a technique assisting doctors to process and analyze 
the medical images, so that doctors can make better diagnosis, accurately examine 
disease symptoms, and support their decisions in a variety of clinical works. For 
medical imagery, a main goal of image segmentation is to accurately extract the shape 
of targets from various types of medical images. Over these decades, many 
approaches have been developed to achieve the goal; active contour is one of the most 
powerful methods. 
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The level set method was started by Osher and Sethian [3] in 1988. Since then, a 
great variety of geometric deformable models have been developed in response to the 
ever-increasing demands on image segmentation. Chan and Vese [4] proposed an 
active contour model working with no reliance on the gradient to stop the propagation 
process. With the stopping force based on Mumford-Shah segmentation formulas [5], 
the model becomes an energy-minimizing segmentation and given as 
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where g denotes the image gray levels, )(0 φδ  is the Dirac measure (the derivative of 

the Heaviside function), c1 is the average of g inside the propagating curve, and c2 is 
the average of g outside the propagating curve; µ  ≥ 0, ν ≥ 0, and λ1, λ2 > 0 are fixed 
parameters. Chan et al. also proposed active contours without edge for vector-valued 
images [6] and multiphase segmentation [7]. 

Lee and Seo [8] proposed a level set-based partial differential equation (PDE) 
based on the modified fitting term of the Chan-Vese model for the bimodal 
segmentation. The energy functional is designed to obtain a stationary global 
minimum; thus the energy functional has a unique convergence state, the evolution 
algorithm is invariant to the initialization, and level set function can set an appropriate 
termination criterion. Martin et al. [9] proposed a level-set active segmentation based 
on the maximum likelihood estimation to improve the segmented results for several 
different noise models and showed that the regularity term could be efficiently 
determined by using the minimum description length (MDL) principle. They assume 
that noise can be described by members of the exponential family, such as Gaussian, 
Gamma, Poisson, or Bernoulli distribution. The active contour model is given as 
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g(x, y) is gray level of pixel (x, y); fm̂  and bm̂  are the maximum likelihood estimates 

of gray-level mean in foreground and background, respectively; 2ˆ fσ and 2ˆbσ  are the 

maximum likelihood estimates of gray-level variance in foreground and background, 
respectively; ε is a constant; λ obtained from MDL principle is a weighting coefficient 
for the regularity term; and k(x, y) is the curvature of the level set function φ at (x, y). 

The segmentation algorithm for medical images needs to face more challenges, 
such as the complicated structure of organs and tissues, the noise influences caused by 
the imaging devices, the anatomical variation in patients, and high-noisy/low-contrast 
contents. For applications on organ extraction and brain cortical region segmentation, 
more accurate and effective techniques are pursued. Suri et al. [10] gave a review of 
the state-of-the-art 2-D and 3-D cerebral cortex segmentation techniques on three 
different classes: region-based, boundary-based, and fusion of region- and boundary-
based techniques. Goldenberg et al. [11] proposed an approach for 3-D brain cortex 
segmentation. The method is based on the coupled surface model that is derived as a 
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minimization of the variational geometric framework. The surface evolution is 
performed using the fast geodesic active contour approach; numerical scheme 
combining semi-implicit additive operator splitting (AOS) [12] propagation scheme, 
level set representation, narrow band approach, and the fast marching method. 
Chenoune et al. [13] proposed a segmentation of cardiac cine-MR images and 
myocardial deformation assessment using level set methods. First, the level set 
method proposed by Osher and Fedkiw [14] is modified by introducing an additional 
region-based constraint. Then, it is applied on a 2D+t (i.e., 3-D pseudo-volume by 
stacking the 2-D images) dataset to detect endocardial contours. 

In this paper, we propose a level set method based on the Bayesian risk to segment 
various medical images. At first, by minimizing the risk of misclassification, the level 
set evolution functional is deduced. To prevent the propagating curves from 
generating excessively irregular shapes and lots of small regions, curvature and 
gradient of edges in the image are integrated into the functional. Finally, the Euler-
Lagrange formula is used to find the iterative level set equation from the derived 
functional so that the propagating curves can move towards and stop at the boundaries 
of targets. 

2   The Bayesian Risk 

In this section, the basic concept of Bayesian risk [15, 16] is introduced and which 
will be used to classify pixels into several groups based on the similar characteristics. 
Then, based on the risk we derive the level set evolution functional. 

Suppose an image comprise foreground and background pixels to be classified. 
Classification of the image can be represented by two hypotheses: a null hypothesis 
H1 where the foreground is absent, and an alternative hypothesis H2 in which the 
foreground is present. The classifier is used to determine which hypothesis is correct; 
that is, the classifier must choose one of two decisions, Θ1: the classifier declares that 
the foreground is absent, or Θ2: the foreground is present. In the hypothesis test, there 
are four conditional probabilities used for the combinations of hypothesis and 
decision. (i) P(Θ1|H1) is the probability that the classifier declares the foreground 
absent when it is actually absent. (ii) P(Θ2|H1) is the probability that the classifier 
declares the foreground present when it is actually absent. (iii) P(Θ1|H2) is the 
probability that the classifier declares the foreground absent when it is actually 
present. (iv) P(Θ2|H2) is the probability that the classifier declares the foreground 
present when it is actually present. 

P(Θ2|H1), called type I risk, is the probability of rejecting the null hypothesis H1 
when it is true; while P(Θ1|H2), called type II risk, is the probability of accepting H1 
when H1 is false. For each combination of hypothesis and decision, there exists an 
associated loss. The losses of P(Θ1|H1), P(Θ2|H1), P(Θ1|H2), and P(Θ2|H2) are denoted as 
l(1,1), l(2,1), l(1,2), and l(2,2), respectively. l(1,1) and l(2,2) are the losses of correct 
decision while l(2,1) and l(1,2) are the losses of incorrect decision. l(1,1) and l(2,2) are 
expected to be low or zero; l(2,1) and l(1,1) (also l(1,2) and l(2,2)) are mutually inverse; 
thus l(2,1) and l(1,2) are expected to be high. For images, the Bayesian risk for 
classifying a pixel into foreground or background is given by [15, 16] 
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r = l(1,1)P(H1)P(Θ1|H1) + l(2,1)P(H1)P(Θ2|H1) 

+ l(1,2)P(H2)P(Θ1|H2) + l(2,2)P(H2)P(Θ2|H2).                         (3) 

As the general rule, we set the losses l(1,1) = l(2,2) = 0 and l(1,2) = l(2,1) = 1, if the 
classifier makes the right decisions; thus the Bayesian risk can be rewritten as 

r = P(H1)P(Θ2|H1) + P(H2)P(Θ1|H2).                                (4) 

Let R be the region consisting of two disjoint phases (zones) ω1 and ω2. The phase 
ω1 contains all pixels that lead the classifier to choose decision Θ1, whereas ω2 contain 
all pixels that result in decision Θ2. The two hypotheses, H1 and H2, are associated 
with probability density functions (pdfs) P(g|H1) and P(g|H2) respectively, where g 
denotes a pixel. The risk P(Θ2|H1) is the integral of P(g|H1) over the phase ω2 and 
P(Θ1|H2) is the integral of P(g|H2) over the phase ω1. Thus the total risk for the two-
zone case is 
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3   The Level Set Models 

The Bayesian risk will be used to deduce the level set evolution functional for 
segmentation. An image is taken as a function g(x, y) : Ω → R, where (x, y)’s denote 
spatial coordinates and Ω is an open subset of R2. The image is formed by two phases 
(zones) which may consist of several disconnected parts. We denote these phases as 
ωi, i = 1, 2, and the boundary of ωi is ∂Ω. Assuming that phase ωi is represented by a 
Lipschitz function φ (x, y), called level set function, such that 
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We denote the evolving curve as C and it is completely determined by level set 
function φ. To describe a region in which φ is greater than zero or not, a unit step 
function called Heaviside function is used. The Heaviside function H and its Dirac 
measure δ 0 are defined as 
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In the two-phase segmentation, the proposed approach is based on minimizing the 
functional containing Bayesian and regularity terms, and is described as 
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F(C, φ) = FB(C, φ) + FR(C, φ),                                   (9) 

where FB(C, φ) is the Bayesian term and FR(C, φ) is the regularity term; curve C is 
represented by zero level set (i.e., φ(x, y) = 0). The statistical decision theories are 
generally used for decision making. Here we apply minimizing the Bayesian risk to 
find the boundaries of targets in an image and the Bayesian term is defined as 
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To prevent the curve from generating excessively irregular shape and lots of small 
regions, we set the regularity term [4] as 
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where ν ≥ 0 is the constant for weighting the regularity term. 
Assuming that the gray levels of image pixels are Gaussian distribution and 

mutually independent (i.e., approximately independent and identically distributed). 
The pdf of image pixels is expressed by 
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where g denotes the random variable of pixel gray levels; µi and σi are the mean and 
variance of phase ωi. To eliminate the exponential form of the Gaussian function, we 
take logarithm to make the functional of Bayesian term as 
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Based on finding the minimum extremal of the functional F(C, φ), the evolving 
curve C will approach the target boundary. The functional F(C, φ) is minimized by 
solving the associated Euler-Lagrange equation. Consequently, the level set equation 
for evolution process is given as 
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with initial condition φ (x, y, t = 0) = φ0 (x, y) in Ω and boundary condition 
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where n  is the unit normal at the boundary ∂Ω and 
n ∂

∂φ
 is the normal derivative of φ 

at the boundary. In Eq.(14), we use a conservative statistical procedure [17] to 
estimate two priori probabilities P(ω1) and P(ω2). During the processing, if the pixel 
number in phase ω1 is increasing (decreasing), the probability P(ω1) must be increased 
(decreased). Thus, P(ω1) and P(ω2) are initially set 1/2; then, if ω1 phase is increased 
(i.e., pixel number at (i+1)th iteration is greater than that at ith iteration in ω1), we 
accordingly modify the priori probability. 

4   Experiments 

Three kinds of experiments were executed to evaluate the performance of boundary 
extraction (edge detection). They are high-noisy and low-contrast image 
segmentation, multi-phase image segmentation, and medical image segmentation. 

Level set function is represented by discrete grids, and zero level set is identified 
by linear interpolation. For spatial derivative approximation of level set equations, 
first order upwind approximations [14] were used to keep the numerical solution 
stable when computing derivatives. 

At first, to understand the ability of level set methods for edge detection, a high-
noisy synthetic image of a blurred-boundary circle target was used to examine the 
three mentioned level set methods: Chan-Vese level set method [4], Martin’s level set 
method [9], and the proposed Bayesian level set method as shown in Fig. 1. From the 
results, we can see that all three methods can detect the target boundary, but the 
proposed method produces the smoothest and most matched contour. 

Medical images are a special category of images in their characteristics and 
purposes. Segmentation on CT images is useful for checking aneurysms, 
calcifications, brain tumors, or other abnormalities. Two CT abdominal images shown 
in Fig. 2 (a) and (b) were segmented as results shown in Fig. 2 (c) and (d). In Fig. 2 
(c), the boundary of a spurious tumor has been extracted at the top left of the liver for 
further processes. Although a few blood vessels and normal parts have also been 
extracted, these regions are certainly ignored for diagnosis applications. There are no 
interested regions found in Fig. 2 (d). 

Brain image segmentation in MRI delineates the neuroanatomical structures to 
provide quantification of cortical atrophy and assistance in diagnosis. The brain 
structures, cerebrospinal fluid (CSF), gray matter (GM), and white matter (WM), are 
used to quantify the evolution of many lesions like brain atrophy, hydrocephalus, and 
brain tumors. The purpose of brain cortical segmentation is to accurately extract the 
CSF, GM, and WM boundaries. In MRI images, brightness contrast of tissues is 
dependent on the proton spin density (PD), spin-lattice relaxation time (T1), and spin-
spin relaxation time (T2) of the tissues being imaged. We used the proposed multiple-
phase method to extract the boundaries of CSF, GM, and WM. T1- and T2-weighted 
MRI images shown in Fig. 3 (a) and (b) were segmented as results shown in Fig. 3 (c) 
and (d). As indicated by the segmented results, we can find that these boundaries are 
correctly extracted. The segmented regions for T1-weighted MRI image are 
respectively shown in Fig. 3 (e) to (h), where black regions stand for the segmented 
results. 
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(a) (b)

(c) (d)  

Fig. 1. A low-contrast and high-noisy image of a blurred-boundary target. (a) The original 
image. (b) The segmented result of Chan-Vese model. (c) Result of Martin’s model. (d) Result 
of the proposed approach. 

(a) (b)

(c) (d)  
Fig. 2. Boundary extraction of CT abdominal images. (a) and (b) The original images. (c) and 
(d) The segmented results. 
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(a) (b) (c) (d)

(e) (f) (g) (h)  

Fig. 3. WM, GM, and CSF boundary extraction from human-brain T1- and T2- weighted MRI 
image using the proposed multiple-phase level set model. (a) and (b) The original images. (c) 
and (d) The extracted results. (e) The region of φ1 < 0 and φ2 < 0 for T1-weighted MRI image. 
(f) The region of φ1 < 0 and φ2 > 0. (g) The region of φ1 > 0 and φ2 < 0. (h) The region of φ1 > 0 
and φ2 > 0.  

(a)

(b)

(c)

(d)

(e)

(f)  

Fig. 4. Boundary extraction of ultrasound images. (a) and (b) The original images. (c) and (d) 
The extracted boundaries. (e) and (f) The manual-traced boundaries. 
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Ultrasound images are obtained by emitting and receiving reflects of high-
frequency sound waves. The reflected sound wave echoes are recorded and displayed 
as an image. Segmentation on ultrasound images is useful for examining body's 
internal organs, heart, liver, spleen, pancreas, and kidneys. Two ultrasound images 
shown in Fig. 4 (a) and (b) were segmented. The boundary of a tumor was accurately 
extracted as shown in Fig. 4 (c), and the boundaries of two spurious tumors were 
extracted as shown in Fig. 4 (d). The manual-traced boundaries are shown in Fig. 4 
(e) and (f) for comparison. Due to the influence of imaging devices, such as speckles 
and random noises, the quality of images are heavily degraded; however, the 
proposed approach is still able to extract satisfactory boundaries of interested targets. 

5   Conclusions 

In this paper, level set methods were proposed for image segmentation in which the 
Bayesian risk was used to develop the segmentation algorithms. At first, the image 
segmentation was formulated as a classification of pixels. Then the Bayesian risk is 
formed by false-positive and false-negative fractions in a hypothesis test. Through 
minimizing the risk of misclassification, the level set evolution functional was 
deduced for finding the boundaries of targets. To prevent the propagating curves from 
generating excessively irregular shape and lots of small regions, curvature and 
gradient of images were integrated in the functional. Finally, we used Euler-Lagrange 
formula to minimize the functional to derive the level set evolution equations. The 
generated level set equations were useful for segmenting various kinds of medical 
images; moreover, the developed equations and algorithms are easily extended for 
multiphase segmentation. 

The proposed approach has the following advantages: (i) The statistical decision 
theories are integrated into the derivation of level set method; hence the boundaries of 
targets can be more accurately extracted. (ii) The proposed approach takes the pixel 
distribution into the segmentation, so that the local noises have less influence to the 
propagating process. (iii) Many complicated shapes, such as corners, cavities, 
convexity, and concavities can be extracted at one time; the proposed approach is 
highly compatible with the medical image segmentation. (iv) The proposed method 
can be easily extended to facilitate the multiphase and 3-D surface segmentation. 
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Abstract. An intelligent deformable model called worm model is constructed. 
The worm has a central nervous system, vision, perception and motor systems. It 
is able to memorize, recognize objects and control the motion of its body. The 
new model overcomes the defects of existing methods since it is able to process 
the segmentation of the image intelligently using more information available 
rather than using pixels and gradients only. The experimental results of 
segmentation of the corpus callosum from MRI brain images show that the 
proposed worm model is able to segment medical images automatically and 
accurately. For those images that are more complex or with fragmentary 
boundaries, the predominance of the worm model is especially clear. 

1   Introduction 

The correct classification of human organs in medical image can provide computer 
-assisted diagnosis for clinicians, and is the groundwork of some image processing, 
such as the 3D reconstruction and the visualization of medical images. Several 
segmentation algorithms exist, but they are far from perfect. The available methods to 
segment medical image include threshold value segmentation algorithm, edge 
detection algorithm using differential operators, region growing method and clustering 
segmentation algorithm. Traditional segmentation algorithms for medical image are 
based on the information of the pixel intensity and/or the gradient of intensity [1]. 
Artificial life based segmentation of medical image is fairly new. Recent researches 
show that the method using deformable model based on artificial life is effective to 
segment image because it can take full advantage of local and global information [2-5]. 
Abbreviated to Alife, Artificial Life was officially put forward in an artificial life 
seminar in the U.S. on September 21st, 1987. According to its founder, Alife is a 
manmade system that has natural life characteristic [6, 7]. 

In this paper, an intelligent deformable model called worm model is constructed. The 
worm has a central nervous system, vision system, perception system and locomotion 
system. It can memorize, recognize objects and control the motion of its body. It 
overcomes the defects of the current existing methods since it is able to process the 
segmentation of the image intelligently using more available information, rather than 
only using pixels and gradients. Its ability to segment the corpus callosum (CC) from 
MRI brain images shows that the worm model could segment images automatically and 
accurately. For those images that are more complex or with fragmentary boundary, the 
predominance of the worm model is especially clear.  



36 J. Feng, X. Wang, and S. Luo 

2   Method 

2.1   The Construction of the Worm Model 

The worm model，no larger than several pixels, is made up of many nodes, and it 
possesses ‘head’, ‘neck’ and ‘body’. The ‘head’ is the function section, which has a 
nerve center system, vision system, perception system, and it also can memorize 
information and give off orders. The ‘neck’ and the ‘body’ are locomotion parts.  

The worm’s eyes are located in the head, they are able to emit lines of sight to 
produce the sense of vision. It has fan-shaped eyeshot, each line of sight is less than 7 
pixels by considering the actual size of targets. In order to make a rational vision scope 
for the worm model, we define that the angle between each line is 15 degrees, and the 
angle between the first line of sight and the body is 15 degrees, too. Then the angle 
between the seventh line of sight and the body will be up to 105 degrees, so it can 
provide a rational vision scope for the worm to search for targets. 

The perception organ, located in the head, has two functions. Firstly, the perception 
organ is a useful supplement for the vision organ. Because the field of eyeshot is just in 
front of the neck, it cannot see the fields out of its eyeshot. Then it has to use its 
perception organ to perceive those fields. Secondly, the perceptual organ can be used as 
a sensor and a trigger. When the worm is in very dangerous surroundings, for instance, 
its head is too close to the edge, the perceptual organ will trigger the worm to take 
urgent measures to avoid collision. If the perceptual organ has detected the finishing 
information, it would trigger the worm to stop searching or moving immediately.  

The function of the worm’s neck is to harmonize locomotion. By changing the values 
of the orientation profile and/or the length profile in the neck, it will look up or look 
down to change its eyeshot, thus it can adjust itself during moving. 

The worm’s body is the locomotion center. The worm will go forward or backward by 
changing the slope values of the orientation profile and/or the length profile in the body.  

2.2   The Worm’s Cognition System 

The worm’s life system includes nerve center system, perception system, vision system 
and motor system (Figure 1). 

 

Fig. 1. The worm’s life system 
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The nerve center system is composed of cognition system, memory system and 
feedback processing system. The Back Propagation Nerve Net is used in the cognition 
system. Because there are 7 lines of vision in the eyeshot and each line is less than 7 
pixels, the vision information will be transformed into 7×7 matrix before it is sent to 
the brain. Thus the number of the input layer nodes is 49. Based on the actual 
requirements, it is determined that the number of the output layer nodes be 3. 
Experimental results indicate better results are obtained when the number of the 
concealed layer nodes is about half the number of the input layer nodes. For this reason, 
the number of the concealed layer nodes is 25.  

 

Fig. 2. Training samples for the worm 

The output codes represent the worm’s locomotion directions, which include going 
forward, looking up and looking down respectively. Training samples are changed to 
concur with the actual instance in MR images, while at the same time to ensure that the 
recognition ratio of the training samples is higher than 98% (Figure 2). 

2.3   The Worm’s Cognition Process 

There are four steps in the process of the worm’s cognition. 

Step 1. The nerve center commands the vision organ to emit lines of vision within its 
eyeshot to detect the edge of the image. 

Step 2. The vision system will rectify the vision information, and then send it to the 
nerve center system. 

Because the worm has a fan-shaped eyeshot, and the length of the vision lines is used 
to form the vision matrix, the vision information has to be twisted. For example, a 
beeline is translated into a folded line when it is captured by the vision system (Figure 
3a, b). Thus, the vision information is rectified before it is sent to the nerve center 
system. 
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                                                (a)                                       (b)                           (c)   

Fig. 3. The rectification of the vision codes 

The vision information is rectified with geometry knowledge. The fourth line of 
vision is made as the benchmark line. The angle between the third line or the fifth line 

and the benchmark line is
12

π
, thus, the third and the fifth line can be described as 

following: 

12
cos)()(

π⋅= iLiL  i =3, 5;                                          (1) 

The second and the sixth, the first and the seventh line can be described respectively 
as following:  

6
cos)()(

π⋅= iLiL      i =2, 6;                                               (2) 

4
cos)()(

π⋅= iLiL      i =1, 7;                                               (3) 

After being rectified, the vision codes are able to incarnate the true instance of the 
detected edge (Fig. 3c).  

Step 3. The nerve center system identifies and processes the vision matrix, then gives 
off a locomotion order as well as memorizes the current moving direction and track.  

Step 4. During the locomotion, the worm has sense of touch. When the worm is in very 
dangerous surroundings, such as its head is too close to the edge, the perception organ 
will trigger the worm to take urgent measures to avoid it. If the perception organ has 
detected the finishing information, it would trigger the worm to stop immediately.  

3   Results and Analysis 

3.1   The Segmentation Results Using the Worm Model 

Firstly, convert a MR image into a binary image, and then place a worm model on the 
top of this image. Based on prior experience, the worm can automatically find the 
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(a)                                                     (b) 

   
   (c)                                                           (d) 

Fig. 4. The segmentation results using the worm model 

corpus callosum. It will then go down to the CC’s center where it will divide into four 
little worms in order to detect edges in different directions. These worms are 
commanded to detect image edges in four different directions: up-left, up-right, 
bottom-left, and bottom-right. Lastly, the detecting tracks are memorized when the 
image edges are detected completely. Figure 4b and 4d show the segmentation results 
using the worm model.  

3.2   Comparison with Other Methods 

Comparison with Other Methods. We process the image shown in Figure 5 using 
other methods, such as Canny operator, Sobel template and region growing method. 
After several experiments, the optimal parameters for each method are obtained. The 
threshold gray gradient value is 128 in Canny operator, while it is 80 in Sobel template, 
and the growing threshold value is 12 in region growing method. The image processed 
by these methods shows that there are discontinuities in the vault of the CC (Figure5a, 
b, c). However, there is no discontinuity in the vault when the worm model is used 
(Figure 5d).  
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(a) (b) 

 
(c)                                                     (d) 

Fig. 5. Comparison with Canny operator, Sobel template and region growing method: (a) 
Segmented by Canny operator, the edge in the vault of the CC is discontinuous; (b) Segmented 
by Sobel template, the edge in the vault of the CC is discontinuous; (c) Segmented by region 
growing method, the edge of the CC is wrong; (d) Segmented by the worm model, the edge in the 
vault of the CC is continuous. 

Comparison with the Snakes Model. Segmenting the CC using Snakes model 
required locating the CC and drafting the edge by hand. The worm model, however, 
segments the CC automatically only using a few prior experiences, thus getting rid of 
the dependence on manual work. Figure 6a shows errors are incurred at the vault edge 
when Snakes model are used to segment the CC from the MR image. The worm model, 
on the other hand, is able to completely segment the CC (Figure 6b). 

 
(a) (b) 

Fig. 6. Comparison with Snakes model: (a) Segmented by Snakes model, the edge in the vault of 
the CC is not correct; (b) Segmented by the worm model, the edge in the vault of the CC is 
continuous. 

3.3   Quantitative Comparison with Other Methods 

Quantifying the segmentation result of a medical image, there is no golden standard for the 
evaluation [1].  In order to quantitatively compare with other algorithms, an experimental 
model is constructed as shown in Figure 7a. The target edge is an ellipse (Figure 7b), which 
is interrupted by four small shapes. These shapes, two being round and two being  
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rectangular, represent pliable and sharp interruption to the target edge, and their gray values 
are chosen respectively as 32 and 64, which are close to the gray value of the target edge. 

    
                                                 (a)                                        (b) 

Fig. 7. The experimental image 

The experimental model is processed using each of the different methods, namely, 
Canny operator, Sobel template, region growing method, Snakes model and worm 
model. The same parameter from each method is used as the one stated before. The 
segmenting results are shown in Figure 8. For easy comparison and calculation, the 
result from the region growing method is processed to only distill the edge (Figure 8d).  

     
                      (a)                                        (b)                                     (c)  

     
                         (d)                                      (e)                                      (f) 

Fig. 8. The segmenting results of different methods: (a) Segmenting result using Canny operator; 
(b) Segmenting result using Sobel template; (c) Segmenting result using region growing method; 
(d) The edge of the region growing result; (e) Segmenting result using Snakes model; (f) 
Segmenting result using worm model.  
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After subtracting target image (Figure 7b) from the segmenting images (Figure 8a, b, 
d, e, f), five sorts of data are obtained. The first sort of data is the number of the pixels in 
the standard segmentation result. The second sort is the number of the pixels in the 
segmentation results using the three traditional methods and the worm model. The third 
sort is the number of overlapping pixels in the corresponding place. The fourth sort is 
the number of error pixels within the 8-neighbors of the corresponding correct pixels. 
The last sort is the number of error pixels out of the 8-neighbors of the corresponding 
correct pixels. We define the measure of the correct ratio as following: 

100×
+

=
i

ii
iC

γ
βα

   i  =1, 2, 3, 4, 5                     (4) 

Where, i  represents Canny operator, Sober template, region growing algorithm, 

Snakes model and worm model algorithm respectively; C  represents the correct ratio; 

α  represents the number of overlapping pixels; β  represents the number of error 

pixels within the 8-neighbors; γ  represents the number of the CC pixels segmented 

by the five algorithms. 
The target image in Table 1 has a continuous edge and 392 pixels. It shows that the 

worm model method has remarkable advantage. 

Table 1. Quantitative comparison of different methods 

 Pixels  Overlap
-ping 
pixels 

error 
pixels 
within 8- 
neighbors  

error 
pixels  

out of 8- 
neighbors  

Correct 
ratio 
(%) 

Canny 
operator 

1301 233 425 643 50.58 

Sobel 
template 

1970 322 522 1126 42.84 

region 
growing 

520 112 277 131 74.81 

Snakes 
model 

516 105 287 124 75.97 

worm 
model 

452 139 248 65 85.62 

4   Conclusions 

An artificial life model is introduced to segment medical images. This model has nerve 
center system, vision system, perception system and motor system, and it also has some 
life characteristic, such as memorizing, cognizing and locomotion controlling. The 
model is able to take full advantage of local information because it has alterable eyeshot 
and flexible deformation. As a result, it can automatically segment the target using 
more information than just pixels and gradients, and it can also overcome the 
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inadequacies of the traditional algorithms. Furthermore, it has a high intelligence and 
only need a few prior experiences. 

In this study, we simply segment the CC based on binary images, and only give 
the worm some elementary life characteristics. Future investigations will involve 
directly segmenting the grayscale image to enhance the life characteristics of the worm 
model, and apply this model to 3D reconstruction of medical images.  
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Abstract. A beam-hardening effect is a common problem affecting the quantitative 
ability of X-ray computed tomography. We develop a statistical reconstruction for a 
poly-energetic model, which can effectively reduce beam-hardening effects. A 
phantom test is used to evaluate our approach in comparison with traditional 
correction methods. Unlike previous methods, our algorithm utilizes multiple 
energy-corresponding blank scans to estimate attenuation map for a particular 
energy spectrum. Therefore, our algorithm has an energy-selective reconstruction. In 
addition to the benefits of other iterative reconstructions, our algorithm has the 
advantage in no requirement for prior knowledge about object material, energy 
spectrum of source and energy sensitivity of the detector. The results showed an 
improvement in the coefficient of variation, uniformity and signal-to-noise ratio 
demonstrating better beam hardening correction in our approach. 

Keywords: beam-hardening, poly-energetic, iterative reconstruction. 

1   Introduction 

X-ray computed tomography had provided anatomic information for more than 3 
decades. The modern X-ray computed tomography can provide more quantitative 
information about geometry and density. A beam-hardening effect is a major reason 
affecting accuracy of quantitative results[1]. Several correction methods for beam-
hardening have been reprinted, such as linearization and dual energy methods[2-5]. In 
these post-processing beam hardening correction methods, energy-independent 
projections can be calculated from energy-dependent raw projections and then be 
applied with mono-energetic reconstruction. It is easy to reduce the beam-hardening 
effect. However, the main disadvantage is the material dependence. A statistical 
reconstruction for poly-energetic model has been presented in 2001 by Elbakri and 
Fessler[6,7]. They have also showed several benefits in the statistical method. They 
assume the object is comprised of several known non-overlapping tissue types and the 
attenuation coefficient is modeled as the product of the energy-dependent mass 
attenuation coefficient and the energy- independent density of the tissue. They also 
assume the mass attenuation coefficients of the several tissue types are known. This 
method can reduce beam hardening because it estimates the energy-independent 
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density. For our algorithm, it is also an iterative reconstruction for the poly-energetic 
model. However, the difference is that we assume the energy spectrum is comprised 
of several sub-energy spectrums. The expected photon flux for each sub-spectrum can 
be respectively calculated by an energy-corresponding blank scan and attenuation 
map. The energy-corresponding blank scan can be obtained by different filters. We 
also assume there is a relationship between attenuations for a particular sub-energy 
spectrum to another. Then, we can formulate a maximum-likelihood function for the 
poly-energetic model and develop an iterative algorithm to estimate a discrete 
attenuation map for the particular energy spectrum. Because the sub-energy spectrum 
is relatively narrow compared to the original energy spectrum, the beam hardening 
can be reduced. In addition to the benefits of statistical reconstruction, our algorithm 
has the advantage in being knowledge-free to tissue type and mass attenuation 
coefficients. 

The first section describes a background and discusses a difference between our 
algorithm and other published method. The next section explains our statistical 
reconstruction for poly-energetic X-ray computed tomography. Then, several results 
generalized by different methods for comparison are showed in section 3. Finally, we 
discuss and summarize the results in section 4 and 5, respectively. 

2   Iterative Reconstruction Algorithm 

For a ray of infinitesimal width, the expected photon flux detected along a particular 
projection line Lj is given by: 

( ) ( ) ( )exp ,ε ε μ ε⎡ ⎤= −⎢ ⎥⎣ ⎦∫
v

j
j j L

y I x dl  (1) 

where yj represents the photon flux measured at the jth in N detectors and 
jy  is its 

expectation. The Ij(ε) is the initial photon flux detected by the jth detector. It 
incorporates the energy dependence of the incident ray and detector sensitivity. The 
integral in the exponent is taken over the line Lj and μ is X-ray attenuation coefficient, 
which is dependent on spatial coordinates and beam energy. The goal of any CT 
algorithm is to reconstruct the attenuation map μ from the measured data [y1,…,yN]. 

In our statistical reconstruction algorithm, we assume the energy spectrum ε is 
comprised of K sub-energy spectrums. For the kth sub-energy spectrum, the expected 
photon flux is given by: 

( ) ( ) ( )exp ,ε ε μ ε⎡ ⎤= −⎢ ⎥⎣ ⎦∫
v

j
j k j k kL

y I x dl  (2) 

and ( ) ( )
1

ε ε
=

=∑
K

j j k
k

I I , ( ) ( )
1

ε ε
=

=∑
K

j j k
k

y y . We also assume a ratio of attenuation for 

kth sub-energy spectrum to the particular sub-energy spectrum is known. 

( ) ( )1/μ ε μ ε=k kr  (3) 

where r1=1 and the ε1 is the particular sub-energy spectrum. 
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Therefore, the expected photon flux for the whole energy spectrum is expressed 
by: 

( ) ( ) ( )1
1

exp ,ε ε μ ε
=

⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∫
v

j

K

j j k k L
k

y I r x dl  (3) 

For image reconstruction, we parameterize the three-dimensional object space using 

isotropic voxels. Let 
1, ,

T

pμ μ⎡ ⎤= ⎣ ⎦μ L  be the vector of unknown attenuation 

coefficient, where T stands for transpose. The expected count number of detected 
photon can be calculated by  

[ ]( )1
exp

=
⎡ ⎤= −
⎣ ⎦∑K

j jk k jk
d b r Aμ ,    j=1,…,N (4) 

where the dj and jd  are measured and expected count number at jth detector, 

respectively. The bjk is the count number measured at jth detector for kth energy 

spectrum. The notation [ ] jAμ  denotes the inner product 
1

μ
=
∑

p

ij i
i

a . This inner product 

can be interpreted as the line integral of the discrete attenuation along jth ray. The 
A={aij} is a system matrix, which is an intersection length for jth ray at ith voxel. 

Each count of measurement can be looked upon as a random variable associated 
with an approximate Poisson process. The log-likelihood function can be expressed 
as 

( ) [ ]( ) [ ]( ){ }1 1 1
ln e e

− −

= = =
⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∑ ∑k kj j

r rN K K

j jk jkj k k
L d b b

Aμ Aμμ  (5) 

The first differential of log-likelihood function can be expressed as  
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A gradient algorithm[8;9] updates the attenuation coefficient vector by  

 ( )1

1

μμ μ
μ

+

=

∂
= +

∂∑
n

n n i
i i N

ij ijj

L

d a

μ  
(8) 

The n is iteration number. For accelerating reconstruction, an order-subset technique 
is utilized[10-12]. 
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,
, 1 , 1
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The order-subset algorithm updates all estimates of attenuation in the iteration. The s 
is subset number. The S(s) contains the rays in subset s. 

3   Results 

The projection data is scanned by our home-made microCT. The isotropic voxel size 
is 30 μm with 8 folds binning. The fan and cone angles are 6.7 and 5.0 degrees, 
respectively. Uniform water in a cylindrical plastic tube was scanned by 360 
projections in 180 degree. The diameter of tube is 16.5mm. The peak voltage is 
50kVp.   

We compared three procedures, (a) using a mono-energetic reconstruction to data 
without filter, (b) using a mono-energetic reconstruction to data with 0.5 mm aluminum 
filter, and (c) using our poly-energetic reconstruction to data without filter. For the poly-
energetic, we use two blank scans acquired with and without 0.5mm aluminum filter. 
However, the measured projections are only acquired without the filter and the same as 
procedure (a). The mono-energetic and poly-energetic reconstructions are both order-
subset gradient algorithm with 10 subsets. All the images are obtained after 3 iterations 
(seen in Fig. 1). Theoretically, to apply a 0.5mm aluminum filter can effectively reduce 
the beam hardening because it can attenuate soft X-ray. The higher gray value at edge is 
observed on Image obtained from procedure (a). It is a typical beam hardening artifact. 
For assessment of image quality, a coefficient of variation (CV), uniformity and signal-
to-noise ratio (SNR) in the same region-of-interest (ROI) that fully covers the water 
region are showed in Table 1. According to the results on Table 1, the image obtained 
by our algorithm has the best improvement in CV, uniformity and SNR. An uniformity 
improvement can be easy observed in profiles of tomography obtained from procedure 
(b) and (c) (seen in Fig. 2). The results fully demonstrate our algorithm can effectively 
reduce beam-hardening effect better than others. 

Table 1. The comparison of CV, uniformity and SNR for the three conditions  

Parameter Condition (a) Condition (b) Condition (c) 
CV 5.1% 3.7% 2.7% 

Uniformity 13.3% 9.4% 6.8% 
SNR 25.83 dB 28.6 dB 31.44 dB  

※ The CV is defined as CV σ= X . C contains the voxels in the ROI. The σ and X are 

standard deviation and mean of gray values in the ROI, respectively. The uniformity is defined 
as ( )Uniformity H LX X X= − . The 

HX  is mean of voxels for upper 25% gray value in the 

ROI and 
LX  is for lower 25%. The SNR is defined as SNR 20log( )X σ=  [3]. 
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(a)  (b)  

(c)  

 

Fig. 1. The images obtained from the three conditions. All images have been linearly normalized 
from maximum to minimum. Image (a) is a tomograph reconstructed by mono-energetic 
reconstruction from the data without filter. Image (b) is a tomograph reconstructed by mono-
energetic reconstruction from the data with 0.5mm aluminum filter. Image (c) is a tomograph 
reconstructed by poly-energetic reconstruction from the data without filter. 

4   Discussion 

In this study, we compared three different procedures. All the results were obtained in 
the same acquisition parameters, included voltages of tube, current of tube and 
exposure time. Because no any correction was applied in the procedure A, the results 
showed more serious beam hardening effect compared to the other procedures. The 
gray value in central area is lower than edge. The contrast can be shown in Figure 1 
(a) and Figure 2. The difference between procedure A and B is the filter. In the 
procedure B, the 0.5 mm Aluminum filter was applied to stop the soft X-ray and 
reduced the beam hardening effect. Therefore, the results of procedure B were more 
uniform (seen in Figure 1 and 2) compared to the results of procedure A. This method 
is a hardware way to reduce beam hardening effect. It is widely applied in computed 
tomography. In the procedure C, we used the same data set as procedure A, but 
different in blank scan. The two blank scans were used in procedure C for the 
expectation of two sub-energy. Because only one scan is needed by our statistical 
reconstruction as well as the procedure A, the radiological dose and scan time in our 
method are the same as the procedure A.  
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Fig. 2. The dashed line on top is a profile through Image (a) in Fig. 1. The solid line in the 
middle is a profile through image (b) in Fig. 1. The dotted line on bottom is a profile through 
image (c) in Fig. 1. 

Using our poly-energetic reconstruction, the beam hardening effect can be reduced 
without the filter. It is specially advantage in soft X-ray computed tomography. In low 
voltage X-ray condition, most radiological signal will be stopped by the filter. In the 
post-processing beam hardening correction methods, few parameters are probably 
adjusted with object characteristics. However, our method is completed object-
independent. The ratio r (seen in equation (3)) is possibly changed with different X-
ray source, filter, voltage and detector, but no parameter is needed change with object. 
Comparing to Elbakri’s poly-energetic reconstruction [6,7], our method is knowledge-
free to material. It is no necessary to know the mass attenuation coefficient of material 
and segmentation. For single slice reconstruction of 30 iterations, the elapsed time of 
poly-energetic reconstruction is 43.5 sec and almost the same as mono-energetic 
reconstruction. There are three major benefits compared to present method of beam 
hardening correction: (1) no need filter in acquisition, (2) object-independence, (3) 
material knowledge-free and (4) the reconstruction speed as well as mono-energetic 
reconstruction.  

5   Conclusions 

The statistical reconstruction for poly-energetic X-ray computed tomography 
developed by us has been demonstrated to effectively reduce beam hardening effect, 
and improve the CV, uniformity and SNR. Our poly-energetic reconstruction is a high 
feasibility approach, because radiological dose, reconstruction time and scan time as 
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well as mono-energetic method. The beam hardening correction can be achieved 
without requirement of prior knowledge of object material, energy spectrum of source 
and energy sensitivity of detector. 

The study in this paper is only tested by the uniform object. In future, we will 
apply our algorithm to more complex object and find its potential in preclinical 
application. 
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Abstract. This paper presents an image super-resolution method that
enhances spatial resolution of MRI images in the slice-select direction.
The algorithm employs Tikhonov regularization, using a standard model
of imaging process and reformulating the reconstruction as a regularized
minimization task. Our experimental result shows improvements in both
signal-to-noise ratio and visual quality.

Keywords: Super-resolution Reconstruction, MRI, Tikhonov Regular-
ization.

1 Introduction

Magnetic Resonance Imaging (MRI) is a non-invasive diagnostic technique to
produce computerized images of internal body tissues. Its major goal is to max-
imize the image spatial resolution so as to provide accurate information for
investigators. In this sense, only the improvement of in-plane resolution is not
enough. To obtain high-resolution (HR) data in 3-D, the spatial resolution of the
standard MRI protocol does not suffice [1], such as diffusion-weighted imaging
(DWI) and echo-planar imaging (EPI). That is because acquiring HR images,
especially in slice-select direction, would result in the reduction in signal-to-
noise ratio (SNR). SNR is proportional to the main magnetic field strength. The
decrease in SNR might be obviated by the usage of higher magnetic field scan-
ners, but the corresponding changes in both T1 and T2 would further reduce the
gain in SNR at the ultrahigh-field-strength MRI [2]. Moreover, higher magnetic
strength would both increase inhomogeneity and introduce distortion artifacts
into images. Therefore, super-resolution technique, as a post-processing method,
has been introduced to enhance the resolution of MRI images.

Image super-resolution reconstruction is to restore a HR image from several
low-resolution (LR) images taken from the same scene, but from slightly different
view points [3]. Although these images may be translated, blurred, rotated, or
corrupted with noise, they can be useful to provide different information for a HR
image. Recently the method has been used for the improvement of MRI image
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quality. This application attracted a number of super-resolution reconstruction
algorithms to be used in it. Irani and Peleg [4] introduced the Iterative Back
Projection (IBP) into the reconstruction. Peled and Yeshurun [5] first presented
an implementation of IBP into MRI data, which aimed to reconstruct images
of human white matter fiber tract from Diffusion Tensor Imaging (DTI). IBP,
because of its simplicity and easy implementation, was frequently utilized in
the early development of super-resolution. But the algorithm was also known
for its low rate of convergence and sensitivity to noise. Then Hsu et al. [6]
proposed the application of wavelet-based Projection onto Convex Sets (POCS)
super-resolution into cardiovascular MRI images. It extracted information from
the non-stationary effect of heart and blood vessels in the successive images to
reconstruct a HR image. As for stationary objects, such as the brain, it is not
effective to perform a good reconstruction. But requirements of high quality
brain MRI images are increasing now in both the neurology and the medicine.
Therefore, we take Tikhonov regularization into this application to obtain a
brain MRI image super-resolution reconstruction.

Tikhonov regularization is the most commonly used method in the regulariza-
tion to ill-conditioned problems. In these problems, even small changes in input
can result in wild oscillations in the approximation of a solution. In general,
image restoration is ill-conditioned and difficult to find out a unique solution di-
rectly. Such is the case in MRI image super-resolution reconstruction. To achieve
a reasonable solution, we use Tikhonov regularization to reformulate the prob-
lem as a regularized unconstrained minimization problem. Then it has a unique
minimizer, i.e., the reasonable solution for the reconstruction problem.

In this work we take use of Tikhonov regularization into brain MRI image
super-resolution reconstruction. This technique is utilized on a simulation and
real brain MRI images to demonstrate the applicability and performance of the
super-resolution reconstruction in MRI.

2 Methods

2.1 Observation Model

To perform a super-resolution reconstruction, the first step is to formulate an
observation model that relates the original HR image to the acquired LR images.
We consider the following problem:

Y = Hf + n , (1)

where Y and f are vectors of length m representing the acquired LR images
and the original HR image respectively, and H is an m × m linear operator
that characterizes the degrading process. n is the vector of length m that rep-
resents the additive Gaussian white noise contaminating the measurement. So
the problem is to determine the HR image given acquired LR images with the
degradation matrix and the additive noise.
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2.2 Tikhonov Regularization

Generally, the super-resolution reconstruction is an ill-posed problem because
of an insufficient number of LR images and ill-conditioned degrading operator.
It is necessary to rely on a regularization to stabilize the inversion of ill-posed
problem. Here we take use of Tikhonov regularization for the reconstruction.
Through the regularization, the problem (1) is replaced by the problem of seeking
an estimate x to minimize the Lagrangian:

min
f

[
‖Y − Hf‖2

2 + α ‖Cf‖2
2

]
, (2)

where the operator C is generally a high-pass filter, and ‖ · ‖ represents L2
norm. The first term measures the fidelity of the solution to the data while the
second term manages the smoothness of the solution. α denotes the Lagrange
multiplier, commonly referred to as the regularization factor, that controls the
tradeoff between the two terms. C is often chosen as the Laplacian operator to
smooth the solution. So the minimizer of (2) expressed as normal equations is:

HT Y = (HT H − αCT C)f . (3)

where H and C are block Toeplitz matrices. Equation (3) can be solved by
Conjugate Gradient (CG), because it is more advantageous than others to solve
large, sparse and symmetric positive definite linear system.

2.3 Signal-to-Noise Ratio (SNR)

When it comes to a method for digital image restoration, one should ensure that
SNR is not compromised. Because super-resolution reconstruction belongs to the
category, it is necessary to take SNR into account. In general, SNR is defined as
the ratio of the mean pixel values to the standard deviation of the pixel values
outside an interest. For the purpose of demonstrating the improvement of the
method, this definition is still satisfactory.

3 Results

3.1 Simulation

A high-SNR, HR (64 × 64, 1 mm in-plane) image is shifted and contracted so as
to create 4 images (32 × 32). The first two images are acquired with 0- and 1-
mm shift in the phase-encode direction, and copies of the two images are shifted
by 1 mm in the frequency-encode direction to get the other two images. Then
Gaussian white noise is added to the four LR images to give them a SNR of
25dB. A part of one of the LR shifted images with additive noise is shown in
Fig. 1A.

The reconstructed image after Tikhonov regularization is shown in Fig. 1B.
The original HR image is shown for comparison in Fig. 1C. During the simula-
tion, SNR in LR images has been chosen from 5dB to 25dB. All reconstructed
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(a) LR image (b) Recons. HR image (c) Original HR image

Fig. 1. Images in a simulated reconstruction(regularization factor = 1.1)

images show the corpus callosum clearer than LR images and at the same time,
decrease the impact of noise effectively.

3.2 Brain Imaging

We perform super-resolution reconstruction on human brain data. Owing to
an inherent characteristic of MRI modality, the super-resolution postprocessing
method could only be employed in the slice-select direction [10]. So in this case
we set the slice thickness in LR images wide enough to acquire HR data with the
same slice width as the reconstructed image. It is intended to analyze the im-
provement of the super-resolution reconstruction method. Our goal is to achieve
a result whose image quality is as close as that of HR data, based on acquired
LR images. The resolution in LR slices is set to be 1 mm, and the slice thickness
is 4 mm. The first set of LR slices will include 28 slices. The second set of LR
slices is slightly shifted up in the slice-select direction by 1 mm. The third and
fourth set is shifted in the direction by 2 mm and 3 mm, respectively. Then in
the first set, we extract one column of every slice in the same index to obtain
the first LR image. Taking use of the same procedure, we achieve the other three
LR images. They make up of the four LR images for a reconstruction.

One of LR images is shown in Fig. 2A. Figure 2B is the reconstructed HR
image and Figure 2C is a HR image for a comparison. As the comparison shows,
the reconstructed image contains clearer information thanks to the high resolu-
tion. So the improvement in the result is obvious. SNR is 11.53dB and 8.01dB
in reconstructed HR image and original HR image, respectively.

4 Discussion and Conclusion

In this work, we investigate the possibility of using Tikhonov regularization to
perform super-resolution reconstruction in human brain MRI images. Simula-
tion result shows Tikhonov regularization is effective to be used in the super-
resolution reconstruction. It is amenable to noise, to a large extent. The range
of original SNR in LR images is from 5dB to 25dB in the simulation. The recon-
structed image is always able to provide more readable information than noisy
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(a) LR image (b) Recons. HR image (c) Original HR image

Fig. 2. Real brain images in a reconstruction(regularization factor = 1.2)

LR images. In the real data experiment, these LR images are extracted from
the four sets of LR slices. The reconstructed image in the slice-select direction
presents clearer details than LR image because of the higher resolution, and
gives acceptable SNR values.

To conclude, Tikhonov regularization is applicable to super-resolution recon-
struction of brain MRI images. It works well to improve the resolution in the
slice-select direction of MRI data without the loss of SNR.
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Abstract. In this paper, a simple enhancement algorithm for MR head images 
has been presented. The algorithm is based on histogram equalization but new 
adaptive reassigning rules have been involved, which approaches a non-linear 
gray level mapping. Comparing with other existing enhancement algorithms 
based on equalization, the new algorithm needs not calculate local histograms 
window by window but dynamically assigning new gray levels according to 
statistical info in related histogram, which makes the new algorithm natively 
faster. Testing results on different MR Head images have been reported and 
compared with several existing algorithms, which have shown that the new 
algorithm is not only faster but also reached better enhancement results.  

Keywords: Medical image enhancement, MR head image, Histogram equalization, 
Non-linear mapping. 

1   Introduction 

The digital format of Magnetic Resonance Image(MRI) lends itself to a wealth of 
image enhancement techniques, which could provide details of internal organs to 
support activities such as disease diagnosis and monitoring, and surgical planning. 
Over the years different techniques have been studied to enhance MRI[1][2]. These 
methods can be classified as: 

 i). Statistical or time/spatial domain methods.       
 ii). Localized or adaptive algorithms.  
iii). Frequency domain techniques.   

Histogram equalization techniques are statistical methods in time/spatial domain. 
Conventional histogram equalization algorithm [3] is simple and effective but may 
not get satisfied results from MRI. Some MRI enhancement results by conventional 
histogram equalization algorithm have been shown in the second row of figure 1 
below. To improve enhancement results, many localized (or adaptive) histogram 
equalization algorithms have been proposed [4][5], which consider a local window 
for each individual pixel and computes the new intensity value based on the local 
histogram equalization. These localized algorithms usually improve results but they 
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are very time consuming even though there are some fast implementations for 
updating the local histograms [6].  

In this paper, a new approach to improve conventional histogram equalization 
algorithm has been proposed, which is not based on localizing histogram in smaller 
spatial areas (local windows), but equalizing the histogram according to statistical 
characters of histogram of the whole image. In the other word, the new algorithm 
only calculates histogram once during the enhancement, so it is much faster than 
algorithms, which need calculate local histograms one by one. 

The new algorithm is working as a non-linear mapping function between original 
MRI and enhanced MRI. It keeps some gray levels unchanged but reassigns new 
values to some selected gray levels. Usually to design a non-linear mapping should 
figure out a non-linear function first, or if an analytical formula is harder to design, a 
curve of mapping rule should be given out. Both of them are not easy to be obtained 
[7]. The new algorithm avoids figuring out any non-linear functions or curves, but 
just simply enhances MRI by the info offered by histogram. It is much simple but 
result is satisfied. 

2   Method 

The major steps of the new algorithm have been listed below based on the 
conventional histogram equalization algorithm[3]. The new added parts have been 
marked and highlighted in bold: 

Notation: 
H is the histogram array of an image. 
Zmax is the maximum gray level in the image. 
Hint is an integer of the histogram. 
Z denotes the old levels. 
R denotes the new levels. 
Each Z will be mapped onto an interval [left(Z), 
right(Z)]. 
 

Approach: 
Step1:  Read an image, evaluate its histogram and store 

it in the array H. Let Havg be its average value. 

Step1.1(new added): 
Let N is the total pixel number in the image (size 
of input image),  
For Z = 0 to Zmax do: 

Begin 
 If (H(Z)  >  k*N ) H(Z)=0  

End                                      
Step2:  Set R = 0, Hint = 0 
Step3:  For Z = 0 to Zmax do: 
Begin 

 Set left(Z) = R, and Hint = Hint + H(Z)  
 While Hint > Havg, do: 
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 Begin 
   Hint = Hint – Havg, R = R + 1. 
 End 

Set right(Z) = R and define the value of new(Z) 
according to the average of left(Z) and right(Z), 
that means new(Z) = R( [left(Z) + right(Z)]/2 ) 
where R(x) is a function of x to round x to the 
nearest integer. 

End 
Step4:  For all pixels P of the image do: 
Begin 
If  left(f(P)) equals to right(f(P))  
then set the new value of the pixel P to the 

left(f(P)) 
Else set the new value of the pixel P to the 

new(f(P)). 
End 

End of algorithm. 
 
The new algorithm has introduced a new parameter ‘k’ in the step 1.1, which is a 

key parameter to decide if the gray level should be ignored in further processing steps. 

3   Results 

The proposed algorithm has been tested on different MR head images, which are 
obtained from a hospital in TianJin, China. Two other exiting algorithms have been 
tested either to compare enhancement effects. They are classical enhancement 
algorithms; one is conventional histogram equalization algorithm [3], which is 
working in spatial domain and another is wavelet based enhancement algorithm [8], 
which is working in transform domain. All testing results haves shown that the 
enhanced effects of the new algorithm are better than both of the results from the 
conventional histogram equalization algorithm [3], and the wavelet transform 
algorithm [8].  

There is a parameter k in the new algorithm. Different k had been tested in a training 
image set and k=0.2 has been selected for MR head images. So k=0.2 has been used 
for all testing. We believe k could be dynamically decided, which will be one of our 
further works in the future. 

  Several typical testing result images have been shown in the figure 1 below. For 
comparison purpose, results of the conventional histogram equalization algorithm [3] 
and results of the wavelet based enhancement algorithm [8] have been shown in 
figure 1 either. The figure 1 is organized as three original MR images have been 
shown in the first row; their corresponding enhanced images by conventional 
histogram equalization algorithm have been shown in the second row. Corresponding 
result images enhanced by wavelet based algorithm have been shown in the third row 
and results from the new algorithm proposed in the paper have been shown in the 
fourth row. 
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(1). Original MR Head Images. 

     
(2). Enhanced results by conventional histogram equalization [3]. 

     
(3). Enhanced results by Wavelet transform [8]. 

     
(4). Enhanced results by proposed new algorithm. 

Fig. 1. MRI with their enhanced images by different algorithms 

4   Discussion and Conclusion 

Testing results have shown that the new algorithm could get better enhancement 
results on all tested MR head images. From the figure 1 above, we could see that 
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beside the new algorithm has the similar but still better result comparing with wavelet 
based algorithm in the third column, all other results from the new algorithm in the 
figure 1 had shown much better enhancement results compare with others.   

Often, the quantitative measures of image processing results do not agree well 
with the preferences of the human eyes[9]. And the human eye is always the ultimate 
judge of whether the image processing results is acceptable or annoying. But we 
could use shapes of histogram to measure the enhancement results by different 
algorithms mentioned in the paper. Figure 2 below shows histogram of an original 
MRI in the figure 1, with histograms of its corresponding enhanced images by 
different algorithms shown in the figure 1. 

(1)                            (2)    

(3)                                (4)  

Fig. 2. Histograms of a MRI and its corresponding enhanced images in the first column of the 
figure 1 

The histogram in (1) of figure 2 above shows the histogram of the first original 
MRI in the figure 1; (2) shows the histogram of corresponding enhanced image by 
conventional histogram equalization [3], which is the fist image of the second row in 
the figure 1; (3) shows the histogram of corresponding enhanced image by Wavelet 
transform [8], which is the fist image of the third row in the figure 1; (4) shows the 
histogram of corresponding enhanced image by the new algorithm proposed, which is 
the fist image of the fourth row in the figure 1. Form equalization’s point of view, the 
new algorithm has the best enhancement result for it has more ‘equal’ histogram. This 
confirms our conclusion again that the new algorithm does have better enhancement 
result on MR head images. 
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Beside the better enhancement results, the new algorithm has also obvious 
predominance in its simple implement and faster processing speed. These advantages 
are native existed in its algorithm structure. First, the new algorithm is working in 
time/spatial domain so it does not need transferring and inverse transferring 
processing as wavelet based algorithms.  Second, the new algorithm is still using a 
global histogram from the whole image to do the equalization, which is defiantly 
faster than those enhancement algorithms based on the localization. So the proposed 
algorithm has unassailable advantage on less complexity of algorithm, especially in 
less time cost comparing with these local window based equalization algorithms or 
algorithms based on Frequency/Transform domain techniques. 
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Abstract. Segmentation is one of the most difficult tasks in digital image 
processing. This paper presents a novel segmentation algorithm, which uses a 
biologically inspired paradigm known as artificial ant colonies. Considering the 
features of artificial ant colonies, we present an extended model applied in 
image segmentation. Each ant in our model is endowed with the ability of 
memorizing a reference object, which will be refreshed when a new target is 
found. A fuzzy connectedness measure is adopted to evaluate the similarity 
between the target and the reference object. The behavior of one ant is affected 
by the neighboring ants and the cooperation between ants is performed by 
exchanging information through pheromone updating. The simulated results 
show the efficiency of the new algorithm, which is able to preserve the detail of 
the object and is insensitive to noise.  

1   Introduction 

The success of image analysis depends heavily upon accurate image segmentation 
algorithms. Image segmentation algorithms subdivide images into their constituent 
regions, with the level of subdivision depending on the problem being solved. Robust, 
automatic image segmentation requires the incorporation and intelligent utilization of 
global contextual knowledge. But the variability of the background, versatile 
properties of the target partitions that characterize themselves and the presence of 
noise make it difficult to accomplish the task. Considering the complexity, we often 
apply different methods in segmentation process according to the nature of the 
images. Region-based active contour models [1, 2] are widely used in image 
segmentation. In general, these region-based models have a number of advantages 
over gradient-based techniques for segmentation, including greater robustness to 
noise. However, the initial contour placement will affect the result of segmentation. 
Unsupervised fuzzy clustering, especially fuzzy c-means algorithm (FCM) [3-5], is 
widely employed in image segmentation. Based on minimum square error criterion, 
FCM algorithm can perform classification without the need to estimate the density 
distribution of the image. But when used in image segmentation, FCM algorithm has 
a serious limitation: it does not incorporate any spatial information. As a result, it is 
sensitive to noise and imaging artifacts. In this paper, we explore a novel approach to 
image segmentation with Artificial Ant Colonies. 
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2   Related Work 

Ramos [6] has explored the idea of using a digital image as an environment for 
artificial ant colonies. He observed that artificial ant colonies could react and adapt 
appropriately to any type of digital habitat. Ramos [7] has also investigated ant 
colonies based data clustering and developed an ant colony clustering algorithm 
referred to as ACLUSTER which he applied to a digital image retrieval problem. In 
doing so, Ramos [7] was able to perform retrieval and classification successfully on 
images of marble samples. Liu and Tang [8] have conducted similar work and have 
presented an algorithm for grey scale image segmentation using behavior-based 
agents that self reproduce in areas of interest. He and Chen [9] have provided an 
artificial cell model. In their models, each life is one individual unit, termed as a cell, 
which adheres to one pixel in the image. All of the cells bear similar structures but 
mutations may occur during the process of reproduction due to the influence of the 
environment. Hamarnehl [10] has shown how an intelligent corpus callosum agent, 
which takes the form of a worm, can deal with noise, incomplete edges, enormous 
anatomical variation, and occlusion in order to segment and label the corpus callosum 
in 2D mid-sagittal MR image slices of the brain. 

3   Previous Model of Artificial Ant Colonies 

As described by Chialvo and Millonas in [11], the state of an individual ant can be 
expressed by its position r , and orientationθ . Since the response at a given time is 
assumed to be independent of the previous history of the individual, it is sufficient to 
specify a transition probability from one place and orientation ),( θr to the next *)*,( θr  

an instant later. In previous works [6, 12, 13] transition rules were derived and 
generalized from noisy response functions, which in turn were found to reproduce a 
number of experimental results with real ants. The response function can effectively 
be translated into a two-parameter transition rule between the pixels by use of a 
pheromone weighting function: 

β

δσ
σσ )

1
1()(

+
+=W  (1) 

 

This equation measures the relative probabilities of moving to a pixel r with 
pheromone density )(rσ . The parameter β  is associated with the pheromone density, 

it controls the degree of randomness with which each ant follows the gradient of 
pheromone. As discussed in [6], for low values of β  the pheromone concentration 

does not greatly affect its choice, while high values cause it to follow pheromone 
gradient with more certainty. 

δ
1  is the sensory capacity, which describes the fact that 

each ant’s ability to sense pheromone decreases somewhat at high concentrations. 
Considering that the ants have higher possibility to walk along the previous direction, 
Chialvo and Millonas[11] add an additional weighting factor )( θΔw , which ensures 
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that very sharp turns are much less likely than turns through smaller angles, thus each 
ant in the colony have a probabilistic bias in the forward direction. Influenced by the 
concentration of pheromone in all the eight neighboring pixels, each individual in the 
ant colony can step in one of these pixels at each time step. Simultaneously, each 
individual leaves a constant amount η of pheromone at the pixel in which it is located 

at every time step t . This pheromone decays at each time step at a rate V . The 

normalized transition probabilities on the lattice to go from pixel k to pixel i at time 
t are given by [11]: 
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The notation kj / indicates the sum over all the pixels j  in the local neighborhood 

of k . iΔ  measures the magnitude of the difference in orientation from the previous 
direction at time t-1. A large number of ants can be placed on the image at random 
positions at time 0=t . Then the movement of each ant is determined by the 

probability ikP . Different from the pheromone deposition methods utilized in [11], 
Ramos added a new term which is not constant and related with a proposed 
correlation measures around local neighborhoods. The pheromone deposition T is 
defined as [6]: 

hpT Δ+=η  (3) 

Where η  is a constant amount of pheromone; p is a constant; hΔ  is used to 

measure degrees of similarity between two different lattice windows, including three 
terms. The first term, computed through differences in simple averages, is responsible 
for finding differences on overall grey level intensity values, while the second 
measures differences on windows grey level homogeneity values through variance 
computations. The last term is computed through differences in two grey level 
histograms representative of two local neighborhoods. hΔ  is depicted as: 
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Where 1)( =++ cba , 1m  means the grey level average intensities in one lattice 

window, while 
1

2σ  represents the variance for the same window. S  equals to the 

difference for all grey level intensities between two grey level histograms 
representative of two windows. Figure 1 shows part of our experimental results using 
the introduced model [6]. 
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(a)                  (b, t=20)                 (c, t=200)                 (d, t=600) 

Fig. 1. Pheromonal fields for several iterations: (a) original image; (b) ~ (d) pheromonal fields 
after 20 iterations, 200 iterations and 600 iterations respectively.  

4   Modeling Artificial Ant Colonies for Image Segmentation 

When utilizing artificial ant colonies in image segmentation, we assume the ants in 
the system should have the ability to know what the “food” in their memory is. 
Thus they can find the pixels which are similar to the “food” in the image. Then the 
ants deposit pheromone on the pixels which will affect the motion of the ants. At 
each iteration step, the ants will change their position in the image according to 
certain rules. In the end, we can get the segmentation result through analyzing the 
pheromone distribution in the image. Implementation details will be described in 
the following. 

4.1   What Is Food 

The food in our algorithm can be described as a reference object which is memorized 
by the ants during image segmentation process. For simplicity, we select a r -radius 
neighborhood )(oNr of a pixel o  in the image manually. Then the food in the 

ith ant’s memory at time 0=t can be initialized as: 

)(0, oNF rti ==  (5) 

}|{)( roeIeoNr <−∈=  (6) 

 
Where I represents the pixels in the image for segmentation . When an ant finds 

new food source, the food in ants’ memory will be refreshed according to certain rules 
which will be introduced later on. 

4.2   Finding Food Source 

When the food is defined, the ants in the system have the tasks of finding pixels of 
similar property. In order to find these similarly pixels, ants are given the ability to 
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compare pixels to the specific reference food for which they are looking for. If an ant 
is at the pixel c , )(cNr represents a r -radius neighborhood of the pixel c , then the 

comparison is controlled by the formula: 

),(),(),( cococok ψϕ μμμ =  (7) 

),max(
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mm
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),( coψμ is the homogeneity-based component which is often used in fuzzy 

connectedness algorithms [14]. om  and cm  represent the grey level average 
intensities of )(oNr  and )(cNr  respectively. If ),( cokμ  exceeds a threshold, the pixel 

c  is defined as interesting to the ants searching for food source. When an ant i  
considers c as new food source, the food in the ant’s memory at time τ=t  will be 
refreshed as: 

1,, )( −== += ττ tirti bFcaNF  (9) 

Where a and b  are constants. 

4.3   Transition Rules 

At each time step, the ants in the system will go from pixel k to pixel j . Different 

from [4], we assume the transition probability of an ant is also affected by other ants 
around it. The influence of other ants is confined in a given window W , the center of 

which is k . Then the normalized transition probability on the lattice to go from 
pixel k to pixel i at time t  is defined as: 
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Where wN  is the amount of ants in W , ),( θwN  is the number of ants in W  whose 

previous direction was θ . With the definition, the motion of ants is more like mass 
action, which can enhance the ants’ ability of finding food source. 
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4.4   Pheromone Update 

As discussed in section 4.2, an ant will consider the target as a food source when the 
value of ),( cokμ  exceeds a threshold. During the process of finding food source, each 

ant has its own threshold� . In our paper, the value of �  is between 0.6 and 0.9. 
Then the pheromone deposition T  at pixel c can be defined as: 
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Where η  is a constant amount of pheromone; p is a constant. 

5   Experiments and Results 

To evaluate the feasibility of the proposed segmentation algorithm of artificial ant 
colonies, two sets of experiments are presented. The coefficients used for running 
these experiments are 2.1,2.0,5.3,015.0,07.0 ===== pV δβη . The results of these 

experiments are described below. 
The first example is based on a Printed Circuit Board (PCB) image with Gaussian 

noise [Fig.2 (a)]. The mean value of Gaussian white noise is 0 and the variance is 
0.03. 

Fig.2 (b) and Fig.2 (c) (from [9]) are segmentation results using median filter 
and Wiener adaptive filter respectively. From Fig.3 (a) to Fig.3 (c), we can find 
that more iterations have been done, more ants are close to the target. As shown 
in Fig.3 (c), our approach outperforms the two filter-based methods. 

    

                      (a)                 (b)                           (c) 

Fig. 2. Segmentation Results: (a) PCB image with Gaussian noise )03.0,0( == δμ ; (b) 

thresholded image after 55× median filter; (c) thresholded image after 55×  2D Wiener 
adaptive filter. 

We use parts of phantom data provided by Brain Imaging Centre at Montreal 
Neurological Institute of McGill University to evaluate algorithm, 20% and 40% 
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   (a, t=50)                             (b, t=200)                       (c, t=600) 

Fig. 3. Segmentation Results: (a) ~ (c) the segmentation results using artificial ant colonies for 
different iterations 

bias-field, 0%, 3%and 5% noise. 15 images are chosen under every condition. We run 
the segmentation by the FCM and artificial ant colonies (AC) algorithm respectively, 
and then choose Jaccard Similarity Index (SI) to evaluate the segmentation results and 
similar level of manikin data. The SI can be defined as: 
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Where S1 and S2 are two pixel sets after segmentation. 

Moreover, in the algorithm, we need to scrutinize if non-target pixels are 
recognized as target pixels or target pixels are recognized as non-target pixels 
mistakenly. Therefore, false negative ratio and false positive ratio of algorithm should 
be calculated at the meantime.  

Table 1. Statistics of white matter segmentation result 

noise bias-field false 
position 

false 
negative 

SI 

7.07 0.84 0.92 
5.32 1.05 0.93 

0% 40% 
20% 
0% 4.03 1.46 0.95 

7.23 0.63 0.88 
6.44 0.83 0.91 

3% 40% 
20% 
0% 5.12 1.28 0.91 

7.81 1.02 0.86 
6.53 1.09 0.87 

5% 40% 
20% 
0% 3.09 2.45 0.90 

average 5.84 1.18 0.90 
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Fig. 4. Comparison with Jaccard Similarity Index (SI) of result using FCM, AC algorithm 
respectively under the 20% bias-field and different intensity of noise 

 

Fig. 5. Comparison with Jaccard Similarity Index (SI) of result using FCM, AC algorithm 
respectively under the 40% bias-field and different intensity of noise 

When the value of SI is more close to 1, it means that the segmentation result is 
better. According to Fig.4 and Fig.5, AC algorithm presented in the paper can obtain 
more accurate result than FCM do when both noise and bias-field exist in images. 

6   Discussion and Conclusion 

In this paper, we have described a novel approach to image segmentation based on 
artificial ant colonies. This approach is a distributed algorithm based on a population 
of ants. Each ant constructs a candidate partition using the pheromone information 
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accumulated by the others ants. Our experiments clearly indicate the robustness of the 
proposed approach to noise and its ability to retain the details of the partitions at the 
same time. A number of interesting aspects of our approach are currently being 
considered for further exploration. These include extending our model to 3D and 
creating realistic and more complex criteria during the process of finding food source. 
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Abstract. Kernel Principal Component Analysis (KPCA) is one of the methods 
available for analyzing ultrasound medical images of liver cancer. First the 
original ultrasound images need airspace filtering, frequency filtering and 
morphologic operation to form the characteristic images and these characteristic 
images are fused into a new characteristic matrix. Then analyzing the matrix by 
using KPCA and the principle components (in general, they are not unique) are 
found in order to that the most general characteristics of the original image can 
be preserved accurately. Finally the eigenvector projection matrix of the 
original image which is composed of the principle components can reflect the 
most essential characteristics of the original images. The simulation 
experiments were made and effective results were acquired. Compared with the 
experiments of wavelets, the experiment of KPCA showed that KPCA is more 
effective than wavelets especially in the application of ultrasound medical 
images.  

Keywords: Ultrasound medical images, Kernel principal component analysis, 
Image processing, Characteristics extracting, Kernel function. 

1   Introduction 

One main problem of digital image processing is image analysis. The work of image 
analysis is to get the objective information and create the description of image 
through checking and measuring of the interested targets of the image. One important 
work of image analysis is to extract or measure the characteristic of the object. The 
characteristic of image can be divided into two aspects: one is statistical characteristic 
which is artificial definition and transformation such as histogram, quadrangle 
moment and frequency charts, the other is visual characteristic which is the natural 
characteristic of the area of image such as brightness, texture and contour etc. 

There are two kinds of the description of an image area including the foundational 
technology of image processing such as the lines, the curves, the areas and the 
geometry characteristics and the further description of the relation and the structure 
among the areas. Normally characteristic of image area can include gray degree 
(including density, color), airspace, frequency, texture and geometry characteristic etc 
[1-3]. Normally image analysis tools include fractal, Gaussian-mixture-based, 
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morphologic and wavelets etc [4-6]. Recently wavelets are widely used in the fields 
of digital image processing. For example, Risto, et al. used evolved wavelets 
transform to compress images [6], Yongqing Sun and Shinji Ozaw used wavelets to 
retrieve images [7]. In the same way, wavelets have also been tried in the field of 
medical image analysis and have got some development [8,9].  

Though wavelets have made great progress in image analysis, it is only applied by 
one or two characteristics of the image such as low and high pass frequency. Kernel 
Principal Component Analysis (KPCA) is a new way from a new angle to analyze the 
ultrasound medical images: First the original ultrasound images need airspace 
filtering, frequency filtering and morphologic operation to form the characteristic 
images and these characteristic images are fused into a new characteristic matrix. 
Then analyzing the matrix by using KPCA and the principle components (in general, 
they are not unique) are found in order to that the most general characteristics of the 
original image can be preserved accurately. Last the eigenvector projection matrix of 
the original image which is composed of the principle components can reflect the 
most essential characteristics of the original images. The simulation experiments were 
made and effective results were acquired. The B-SCAN ultrasound images of liver 
cancer have been analyzed by KPCA in this paper. The result indicates that the 
method mentioned in this paper is better than 2- dimensional wavelets transform.  

2   Theory 

2.1   KPCA  

Principle Component Analysis (PCA) is a method to find the most general 
characteristics from an object by analyzing all the characteristics of the object. There 
is a mathematical description of this method: given an original data matrix: X=(xij)m×n, 
where i=1,2,…,m, j=1,2,…,n; it can be rewritten to the vector form: X=(X1,X2,…Xn); 
The purpose of using PCA is to find the most general index values which can reflect 
and preserve the original information of the object. Sothe n-dimensional linear 
combination of the original vector: lX=l1X1+l2X2+…+lnXn, demands the variety of 
Z=lX to be as far as possible large and the vector l be a standard vector. The l (not 
unique) which we sought is the general index value to satisfied the conditions [10]. 

Until Vapnik introduced the concept of kernel function to the high-dimensional 
linear space and created the concept of Support Vector Machine (SVM) in 1995 and 
Schölkopf, et al. led kernel space into PCA in 1998[11,12], the theory of KPCA had 
been formed. After Cristianini and Sha we-Taylor developed KPCA in extending the 
linear space to nonlinear space in 2000, the concept of KPCA is eventually perfected 
[13-15]. The theory of the KPCA is to map the problem of the nonlinear space into a 
high-dimensional linear space through choosing the kernel function, and then uses 
PCA to find the general index values which preserve the most general information of 
the original data. But there is no efficient way to determine a suitable kernel function. 
Now most of the people choose the kernel functions just according to the results of 
the experiments [10,15,16].  
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2.2   Application  

Today KPCA is widely used in the fields of the image analysis. Ryoheis, et al. used 
KPCA to enhance the images of spacecraft anomaly in the fields of remote image 
detection [17]. Kwangs and Guohui He also applied KPCA to extract and analyze the 
characteristics in the fields of face recognition. They mapped the tested face sample 
images into the high-dimensional linear feature space through KPCA and they have 
made some progress [18,19]. KPCA is also used in medical image processing. For 
example, K S Kim at al. created the distinguishing system of blood cell image used 
KPCA to analyze the blood cells’ characteristics and extract their general 
characteristics [20]. In the same way, there are other studies using KPCA to enhance 
and analyze the medical images [21, 22].  

3   Method 

In this paper the B-SCAN ultrasound medical images of liver cancer are mapped into 
the high-dimension linear feature space through KPCA using the similar method that 
mentioned in literature [18, 19]. In this paper the polynomial kernel function was 
chosen to be the kernel function.  

The formula of polynomial kernel function: 

dcyxyxK )(),( +•=  . c≥0, d is Integer (1) 

The following are the steps of the application of KPCA in this paper: 
There is the pretreatment before the process: a) transfer the original B-SCAN 

ultrasound image of liver cancer to a vector matrix: ),( ijbB =  where, 

njmi ,1,,,1 == ; b) Eq. (1) is chosen to be the kernel function in this paper 

and the parameters are defined as follows: c=1, d=4; c) rewrite the x and y in the  

Eq. (1) to xi and xj, where xi and xj represent the elements of the vector matrix B 

which are contiguous to each other. So the Eq. (1) was transformed into Eq. (2): 

4)1(),( +•= jiji xxxxf . c≥0, d is Integer (2) 

1. Filter the original images with airspace filter, frequency filter and dispose the 
original images with morphological arithmetic operator to fuse to a new feature 

matrix njmivV ij ,,1;,,1),( === . 
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2. Map the Formula (2) into the fused feature matrix V, build a new kernel matrix: 
X=f(V), where, f() is the Formula (2).  

3. Calculate the mean value and standard deviation of the kernel matrix with Formula 
(3), Formula (4).  
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4. Standardize the matrix )( ijij xX =  with Formula (5), calculate the correlative 

matrix )( ijrR =  with Formula (6), (R is symmetrical matrix) .  
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5. Compute the eigenvalues λ and eigenvectors l of the matrix R. 
6. Confirm the first k principle components in accord with the regulation that the 

value of Formula (7) of the matrix R is larger than 85% but smaller than 1. 
Formula (7) is the formula of the Accumulative ratio of contribution (A.R.C.): 
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/
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j jjj j
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 . 

(7) 

7. Calculate the index value Z with Formula (8) which is made up of the first k 
principle components and form a new characteristic image matrix. It can reflect the 
general extracting characteristics of the original image. 

Z=LX. (8) 
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4   Results 

Simulated experiments have been made by KPCA (the environment of the 
experiments is Matlab7.0). The following are the results of the experiments:  

 

Fig. 1. The original B-SCAN ultrasound image of liver cancer (Diffuse nodular hepatic cancer) 

 

Fig. 2. The Fig.1’s characteristic extracted by KPCA (97.48% (from Table 1) of the black areas 
stands for the distribution of the nodules of hepatic cancer and the white areas reveal the face of 
the liver is uneven) 

 

Fig. 3. The original B-SCAN ultrasound image of liver cancer (Multiple hepatocellular car- 
cinomas) 
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Fig. 4. The Fig.3’s characteristic extracted by KPCA (99.46% (from Table 1) of the black areas 
stands for the distribution of the nodules of hepatic cancer and the white areas reveal the face of 
the liver is uneven) 

 

Fig. 5. The results of the characteristic of the Fig.1 extracted by 4 levels wavelets transform 
(much of the characteristics of the liver cancer are dropped and much noise is reserved) 

The figures showed that the effect using KPCA is much better than using wavelets. 
Most of liver cancer focus information had been caught when the characteristics of 
original images were extracted by using KPCA. But the results by using 4 levels 
wavelets had lost much useful information. 

The first 3 Kernel Principle Components ( 3,2,1, =ili , KPC) of Fig.1 which have 

been extracted by KPCA are listed in Table 1. Every KPC ( 3,2,1, =ili ) is a vector 
 

Table 1. Kernel Principle Components of the figures 

KPC Fig.1 Fig.1 
l1 0.4998 0.2445 0.2004 0.1517 0.4998 0.2445 0.2004 
l2 0.8178 0.3832 0.1212 0.1023 0.8178 0.3832 0.1212 
l3 0.8428 0.2198 0.1995 0.1162 0.8428 0.2198 0.1995 
A.R.C. 97.48% 117.63% 
A.R.C of 
Fig.2 

99.46% 117.95% 
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and its elements represent the contribution to the original images. A.R.C which 
calculated by Formula (7) can reveal what percentage of the general characteristics is 
preserved. As to A.R.C. of Fig.1, the KPC, when having 4 elements, can reflect 
97.48% of the original image, and is better than when it has 3 elements. 

5   Limitation 

Though the effect of KPCA is much better than wavelets when it is applied to extract 
characteristics from the B-SCAN ultrasound image of liver cancer, KPCA had its 
deficiencies: One is that KPCA reduces the precision of characteristic extracting 
because it is sensitive to the change of the edge of the image. As it can be seen from 
the Table 1, the abnormal values of A.R.C are much larger than 1 when 3 of the 
eigenvectors are extracted because of the edge noise of the image. The other is that 
there is no all around test of KPCA as there are no enough image samples. There will 
be some improvement in KPCA in next study. 

6   Conclusion 

As it can be seen from the depiction above, KPCA can reveal the distribution of the 
cancer cells of the B-SCAN ultrasound image of liver cancer on a large scale. Over 
95% of the liver cancer areas can be found accurately and clearly by using KPCA. 
And it can efficiently resist the confusion of noise. 

Acknowledgments. Thank to Mr. Zhang for providing the B-SCAN ultrasound image 
of liver cancer and Xianzhong Tian for discussion of the method and others who help 
us a lot. 
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Abstract. In this paper, we propose a novel scheme for cell nucleus seg-
mentation which is multi-scale space level set method. Under this scheme,
all nuclei of interest in a microscopic image can be segmented simulta-
neously. The procedure includes three stages. Firstly, the mathematical
morphology method is used to search seed points to localize interested
nuclei. Secondly, based on the distribution of these seed points, a level
set function is initialized. Finally, the level set function evolves and even-
tually stops zero level set contours at the boundaries of nuclei labeled by
seed points. The evolution in the last stage is a three phase evolution.
In each phase, information of different scale spaces is employed. This
method was tested by truthful microscope images of lymphocyte, which
proved its robustness and efficiency.

Keywords: multi-scale space, level set, electrostatic field, boundary
based segmentation, region based segmentation.

1 Introduction

Various approaches for medical image segmentation based on the level set method
have been proposed while few focus on cell nucleus segmentation. Though cell nu-
cleus images have relatively regular shapes, harmonious gray level distribution
and are easier segmented, methods for fast and precisely segmenting nuclei simul-
taneously are still far from clinical application.

1.1 DNA Ploidy Analysis

Pathology diagnosis results are the gold standard for diagnosing the existence of
malignant tumors. DNA ploidy is an important parameter in pathology diagnosis.
DNA aneuploidy always indicates the existence of malignant tumors. Therefore,
DNA ploidy analysis is valuable for pathology diagnosis, evaluating malignancy
� This work partially supported by National Basic Research Subject of China (973

Subject) (No.2006CB705700-05), National Natural Science Foundation of China
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and making treatment plans. This work can be done by doctors manually as well as
an automatic computerized analysis system. Doctors are more experienced while
the automatic system is more efficient and precise. It is more convenient if an au-
tomatic computer aided system is developed to help doctors do pre-filtering and
quantitative calculation. A robust and efficient segmenting approach is used to
segment cell nuclei is of a vital impact on the performance of such a system.

1.2 Cell Nucleus Segmentation

The simplest way to segment cell nuclei is by making use of gray level information
and segmenting an image into white object and black background with a couple
of gray level thresholds. This method is very fast, but does not perform well. It
always includes irrelevant regions whose gray level is similar with cell nuclei’s
and can not separate nuclei and cytoplasm correctly.

Recently, many researches have focused on applying geometric models to med-
ical image segmentation. Comparing with traditional boundary/surface based
and region based segmentation models, geometric models take advantage of both
boundary/surface information and region information which makes the segment-
ing results more reliable [1,2].

Geometric models further branch out into the active contour or snake method
and the level set method. Some work on cell nucleus segmentation is based on
snake model improved image force [3] or new curve evolution methods [4] to
make the segmentation more effective. The former work also integrated a new
image force based on electrostatic field into snake model, called eSnake [5].

Based on shape characters and gray level distribution, we propose a new
multi-scale space level set method for cell nucleus segmentation. This method
includes three evolution stages, in which level set function evolves according to
information of different scale spaces respectively. Edge and region information
used in each stage guarantees zero level set contours move fast toward expected
boundaries in large scale space and stop at expected boundaries precisely in local
small scale space. Information of average nuclei intensity is used as well as the
electrostatic field referred above.

2 Image Preprocessing

Clinically, cell nuclei of interest in a microscopic image have to be segmented si-
multaneously. Most studies gave the results of single object segmentation. Though
level set method is able to segment multi-objects by use of only one level set func-
tion based on its topology flexibility, an arbitrarily initialized level set function
always leads to a long convergence time and is vulnerable to noise while evolving.

In order to improve this condition, some pre-processing work is needed before
segmenting. As a result of the pre-processing, a group of seed points representing
nuclei of interest are produced. First, two gray level thresholds are selected and
nuclei whose gray level are within the thresholds are labeled as white. All the other
regions containing cytoplasm, unrelated cells, impurities, etc. are colored black.
Then, mathematical morphologic erosion is performed to split partly overlapped
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Fig. 1. Raw microscopic image of lymphocyte

nucleus regions with a disk operator. This disk move through out the white re-
gions. If any pixel under the disk is black, then the pixel under the central point
of the disk is converted to black. We choose proper iteration time to ensure con-
nective regions are totally separated. After erosion, white regions become smaller
seed points of the original nuclei. These seed points maintain shape characteristics
of the original nuclei. Since there are some nuclei with abnormal shapes induced by
reasons other than pathology, they have no correspondence with malignant tumor
and have to be eliminated. Hit-Miss operator is used here to meet this goal. The
Hit-Miss operator only preserves seed points whose shape approximates round-
ness and changes only in size within a rational range and eliminates any other
seed. A similar mathematic morphology method was used in [3], but it did not use
Hit-Miss operation to eliminated nuclei with abnormal shapes. Then, zero level set
contours, also called frontline, are initializedasseparatedcirclesaroundseedpoints.
Radius of these circles is same and close to average radius of nuclei of interest. Fig. 1
shows an example of a raw microscopic image of lymphocyte and fig. 2 illustrates
the initialized zero level set contours around seed points.

3 General Multi-scale Space Level Set Model for Cell
Nucleus Segmentation

The multi-scale space was mentioned in our former work [6], in which we intro-
duced a general level set method in multi-scale space. This method is described
in the equation below

∂φ

∂t
= αkI |∇φ| − βκ |∇φ| − γE · ∇φ . (1)
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Fig. 2. Example of preprocessing with seed points and initialized frontline

In equation (1), φ is level set function and t is time step. ∂φ
∂t is added artificially

to evolve level set function φ. On the right hand of this equation, there are three
terms. The first term αkI has the same effect as balloon force in snake model
which is used to inflate or deflate the active contours. The second term βκ is a
smoothing parameter, where κ is the curvature at each point. γE is a velocity
expressed by the electrostatic field E.

The first two terms are common in most level set functions. The electro-
static field E was first proposed in our eSnake model [5]. In this model, we
first performed edge detection on the original image and derived the gradient
image. Then we made the assumption that there was a template plane above
the gradient image, the image plane and each pixel on the image plane was
an electric-charge with electric quantity directly proportional to its gray value.
Therefore, all pixels together produced an electrostatic potential on the template
plane. By calculating the first-order derivatives of the potential, we obtained the
distribution of electrostatic field E on the template plane.

Thus we proved that the position on the template plane where E declined to
zero indicated the edge point. Test results showed that the closer the template
plane was to the image plane, the more the image edges were accurately localized.
If the edge of an object had a high gradient value, then the active contours were
able to be pulled toward and eventually stopped at the edge. Cell nuclei have
distinct gray level from any other part in images and their gradient value on edge
is high. Therefore, electrostatic field E in equation (1) makes frontline converge
at the edges of cell nuclei.

Consider the parameter kI again. kI = 1/
(
1 +

∣
∣∇Ih

E

∣
∣) decreases to zero in the

high gradient region too.
∣
∣∇Ih

E

∣
∣ represents the modulus of the image gradient.

E in
∣
∣∇Ih

E

∣
∣ indicates the image is smoothed by using electrostatic field. h is the
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distance between template plane and image plane. kI is used to stop inflating or
deflating frontline at boundaries.

In equation (1), different values of α, β, γ enable an image to be segmented
in different scale spaces. Typically, nonzero value of α is used to segment images
in a large scale space. The frontline is evolving fast until arrives at the high
gradient edges. Nonzero value of γ makes the electrostatic field available. Since
electrostatic field intensity produced by an electric-charge attenuates very fast
as the distance increasing, its influence is constrained within a small region. On
the other hand, electrostatic field at a single point on template plane is decided
by several charges around it on image plane, which weakens the effect of noises.
Therefore, the electrostatic field is used to do precise segmentation in a small
scale space.

The general multi-scale space level set method was tested using simulation
images as well as real medical images. Most of them demonstrated the robustness
and efficiency of this method. Since this method combines fast searching in
large scale space and precise localizing in small space, it boosts segmenting
speed while keeping the precision. The general model was also applied to digital
microscopic images containing lymphocytes. Three segmenting procedures with
different parameters were performed one after another automatically. All the
procedures were based on preprocessed gradient images. In the first stage, we set
α< 0, β> 0, γ> 0 and made the electrostatic field dominate the evolvement. By
resetting the electrostatic field to point to the outside of the nucleus equal to zero,
the frontline stopped at or moved inside the high gradient boundaries of nuclei in
the end. Then, we decreased α and set γ equal to zero. After several iterations,
the frontline moved toward and stopped at the high gradient boundaries quickly.

Fig. 3. Leakages occurred when segment nucleus using general multi-scale space level
set model



Robust Automatic Segmentation of Cell Nucleus 85

At the last stage, we set α= 0, β= 0, γ> 0. The frontline adjusted its position
and further improved segmentation precision.

Generally, the procedure discussed above works well. Nevertheless, on condi-
tion that the gradient of boundary between nucleus and cytoplasm is too weak
or weaker than it is between cytoplasm and background, leakage occurs. One
example shows in Fig. 3. White arrows indicate where the leakage happened.

4 Improved Multi-scale Space Level Set Method for Cell
Nuclei Segmentation

4.1 Region Based Energy

Repeated experiments indicate that the leakages occurred to a significant quan-
tity of cell nuclei. This is partly because the general model only depends on
information from the gradient image. The frontline leaks out nucleus boundaries
of weaker gradient and is even further attracted by the boundary gradient of
cytoplasm.

To resolve this problem, we attempted to use the gradient image as well as
raw image. Even though the gradient of nucleus boundary is weaker, nucleus is
distinct in average gray level from any other region. An energy generated from
average gray level of nucleus was desired.

The most used level set model based on regional gray level information is the
Mumford-Shah method [7]. This model performs well if the image consists of
regions of approximative constant gray level respectively. In our case, only the
nucleus regions are considered and have a constant gray level distinct from other
regions. Application of the Mumford-Shah model directly is time consuming and
does not perform well. A simplified model is needed.

In our three stage segmenting procedure, only the second stage segments
images in large scale space. Since regional information is defined in large scale
space, it is only used at the second stage. As a result of the first stage, the
frontline has moved inside or stopped at the nucleus boundaries at the beginning
of the second stage. Therefore, the only request to the new term is pulling the
frontline back if it leaked out of the nuclei. The new energy is defined as (2), a
term included in the Mumford-Shah method

Ein (φ,cin) =
∫

Ω
|I (x, y) − Iin|2 H (φ) dxdy . (2)

The Euler-Lagrange equation of Eq. (2) is Eq. (3)

∂φ

∂t
= −δ (φ) [I (x, y) − Iin]2 . (3)

∂φ
∂t is artificially added as in Eq. (1). The expression Iin =

�
Ω I(x,y)H(φ)dxdy�

Ω H(φ)dxdy
is

the average gray level of the cell nuclei and Ω represents the image region in 2-D
space. H (φ) is Heaviside function.
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Add (3) to the general model with a weight parameter λ, we have

∂φ

∂t
= αkI |∇φ| − βκ |∇φ| − γE · ∇φ − λδ (φ) (I − Iin)2 . (4)

4.2 Implementation of Improved Model

The improved model is implemented using the narrow band method with a
distance template [6]. A 19 × 19 matrix is constructed. The values of elements
within a disk record the distances between themselves and the central element
of the matrix. The central element then moves along the frontline point by point
to construct or reinitiate level set function within the narrow band. It is very
efficient for saving distance computing time.

Based on the narrow band re-initialization scheme, it is easier to define veloc-
ities on nonzero level set. We calculate velocities of all level sets as well as the
zero level set in a narrow band using Eq. (4) directly and found that it did work.

To further improve the computing efficiency, we modified (3) and (4) to (5)
and (6)

∂φ

∂t
= − [I (x, y) − Iin]2 . (5)

∂φ

∂t
= αkI |∇φ| − βκ |∇φ| − γE · ∇φ − λ (I − Iin)2 . (6)

The average gray level of nuclei is re-expressed as Iin =
�
inside(c) I(x,y)dxdy
�
inside(c) dxdy

, and

inside(c) represents regions inside frontline where φ< 0. c is frontline where φ= 0.
Simplified model, although is much faster without calculating H (φ) and δ (φ),
may induce some new problems discussed later.

4.3 Experiments and Results

The improved multi-scale space level set method was tested using realistic digital
microscopic images of lymphocyte. The robustness and efficiency of such method
were demonstrated. Fig. 4 is an example. In Fig. 4, only the nuclei whose size and
shape met our requests were picked out and segmented. We used the same raw
image in Fig. 4 as in Fig. 3. The improvements are obvious. The white arrows
point to positions where leakage happened in Fig. 3. In Fig. 4, all nuclei were well
segmented. Parameters in the improved model with three stages are respectively:
α = −0.5, β = 0, γ = 3, λ = 0 in the first stage, α = −6, β = 0, γ = 0, λ = −0.005
in the second stage and α = 0, β = −0.5, γ = 1, λ = 0 in the third stage.

This shows that the improved method resolves the leaking problem. The new
added term takes advantage of regional information of nucleus gray level and
compensates the defects of edge based general model. The whole procedures
were done within 2 second on Borland C++ platform with CPU speed 2.0 GHz
and 1 GB RAM.



Robust Automatic Segmentation of Cell Nucleus 87

Fig. 4. Improved multi-scale space level set model applied to nuclei segmentation

5 Discussion

The general multi-scale space level set method applied to segmenting cell nucleus
works well in most experiments. The formation of the initial level set function
is very important. Since the electrostatic field is effective only in regions nearby,
if initial zero level set contours are far from the nucleus boundaries, the level
set function should not evolve correctly in the electrostatic field. Mathematical
morphology is a good way to localize the initial contours by producing seed
points. It takes advantage of topology flexibility of level set method. Besides,
initializing contours near the final boundaries makes the contours converge very
fast.

If we chose proper iteration number, zero level set contours, and the frontline,
general model gives correct segmenting results. However, if iteration numbers in-
creased, the frontline may leak out of weak gradient boundaries, which indicates
that the general model does not give stable results. This problem is resolved
as we introduced an energy expression based on regional gray level of nuclei.
This improved model has been demonstrated to be a good solution to the leak-
ing problem. It first pulls frontline inside nuclei, then, inflates it with restriction
that the region energy Ein is minimized. Since the frontline is moving from inside
to outside, once it steps out of the nuclei, Ein increases and it is pulled back. The
third stage is a small scale space operation, and it uses more local information
which ensures the convergence of the frontline to the true boundary.

The final Eq. (6) is simplified and its validity was only deonstrated by cell
images. The reason is that all simplifications aim at the cell nucleus segmentation
exclusively. Experiments show that, although, electrostatic field calculating is
relatively time consuming, the procedures are still fast enough as a whole for
clinical application.
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A defect induced by the simplification happens in the second stage. Because of
the absence of δ (φ), the Ein is effective through out the narrow band which leads
to an earlier energy increased. As a consequence, the frontline stops evolving
earlier as well. The segmented nuclei should be slightly smaller. Whether it has
impact on the automatic diagnosis results is still unknown.

6 Conclusion

A general multi-scale space level set method was applied to cell nucleus images,
which uses information in different scale spaces and thus can segment regions of
interest fast and precisely. We, for the first time, applied this method to digital
microscopic images of lymphocyte. After producing seed points of all cell nu-
clei of interest and initializing zero level set contours, the frontline, around seed
points, the general model can segment all useful nuclei simultaneously. The seg-
menting results are correct for most nuclei if the stained smear was well prepared.
However, problem occurs on condition that the gradient of nucleus boundaries is
not strong enough to stop the moving frontline correctly. To solve this problem,
an improved method is proposed. This method inherits all good properties of
the general model and resolves the leakage problem by introducing region based
energy. Simplifying the improved model aimed at cell nucleus segmentation fur-
ther cuts down computing time. Advanced works are expected to validate the
reliability of this model in clinic.

Acknowledgments. The authors would like to acknowledge Zhang Yibao, of
the Peking University Health Science Center, for improving the general style of
the English.

References

1. Suri, J.S., Singh, S., Reden, L.: Computer Vision and Pattern Recognition Tech-
niques for 2-D and 3-D MR Cerebral Cortical Segmentation (Part I): A State-of-
the-Art Review. Pattern Analysis and Applications 5, 46–76 (2002)

2. Suri, J.S., Singh, S., Reden, L.: Fusion of Region and Boundary/Surface-Based Com-
puter Vision and Pattern Recognition Techniques for 2-D and 3-D MR Cerebral
Cortical Segmentation (Part-II): A State-of-the-Art Review. Pattern Analysis and
Applications 5, 77–98 (2002)

3. Hu, M., Ping, X., Ding, Y.: Automated Cell Nucleus Segmentation Using Improved
Snake. In: 2004 International Conference on Image Processing

4. Wu, T., Stockhausena, J., Meyer-Ebrechta, D., Bocking, A.: Robust automatic
coregistration, segmentation, and classification of cell nuclei in multimodal cy-
topathological microscopic images. Computerized Medical Imaging and Graphics 28,
87–98 (2004)

5. Lu, H., Yuan, K., Bao, S., Zu, D., Duan, C.: An ESnake Model for Medical Image
Segmentation. Progress in Natural Science 15, 424–429 (2005)

6. Lu, H.: Studies and Applications of Modeling Techniques in Active Contours for
Medical Image Segmentation. PHD thesis Peking University (2006)

7. Chan, T., Vese, L.: Active contours without edges. IEEE Transaction on Image
Processing 10, 266–277 (2001)



X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 89–98, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Principal Geodesic Analysis for the Study of Nonlinear 
Minimum Description Length 

Zihua Su, Tryphon Lambrou, and Andrew Todd-Pokropek 

Department of Medical Physics and Bioengineering 
 Malet Place Engineering Building 

University College London, London, UK, WC1E 6BT 
{z.su,tlambrou,atoddpok}@medphys.ucl.ac.uk 
http://cmic.cs.ucl.ac.uk/staff/zinhua_su/ 

Abstract. The essential goal for Statistical Shape Model (SSM) is to describe 
and extract the shape variations from the landmarks cloud. A standard 
technique for such variation extraction is by using Principal Component 
Analysis (PCA). However, PCA assumes that variations are linear in Euclidean 
vector space, which is not true or insufficient on many medical data. Therefore, 
we developed a new Geodesic Active Shape (GAS) mode by using Principal 
Geodesic Analysis (PGA) as an alternative of PCA. The new GAS model is 
combined with Minimum Description Length approach to find correspondence 
points across datasets automatically. The results are compared between original 
MDL and our proposed GAS MDL approach by using the measure of 
Specificity. Our preliminary results showed that our proposed GAS model 
achieved better scores on both datasets. Therefore, we conclude that our GAS 
model can capture shape variations reasonably more specifically than the 
original Active Shape Model (ASM). Further, analysis on the study of facial 
profiles dataset showed that our GAS model did not encounter the so-called 
“Pile Up” problem, whereas original MDL did. 

Keywords: Principal Geodesic Analysis, Minimum Description Length, Non-
linear Statistical Shape Model, Correspondence Problem. 

1   Introduction 

Statistical Shape Model (SSM) emerged as an important tool for image processing, 
which is incorporated into applications such as: image segmentation, surface 
registration, and morphological analysis, etc [1-3]. Recently, ASM [4] has become a 
popular tool for analyzing these problems. However two problems remain in the 
ASM. The first problem is how to identify landmarks automatically, which has been 
studied by many different researchers [5-7]. The state of the art technique for tackling 
this landmark identification problem is Minimum Description Length (MDL), which 
uses information theory to measure the description length of a shape model and the 
model that has the minimum description length holds the right correspondence. This 
MDL method has been applied to real clinical problems successfully. For example, 
software has been built to help diagnose heart infarction from cardiac scintigrams and 
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is also used to diagnose Parkinson’s disease in DaTSCAN images [8]. The second 
problem for ASM is that it uses Principal Component Analysis (PCA) to pick up the 
main axes of the landmarks cloud, and model the first few main axes. However this 
linear approximation will not always hold right in real medical datasets, in which case 
non-linear variations normally exist, such as bending fingers, soft tissue deformations, 
etc. Recently, different approaches have been implemented to work as an alternative 
of PCA. Wang et.al. [9] added additional artificial matrix to the eigen-matrix 
extracted from the training set. In this way, they argued that more global accurate 
variations were captured. Su et.al. [10] incorporate Markov Random Fields (MRF) to 
facilitate points neighborhood relations and used Independent Component Analysis 
(ICA) as an alternative of PCA to pick up the variations within the training set. 
Though more accurate results have been achieved by the above approaches, still the 
parameterized variations are in a linear Euclidean vector space. We also noted that 
kernel PCA [11] has become a popular method for nonlinear feature decomposition, 
but none explicit nonlinear shape model was presented.   

We propose a non-linear shape model by introducing Principal Geodesic Analysis 
(PGA) [12] into Point Distribution Model (PDM) and facilitate the building of SSM 
problem by incorporating MDL into out approach. In section 2, we will review the 
details of PGA, ASM and MDL. Experimental results are shown in section3. The 
GAS model based MDL approach and original MDL were applied to several datasets, 
further analysis was performed by comparing Specificity between the two methods. 
Moreover, two algorithms are performed on complicated dataset to test model’s 
ability to fight the problem “Pile Up”. In the last section, a brief summary and 
conclusion were given. 

2   Geodesic Shape Model 

For building a Geodesic Active Shape model (GAS), four concepts have to be 
clarified which are Intrinsic Mean, Non-linear Variation, Geodesic Subspace and 
Projection. To make these concepts easier to understand, we will first review the 
original ASM.  

2.1   Active Shape Model  

Given a set of training examples with landmarks on the boundary, we can build a 
statistical shape model easily. In a 2D case, each shape boundary information is 
represented by concatenating n  landmarks points into a 2n element vector and the 
new shape can then be represented by 

 

Vb+= φφ  (1)  

Where ( )φ  is the Euclidean mean of the training examples V is the eigen-vectors 

captured by PCA and b is a weighting vector for shape parameters. From Eq.( 1), we 
can see that ASM assumes shape variations as linear translations. However, in many 
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cases real medical data have complicated nonlinear variations like thickness, blending 
or twisting which a linear model can not handle easily. Next, we are going to unveil 
the four important concepts of Geodesic Shape Model which are Intrinsic Mean, Non-
linear Variation, Geodesic Subspace and Projection. 

2.2   Intrinsic Mean 

Like in ASM, all dataset will be aligned according to the mean shape. In nonlinear 
shape model, we use the concept of Intrinsic Mean to substitute the Euclidean mean in 
ASM. The definition is as follows: Given a set of shape landmark vectors, the 
intrinsic mean μ on the manifold M can be formulated as: 

2

1

arg min ( , )
N

i
x M i

d x xμ
∈ =

= ∑ . (2) 

As we can see from Eq.(2), the intrinsic mean is given by minimizing the sum of 
“distances” between shapes in training set and the potential mean shape. Different 
from the notation in ASM, the distance in nonlinear shape model is calculated in 
Riemannian space. Computing the Intrinsic Mean involves solving the problem of 
minimizing the Eq.(2), the validity of this minimum is proved by Fletcher et.al. in 
[13]. Pseudo code is given in below to show how to calculate it efficiently. 
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=

Δ = ∑         1j jμ μ μ+ = Δ  

    While μ θΔ > ; θ is a small positive constant. 

2.3   Nonlinear Variation 

Given a set of points nxx ,,1 … on a complete, connected manifold M , the definition 

of sample variance will be as follows:   

( )22 ,d xσ ε μ⎡ ⎤= ⎣ ⎦ . (3) 

We can see that the variance of the data is equal to the expected value of the 
squared Riemannian distance from the intrinsic mean. By introducing the Riemannian 
Exponential Map and Riemannian Log Map concepts as in [13], we can extend Eq.(3) 
to: 
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( ) ( ) 222

1 1

1 1
, log

n n

i i
i i

d x x
n n μσ μ

= =

= =∑ ∑ . (4) 

For securing the positivity of ix , translation has to be used as follows: 

Algorithm for making sure of the positivity 

Input: 1, , nx x M∈…      Output: 1, , nx x M′ ′ ∈…  

Do:  1 Pr ( )i itemp ocrustes x= ; Procrustes Alignment 

2 ( 1 )i itemp Centralization temp= ; Centralization to mean 

2i ix temp θ′ = + ; θ is a small positive constant     

While i n<  

2.4   Geodesic Subspace 

In ASM, PCA describes the notion of sub-manifolds as a linear subspace in Euclidean 
space. A geodesic is a curve that is the shortest path between points. In PGA, we use 
geodesic to define the sub-manifolds and it is natural to define a geodesic as one 
dimensional subspace. It is worth noticing that if N is a sub-manifold of manifold M, 

geodesics of N are not necessarily geodesics of M. For example, the sphere 2S is a 

sub-manifold of 3S , but its geodesics are great circles, while geodesics of 3S are 
straight lines. The illustrations of PCA in linear space and PGA in curved space can 
be seen in Fig.1.  

Fig. 1 shows different results when applying PCA and PGA to perform feature 
extraction. We can see that by using Geodesics, PGA can deal with curved space and 
capture nonlinear deformation without losing too much information while PCA can 
only do approximations of nonlinear variations.  

 

Fig. 1. On the left, an illustration of PCA in Euclidean space is shown; red orthogonal lines 
represent eigen-vectors captured by PCA. On the right, an example of PGA analysis on curved 
space is shown; red lines are geodesics picked up by PGA. 



 Principal Geodesic Analysis for the Study of Nonlinear Minimum Description Length 93 

2.5   Projection 

In Euclidean space, projection is intuitive, however in Riemannian space, the 
projection of a point x in manifold M onto sub-manifold N can be defined as 
follows: 

( )2

,
( ) arg min ,

x M y N N M

x d x y
∈ ∈ ∈

Φ =   . (5) 

As a minimization process, there is no guarantee that the projection of a point 
exists or it is unique. However, by limiting to a small enough neighborhoods around 
the intrinsic mean, a unique projection can be assured.   

2.6   Calculating Geodesic Active Shape Model 

We are now ready to define the Geodesics Active Shape (GAS) Model for data 

1, , nx x…  on a connected Riemannian manifold M. Our goal, analogous to PCA, is to 

find a sequence of nested geodesic sub-manifolds that maximized the projected 
variance of the data. These sub-manifolds are captured by the PGA. So, the principal 
geodesic sub-manifolds are first constructed by an orthogonal basis of tangent 
vectors. Then the linear PCA is performed in this tangent space. Therefore, we give 
out the GAS model as follows: 

)exp(Pbμφ = . (6) 

Where φ is a new shape, μ is the intrinsic mean shape from the training set. It is 

worthy to be noticed that when b is equal to zero, the new shape is actually the 
intrinsic mean shape. For making a comparison between ASM and GAS, we build the 
two shape models from a dataset composed of 18 hand contours marked by an expert. 
The result is shown in Fig. 2 by moving the first two weighting components between 

3 iλ− to 3 iλ .   

 

Fig. 2. On the left Shows the GAS mode; on the right shows the ASM. Shown is the mean 
shape with red marks; the whiskers emanating from the marks indicate five standard deviations 
of the first principal components. It can be observed that, though not that obvious, in the finger 
tip area, the Gas model capture the curved variations. 
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From the two models we can see that, the ASM assume the variations to be linear 
combinations and GAS model will have both curved and straight variations. For more 
quantitative analysis on both models, we need to introduce Specificity which will be 
unveiled in the next section.   

2.7   Minimum Description Length 

The so called “correspondence problem” has been widely studied. The problem 
involves how to identify the correspondence points across the datasets. Davies et.al. 
[7] pose the problem into a learning process, thus good shape properties can be 
achieved by choosing a well defined objective function. They choose an information 
theory based algorithm by minimizing the description length of the training set. In this 
paper, we adopt the lasted version of MDL from [14], which is as follows: 

 

mDescription Length L =∑  

( )1 log /

/
m m cut m cut

m m cut m cut

L for

L for

λ λ λ λ
λ λ λ λ

= +   ≥
=                <

 
(7) 

 

Where the cost function is as simple as a combination of sλ , and cutλ is a constant 

evaluated by the resolution of images. In experiment we make it 0.3 which 
correspondences to a cut-off at 0.3 pixels for the shapes with original radius 100 
pixels. An efficient optimization algorithm was adopted from Ericsson [15]. By 
finding the gradient of cost function, Ericsson uses some more efficient numerical 
algorithm such as Conjugate Gradient. The gradient is given as follows: 

 

1 1
2 ,

k c k c

k m k k
k mk K

mn mn mn k mn c mn

DL
s u V

λ λ λ λ

λ φ λ λ
θ θ θ λ θ λ θ≥ <

∂ ∂ ∂ ∂∂=    = +
∂ ∂ ∂ ∂ ∂∑ ∑  (8) 

 
Here s, u and V are the outputs of Single Value Decomposition (SVD) applied onto 

the shape covariance matrix, for example, the SVD of shape ( )φ  gives 
TUSV=φ [14]. If φ is zero centered, V will correspond to P in Eq.(1) and the 

diagonal of TS S gives the eigen-values kλ . 

In addition, due to a minor pitfall of the MDL, in some cases the cost function will 
be trapped in a “meaningless” local or globally minimum. Different researchers have 
reported this problem in [7, 14, 15]. When the cost function was trapped in a 
“meaningless” minimum, points along the boundary will pile up into some congested 
area and therefore can’t describe the rest of the shapes. In this way, the cost function 
attains a meaningless lower value. Some remedy can be added to the cost function. 
One way is to add more curvature based additional term to the main cost function, the 
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other way is to use a master example which means one of the examples was maker by 
an expert and the points on it will not be moved during optimization. In the 
experiments, the original MDL met this “pile up” problem even though one master 
example is incorporated. However our proposed approach solved this problem 
without changing the frame of MDL.  

3   Experiments 

In this section, we will show the definition of Specificity which was used to evaluate 
the model’s ability to capture accurate and specific variations. Two experiments are 
conducted which are dataset composed of femurs and facial profile silhouettes. In 
either experiment ASM based MDL and GAS based MDL are implemented and 
applied onto the datasets. 

3.1   Specificity 

Due to lack of ground truth, it is very difficult to measure the accuracy of variations 
captured by different approaches. In this part, a “Benchmark” Comparison criteria is 
introduced here, which is Specificity [16]. Specificity is the ability to measure if the 
model can generate instances of the objects that are close to those in the training set. 
We selected the weighting parameters randomly in the range between 

3 λ− to 3 λ . The Specificity and its error level are given as follows: 
 

( )∑
=

′−Θ=Θ
N

j
jjN

S
1

1
)( φφ , ( )

1
S

sn

σσ Θ =
−

 (9) 

Where jx are shape examples generated by the model, jx′ is the closest shape in the 

training set to jx , σ is the sample standard deviation of ( )S Θ , Θ is number of 

mode, sn is the number of samples we generated and N in our case is 100000. 

3.2   Comparison Results 

In order to validate our proposed algorithm, our experiments are conducted on two 
datasets examining the Specificity Ability. The first dataset is composed of 32 
contours of femurs with 65 marks, and 9 nodes. The second dataset is composed of 22 
silhouettes of faces with 65 marks, and 9 nodes. In either experiment ASM based 
MDL and GAS based MDL are implemented and applied on the datasets.  

From this experiment we can observe that GAS MDL find the correspondence in a 
seemingly same manner, and GAS model are more specific than ASM. So we can 
conclude that GAS model can capture variations reasonable more specific than ASM. 

In the second experiment, we are going to validate the algorithm on the dataset of 
facial profiles. When applying the ASM MDL to the dataset, the algorithm met the 
problem so called “Pile up” (see Fig. 4). So, an external term added to the ASM MDL  
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Fig. 3. On the left Shows the correspondence found by GAS MDL model; on the right shows 
the Specificity comparison between ASM MDL and GAS MDL. We can observe that GAS 
achieved lower normalized error value on Specificity than original MDL did. 

 

Fig. 4. On the top, results of ASM MDL analysis of silhouettes contours. Here 6 
examples are shown, they are one step between MDL finally converged (Blue is level 
one,  green is  level two, black is level three and red is level four). It can be seen that 
the points at the bottom of facial profiles tried to pile up. On the bottom, results of 
GAS MDL are shown; it didn’t encounter the pile up problem. 

to make sure a valid convergence and again the comparison is performed between 
ASM MDL and GAS MDL on Specificity in Fig. 5. 

Similar to the previous experiment, our proposed GAS model achieved lower value 
on the measurement of Specificity. Therefore we conclude that GAS model can 
convey more accurate variations than ASM and in its application to the dataset of 
facial profiles, the GAS MDL did not encountered the so called “run away” problem, 
but original ASM MDL did. 
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Fig. 5. Results of Specificity Analysis of silhouette contours between ASM and GAS. The 
notation is same as Figure 3. It can be seen that our proposed GAS achieves lower values in 

most of Θ ; therefore our GAS is more specific than ASM. 

4   Conclusion and Future Work 

In this paper, an in depth analysis of PGA, a novel geodesic shape model and its 
application to MDL have been presented. From the initial results performed on the 
two datasets, we can conclude that GAS model can capture variations reasonable 
more specific and the model can deal with nonlinear shape variations. On its 
application to the dataset of facial profiles, the original MDL was trapped in a 
meaningless local minimum even when the one master example was used, but GAS 
MDL did not. Therefore, we conclude that dealing with complicated shape forms, 
GAS MDL has more potential ability to fight the “Pile up” problem. 

In the next stage of research, we are going to validate our algorithm on more 2D 
datasets with complicated shape forms. Extension to 3D datasets is undergoing and 
we have attained some encouraging initial results.  
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Abstract. This article describes the use of a frequency–based weighting
developed for image retrieval to perform automatic annotation of images
(medical and non–medical). The techniques applied are based on a simple
tf/idf (term frequency, inverse document frequency) weighting scheme of
GIFT (GNU Image Finding Tool), which is augmented by feature weights
extracted from training data. The additional weights represent a measure
of discrimination by taking into account the number of occurrences of
the features in pairs of images of the same class or in pairs of images from
different classes. The approach is fit to the image classification task by
pruning parts of the training data. Further investigations were performed
showing that weightings lead to significantly worse classification quality
in certain feature domains. A classifier using a mixture of tf/idf weighted
scoring, learned feature weights, and regular Euclidean distance gave best
results using only the simple features. Using the aspect–ratio of images
as feature improved results significantly.

1 Introduction

Since the amount and importance of visual data in many domains rises each
year it is of great interest to find efficient means to seek for visual information.
Content–based image retrieval (CBIR)[1,2] has therefore been one of the most
active research areas in computer science over the last 15 years. In medicine the
amount of data produced is extremely important. The total amount of cardiol-
ogy image data produced in the Geneva University Hospital, for example, was
around 1 TB in 2002, which is impressive considering it is only one subsection of
the data produced at the hospital in general [3]. Radiology produced over 60’000
images per day in 2006. CBIR usually deals with the problem to find images
similar to a query consisting of one or more images (Query By Example, QBE).
In the medical domain with an electronic multimedia patient record this can
help to find similar cases. Using original medical DICOM (Digital Imaging and
COmmunication in Medicine)1 files for data analysis can become an important

1 http://medical.nema.org/
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aid in diagnosis and treatment. The GNU Image Finding Tool (GIFT)2 [4] was
developed at the University of Geneva and is suited for these tasks because it
treats visual data in the same way as textual data. This makes it easy to in-
corporate visual and textual features in a single processing step. Nevertheless,
it is interesting to compare the performance of an information–retrieval based
system such as GIFT, which uses very simple generic visual features, to other
CBIR systems such as FIRE3 (Flexible Image Retrieval Engine) [5], which is
built to be flexible in means of available features and distance measures. The
ImageCLEF4 evaluation campaign [6,7] provides a platform for such a compari-
son, containing tasks in retrieval and classification of images in both the medical
and non–medical domains. In this paper, we present various approaches to im-
prove classification performance with GIFT by keeping the simple feature space
and learning frequency–based feature weights from the available training data.

2 Methods

The methods described in this paper rely heavily on those used in GIFT. The
learning approaches applied are based on algorithms published in [8] using the
idea to translate the market basket analysis problem to image retrieval.

2.1 Databases

Two different databases from the ImageCLEF 2006 automatic annotation tasks
were used to evaluate classification performance.

IRMA. The IRMA (Image Retrieval in Medical Applications, [9]) database of
medical images was created at the hospitals of the RWTH Aachen. It consists
of 11’000 x–ray pictures of several parts of the human body. Each image is
annotated with the label of one out of 116 classes. In the ImageCLEF medical
automatic annotation task, 1’000 of these images without class label had to be
classified using the 10’000 images with supplied label as training data. Size of the
classes varies strongly. A great difficulty is the strong visual similarity between
some classes. Since availability of computation power during the experiments
was low, a set with 1’000 images was used for system optimisation.

LTU. The LTU (LookThatUp) database, which was provided by the company
LookThatUp5, consists of images of a wide range of objects such as ashtrays
or computer–equipment. A subset of 14’015 images of 21 classes was used for
the non–medical automatic annotation task of the ImageCLEF2006 competition.
1’000 images served as an unlabelled test set for the evaluation. All experiments

2 http://www.gnu.org/software/gift/
3 http://www-i6.informatik.rwth-aachen.de/ deselaers/fire.html
4 http://www.imageclef.org/
5 http://www.ltutech.com
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Fig. 1. Example x-ray of the spine

Fig. 2. Example picture of class “oven”

on the LTU database were performed by using the settings derived from ex-
periments with the IRMA–database without any optimisation. This was done
to show the ability to generalise from the derived results. In general, the non–
medical automatic annotation task is hard due to the strong visual dissimilarities
within classes.

2.2 Features Used

GIFT uses four groups of features, which are described in more detail in [4]:

– A global color histogram, which is based on the HSV (Hue, Saturation,
Value) color space and quantised into 18 hues, 3 saturations, 3 values and
usually 4 levels of grey.

– Local color blocks. Each image is recursively partitioned into 4 blocks of
equal size, and each block is represented by its mode color.

– A global texture histogram of the responses to Gabor filters of 3 scales and
4 directions, which are quantised into 10 bins with the lowest one being
discarded.
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– Local Gabor block features by applying the filters mentioned above to the
smallest blocks created by the recursive partition and using the same quan-
tisation into bins.

This results in 84’362 possible features where each image contains around 1’500.
The images in the IRMA database are not coloured and thus the number of
possible features is reduced. Because of this and as a color histogram is usually
an effective feature, we decided to increase the grey level features by extracting
also 8, 16 and 32 levels, resulting in a higher–dimensional space. Such changes
in feature space have frequently been used in the medGIFT6 project. The GIFT
uses this extension of the color space for both the color block features and the
color histogram. This may not be the best approach, since similarity for color
blocks with only four different possible bins is low. Hence, a separation of color
spaces was tested, only using the enlarged color space for the color histogram
features and not for the color block features.

2.3 GIFT Scoring

Several weighting schemes are implemented in GIFT. The basic one used in this
paper is the term frequency/inverted document frequency(tf/idf) weighting,
which is well known from text retrieval. Given a query image q and a possible
result image k, a score is calculated as the sum of all weights of features which
are occurring in k.

scorekq =
∑

j

(feature weightj) (1)

The weight of each feature is computed by dividing the term frequency(tf) of
the feature by the squared logarithm of the inverted collection frequency(cf).

feature weightj = tjj ∗ log2(1/(cfj)) (2)

This results in giving features frequent in the collection a lower weight. These
features do not discriminate images very well from each other. An example for
such a feature is black background being present in many medical images. This
weighting applies only to the block features. For histogram features a generalised
histogram intersection is used to compute a similarity score [10].

The strategy described above does not use much of the information contained
in the training data, only the feature frequencies are exploited and not the
class memberships of the images. For optimising the retrieval of relevant images,
learning from user relevance feedback was presented in [8]. In this article we
use the described weighting approaches and add several learning strategies to
optimise results for the classification task, where class membership of the training
data is known.

6 http://www.sim.hcuge.ch/medgift/
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Learning Strategies. The original learning approach presented in [8] was to
analyse log files of system use and find pairs of images that were marked to-
gether in the query process. Frequencies can be computed of how often each
feature occurs in pairs of images. A weight can then be calculated by using the
information whether or not the images in the pair were both marked as relevant
or whether one was marked relevant and the other as notrelevant. This results
in desired and non–desired cooccurence of features.

In this paper, we train weights more focused on classification. This means that
user interaction is not regarded but rather relevance data on class membership
of images by looking at the class labels of the training data. Each result image
for a query is marked as relevant if the class matches that of the query image
and non–relevant otherwise. This allows for a more focused weighting than what
real users would do with relevance feedback. We then applied several strategies
for extracting pairs of images for the queries. In a first approach, each possible
pair of images occurring together at least once is considered relevant. This yields
very good results for image retrieval in general [8].

In the second approach we aim at discriminating positive and negative results
in a more direct way. To do so, only the best positive and the worst negative
result of a query are taken into account when computing pairs of marked images.

In a third approach, we prune all queries which seemed too easy. This means
that if the first N results were already positive, we omitted the entire query from
further evaluation. Everything else follows the basic approach. This is based on
ideas similar to Support Vector Machines (SVM), where only information on the
class boundaries is taken into account. It assumes that all images that are in the
middle of the class would be classified correctly anyways.

Computation of Additional Feature Weights. For each image pair de-
tected, we calculate the features they have in common and whether the image
pair was positive (both images in the same class) or negative (images in different
classes). This results in positive and negative cooccurence on a feature level. We
used two ways to compute an additional weighting factor for the features:

– Basic Frequency : In this weighting scheme, each feature is weighted by the
number of occurrences in pairs where both images are in the same class,
normalised by the number of occurrences of the feature in all pairs.

factorj =
|{fj|fj ∈ Ia ∧ fj ∈ Ib ∧ (Ia → Ib)+}|

|{fj|fj ∈ Ia ∧ fj ∈ Ib ∧ ((Ia → Ib)+ ∨ (Ia → Ib)−)}| (3)

In the formula, fj is a feature j, Ia and Ib are two images and (Ia → Ib)+/−
denotes that Ia and Ib were marked together positively (+) or negatively (-).

– Weighted Probabilistic :

factorj = 1 + (2 ∗ pp

|{(Ia → Ib)+}| ) − np

|{(Ia → Ib)−}| (4)

Here, pp is the probability that the feature j is important for correct classi-
fication, whereas np denotes the opposite.
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The additional factors calculated in this way are simply multiplied with the
already existing weights using tf/idf for the calculation of similarity scores for
all the test images.

2.4 Other Scoring Methods

During the experiments it became obvious that the frequency–based feature
weights combined with the scoring method did not improve classification perfor-
mance as much as hoped. Since GIFT uses four types of features it was necessary
to have a more detailed idea of how the methods perform on each group of fea-
tures. To achieve this, tests were performed where a single feature group was
evaluated in GIFT. Experiments with Euclidean distance instead of the GIFT
scoring were also attempted. In the latter case we experimented with applying
the learned feature weights to the distances, which worked surprisingly well.

2.5 Classification

With the similarity scores computed for each image, a simple 5–Nearest neigh-
bour algorithm was used to classify unlabelled test data. Each vote was weighted
by the similarity score achieved. The selection of 5-NN was based on manual tests
performed in a first stage, where between 1 and 10 images were regarded with
sometimes varying results.

3 Experimental Results

All optimisations were done on the IRMA database. Due to the constraints in
available computational power partly on small, disjunct subsets as training and
test data. The given error rates were obtained by applying the tested methods
to the automatic–annotation tasks of the ImageCLEF2006 competition.

3.1 Classification on the IRMA Database

The medical image annotation task was organised for the second time in 2006,
after a first test in 2005. To augment the complexity the number of classes was
raised from 60 to 116. 10’000 images were made available as training data and
1’000 images had to be classified.

Enhancing the Color Space. The baseline results of GIFT can be seen in
Table 1. They show that a larger number of grey levels does not help, as error
rates increase.

Frequency–Based Learned Feature Weights. In Table 2, the results of the
GIFT using the learning approaches described above can be seen. Surprisingly,
the effect of learning is small in comparison to the good results obtained for
retrieval. The only method improving the error rate was the frequency–based
weighting combined with best/worst pruning of the queries.

We also combined eight grey levels with the described techniques but the
results were worse. Interestingly, the probabilistic weighting was not as much
affected by the selections of relevant results as the frequency–based weighting.
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Table 1. Error rates on the IRMA database using a varying number of grey levels

Number of grey levels Error rate
4 32,0%
8 32,1%
16 34,9%
32 37,8%

Table 2. Error rates using various weighting strategies and 4 grey levels. S1 corresponds
to using the naive strategy, S2 to pruning the queries found too easy, and S3 means
only using the best positive and worst negative result of each query.

Used strategy Frequency weighting Probabilistic weighting
S1 35,3% 32,4%
S2 33,2% 32,5%
S3 31,7% 32,2%

Classification on Single Feature Groups. In these experiments we classified
the data by using each feature group separately. The varying weighting strate-
gies were performed. The probabilistically learned feature weights were omitted
because of inferior performance in earlier experiments. It turns out that per-
formance varies greatly, so a classification with mixed scoring methods seems
most viable (see Table 3. If the classification in GIFT was performed without
any weighting whatsoever, the error rate increased from 32% to 34%, so a more
detailed approach is necessary.

Mixed Scoring. It is interesting to see how the GIFT scoring method performs
in comparison to standard metric–based similarity measures. The first results
were interesting as a simple Euclidean–distance–based 5–NN outperformed the
GIFT by decreasing the error rate to 29.8%. At this point, several experiments
on small test and training sets were conducted in which GIFT scoring, Euclid-
ean distance(L2), and other feature weightings were tested. The methods with
the best results on these subsets were then used, improving the error rate sig-
nificantly to 27.5%. This score was achieved with the scoring method/weighting
approach described in Table 4.

Table 3. Error rates on the four feature groups using several weighting approaches

Feature group unweighted baseline with tf/idf learned weights tf/idf+learned weights
Color block 36,6% 39,6% 35,1% 40,4%
Color hist 74,5% – 73,8% –
Gabor block 56,3% 42,3% 50.0% 45,4%
Gabor hist 53,1% – 51.8% –
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Table 4. Best setup for classification

Feature group scoring method learned feature weights
Color block L2 –
Color hist GIFT tf/idf –
Gabor Block GIFT Histogram Intersection used
Gabor hist L2 used

Fig. 3. X–rays of a leg and the chest, with different aspect ratios

Aspect Ratio. In the medical image domain and particularly for x–rays con-
tained in the IRMA database, the aspect ratio of an image is highly correlated
to the content of the image. This seems logical since x–rays are performed to
show only the region of interest. Bones from the arm, for example, have a sig-
nificantly different form than a chest. This leads to the idea to use the aspect
ratio as a fifth feature group and include it into classification (Figure 3). This
approach again improved the classification error rate on the best setup we used
from 27,5% to 26.4%.

3.2 Classification on the LTU Database

The non–medical automatic annotation task consisted of 14’035 training im-
ages from 21 classes selected from a total set of more than 200 classes and
over 100’000 images. The entire dataset was regarded as too difficult. Sub-
sets such as computer equipment were formed, mainly with images crawled
from the web with a large variety of contained objects. The task remained
hard with only three research groups finally submitting results. The content
of the images was regarded as extremely heterogeneous even for the same class.
Without using any of the described learning methods and a simple 5–nearest–
neighbour classifier, the GIFT had an error rate of 91,7% (by chance voting
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Table 5. Error rates on the LTU database using various strategies

Method used Error rate
baseline 91,7%
with learned feature weights 90,5%
with mixed scoring 88,3%
classifier combination 89%

would have 95% and would only be slightly worse). Using the learning method
with best/worst pruning and the frequency–based weighting described above the
error rate decreased to 90,5%. We also applied the mixed scoring method derived
from the former experiments and achieved an error rate of 88.3%. A combina-
tion of available results could not further improve the classification performance
(see Table 5).

4 Interpretation

The results show that the approach with the simple visual features in GIFT is
not perfectly suited for image classification. GIFT uses four groups of global and
local features, with just two similarity measures (histogram– and non–histogram
features). It is, due to the good generalisation of the methods to more than one
database, obvious that color and texture features have to be treated differently.
Regarding the results it seems that color features frequent in the collection are
still necessary to discriminate classes from each other. This can be due to very
large classes that have many features in common and misclassifying some of
these images can be more costly than loosing performance on very small classes.
If these features get reduced in weight too much, the performance decreases. On
the other hand, texture features, which occur often throughout the training data
are carrying less discriminative information and thus perform better when they
are weighted accordingly.

5 Conclusions and Future Work

In this article, we have shown the possibilities to use a frequency–based weighting
scheme developed for image retrieval in a classification context. The performance
of these weights depends on the features they are applied to, where color features
seem to be less weighable or learnable than texture features. In general, the
performance of the derived methods is still lower than other CBIR systems
available. This results mostly from the simple feature set used that does not
take into account small shifts or changes in size of the object in the image.
Pre–treatment of images to remove background might be one solution. Another
solution is the use of salient features for retrieval.



108 T. Gass et al.

Acknowledgements

This work was partially supported by the Swiss National Science Foundation
(Grant 205321-109304/1). The IRMA database is courtesy of Dr. Thomas M.
Deserno, Department of Medical Informatics, RWTH Aachen, Germany.

References

1. Smeulders, A.W.M., Worring, M., Santini, S., Gupta, A., Jain, R.: Content–based
image retrieval at the end of the early years. IEEE Transactions on Pattern Analysis
and Machine Intelligence 22(12), 1349–1380 (2000)

2. Eakins, J.P., Graham, M.E.: content–based image retrieval. Technical Report
JTAP–039, JISC Technology Application Program, Newcastle upon Tyne (2000)

3. Müller, H., Michoux, N., Bandon, D., Geissbuhler, A.: A review of content–based
image retrieval systems in medicine – clinical benefits and future directions. Inter-
national Journal of Medical Informatics 73, 1–23 (2004)

4. Squire, D.M., Müller, W., Müller, H., Pun, T.: Content–based query of image data-
bases: inspirations from text retrieval. In: Ersboll, B.K., Johansen, P. (eds.) Pattern
Recognition Letters (Selected Papers from The 11th Scandinavian Conference on
Image Analysis SCIA 1999, vol. 21, pp. 1193–1198 (2000)

5. Deselaers, T., Weyand, T., Keysers, D., Macherey, W., Ney, H.: FIRE in Image-
CLEF 2005: Combining content-based image retrieval with textual information
retrieval. In: Peters, C., Gey, F.C., Gonzalo, J., Müller, H., Jones, G.J.F., Kluck,
M., Magnini, B., de Rijke, M., Giampiccolo, D. (eds.) CLEF 2005. LNCS, vol. 4022,
pp. 652–661. Springer, Heidelberg (2006)

6. Clough, P., Grubinger, M., Deselaers, T., Hanbury, A., Müller, H.: Overview of
the ImageCLEF 2006 photo retrieval and object annotation tasks. In: Peters,
C., Clough, P., Gey, F.C., Karlgren, J., Magnini, B., Oard, D.W., de Rijke, M.,
Stempfhuber, M. (eds.) CLEF 2006. LNCS, vol. 4730, pp. 579–594. Springer, Hei-
delberg (to appear 2007)

7. Müller, H., Deselaers, T., Lehmann, T.M., Clough, P., Eugene, K., Hersh, W.:
Overview of the imageclefmed 2006 medical retrieval and medical annotation tasks.
In: Peters, C., Clough, P., Gey, F.C., Karlgren, J., Magnini, B., Oard, D.W., de
Rijke, M., Stempfhuber, M. (eds.) CLEF 2006. LNCS, vol. 4730, Springer, Heidel-
berg (to appear 2007)

8. Müller, H., Squire, D.M., Pun, T.: Learning from user behavior in image retrieval:
Application of the market basket analysis. International Journal of Computer Vi-
sion (Special Issue on Content–Based Image Retrieval) 56(1–2), 65–77 (2004)
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Abstract. Health information systems on the web basically support the
English language. To access high-quality online health information it is
frequently a barrier for non-English speakers or speakers of English as
a foreign language. In this work we present a cross-language retrieval
system to support Greek users in the medical domain, overcome the lan-
guage barrier. We have performed a case study on the impact of stem-
ming in the cross lingual retrieval in association with dictionary based
query translation techniques. Finally, we conclude with results from a
preliminary evaluation of the Greek-English CLIR prototype.

1 Introduction

Cross-language information retrieval (CLIR) is a subfield of information retrieval
dealing with retrieving information written in a language different from the
language of the users query. Today search engines retrieve documents written
in the same language as the query. Cross-language retrieval supports users of
multilingual document collections by allowing them to submit queries in their
own language, and retrieve documents in any of the languages covered by the
retrieval system. CLIR systems can be used by people with good reading skills
in a second language but poor skills in writing and therefore these users cannot
compose a query that will fulfill their information need as they could do in their
mother language.

Cross-language and monolingual retrieval functionality can certainly be pro-
vided by a single system. An effective monolingual retrieval is actually the core of
a cross-lingual retrieval system [1]. Indeed when we search for documents written
in a foreign language, we must choose between two primal approaches: either to
translate the documents of the target language, or to translate the queries. In
both cases the problem is reduced to the monolingual retrieval. However, both
directions of translation have their weaknesses: translating large document col-
lections could be, computationally, an impractical task and short queries on the
other side introduce uncertainty in their translations. Furthermore query trans-
lation imposes a kind of cost, which must be paid at the most challenging time
- when a search engine is trying to optimize response time for a large number of
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nearly simultaneous queries. Thus we are seeking for a simple and fast algorithm
to translate the queries.

It is a well-known fact that information retrieval is not equally difficult for
each language [2]. For example, the morphological analysis of the documents
may be considered as minor for languages like English compared to languages
like Greek with a rich inflectional and derivational system. The plural inflection
of the English noun which, apart few exceptions, is very simple (add -s) while in
Modern Greek there are 41 different inflectional suffixes. Also there are different
forms of the written Greek language: such forms include classical Greek and
Modern Greek. In this work we examine Modern Greek texts in the domain
of medicine. This is actually a mixed language of modern with puristic Greek.
It must be mentioned here that in any CLIR or monolingual retrieval system
dealing in a language with a rich inflectional and derivational system stemming
plays an important role on the performance.

The major approaches for CLIR include the use of bilingual dictionaries [3,4],
parallel collections [5] and comparable collections [6] or some kind of combination
of these. In this work we address the problem of disambiguation when dictionary-
based techniques are used for the translation. In particular we present a case
study on the impact of stemming in the complexity of a word-by-word translation
algorithm with look-ups to bilingual dictionaries.

In the rest of this work we present the architecture of the CLIR system, the
translation module and results from the OHSUMED database, a subset of the
MEDLINE database. Finally we conclude on the performance of the algorithms
used and extensions are proposed for future implementation.

2 System Architecture

The proposed system contains two subsystems: a multilingual subsystem, for re-
trieving bilingual documents (a collection of scientific articles in medicine avail-
able in the Greek web) and a cross language subsystem, which provides only
the interface to the MEDLINE database using the PubMed search engine. The
PubMed search engine1 is maintained by the US National Center for Biotechnol-
ogy Information and provides public access to the MEDLINE database over the
web. The interface performs all the analysis of the query before its submission
to the database, that is stop-words removal, stemming, automatic translation
and disambiguation as well as procedures for query expansion. The system’s
architecture is presented in figure 1.

As far as the Greek database is concerned the Lucene search engine is used,
an information retrieval system developed by Apache 2. Lucene, supports many
types of preprocessing, scoring, indexing, and retrieval models and supports sev-
eral retrieval models, including the standard vector space model. To enhance
the retrieval we have incorporated a Greek stemmer as well as a list of the most
frequently used words (stopwords).
1 http://www.ncbi.nlm.gov/entrez/query.fcgi?db=pubmed
2 http://lucene.apache.org
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Fig. 1. CLIR, System’s architecture

The Greek document collection contains bilingual articles in the medical do-
main, which are either entirely in English or in Greek, or they can use both
languages with abstracts and references written in English. To ensure proper
indexing of these documents using our standard architecture of Lucene, all doc-
uments are in UTF-8 format. The documents were indexed automatically using
the TF*IDF weighting scheme [7]. Indexing includes stop-word removal, consult-
ing a stopword list, stemming for the remaining tokens and weight estimation of
terms, defined by w (t, d)

w (t, d) = TF (t, d) ∗ log2

(
N

DF (t)

)
(1)

where TF (t, d) is the number of occurrences of term t in the document d, DF (t)
is the number of documents in the collection that contain the term t and N is
the total number of documents in the collection.

All the documents are in XML format. The structured data are used to filter
the retrieved documents by the year of publication, and the thematic topic.

The user submits queries in natural language and has the choice to see the re-
sults from the Greek or the English database. Each document title in the ranked
list of the results is followed by the best passage of the document containing the
query words.

3 Dictionary Based Query Translation

In a CLIR system, users may be supported either to reformulate the query in
order to choose the appropriate translations of the query terms, or to provide
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a fully automated query translation unit. This last task introduces uncertainty
due to the small size of the query. Although machine translation techniques are
the state of the art in translation theyt are far from perfect and certainly not fast
enough to be used in an online retrieval system. Dictionary-based approaches
have been used in the literature for several languages in the past [4,8].

For the translation a Greek-English bilingual dictionary was used, consisting
of about 40,000 fully inflected words or phrases. The dictionary was constructed
by merging several Greek-English dictionaries (Bilingual Term Lists) and glos-
saries freely available in the web. Although we are not in a position to guarantee
for the validity of the resulting dictionary we used these resources as the base
for translation in our CLIR system.

Due to the morphological complexity of the Greek language, we expect the
dictionary to have limited coverage. In order to improve on the coverage, a
stem-based dictionary was derived from the original. However, although stem-
ming improves the coverage of the dictionary introduces an additional level of
uncertainty since more words with different meanings are conflated into the same
stem. Thus in our case we face two levels of uncertainty: one introduced by the
stemming process; and one due to the translation of words with more than one
possible translation.

In what follows we have experimented with three algorithms for automatic
query translation based on dictionary look-ups:

1. Word by word translation: In the word-based scenario, all the possible
translations of a word remain in the translated query. Words of the target
language that are present in the original query remain unchanged. For the
experiments the stemmer described in [2] was used. We shall refer to this
as stemmer-1. At this stage an investigation of the impact of the morpho-
logical normalization (stemming) on retrieval effectiveness was carried out,
by testing a more conservative, based strictly on grammar rules, stemmer
[9]. The experimental results presented in the next section show a signifi-
cant improvement of the new stemmer (stemmer-2) in the case of the simple
word-by-word translation algorithm.

2. Word by word translation and disambiguation: To reduce ambiguity
due to stemming a filtering step is applied that selects the most appropriate
translation. A given Greek word, g, first is stemmed to g’ and then translated
using the dictionary, see figure 2. Suppose

T (g′) = {(e1, g1) , (e2, g2) , . . . , (ek, gk)} (2)

is the set of all possible translations where by the pair (ei, gi) we denote a
couple of an English word or phrase with its corresponding translation into
Greek. Our filter function selects as the most appropriate translation, ei, the
one with minimum Levenstein distance (min ||g − gi||) between the original
word g and gi. Other distance measures based on n-grams have been tested
but not reported in the present work. In table 1 we present two examples of
translating the queries No 8 and No 73 of the OHSUMED database.
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3. Phrase based translation: Accurate translation demands larger units.
Other studies [3] have shown that phrases are a natural way of refining
queries. In the phrase based translation an approach is proposed that uses
phrases from dictionary as fundamental units for translation of the query.
All the phrases in the dictionary that are present in the query are sorted by
their size in ascending order and then substituted by their translation coun-
terparts starting from the largest one. The size of a dictionary entry equals
to the number of words it contains. To achieve this goal the dictionary was
first indexed using the Lucene search engine. For a query Q, the dictionary
was searched to find an entry, say Pr, that best matches with Q using the
similarity metric

sim (Pr, Q) =
|Pr ∩ Q|

|Pr| (3)

By |Pr| we denote the number of words of a dictionary entry. From the
answers we keep only those with sim (Pr, Q) = 1. In that case it holds that
Pr ⊆ Q. However, the similarity function does not ensure that the terms
reserve their order inside the phrase and the query. To ensure that words
inside Pr and Q have the same order an additional parsing of the query is
needed.

From the experimental results it is evident that translation by phrases
outperforms all other dictionary-based techniques. Indeed many of the med-
ical terms in the dictionary are compound terms.

Fig. 2. Filtering of the most appropriate translation

4 Experimental Results

To test the performance of the algorithms proposed we utilized the OHSUMED
test database3, a subset of the MEDLINE database, extracted for the monolin-
gual retrieval research [10]. This database is accompanied by a collection of 106
English language queries. We have used the corrected versions of these queries.
For all but 5 queries, relevant document subsets are known. We use the 233,445
documents subset that contains abstracts and MeSH phrases for each document.
3 ftp://medir.ohsu.edu/pub/ohsumed
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Table 1. Translation of the OHSUMED No.8 and No.73 queries

Query No.8 Query No.73
Original English work-up of hypertension in pa-

tient with horseshoe kidney
portal hypertension and varices,
management with TIPS proce-
dure

Query translated
by an expert

���������	
� �
�������
��� ��
����� �� ������
�� ���������� ������

������ ��
����� 	��
	����� ���������� ���
����� ���� �� ��������
�����	� ���������	�
���������������	�
����	��!��

Word by World
translation

diagnosis diagnostics diagnos-
tic examination survey exami-
nation interrogation test hyper-
tension supreme superlative dis-
ease weak patient illness sickness
complain asthenia patients inpa-
tient slim kidneys nephron kid-
ney kidneys kidney renal nephri-
tis nephron

portal hypertension supreme su-
perlative varix varicose vein vari-
cose veins esophagitis esopha-
gus oesophagus portosystemic
by pass

Word by World
translation and
disambiguation

diagnostic examination hyper-
tension patient slim weak inpa-
tient kidney

portal hypertension varicose
veins oesophagus esophagus
portosystemic by pass

Phrase Based
Translation

workup hypertension inpatient
patient weak slim kidney

portal hypertension varicose
veins esophagus oesophagus
faced with portosystemic by
pass

Table 2. Average precision at the top-k retrieved documents with and without stem-
ming

No stemming Using stemming
Top

Retrieved
Docs

English
Queries

WbW
Transla-

tion

WbW
and

Disambi-
guation

Phrase
Based

Transla-
tion

WbW
Transla-

tion

WbW
and

Disambi-
guation

Phrase
Based

Transla-
tion

5 0.3623 0.1283 0.1283 0.1509 0.1811 0.2264 0.2340
10 0.3142 0.1189 0.1189 0.1406 0.1689 0.2170 0.2198
20 0.2660 0.1090 0.1090 0.1288 0.1434 0.1797 0.1788
100 0.1419 0.0526 0.0526 0.0662 0.0775 0.0944 0.0970
200 0.1002 0.0362 0.0362 0.0471 0.0553 0.0650 0.0692

For our cross language experiments, a fluently English speaking medical doctor
has translated the 106 queries first into Greek. The Greek queries are then trans-
lated back into English by our automatic methods.
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Table 3. Average precision at the top-k retrieved documents from two different stem-
mers

AvgPr(%)
Word by Word Translation

Top
Retrieved

Docs

English
Queries

Stemmer-1 Stemmer-2 Improvement

5 36.23 18.11 20.00 5%
10 31.42 16.89 19.34 7.8%
20 26.60 14.34 16.70 8.8%
100 14.19 7.75 9.07 9.3%
200 10.02 5.53 6.19 6.6%
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Fig. 3. Average precision plot with respect to the top-k retrieved documents

For the evaluation of the performance the well-known measure of precision
was used on the top retrieved documents. Precision is defined by [7]:

Precision =
Number of relevant documents retrieved

Number of documents retrieved
(4)

In tables 2 and 3 we present values of the averaged precision for the top-k
ranked documents over all the queries. The performance of the cross language
retrieval is evaluated against the same system running in a monolingual mode
(English collection English queries), which serves as the base line of our evalua-
tion. Figure 3 presents visually the performance of the algorithms.
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In table 3 results are presented from the word-by-word translation method
with the two stemmers mentioned above. From these results it is evident that
stemmer-2 performs best in the case of word-by-word translation. In the other
two cases, (phrase-based translation and word by word with disambiguation)
both stemmers perform equivalently. This sounds reasonable since the disam-
biguation step removes the uncertaintly introduced by the use of an aggressive
stemmer while when larger units are used in the translation, like phrases, the
ambiguity is kept to the minimum.

According to the results it is apparent that phrase-based retrieval is best per-
forming achieving a performance between 65%-70% of the corresponding mono-
lingual retrieval.

5 Conclusions-Extensions

The main issue addressed here is the evaluation of an approach to remove disam-
biguation introduced by the stemming. According to our results it is apparent
that stemming is an important part on a CLIR system. Query words are morpho-
logically reduced to their root forms and then substituted by their counterparts
in the target language through the dictionary. To reduce the ambiguity due to
morphology we have introduced a double translation filter and to reduce the
ambiguity due to the translation we used phrases as basic units for translation.
Although we are making use of resources freely available in the web, the result-
ing performance of the algorithms tested is quite fair and comparable to other
published results from counterpart approaches.

The retrieval model we have described at its present state is the simplest one
and it makes no use of semantic knowledge of terms. Certainly the effectiveness
of retrieval on a specific domain, such as medicine, can be improved when domain
knowledge is used. Such knowledge may contain synonymous terms and phrases,
broader or narrower terms, related terms etc. This is an ongoing research, and we
are currently translating a part of the MeSH metathesaurus in the cardiovascular
domain, that will be used for query expansion.
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Abstract. The technology of medical image retrieval in picture archiving and 
communication systems (PACS) is of great importance. A shape prior algorithm 
retrieval based on interest point is presented in this paper. Firstly, according to 
the formulaic composition of a medical image, a Harris point detector is 
improved to extract some interest points in images. Secondly, by combining 
invariants for each point and an edge type histogram, the feature vector for 
matching is constructed. Finally, a strategy for matching vectors is implemented 
to retrieve medical images. The test results prove the efficiency of this approach. 

Keywords: medical image retrieval, interest point, shape type histogram. 

1   Introduction 

The technology of medical image retrieval in picture archiving and communication 
systems (PACS) is of great importance. Imaging systems and image archives have 
often been described as an important economic and clinical factor in the hospital 
environment [1-3]. The fundamental retrieval method is to exploit some features such 
as color, texture and shape, which can be extracted by a machine automatically. Today, 
with the increasing number of medical images, the retrieval systems should be designed 
as an effective and efficient tool for user browsing and navigating in medical image 
databases. In order to obtain good results, segmentation is an important step in some 
methods. The images then can be segmented into several regions. The query is 
implemented by features matching, which are extracted from regions. Carson et al. [4] 
employed a so called “blobworld” representation which is based on segmentation using 
EM algorithms combined color and texture features. In NETRA [5], images are 
segmented into homogeneous regions using a technique called “edge flow”. 

However the result of segmentation depends on the content of the medical image. 
Completely automated segmentation of images is an unsolved problem. Even in fairly 
specialized domains, automated segmentation causes many problems and is often not 
easy to be realized. Therefore many researchers seek different solutions. Applying 
some salient points to solve the problem is a new trend. These points have special 
properties which can make them stand out in comparison to their neighboring points. 
They are often also called interest points. Considering medical images have a formulaic 
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composition for each modality and anatomic region, a new retrieval method based on 
some interest points is proposed to query medical images without global image 
descriptors. The remainder of this paper is organized as follows. In section 2, works 
related to point detection are introduced and an improved Harris point detector applied 
in this work is described. Section 3 provides information on direction information 
acquisition and details how they are represented. Matching strategy and results are 
presented in Section 4. Finally, Section 5 concludes the paper. 

2   Interest Point Detection  

The initial step is to collect images. The collection contained a large number of 
monochrome images, such as x-rays and CT scans, with very specific layout. The 
patients are positioned very precisely to show the area under investigation at the centre 
of the image. A neuroimage database composed of clinical volumetric CT images is 
used. 

We are interested in using gray-level image attributes which are invariant with 
respect to a group of transformations such as the orthogonal and affine transforms. It is 
necessary to consider invariants up to the third order to obtain good characterization of 
the gray-level images. As a matter of fact, these invariants are difficult to estimate in a 
stable fashion. In our work, the first order derivatives and other information are used to 
obtain similar good results. In order to obtaining a precise and stable first order 
detector, an improved Harris point detector is chosen.   

The Harris point detector introduced in [6] is a popular interest point detector due to 
its strong invariance to: rotation, scale, illumination variation and image noise. It is 
calculated based on a second moment matrix M  describing the gradient distribution 
in the local neighborhood of a point. The Harris operator can be defined by positive 
local extrema of the following operator:  

 

)()()( 2 MTraceKMDetMCH ∗−=   ， 04.0=K  (1) 

        
where the constant K indicates the slope of the “zero line”. A basic extension of the 
intensity based M  is defined as [7]: 
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where i x  and i y （ i { }BGR ,,∈ ） are first order. Subscripts x  and y  indicate 

directions. In practice, Gaussian smoothing is needed as preprocessing to reduce the 

noise. Due to the nature of medical image, for each color plane { }BGR ,, , the 

gray-value of each pixel is re-expressed. So the matrix M  is adapted as follows: 
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where i  represents the intensity value. Our concrete approach to extract the interest 
points is described as follows: 

 Reduce noise of the medical image with a Gaussian filter. Isolated noise points 
and small structures are filtered out.  

 Image is divided into many regions. The number of the regions is related to the 
complexity of image. Multiresolution quadtree can be applied. 

 For each region, Eq. (3) based on an improved Harris point detector is used to get 
interest points, and the constant K is adjusted after many experiments. 

Fig.1 is an example of our work on interest point extraction. As shown, these points in  
the images contain sufficient information. 

        

 

Fig. 1. The interest points extracted and visualized on two medical images 

3   Feature Vectors Construction 

As the gradient information is robust against variation, it is used to characterize 
selected interest points. Each point is expressed in a vector I . 

)|||| 2,( iiI ∇=     (4) 

Eq. (4) is robust to scale and viewpoint changes, considering computation for several 
Gaussian sizes. It can also be made robust to the main illumination transformations 
with image normalization. In order to enhance the representation ability of I , it is 
extended with other information. As we can see, the shape of the medical image is 
obvious and it is helpful to the whole retrieval process. Then I can be combined with 
the shape feature. 
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In our work, edge type histograms represent shape information. There are four types 
of edge .Each one denotes one direction (0o, 45o, 90o, 135o). The different edge 
detectors are defined as Fig.2. 

 

Fig. 2. Four types of edge detector 

Using the interest point as the target pixel, a 44 × window is opened, which is a 
4-connectivity. These edge detectors work on it. In further study, instead of using 
4-connectivity, we choose an 8-connectivity (or an 8-neighborhood) where horizontal, 
vertical and diagonal directions are allowed, since in a 4-connectivity, only vertical and 
horizontal directions may be followed. Therefore, the interest points become the central 
pixel in the local region, and the number of edge type increases. Every edge type 
histogram is calculated as shape information. Each interest point is expressed in an 
n−dimensional spaceT . 

                   

( )t nttT ,,2,1=    (5) 

                         
where n  is the number of edge type. T  and I combine to make the feature vector of 
every interest point. 

4   Matching and Results 

When a feature vector is achieved, the matching method consists of comparing each 
feature vector of the first image with its counterpart in the second image in order to find 
the points which look the most similar. To compute the likeness of two vectors, we 
complete following steps. 

We can easily compute the likeness of gray-value. To get the likeness of edge type 
histogram, Eq.(6) is applied. 
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Synthesizing the two comparing methods using Eq.(7), S  corresponds to matching the 
results of two vectors. 
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where ID  is gray-value distance, and TD  is edge type histogram distance. 

Iw and Tw are weights which denote the priority of the gray feature and shape feature. 

After building a base of interest points characterized in the vector space, we index 
the medical image database. The searching strategy is to find the image that has the 
most similar points to the ones in query. We performed experiments with medical 
images from patients. The results show that traditional retrieval methods are time 
consuming and limited by only using one feature. Its performance can not solve the 
scale and viewpoint changes. But the interest point based retrieval process, we 
proposed in this paper, is simple and robust to changes. It can give results not only with 
simple shapes, but also with complex shapes. 

 

Fig. 3. Target image 

 

 

Fig. 4. The retrieval results. (a) Using simple shape based method. (b)Using our method. 
 

.  
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As we can see, Fig.3 is a target medical image. Fig.4 (a) is the result of an experiment 
using a simple shape feature to retrieve images. Although most similar images are 
retrieved, there are some missing images with similar features. Compared with (a), 
Fig.4 (b) is the result of the proposed retrieval process in this paper. It is obvious that 
more images are found. The similarity of these images is very high. 

Fig.5 is a query example in our PACS. In the system, the retrieval approaches are 
classified into four main types. The color based one focuses on color images. Many 
medical images with complex surfaces can be retrieved using texture based methods. In 
order to query the images with notable shape, the third type is used. The fourth type is 
to combine two or three features to complete the retrieval needs. In short, it is difficult 
to find one specific method that can solve the retrieval problems for all different types. 
Our work is to seek the most suitable one for each. 

 

Fig. 5. Medical image query window of our PACS 

5   Conclusion 

In this paper, we have defined a new point based retrieval method for medical images. 
First we use an improved Harris point detector to extract interest points in every region. 
We have shown that adding these invariants gives sufficient information against 
variation to consider only the first order invariants. Secondly, each point is 
characterized and a feature vector is constructed. The feature vector is extended by 
applying a shape feature (edge type histogram). Finally we index the medical image 
database and implement the technique for medical image matching on this differential 
characterization, which works robustly and rapidly. Indeed, experimental results show 
the relevance of our approach and the percentage of correct matches is high, 
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approximately 97.8%.Using this matching scheme, a large number of images can be 
matched rapidly. The achieved results prove that the method can be successfully used 
for medical image retrieval based on an object or region. 
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Abstract. In neuroscience, grating cells in areas V1 and V2 of the visual cortex 
of monkeys can respond vigorously to a grating of bars of appropriate orienta-
tion, position and periodicity. Computational models of grating cells have been 
proposed and used to make texture analysis for medical images. To improve the 
matching precision, the computation models of grating cells were applied to the 
responses of simple cells and not for the pixel values of the input image. In this 
paper, the computational models of grating cells is modified to express uncer-
tain information. Multi-valued logic is introduced into the computation of the 
responses of the grating subunit. Texture pattern is computed by means of the 
modified computational model of grating cells. Experiments show that the con-
tent-based medical image retrieval system using the modified computational 
model of grating cells has good performance. 

Keywords: Grating cells, computational model of grating cells, texture analy-
sis, content-based medical image retrieval. 

1   Introduction 

In the last two decades, a digital medical imaging revolution has transformed medi-
cine. Technologies such as Computerized Tomography (CT) and Magnetic Resonance 
Imaging (MRI) have radically changed the way that physicians diagnose and treat 
diseases [1]. With the development of medical imaging technology and multimedia 
technology, there has been an exponentially increasing trend in the amount of medical 
image storage [2]. It is clear that early text-based image retrieval (TBIR) cannot meet 
the need of image expression and image retrieval. Under such as a circumstance, 
content-based medical image retrieval (CBMIR) has received a much attention. Also 
different anatomical parts as well as normal and abnormal states of the same anatomi-
cal parts can have different textures. So texture analysis is one of the most important 
research topics in CBMIR. The discovery of orientation-selective cells in the primary 
visual cortex of monkeys almost 40 years ago and the fact that most of the neurons in 
this part of the brain are of this type triggered a wave of research activity aimed at a 
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more precise, quantitative description of the functional behavior of such cells [3]. 
Some computational models of orientation-selective visual neurons such as simple 
cells, complex cells, grating cells and so on have been proposed. In addition, some 
computational models that simulate the principle of operation of these cells (e.g., 
Gabor filters) have been proposed [4]. In recent years, researchers have applied these 
computational models, especially Gabor filters, for texture analysis in content-based 
medical image retrieval.  

Grating cells respond vigorously to a grating of bars of appropriate orientation, po-
sition and periodicity. In contrast to other orientation-selective cells, grating cells 
respond very weakly or not at all to single bars, i.e., the bars which are isolated and do 
not form part of a grating [4]. However, current computational models of grating cells 
use two-valued logic, which limits its expression on uncertain information during 
feature expression. 

In this paper, a modified computational model of grating cells is introduced into 
content-based medical image retrieval. Multi-valued logic is applied in the computa-
tional model of grating cells. Texture pattern is computed by means of the modified 
computational models of grating cells. 

The rest of the paper is organized as follows: Section 2 reviews related work,  
Section 3 presents the modified computational model of grating cells, Section 4 inves-
tigates the feature representation and similarity measurement, Section 5 gives the 
simulation and performance analyses, and Section 6 concludes this paper. 

2   Related Work 

The physiological and pathological information of human organs is visually quite 
different and doctors can rely on different imaging knowledge for clinical diagnosis. 
Therefore, medical image databases are employed to store medical images of different 
anatomical parts. CBMIR are mainly aimed at specific anatomical parts [5, 6]. In [5], 
a method of texture analysis for CT images of hepatocellular carcinoma and liver 
cysts was proposed, which was used in computer-aided diagnostic system for focal 
liver lesions. Spatial and second-order probabilistic texture features were applied for 
image feature representation and Bayes classifiers were developed for image classifi-
cation. In [6], a method of adaptive enhancement for unsupervised segmentation of 
three-dimensional MRI brain images was proposed. In their method, three brain tis-
sues are of interest, CerebroSpinal Fluid (CSF), Grey Matter (GM) and White Matter 
(WM). Minimum error global thresholding is used to segment the three-dimensional 
MRI brain image. A spatial-feature-based fuzzy C-Means (FCM) clustering was used 
for a locally adaptive enhancement and segmentation with 3-D clustering-result-
weighted median and average filters.  

Different anatomical parts as well as the normal and abnormal states of the same 
anatomical parts can have different textures. So the texture analysis methods can be 
used for studies of the characterization of anatomical parts. In recent years, texture 
analysis methods based on multi-resolution, multi-channel (e.g., Gabor wavelet trans-
form) and fuzzy logic have received much attention [7, 8]. In [7], a Gabor wavelet 
transform, which combines the wavelet transform method with the theory of directed 
filter, is used for texture analysis. This method builds a mathematical model for the 
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rotate invariant texture analysis based on the research results in psychophysiology. 
However, this method directly uses the texture features extracted from the Gabor-
wavelet. As a result, it takes a long time to compute the texture feature vector, which 
affects the efficiency of retrieval systems directly. In [8], a texture analysis method 
that uses statistical methods and fuzzy logic was proposed. In their method, a fuzzy 
set of dominant directions was introduced into the texture feature expression and 
similarity measurement. Experiments show that this method improves the retrieval 
performance of system efficiency.  

Researchers have simulated a human’s observation on scenery to extract low-level 
visual features, for a long time. Several computational models of orientation-selective 
visual neurons, such as simple cells, complex cells, grating cells and so on, have been 
proposed. These models provide valuable information for the extraction and represen-
tation of image features (especially medical image features) [9, 10]. In [9], simple 
cells were modeled by linear filters followed by half-wave rectification. Their orienta-
tion and spatial frequency selectivity can be explained by the specific kind of linear 
filtering involved. In [10], complex cells were modeled by three stages, which are 
linear filtering, half-wave rectification and local spatial summation. In [4], grating 
cells were modeled by two stages. In the first stage, the responses of so-called grating 
subunits were computed by using as input the responses of centre-on and centre-off 
simple cells with symmetric receptive fields. In the second stage, the responses of the 
grating subunits of a given preferred orientation and periodicity were summed to-
gether within a certain area in order to compute the response of a grating cell. How-
ever, two-valued logic was use for the computational model of grating cells in [4]. 
Consequently the computational model cannot express uncertain information.  

3   Modified Computational Models of Grating Cells 

Grating cells are found in the same cortical area (V1) as simple and complex cells and 
similarly to simple and complex cells show orientation selectivity. The computational 
model of grating cells uses the responses of simple cells as input and the simple cells 
are modeled by a family of two-dimensional Gabor functions as follows: 
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We hope that the information in the position (x, y) of a light impulse in the visual field 
can be strengthened when the Gabor function is acted on the (x, y) central symmetry 
area. So we use the real part of the Gabor function above, which is denoted as fol-
lows: 
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Here the parameters δx and δy denote the standard deviation of the Gaussian factor, 
which are used to determine the size of the receptive field. The parameter λ denotes 
the wavelength and 1/λ denotes the spatial frequency of the harmonic factor 
cos(2πx/λ+ϕ). Here δx/λ and δy/λ are used to determine the spatial frequency band-
width of the simple cells along x and y direction. Usually, δx/λ = 0.56 and δy/λ = 0.56. 
The parameter γ denotes the spatial aspect ratio and is used to determine the eccentric-
ity of the receptive field ellipse. Generally the parameter γ has a range from 0.23 to 
0.92 [11]. The parameter ϕ denotes the phase offset in the argument of the harmonic 
factor cos(2πfx+ϕ) and is used to determine the symmetry of the function G (x, y). In 
[12], G (x, y) is symmetric for ϕ = 0 and ϕ = π with respect to the center of the recep-
tive field. It is shown in [4] that a cell with a symmetric receptive field reacts strongly 
(but not exclusively) to a bar which coincides in direction, width and polarity with the 
central lobe of the receptive field.  

The parameters x and y are denoted as follows: 

x = (x′ - ξ′) cosθ - (y′ - η′)sinθ  and  y = (x′ - ξ′)sinθ + (y′ - η′) cosθ (3) 

 
Here the arguments x′ and y′ specify the position of a light impulse in the visual field, 
and ξ′ and η′ specify the centre of a receptive field within the visual field. The argu-
ment θ is the direction, in which the Gabor filters perform and specifies the orienta-
tion of the normal to the parallel excitatory and inhibitory stripe zones. 

3.1   Response of a Simple Cell  

If a luminance distribution image is f (x, y) of size M×N, the response R of a simple 
cell in the visual field Ω is denoted as follows. 
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Here the parameters C1 and C2 are the maximum response level and the semi-

saturation constant, respectively. The parameters R1 and R2 are denoted as follows: 
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Here the parameters s and t are the Gabor filter mask size variables. The function 
G′(x, y) can be denoted as follows. 

))(
2

1
exp(

2

1
),(

2

22

2

2
'

yxyx

yx
yxG

δ
γ

δδπδ
+−=  (7) 

3.2   Modified Computational Model of Grating Cells 

The modified computational model in this paper still consists of two stages. In the 
first stage, multi-valued logic is introduced to quantize the uncertain information. In 
the second stage, fuzzy values of responses of grating subunits are used to compute 
the response of a grating cell.  

Suppose that a grating subunit of three bars is a segment of length 3λ passing 
through point (ξ,η) in orientation θ. The segment is divided in the intervals of length 
λ/2 and the maximum activity of one sort of simple cell, centre-on or centre-off, is 
determined in each interval. The point (ξ,η) is selected as the center and each interval 
is marked with a value in {-3, -2, -1, 0, 1, 2}. The results are shown in Fig1. 
 

 

Fig. 1. Grating subunit of three bars 

It can be found from Fig. 1 that the subunit of a grating cell is activated if centre-on 
and centre-off cells of the same preferred orientation θ and spatial frequency 1/λ are 
alternately activated in the intervals of length λ/2 along a line segment of length 3λ 
centered on point (ξ,η) and passing in direction θ. However, it cannot be determined 
by the method in [4] that whether or not a grating cell can be activated if adjacent 
centre-on and centre-off have adjacent responses. In the paper, multi-valued logic is 
introduced into the computational model of the grating cell to address this problem. 

Suppose that the center of the visual field is (ξ′,η′) and the position of grating sub-
unit is (ξ,η). If n = {-3, -1, 1}, the parameter ϕ in formula (2) is 0. If n = {-2, 0, 2}, 
the parameter ϕ in formula (2) is π. The centre-on and centre-off can be computed 
with the formula as follows: 
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The response of a grating subunit can be computed as follows. 

⎩
⎨
⎧

<+−<−∈∀+−−
<+−−∈∀=

21

1
|)1(')('|],1,3[,|})1(')('min{|1

|)1(')('|],1,3[,1
LnMnMLnnnMnM

LnMnMnn
Q  (10) 

Here the parameter L1 denotes the maximum threshold width that a human can 
distinguish between the difference M′(n) and M′(n+1), and L2 denotes the minimum 
threshold width that human can distinguish the similarity between M′(n) and 
M′(n+1). If |M′(n)-M′(n+1)| is between L1 and L2, fuzzy values that are 1-
min{|M′(n)-M′(n+1)|} are used to express the response of the grating subunit. 

In the second stage of the model, the response of a grating cell is computed by 
the weighted summation of the responses of the grating subunits. Furthermore, the 
sum of grating subunits with orientation θ and θ+π is used so that the model is 
made symmetric for opposite directions. The response of a grating cell can be de-
noted as follows: 
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Here the parameter β determines the size of the area over which the effective 

summation takes place. A value of β = 5 results in a good approximation of the spatial 
summation properties of grating cells and θ ∈ [0,π). 

4   Feature Representation and Similarity Measurement 

This paper uses responses of the modified computational model of grating cells for 
texture features of a medical image. The texture feature vector can be denoted as 
follows: 

F = {G (θ) | dominance (θ) ∈ [0, π)} (12) 

 
Here dominance (θ) denotes the dominant directions between 0 and π. 

Let F1 be the texture feature vector of an image in the medical image database and 
F2 the texture feature vector of the sample image. Then the similarity measurement 
can be expressed as follows: 
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Here the parameter n is the amount of the elements in F. To evaluate the perform-
ance of a retrieval system which uses the method given above, two parameters, which 
are precision and recall, are introduced. 

Definition 1. Assume that N and N′ denote the numbers of the retrieved items and the 
retrieved correlated items, respectively. Then N′/N is called precision. 

Definition 2. Let N′′ and N′ denote the numbers of the correlated items and the re-
trieved correlated items, respectively. Then N′/N′′ is called recall. 
Precision and recall may be 1. 

5   Simulation and Performance Analyses 

We select two groups of test sets in which each group consists of 100 medical images. 
The elements in the first group of test sets come from a chest CT image database. We 
select 25 images from the same chest CT image database and divide each image into 4 
sub-images. The second group of test sets is made up of the sub-images. 

We use the method in [4] and the method proposed in this paper to compute the 
texture feature vector for the first group of test sets, respectively. We also use the 
similarity measurement proposed in this paper to compute the similarity between each 
image of the image database and the sample image. We use the precision and the 
recall to measure retrieval performance. Experiments show that when the method in 
[4] is used, the precision is 70% and the recall is 75%. However, when the method 
proposed in this paper is used, the precision and the recall are 79% and is 90%, re-
spectively. Now we focus on the second group of the test sets. Then the precision is 
82% and the recall is 85% if the method in [4] is used, while the precision is 90% and 
the recall is 95% if the method proposed in this paper is used. 

6   Conclusion 

Texture analysis is one of the most important research topics in content-based medical 
image retrieval. However, current texture analysis methods respond not only to tex-
ture pattern, but also to non-texture pattern and even the pattern that is not perceived 
as texture at all. In neuroscience, the computational model of grating cells has been 
proposed to respond to the texture pattern only. In this paper, the computational mod-
el of grating cells is modified and multi-value logic is introduced to express uncertain 
information. According to the response of the modified computational model of grat-
ing cells, a texture feature vector is built and used for the similarity measurement 
between medical images. Experiments show that the method proposed in this paper 
improves the retrieval performance effectively. 
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Abstract. A Hospital information system (HIS) has been proposed to respond 
to some challenges of the complex business process in a hospital. The business 
processes undergo constant change and the HIS needs to swiftly adapt to reflect 
these changes. This paper proposes an approach, which is used to define ser-
vices and solutions for hospital applications according to the business-entity 
changes in the hospital business processes. The objective of this approach is to 
minimize the effect of business requirement changes on the system develop-
ment. Focusing on the transition from the process-oriented to the application-
oriented perspectives, some central development considerations are also  
presented, which can be used to guide the design of service-based interoperabil-
ity and illustrate these aspects with examples from our current work. This solu-
tion will improve the robustness and extensibility of HIS.  

1   Introduction 

Hospitals are complex entities which depend on specialized information communi-
cates throughout the organization via communication networks. Management of the 
collection, analysis, use, and communication of health related information is consid-
ered the most important public health service. Yet the operation of hospitals presents 
considerable challenges to effective information flow. Hospital information system 
(HIS) can provide the solution to the integration of clinical as well as financial and 
administrative applications. There is an extensive and exponentially growing body of 
literature on the development, application and implementation of HIS that supports 
clinical patient care and hospital services [1-3]. Although HIS is a technique that has 
been proven useful for managing information and improving performance in hospi-
tals, one inherent problem with the enterprise software development process is that it 
suffers from a lack of agility to match the pace at which the business needs to change 
in order to keep up with the market trends and competition. Adaptation to new re-
quirements, multiple medical cultures and integration with existing systems is diffi-
cult in a constantly changing health environment [4-5]. There are also growing de-
mands to coordinate or automate various processes, to find common descriptions and 
ways to execute them via electronic transactions supporting seamless quality care for 
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the patients [6-8]. HIS has been limited by the lack of a flexible and extensible  
programming environment that supports complex and variable business requirements. 
It is required to migrate from a specific to a compatible architecture and meet differ-
ent business requirements. Central challenges for HIS development include lack of 
reconfigurable platforms and reuse technologies. Reconfigurable platforms can be 
very effective for lowering development costs because they allow the reuse of archi-
tectural resources across a variety of applications. Reuse technologies can improve 
the system development with the approaches of architecture, database and schema de-
sign in detail. There are many ways for IT solutions that directly satisfy business re-
quirements and needs such as business-driven development (BDD), schema evolution, 
business rule management (BRM), universal framework for variable business re-
quirements. Since the application systems have individual features, we need not only 
the global mechanism but also the concrete approach to business-entity changes in 
specific application field. 

This paper is concerned with the implementation of a hospital information system 
(HIS) to automate hospital processes. During the development of HIS, the business 
requirements are variable that cause the problems effecting the whole project devel-
opment quality and cycle. This paper proposes a new solution to entity changes in 
HIS in order to improve the extensibility and robustness of HIS. Our purpose here is 
to describe the method as it was implemented in a practical HIS. The rest of this paper 
is organized as follows. In Section 2, we present the current approaches to entity 
changes based on distributed architecture and analyze the business entity data in mul-
ti-tier HIS. Section 3 describes our solution. The experience and a case study are pre-
sented in Section 4. Finally, Section 5 concludes the paper.  

2   Business Entity in Multi-tier HIS 

Currently the application of a HIS is extended greatly both in depth and scope. How-
ever, it’s a common problem that a HIS becomes harder and harder to be maintained. 
HIS is a typical distributed application across a network because client and data store 
resources are usually located on different computers [9]. According to the application 
requirement, system framework and application integration for a HIS which is the 
multi-tier application architecture based on browser/web application serv-
er/transaction server/database as shown in Fig 1. Business appearance tier provides 
the application service interface for the user interface. Business rule tier realizes and 
describes the detailed business request. Data access tier determines the stored proce-
dures and SQL (Sequential Query Language) operation according to the business enti-
ties. Data access logic component implements CRUD (Create, Retrieve, Update, and 
Delete) operation on database tables. Based on this architecture, the data access tier 
needs not to know which database will be accessed that makes the solution proposed 
in this paper reality. A HIS consists of a series of corresponding modules including 
doctor workstations, nurse workstations, medicine management system and clinical 
treatment systems. It supports the healthcare, financial, clinical information exchange 
and share between hospitals departments and patient information services based on 
Web. The information package can be divided into three sections: index section; con-
tent section and additional section. In fact, the information is the carriers of the  
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business entities. We take a medical order as example. The index section of a medical 
order consists of patient ID, bed No, department code, doctor ID etc. The content sec-
tion consists of medicine, specification, taking frequencies etc. The additional section 
can be defined by the clients. It consists of time requirement such as order execution 
time, pre-execution time set and pre-finish time set. Different hospitals have different 
organization structures and cultures that cause the business process complex and 
changeable. A critical challenge faced by the developer of HIS is to define the infor-
mation properly in order to achieve the interactions between systems and hospitals. 
There are many information body structures in different hospitals. Even in a hospital, 
the client requirements for the information body will be different at different time. 
HIS has close relationship with business process as well as business rules. Business 
rules should continuously be adjusted according to the varying situation of hospital in 
order to meet the request under new situation and keep high efficiency and produc-
tion. For any change of business rules should cause the modification of resource code, 
which often need the help from development team. It is definitely a long period from 
business change to modification by developing team after the necessary intercom-
munion between users and developers [10]. Business rules management technologies 
try to separate and externalize business rules from the application code. The rule en-
gine is developed to separate and deploy business rules furthermore it will increase 
the system development cost. A business entity represents a "thing" handled or used 
by business workers [11]. The realization of workflow is based on the cooperation of 
business entities. Therefore the design of business entities is the key to the system  
development. Figure 1 shows the business entity data flow in HIS. 

 
 

Fig. 1. Business entity data flow in HIS 
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3   Solution Implementation 

It is very important to understand that solutions to business entity change during  
application system development might be a systematic engineering. Traditional appli-
cations and architectures are not able to keep up with business innovation, primarily 
because the processes are not adaptable to business needs. Though many research 
works proposed different technologies helping enterprise achieve business flexibility 
through IT by modeling the business processes that collectively define the way the 
business executes, the more attention has been paid to the final results rather than the 
implementation process. As aforementioned, the solutions such as BDD, BRM etc 
presented a mechanism that needs to be devised by which IT efforts are interlocked 
with business strategy and requirements through an execution framework that is stan-
dardized, well understood, and can be executed repeatedly and successfully.  The es-
tablishment of standard mechanism, business model, business rule engine will be hard 
needing supports of developers and business clients and more time and capital. In 
fact, the application system needs more reliable and direct methods which can realize 
the agility and extensibility during the development process. The approach described 
as follows is executable and reliable to HIS development. The approach strategies are:  

1. The index information should be designed as independent field in the rela-
tional database. The content and additional information in the message body should 
be designed as high volume character fields.  

2. The format of high volume character fields with 2000 length can be designed 
according with clinical document architecture (CDA) level one in health-level 7 (HL7). 

3. The data call tier implements the database operation by calling the stored pro-
cedures. It accepts the business entity from the callers such as business rule tier and 
business appearance tier, thereafter develops the dataset from database into business 
entity and returns the results to the callers. 

4. The business appearance tier returns the business entity to the client fronts. 
The client fronts exhibit the business entity according to the different requirements.  

If the clients raised the new requirements, we should make the following efforts:  

1. If the new contents need to be exhibited and input independently, the business 
entity will be modified. The new field will be added to its schema document. Other-
wise, the business entity remains unchanged. 

2. The client fronts should be modified.  
3. To modify the assignment of field comments in database without modifying 

the table structure in database. 
4. To modify the stored procedures of getting and inputting in order to make data 

input in accordance with the assignments and records in accordance with the business 
entity.  

Obviously, neither the global development strategies will be affected at the data-
base level nor the middle tiers such as business rule tier, data access tier and data ac-
cess components will be changed with our solution strategies. Only the interface tier, 
end front interface and database tier and stored procedures will be modified. It will 
improve the robustness and extensibility of HIS. The HIS development proves the so-
lution efficient.  
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4   Case Study 

We use an example to describe our approach. There is a medical order transmission 
between clinical treatment system and doctor workstation. The medical order entity is 
described by XML schema：  

<xs:element name="Medical order in hospital" 
xmlns:xs="http://www.w3.org/2001/XMLSchema"> 

<xs:complexType> 

<xs:sequence> 

<!—index information--> 

<xs:element name="patient ID" type="xs:string" minOc-
curs="0" /> 

<xs:element name="in-hospital ID" type="xs:string" mi-
nOccurs="0" /> 

…… 

<xs:element name="inspection item code" 
type="xs:string" minOccurs="0" /> 

<!—medical information--> 

<xs:element name="patient name" type="xs:string" minOc-
curs="0" /> 

<xs:element name="patient sex" type="xs:string" minOc-
curs="0" /> 

…… 

<xs:element name="time requirement" type="xs:string" 
minOccurs="0" /> 

<!—Additional information--> 

<xs:element name="appointing time" type="xs:string" mi-
nOccurs="0" /> 

<xs:element name="sampling time" type="xs:string" mi-
nOccurs="0" /> 

</xs:sequence> 

</xs:complexType> 

</xs:element> 

In the database，we use the following script to establish medical order table cor-
responding to the entity. 

create table medical order table 

( 

patient ID                    VARCHAR2(100), 
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…… 

department                    VARCHAR2(100), 

medical information           VARCHAR2(2000), 

additional information        VARCHAR2(2000) 

) 

The data format of medical information is assigned as: 

“<patient_name>Patient name</patient_name> 

<patient_sex>Patient sex</patient_sex> 

…… 

<time_info>Time requirement</time_info>“• 

The data format of additional information is assigned as: 

“<booking_time>Booking time</booking_time> 

<sampling_time>Sampling time</sampling_time>“ 

We use SQL query with a function when achieving the stored procedure of record-
set.  

select patient id, 

in-hospital id, 

…… 

inspection item code, 

getXmlField(medical inforamtion ,'patient_name '), 

…… 

getXmlField((medical inforamtion,'time_info '), 

getXmlField(additional information,' appointing_time'), 

getXmlField(additional information,' sampling_time ') 

from medical_order_in_hospital 

The function getXmlField is in charge of  returning the value of specific node from 
XML character string. It has two parameters. One is the assigned XML character 
string; the other is the path of needed node. When clients need to add the information 
about sampling such as sampling location, sample type, sampling way etc，we can 
modify the medical information of entity as:  

<!—medical information--> 

<xs:element name="patient name" type="xs:string" minOc-
curs="0" /> 

<xs:element name=" patient sex " type="xs:string" mi-
nOccurs="0" /> 

…… 
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<xs:element name="sample type" type="xs:string" minOc-
curs="0" /> 

<xs:element name="sampling way" type="xs:string" minOc-
curs="0" /> 

The assignment of data format of medical information should be modified. The 
sample_info field will be added. Its form is as follows: 

“<patient_name>patient name</patient_name> 

…… 

<time_info>time requirement</time_info> 

<sample_info> 

<sampling_part>sampling location</sampling_part> 

<sample_type>sample type</sample_type> 

<collect_way>sampling way</collect_way> 

</sample_info>“• 

We modify the SQL query during the stored procedure as：  

select patient id, 

…… 

getXmlField(medical information,'patient_name '), 

getXmlField((medical information,'patient_age '), 

…… 

getXmlField(additional information,' appointing_time'),  

getXmlField(additional information,' sampling_time ') 

from medical_order_in_hospital 

The structures of healthcare information including the medical records, patient in-
formation and medical orders, vary frequently. The structure changes will affect the 
database schema and make the midlayer that means the application server illustrated 
in Fig.1.unstable. The application server is very important to the stability of whole 
system. The approach presented above can provide a solution to this problem. 

5   Conclusions 

This paper is by no means an effort to cover system design with a high-level mecha-
nism or framework but gives the sequence of steps of our solution in detail. The  
challenges of the business and IT relationship functioning in hospitals are huge, par-
ticularly in terms of application system adapting to the business requirements. Fur-
thermore, the core requirement of HIS like extensibility, adaptability and integration 
influence the design of system architecture.  The development of HIS is based on the 
solving the complex relationship between business and IT. We have presented a new 
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solution to business entity change to meet these core requirements while HL7 is im-
plemented as integration standard. This approach can provide a changeable solution to 
the existing problems and enhance the effectiveness of HIS. This paper provided a 
practical understanding of the essential tenets of business-entity data between multi-
tiers of HIS. Additionally, it explained how to execute a solution through various 
work activities that align the final IT solution with business needs. Companies now 
understand the inherent advantages of an approach that takes them toward asset-
based, business-centric IT solutions. It is hoped that this paper has provided useful 
insights into business-centric HIS, a solution that is practical and reliable to HIS de-
velopment.  
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Abstract. More and more healthcare personnel are using computer networks 
and wireless enabled PDAs (personal digital assistants) in their daily work. This 
leads to the vision of smart environments with location-based knowledge and 
information services in healthcare facilities. Location tracking of healthcare 
workers and patients naturally facilitates the realization of such visions. It is 
also useful in enhancing the safety of the residents in a nursing facility. This 
paper introduces the authors’ efforts in applying wireless technology to track 
the locations of residents in nursing homes. A software client is developed for 
an industrial location tracking product. The design and implementation of the 
software client are discussed in this paper. Test results are also reported.  

Keywords: Wireless technology, position and location tracking, healthcare 
applications, software development. 

1   Introduction 

Recent advances in wireless technologies have made organizations increasingly 
mobile. According to [1], characteristics of a mobile organization are: dispersed 
geographically as well as in its workforce, flexible, adaptive and agile. Wireless 
technology, by its very nature, can help organizations achieve such mobility. Among 
the mobility attributes wireless technology brings into organizations, wireless location 
tracking plays an important role. Firstly, wireless tracking technology facilitates 
location based knowledge and information sharing. One example is the supply of 
patient information to nurses via their PDAs based on the room a patient is in, such as 
allergies and drugs prescribed. Other examples are nursing facility management (such 
as asset tracking) and facility efficiency improvement (such as wirelessly tracking the 
patients, automatically record the time they need in visiting each hospital office so 
that managers can come up better schedules for the doctors). Knowing where people 
are at any given time and being able to communicate with them are critical for 
location-based knowledge and information services. 

Secondly, wireless tracking technology enhances the safety of the employees and 
residents in a mobile organization. For example, in nursing homes, knowing the 
locations of some of its residents/patients is important, especially if those residents are 
mentally or physically ill. There have been reports in the news that residents went lost 
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in nursing homes and later found dead [2]. Similar accidents also occurred in 
hospitals [3][4]. Workers in nursing homes have noticed that residents could fall 
asleep anywhere in the premises. It is also possible for them to be locked outside the 
premises so they catch cold or freeze to death. Many measures have been taken to 
prevent residents from getting into areas they are not supposed to access within 
premises and from getting out the premises. However, research indicates that 
accidents are still happening. 

Thirdly, wireless location tracking technology has made location based rescue 
possible in a mobile organization. This is particularly important for patients with heart 
diseases. No matter where a patient is in the nursing premise, if there is an 
emergency, the patient only needs to press a button on the wireless device to send a 
request for help. The request can contain the important information about the patient 
together with his or her location. The traditional information collecting process by a 
phone operator (no matter how short time it requires) will no longer be necessary. 

Investigations conducted in the local communities indicated that location tracking 
and monitoring systems will be helpful for their nursing facilities. However, such 
systems have not been implemented. A location tracking system will not only add 
another level of safety protection in nursing homes, but also increase the efficiencies 
of nursing home management because often it takes time to find the whereabouts of 
some residents and equipments. For residents who are also Alzheimer patients, indoor 
location monitoring becomes even more important. 

Indoor wireless location tracking has been an active research topic. Important 
pioneer work can be found in [5] where a system named RADAR was introduced. 
Some novel location algorithms were proposed in [6]. In [7], a wireless LAN based 
location determination system called Horus was introduced. The system was aiming 
to have high accuracy and low computational requirements. More recent work [8] 
shows interesting ideas for ensuring reliable identification of location-tracked human 
objects by combining biological attributes such as body odors and body temperatures 
into its Remote Personal Tracking System (RPTS). 

Currently the authors are working on applying wireless location tracking 
technologies to healthcare and solving problems originated from the applications. The 
authors researched the market for wireless products that can be used for monitoring 
the locations of indoor mobile objects. GPS was the one the authors looked at first. 
However, it was found that GPS was not suitable for the applications because of its 
poor indoor coverage. Standard RFID products were also considered. However, the 
authors found that RFID products required expensive proprietary hardware. They 
work in special frequency bands. Substantial investment is needed in setting up the 
infrastructure for RFID. The third type of products the authors found on the market 
was Wi-Fi based location tracking systems. These products can work effectively with 
ranges up to hundreds of meters. Hardware is readily available off the shelves and is 
inexpensive. These products can make use of the existing computer network 
infrastructure in organizations. Only moderate efforts are required to have such 
systems installed. 

Wi-Fi based wireless networks have been widely accepted. More and more such 
networks are being deployed in company offices, universities and colleges, libraries, 
hospitals and other facilities. Although Wi-Fi networks are predominantly used for 
data transfer and communication, there is growing interest in using Wi-Fi networks 
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for positioning and tracking of assets and human beings to improve efficiency and 
safety. Wi-Fi networks use radio technologies IEEE 802.11b/g/a to provide secure, 
reliable and fast wireless connectivity. A Wi-Fi network can be used to connect 
computers to each other, to the Internet, and to wired networks (which use IEEE 
802.3 or Ethernet). Wi-Fi networks operate in the unlicensed 2.4 and 5 GHz radio 
bands, with mega bits per second data rates [9]. 

There are several Wi-Fi based products on the market, such as the ERTLS (Ekahau 
Real-Time Location System) from Ekahau [10] and the AeroScout Visibility System 
from AeroScout [11]. Ekahau’s product is relatively inexpensive. It has a Java based 
software development kit (SDK) for customized development. For this reason, the 
authors decided to purchase the Wi-Fi based development kit from Ekahau. The kit 
consists of the Ekahau Position Engine software, a Java SDK, and several wearable 
Wi-Fi tags. However, the current Ekahau SDK has some drawbacks. The first 
drawback is that the only way to access and display location data is to use a software 
named “Manager” provided by Ekahau. However, the Manager software was 
designed for calibrating the Position Engine, not as a general application client. It is 
used to record signal samples and establish a position model. Its user interface (UI) 
was more suitable for technical users. For practitioners such as nurses, the Manager’s 
user interface is complex and has many unnecessary features. On the other hand, the 
Manager source code is not available so it is impossible to simplify it. The second 
drawback of the Ekahau SDK is that real-time location data cannot be saved in a 
general-purpose database management system. Thirdly, the Manager software does 
not provide support for communication with devices such as video cameras and audio 
equipment. If these customized functionalities are to be provided by Ekahau, it will be 
very costly, even if Ekahau is ever willing to provide such customizations. 

Development was carried out to come up with a software client that overcomes the 
above drawbacks. The development work of the first stage is reported in this paper. 
The contributions of this paper are as follows: (1) Design and implementation of a 
platform-neutral, simple and easy to use software client that works with the Ekahau 
Position Engine and Ekahau Wi-Fi tags; (2) Applications of the software client in 
real-life environments. (3) Establishment of a software platform that serves as a 
foundation for future extensions such as general database capabilities, audio/visual 
capabilities, and interfacing actuator hardware and software from different vendors. 

This paper is organized as follows. Section 2 gives an overview of the Ekahau 
positioning system. Section 3 introduces the design of the software client. Section 4 
discusses the implementation of the software client and the tracking system. Section 5 
provides the test results. Future work and the conclusion are provided in Section 6 and 
Section 7 respectively. 

2   Overview of the Ekahau Location Tracking System 

The Ekahau location tracking system [10] consists of two functional components: the 
Ekahau Real-Time Location System (ERTLS) and the Ekahau Wi-Fi tags. ERTLS is a 
software system based on radio frequency technologies. It continually monitors and 
reports real-time locations of tracked objects. The ERTLS system operates over the 
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standard 802.11b/g wireless networks and uses no proprietary hardware infrastructure. 
Ekahau Wi-Fi tags form part of the location tracking system. The tags can be attached 
to any mobile objects or assets allowing real-time tracking of them in any standard 
Wi-Fi network. 

There are four software components in the Ekahau Real-Time Location System 
(ERTLS) software package. The first component is the Ekahau Client which is a 
program that runs on a client device (laptop PC, PDA, and Wi-Fi tag, etc.). Client 
devices require it to communicate with the Position Engine. The second component is 
the Ekahau Positioning Engine (EPE). The EPE is a Java-based server that runs on a 
PC. It calculates and reports the tag location coordinates (x, y, floor) and tracking 
features to client applications within a Wi-Fi network (802.11b/g) coverage area. The 
EPE software was designed to work with any off-the-shelf standard Wi-Fi access 
points. The third component is the Ekahau Manager. This is an application program 
which can record sample location data for calibrating a positioning model. The model 
is then used to estimate the locations of the client devices being tracked. The manager 
can also analyze wireless signals and display the location of each tracked wireless 
client device. The last component is the Ekahau Application Framework and SDK 
which provide tools and programming interface for user developed applications that 
utilize the EPE location information. 

3   Client Software Design 

The location tracking software client is developed using the Ekahau SDK and works 
with the Ekahau Position Engine. The relationship between the software client and the 
Ekahau Position Engine is shown in Fig. 1. 

Location Tracking 
Client

Ekahau Position 
Engine 

Network
Connection

 

Fig. 1. Client software for location tracking 

The Ekahau Position Engine is a stand-alone software application. It can be 
installed on a server (local or remote). In a Microsoft Windows environment it runs as 
a service. The location tracking software client communicates with the Position 
Engine via a network connection so it can be installed on any computing device as 
long as the device has a network connection to the server where the Position Engine is 
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installed. It is the Position Engine that collects location data and other information 
from the wireless tags. The tags send their location data and status information to the 
Position Engine through the wireless access points which are placed all over the 
monitored environment. The developed software client is expected to receive the 
location data and other status information from the Position Engine, save the data in a 
general database, visually present the data to the user and activate other devices (such 
as door lock, video camera, or alarm). Location data can be further processed in the 
software client if necessary. 

The network connection between the software client and the server can be wired or 
wireless. If it is wireless, the connection is Wi-Fi based in this work. 

3.1   Graphic User Interface (GUI) of the Software Client 

Simplicity is the main consideration when the software client was designed. This is 
because the graphical user interface is intended for healthcare workers who may not 
have had extensive technical training on computer and software. The authors expected 
the UI to contain only essential information and to be very straightforward to use. The 
authors also had it in mind that the software client might be installed in hand-held 
devices such as PDAs or Smart Phones in the future. The user interface has only a few 
items to choose from which provide the most essential information. The most 
important information is location - a healthcare worker should be able to use the 
software client to find out where a patient or colleague is. The information provided 
includes: floor number or area name and the estimated x- and y- locations which are 
displayed on a map. The interface also has a list which shows the names of all the 
people being tracked. A healthcare worker should be able to choose a floor map to 
visually locate a person. 

It is reasonable for each floor in a building to have a separate map. However, the 
areas on a map should not be too small so they are clearly visible. Therefore, if a floor 
is too large in area, more than one map can be used for the floor. As a minimum, the 
software client’s GUI should have a window to show a floor map with the locations of 
the patients displayed on the map. User interface controls are provided for a 
healthcare worker to choose the floor of his or her interest to view. 

A healthcare worker should also be able to choose a specific person to monitor. 
User interface controls are provided for this. The software client provides information 
for the person’s name, the floor level or area name where the person is located, the 
signal status for the tag the person carries, and the tag’s battery status (percent charge 
remaining). If necessary, the IP address and MAC address of the tag can also be 
displayed (not implemented in this work). Fig. 2 shows the GUI layout of the 
software client. 

 

Floor/Area
map

Map
selection

List of active tags 
 

Fig. 2. The GUI of the client software 
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3.2   Software Design 

The main Java classes used in the software client are shown in Fig. 3: 

Main GUI Window
Class

Floor/Area Map 
and Tag Location 

Device
Information

Device Name
Control Class 

Map List Class 

 

Fig. 3. Java classes of the client software 

The following is a brief description of the main Java classes used: 
 

• Main GUI Window Class: This class is the main GUI of the client. It 
provides access to all the other functions. It maintains a connection to the 
Position Engine. It creates the software objects representing the tags. It holds 
the instances of all classes used for tag positioning, device handling, and tag 
name processing. It also keeps the main GUI updated. 

• Floor/Area Map and Tag Location Class: This class displays the map of a 
floor or an area, as well as the positions of the tags being tracked which are 
located on the floor or the area. This class also checks the status of a tag and 
displays it on the map. 

• Map List Class: This class keeps a list of all the maps registered with the 
Position Engine. When a map is selected from this list, it is displayed on the 
Floor/Area Map window. 

• Device Information Class: This class holds the information about a tag or a 
general wireless device (for example, a laptop computer). The information 
includes the name of the device, the battery/signal status, the IP address and 
the MAC address of the device, etc.  

• Device Name Control Class: This class enables a healthcare worker to 
change the displayed tag name to the real name of a patient. 

 
The above classes help with retrieving the device and location information from 

the Position Engine and display it to the user. The retrieved location and other data 
are not saved in any general-purpose database systems in this work. The database 
development part is going to be reported separately. 

4   Location Tracking System Implementation 

The classes of the software client were implemented using Java. The software was 
developed using JBuilder 2005 together with the Ekahau Java SDK.  
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The software runs on a Dell Latitude D510 laptop computer with a 1.6GHz 
processor. In this work, the Ekahau Position Engine was also installed on the same 
computer as the software client. Therefore in this case, the server which the Position 
Engine is running on is the local host. The software client contacts the local host to 
get the services provided by the Position Engine. 

To be able to track the locations of the tags, the area needs to be covered with 
wireless signals. Based on Ekahau’s recommendation, each location to be tracked 
should be covered by signals from at least three wireless access points (better five). 
The tags, the access points (except the dummy ones) and the Position Engine all need 
to be on the same wireless local area network (WLAN). Dummy access points that are 
not part of the WLAN are helpful in improving location accuracy. The WLAN in this 
work consists of a D-Link DI-624 Airplus Xtreme G wireless router, four D-Link 
Airplus G wireless DWL-G700AP access points, the tags, and the server laptop 
computer. The devices obtain their IP addresses dynamically from the router (or they 
can be programmed manually). The access points and the router are arranged in such 
a way that in all locations of the test area, five access point signals can be detected. 
The DI-624 router and the DWL-G700AP access point with the original omni-
directional antenna can reach over 100 meters indoor and 400 meters in open space 
according to DLink’s specifications (tests indicate that effective coverage when the 
environment has walls and furniture etc can only be about 40 meters).  

5   Test Results 

Experiments were conducted to test the software client developed. In general, five 
steps need to be followed in order to deploy an Ekahau based location tracking 
system. The steps are: 1) Hardware installation. The router is placed at a location 
where it could communicate with all access points reliably (ideally, with LOS - line of 
sight). The router and the access points should be placed in such way that they cover 
the entire area of interest, but not cause the so-called symmetric errors (such errors 
occur when two locations have similar signal measurements due to improper 
placement of access points). The access points should be placed high enough so that 
moving objects such as walking people do not cause too much interference to the 
calibrated environment. 2) Site survey. This step is used to ensure that the required 
number of wireless signals exist at all the locations to be tracked and they are 
sufficiently strong. The authors used the Ekahau Manager in this step. The laptop with 
the Manager installed was carried around the test area and the number of signals at 
each location and their strengths were visually inspected. 3) Create position model 
using the Ekahau Manager. The position model is required by the Position Engine to 
estimate the locations of the tags. Essentially, a number of sample signals are 
recorded for each location to be tracked. The Position Engine compares the signal 
data from the tags against the recorded samples in the position model to figure out the 
locations when tracking is in operation. The locations sampled should be those where 
the patients and other people have the possibility to access. In nursing homes, these 
should include laundry rooms, washrooms, storage areas, and outdoor activity areas 
by the nursing premises, etc. This step also involves the registration of the map files 
with the Position Engine and the scale of the actual physical measurements of the 
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areas with the image pixels on a map. When the position model is ready, it is saved 
for the Position Engine to use.  4) Deployment. The Position Engine is installed on a 
server computer together with the position model. The Position Engine is ready to 
provide location data when requested by the software client. 5) Test. The actual tests 
were conducted on the third floor of a classroom building in one of the campuses of 
the authors’ institution. The test area size is 58 feet x 61.8 feet = 3584.4 square feet. 
Several classrooms and a hallway were selected for the tests. The authors also tested 
the system locally in a real nursing home. However, for publication purposes, a 
classroom based map is used here.  

When the client software is running, it displays a GUI as depicted in the screen 
capture in Fig.4.  

 

Fig. 4. GUI of the client software after a floor map was loaded 

The GUI in Fig.4 shows the map area (top-left), the information area for the active 
devices and tags (lower bottom area), and the map selection list (top-right). A user 
can see from the bottom area which devices are being tracked. The devices can be 
general wireless laptop computers or wireless tags. The lower bottom area also shows 
the area or floor a device is on, how good its signal reception is, and how much 
battery the device has left. From the Floor Map dropdown list, the nurse can select a 
map to view. The selected map is displayed in the top-left map area. In Fig.4, the 
server computer which had the Position Engine installed was in the same room as the 
router. The two tags were carried by patient John Peters and patient Leslee Smith, 
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who were in two different rooms. Fig.4 also shows the locations of the access points 
used in the WLAN. 

During the test, it was noticed that if the authors were only interested in which 
room a patient was in, then for the given test area, only one sample point was needed 
for each room. The system was able to find out the room or area with very high 
accuracy. During the many test runs, there was rarely any error in the estimated room 
or area (over 90% of the time the estimation was correct). However, it was much 
harder to pinpoint the location of a tag in a room. The errors frequently went beyond 6 
feet and sometimes they were even greater than 10 feet. Taking more sample points in 
a room improved the accuracy. However, the predicted locations were not very stable 
due to the interferences. It was also observed that the system worked better in 
residential homes where the walls were mostly wood. For classrooms with concrete 
walls, the system did not work as well. The other observation was that sometimes the 
tags seemed to lose connections to the WLAN, and the authors had to reboot the tags 
or refresh the wireless network connections manually. The authors are aware that 
Ekahau are producing new tags and a new version of the Position Engine has been 
released. The authors hope these problems can be solved when these new products are 
used by the software client. 

6   Future Work 

The software client can be enhanced to include advanced functions that can be used in 
a real healthcare environment. The current software client is simple and versatile 
enough to be used on desktop PCs, laptop computers, as well as PDAs or 
Smartphones. If the authors are more interested in a powerful system and the system 
is mainly intended for PCs, then many functions can be added to the software client, 
such as support for a general database system. The database capability will enable the 
software client to record the location history of some critical patients. These data will 
be useful for search and rescue operations if a patient does disappear and in the 
meantime the wireless device attached to the patient malfunctions (last location is 
saved). Alarm, audio, video and instant messaging capabilities can also be added to 
the software client. The client can also be used to drive hardware devices such as door 
locks. Current development and tests were all based on PCs. Research will be carried 
to explore the possibility of using the software client in PDAs which will enable the 
nurses to locate patients anywhere and any time.  

7   Conclusion 

The authors have developed a simple and easy-to-use software client based on a 
commercial product and have investigated its applications in real-life environments. 
The software client is designed for nursing facilities. It can predict the room or area 
where a patient is located with high accuracy. This can add extra safety to nursing 
homes and improve their management efficiency. The wireless tracking capability 
also facilitates location based information and service which renders mobile 
organizations into smart environments.  
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Abstract. Within the expanding paradigm of medical imaging in Teleradio- 
logy-Telemedicine, there is increasing demand for transmitting diagnostic 
medical imagery. These are usually rich in radiological contents, especially in 
slicing modalities, and the associated file sizes are large which must be 
compressed with minimal file size to minimize transmission time and robustly 
coded to withstand required network medium. It has been reinforced through 
extensive research that the diagnostically important regions of medical images, 
Regions of Interest, must be compressed by lossless or near lossless algorithm, 
while on the other hand, the background region be compressed with some loss 
of information but still recognizable using JPEG2000 standard. Applying on 
MRI and CT scan images achieved different high compression ratios with 
varying quantization levels analogously reduced transmission time depending 
on sources of energy, the MAXSHIFT method proved very effective both 
objectively and subjectively.  

1   Introduction 

The objectives of teleradiology-telemedicine are to improve access and to enhance 
overall quality of care at an affordable cost. Improved access and cost savings could 
be achieved by allowing a doctor to remotely examine patients or to consult with a 
specialist. This reduces or eliminates the time and expense of travel necessary to bring 
the patient to the doctor or the doctor to the patient [1]. Quality of care is improved by 
providing the diagnostically important images. Rigorous research in diagnostic 
imaging and image compression in teleradiology-telemedicine is gaining prominence 
all over the world, particularly in developing countries [2]. Engineers are developing 
technologies and tools, enabling the medical practitioners to provide efficient 
treatment. From the elaborate medical information, the doctor prefers to focus on 
certain selected region(s) of interest. Also the doctors are more comfortable with 
image processing and analysis solutions that offer subjective analysis of medical 
images more than depending on the objective engineering results alone. Technology 
assisted, integrated diagnostic methods are of high relevance in this context [3].  

A CT scanner, See Fig. 1, uses X-rays, a type of ionizing radiation, to acquire its 
images, making it a good tool for examining tissue composed of elements of a 
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relatively higher atomic number than the tissue surrounding them, such as bone and 
calcifications (calcium based) within the body (carbon based flesh), or of structures 
(vessels, bowel). MRI, See Fig. 1, on the other hand, uses nonionizing radio 
frequency (RF) signals to acquire its images and is best suited for non-calcified tissue. 
For purposes of tumor detection and identification, MRI is generally superior. 
However, CT usually is more widely available, faster, much less expensive, and may 
be less likely to require the person to be sedated or anesthetized [4]. 

 

Fig. 1. CT and MRI modalities: (left) Toshiba Aquilion 64 slice CT scanner and (right) Siem- 
ens Avanto 1.5T MRI unit. 

An 8-bit gray scale image with 512 x 512 pixels requires more than 0.2 MB of 
storage. If the image can be compressed by 8:1 without any perceptual distortion, the 
capacity of storage increased 8 times. This is significant for teleradiology-
telemedicine scenario due limitations of transmission medium. If we need T units of 
time to transmit an image, then with 16:1 compression ratio the transmission time will 
decrease to T/16 units of time. 

It has been reinforced through extensive research that the diagnostically important 
regions of medical images, Regions of Interest, must be compressed by lossless or 
near lossless algorithm, while on the other hand, the background region be 
compressed with some loss of information but still recognizable using JPEG2000 
standard [5–7]. Applying JPEG2000 ROI coding on MRI and CT scan images 
achieved different high compression ratios, 16:1 and 8:1 respectively, with varying 
quantization levels (1/128, 1/64, and 1/32) analogously reduced transmission time 
depending on sources of energy, the MAXSHIFT method proved very effective both 
objectively and subjectively. 

2   Concepts 

In the medical scenario, the region of interest (ROI) is the area of an image, which is 
of clinical/diagnostic importance to the doctor [8]. Certain image specific features like 
the uniformity of texture, color, intensity, etc. generally characterize as ROI. Medical 
images are mostly in gray-scale [9]. The gray scales of an M-bit level image (where 
M can be 8, 12 or 16 bits) can be represented in the form of bit-planes [10]. 
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2.1   Identifying ROI 

Identifying and extracting ROI accurately is very important before coding and 
compressing the image data for efficient transmission or storage. In different spatial 
regions and identifying the ROI in the image, it is possible to compress them with 
different levels of reconstruction quality. This way one could accurately preserve the 
features needed and transmit those for medical diagnosis or for scientific 
measurement, while achieving high compression overall by allowing degradation of 
data in the unimportant regions. 

2.2   Lossless Schemes 

In medical context the regionally lossless schemes have to be studied more closely. 
They can be any of the following based on different types of end user/observer or 
context. 

− Visually lossless (non-clinical human observer). 
− Diagnostically lossless (clinical-observers, significant degrees of observer 

dependent variations exist). 
− Quantifiably lossless (mostly non-human observer/computer assisted detection). 

One important consideration here is that what may be visually lossless or 
quantifiably lossless may not be diagnostically lossless [11]. 

2.3   Coding Schemes 

Most of the commonly used methods use JPEG2000 algorithm that involves the 
following important steps [12]. Along with these mentioned below, additional 
processing related to ROI mask generation and customized coding that suits the user 
requirement is done. 

1. Discrete wavelet transform (DWT) is performed on the tiles or the entire image 
based on size of the image [13]. 

2. If the ROI is identified then ROI mask is derived extracting the region indicating 
the set of coefficients that are required for lossless ROI reconstruction. 

3. The wavelet coefficients are quantized as per desired quality of reconstruction. 
4. The coefficients that are out of the ROI are scaled up/down by a specific scaling 

value. If there are more than one ROI, these can be multiply coded with different 
scaling values.  

5. The resulting coefficients are progressively entropy encoded (with the most 
significant bit planes first). As overhead information, the scaling value assigned to 
the ROI and ROI mask generation but scales up the background coefficients in 
order to recreate the original coefficients. 

In medical situations during compression phase, lossy schemes are not preferred. 
To avoid the chance of loosing any diagnostic information, a 32x32 code block size is 
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selected with considering ROI size less than one fourth of the original image. Lossless 
schemes prove costly with less compression efficiencies and are ineffective in certain 
application domains. Regionally lossless schemes prove as a valuable/meaningful 
solution between the completely lossless or lossy ones. In these, lossless coding is 
done for the ROI and lossy coding to the less significant background image [14]. 

3   Our Approach 

3.1   Some Observations 

We develop our approach based on the following observations. 

− The doctor prefers to use eyes (subjective decision) to select the region that is of 
importance through interactive evaluation and manual marking or selection of 
regions [15, 8]. 

− The pixels that represent the diagnostically relevant data are of interest to the 
doctor. These bits need not belong to visually significant data [9]. 

− The need of higher compression for fast transmission. 

3.2   General Scaling and MAXSHIFT Methods 

While compressing the medical images it is important to consider ROI masking 
methods so as to get diagnostically important area as a lossless region. MAXSHIFT 
method in comparison to general scaling method supports the use of any mask since 
the decoder does not need to generate the mask, See Fig. 2. Thus, it is possible for the 
encoder to include an entire subband, that is, the low-low subband, in the ROI mask 
and thus send a low-resolution version of the background at an early stage of the 
progressive transmission. This is done by scaling of all quantized transform 
coefficients of the entire subband. In other words, the user can decide in which 
subband he will start having ROI and thus, it is not necessary to wait for the whole 
ROI before receiving any information for the background. However, since the 
background coefficients are scaled down rather than scaling up ROI coefficients, this 
will only have the effect that in certain implementations the least significant bitplanes 
for the background may be lost. The advantage is that the ROI, which is considered to 
be the most important part of the image, is still optimally treated while the 
background is allowed to have degraded quality, since it is considered to be less 
important.  

3.3   Transmission Hierarchy 

Recent acceptance and deployment of picture archiving and communications system 
(PACS) [16] in hospitals and the availability of digital imaging and communications 
in Medicine (DICOM) medical images via PACS is and important building block of 
telemedicine. Fig. 3 [17] illustrates the extension of a PACS to remote sites using 
telemedicine. 
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Fig. 2. The MAXSHIFT method: (top left) ROI and background at the same level, (top right) 
general scaling method, and (bottom) MAXSHIFT method 

 

Fig. 3. Transmission hierarchy [17] 
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4   Experimental Results 

MRI and CT images are obtained from a famous national health care institution. We 
utilize IrfanView [18] for image format conversion, MATLAB [19,20] for 
mathematical treatment and graphs, JJ2000 [21] for image compression, and 
Microsoft Office Excel [22] for organizing the data. The performance evaluation of 
JPEG2000 compression standard using MAXSHIFT method is an individual 
application on one selected image from each of the modalities. 

4.1   Subjective Measurement 

The evaluation of the reconstructed images was based upon mixed criteria including: 
mean opinion score (MOS) [23] for which image quality assessment was carried out  
by visually comparing the specific ROI of the original and reconstructed images, after 
the application of the above mentioned compression techniques. The images were 
presented to six radiologists in a random order. The observers were asked to evaluate 
the reconstructed images in accordance with their diagnostic value. The ranking was 
done on an integer scale based on moving picture quality metric (MPQM) model [24] 
from 1 to 5, that is, 1 (bad), 2 (poor), 3 (fair), 4 (good) and 5 (excellent). An image is 
ranked as acceptable if it maintains satisfactory diagnostic value (MOS ≥ 4). 

4.2   Objective Measurement 

When reconstructed images to be encoded contain ROI, peak signal to noise ratio 
(PSNR) is calculated for the ROI alone and over whole image (for the ROI and the 
background). For all of the ROI experiments a five level DWT is used and all of the 
coefficients from the lowest level are included in the ROI. Experiment was completed 
using JJ2000. The effect of JPEG2000 coding on MRI and CT images for lossless 
compression ratio is presented in Figs. 4 and 5. Compression is performed by means 
of the JPEG2000 compression standard. The images, at first, are compressed and 
decompressed at 0.08 bpp up to 4.0 bpp (128:1, 64:1, 32:1, 16:1, 8:1, 4:1 and 2:1 
compression ratios) at 1/128, 1/64 and 1/32 quantization levels. 

4.3   Discussion 

The MRI image in Fig. 4 with ROI (cranial blockage) marked in red color is initially 
obtained from MRI scan modality and archived in a DICOM imaging database which 
is later converted to portable gray map (PGM) format through IrfanView for encoding 
with JJ2000 software. The image then passed through various stages of the JPEG2000 
ROI coding algorithm and finally we get a compressed image ready for storage or 
transmission. The reconstructed image then followed a similar pattern in reverse when 
a compressed image is received or accessed from archival. A similar process is used 
for CT image. The size of ROI is less than one fourth for both scenarios and typically 
about 1/6 of original image. 

The superiority of the ROI coding scheme, based on the MAXSHIFT method, over 
without ROI, can be subjectively and objectively judged at different quantization 
levels. For MRI image, at 1/128 quantization level achieving a compression ratio of 
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16:1, subjectively got MOS > 4 and objectively gained up to 20.31 dB, See Figs. 4 
and 5. At 1/64 quantization level with same compression ratio, subjectively got MOS 
≥ 4 and objectively gained up to 9.31 dB. At 1/32 quantization level with same 
compression ratio, subjectively got MOS < 4 and objectively show no gain. For CT 
image, at 1/128 quantization level achieving a compression ratio of 8:1, subjectively 
got MOS > 4 and objectively gained up to 18.76 dB. At 1/64 quantization level with 
same compression ratio, subjectively got MOS ≥ 4 and objectively gained up to 6.43 
dB. At 1/32 quantization level with same compression ratio, subjectively got MOS <4 
and objectively show no gain. Table 1 summarizes both subjective and objective 
measurements for MRI and CT images at different quantization levels. 

Our results show that 16:1 and 8:1 compression ratios on 1/128 quantization level 
with gains exceeding 18 db appropriate for the MRI and CT images to be 
reconstructed in lossless settings reducing transmission sixteen and eight times 
respectively. 

Table 1. Subjective and objective measurements at different quantization levels 

Image Quantization (bits) PSNR (dB) MOS 
 
MRI 

1/128 
1/64 
1/32 

20.31 
09.31 
00.00 

> 4 
≥ 4 
< 4 

 
CT 

1/128 
1/64 
1/32 

18.76 
06.43 
00.00 

> 4 
≥ 4 
< 4 

 

Fig. 4. MRI (top) and CT (bottom) images: original images (top-left) MRI 512x512 and 
(bottom-left) CT 500x352, (middle-column) images with ROI in red color, and (right-column) 
reconstructed images from compressed images, with quantization level 1/128 and ratios 16:1 
(for MRI) and 8:1 (for CT). Adapted from [25, 26]. 
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Fig. 5. Objective measures: (top) MRI and (bottom) CT, See Section 4.2 for details 

5   Conclusions 

Our results of reconstructed medical images quality subjectively and objectively have 
shown that the application of JPEG2000 standard based on discrete wavelet transform 
compression technique with ROI coding using MAXSHIFT scaling method proved 
diagnostically significant in MRI and CT medical imagery and helpful in identifying 
the diseases zone. A gain exceeded 18 dB at 1/128 quantization level achieved with 
minimum transmission time through various network medium. The results have 
shown MRI and CT images compression ratios 16:1 and 8:1 respectively, acceptable, 
depend on sources of energy, and may be employed for diagnostically lossless 
transmission in a teleradiology-telemedicine scenario. However, the degree of 
compression also depend on anatomical structure and complexity of diagnostic 
information in the image and a suitable level of compression ratio must be considered 
before archiving clinical images otherwise essential information will be lost. 
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Abstract. Previous studies have witnessed that complex brain networks have 
the properties of high global and local efficiency. In this study, we investigated 
the gender effect on brain functional networks measured using functional 
magnetic resonance imaging (fMRI). Our experimental results showed that 
there were no significant difference in global and local efficiency between male 
and female. However, the gender-related effects on nodal efficiency were found 
at several brain regions, including the left middle frontal gyrus, right superior 
temporal gyrus, left middle cingulum gyrus, left hippocampus, right 
hippocampus, right parahippocampal and left amygdala. These results were 
compatible with previous findings. To our knowledge, this study provided the 
first evidence of gender effect on the efficiency of brain functional networks 
using resting-state fMRI. 

Keywords: gender, brain network, efficiency, resting state, functional magnetic 
resonance imaging (fMRI). 

1   Introduction 

Gender effects on brain are an important issue in  neuroscience. Recently, differences in 
brain structure and function between males and females have been widely investigated by 
using neuroimaging techniques. Structural imaging studies have shown gender differences 
in cortical thickness [1], ratio of gray to white matter [2], regional volume [3]. Functional 
dimorphisms have been found in emotion [4, 5], vision [6], memory [7, 8], hearing [9, 10], 
stress [11] and face processing [12]. Functional connectivity has also been used in studies 
of gender effect on the brain [14, 15]. The brain is a complex network at multiple scales of 
time and space and supports segregated and integrated information processing [13]. The 
network efficiency [16, 17], as a novel metric of complex networks, has been applied to 
investigate anatomical [16] and functional networks [18]. The global efficiency is 
associated with integrated information processing and measures how well information 
propagates over the network. The local efficiency, associated with segregated information 
processing, quantifies how efficiently sub-networks exchange information. The purpose of 
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the present study was to further investigate the potential gender differences in the 
efficiency of functional networks in the resting brain.  

2   Materials and Methods 

2.1   Subjects  

A total of twenty healthy human volunteers participated in the experiment: 10 males 
(21 - 25 years) and 10 age-matched females. All subjects were right-handed and 
claimed to be no history of head trauma with loss of consciousness, neurological 
illness, or other severe psychical disease. Written informed consent was obtained 
from all participants. This study was approved by the Ethics Committee of West 
China Hospital, Sichuan University. 

2.2   Data Acquisition and Pre-processing  

All functional images were obtained from a GE 3-T scanner in West China Hospital 
of Sichuan University. Each subject lay supine with the head snugly fixed by belt and 
foam pads to reduce the effects of head movement. We acquired 200 volumes with 
the following parameters: 30 axial slices, thickness/gap = 4.5 / 0 mm, matrix = 64 × 
64, repetition time = 2000 ms, echo time = 30 ms, flip angle = 90º, field of view = 220 
× 220 mm. Subjects were instructed to keep their eyes closed, relax their minds and 
remain motionless as much as possible during the EPI data acquisition. The scan 
lasted for 6.4 min. The first 10 volumes of each subject were discarded to allow for 
T1 saturation effects, leaving 190 volumes for further analysis.  

Image pre-processing was carried out using the SPM5 software package 
(http://www.fil.ion.ucl.ac.uk/spm) including slice timing, head-movement correction, 
spatial normalization and resampling (3 mm × 3 mm × 3 mm). Exclusion criteria 
included maximum displacement in any direction of higher than 1mm and head 
rotation of higher than 1ºand nobody was excluded according to the criteria. Then the 
fMRI data were temporally filtered (0.0083 ~ 0.15 Hz) [19] by using an ideal 
rectangle window filter of the AFNI software [20] to remove low-frequency drift and 
high-frequency physiological noises. The brain was  parcellated using the Anatomical 
Automatic Labeling template [21]. This parcellation divides the brain into 90 
anatomical regions (45 in each hemisphere) of interest and the abbreviated regional 
labels used in this study refer to Achard et al’s study [22]. Several sources of spurious 
variance, including estimated head-motion profiles and the global brain activity were 
further removed from the mean time series of each region by a multiple linear 
regression model. The residuals of this regression were then used to substitute for the 
raw mean time series of the corresponding regions.  

2.3   Correlation Matrix and Graph Generation  

Pearson’s correlation coefficients between the residual time series of each pair of the 90 
brain areas were computed to produce a symmetric correlation matrix (i.e., functional 
connectivity matrix) for each subject. In order to apply graph theoretical analysis to the 
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brain functional networks, the correlation matrix of each subject was converted into a 
binary graph by considering a threshold, i.e., a wiring cost (See section 2.4 for the 
definition). The elements of the binary graph will be either 1, if the absolute value of the 
correlation coefficient exceeds the threshold, or 0, if not. The resulting binary graph is 
symmetrical and comprised nodes and edges, with each node for one brain region and 
each edge for one undirected connection. Different threshold values may result in 
distinct network topologies: high thresholds yield sparser graphs and low thresholds 
yield denser ones. However, since there is no definitive way currently to select a precise 
threshold in complex brain networks studies [18], two approaches to the threshold 
choice were adopted. Firstly, the correlation matrix was thresholded with a wide range 
of threshold values. Secondly, a conservative threshold with the total number of edges K 
= 410 was employed, corresponding to a wiring cost 0.1 that has been applied to Achard 
et al’s study [18].  

2.4   Cost and Efficiency of Brain Networks 

After an undirected graph (i.e., network) had been obtained, several metrics of the 
graph were worked out to describe the properties of the network. The cost of the 
graph is defined in (1)  

2/)1(cos −
=

NN

K
C t  (1) 

Where N  and K  are the total number of nodes and edges in the graph, respectively.  

2/)1( −NN is the number of all the possible edges in the graph [16, 17]. The cost 

measures how expensive it is to build a network.  

The efficiency of a network G  is defined in (2) where jiL ,  is the shortest length 

of the path from node i  to node j . )(GE  measures how well information 

propagates over the network G .  
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According to the definition, jiL ,  would be infinite if there is no path between node i  

and node j , thus contributing nothing to the sum [16, 17]. When the graph G  

represents a whole network, )(GE  measures the global efficiency of the network 

that quantifies the efficiency of information propagation over it. When considering a 

subgraph of the whole graph G , such as iG , which is composed of the nearest 

neighbors of node i , / )( iGE  indicates the efficiency of the subgraph iG , measuring 

how efficient the information is exchanged in the subgraph. The local efficiency of a 
network G  is the average of efficiency over all subgraphs of G  and defined in (3)  
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Besides the two global metrics, in this study, we also investigated regional nodal 
efficiency in (4), defined as the inverse of the harmonic mean of the minimum path 

length between the index node i  and all other nodes. )(iEnodal  measures the 

communication efficiency between a node i  and all the other nodes in the network  
[18].  

In this study, the cost was adopted as the threshold to avoid influence from the 
difference in the correlation level between the males and females. The global and local 
efficiency were calculated as functions of the cost. It is important to guarantee that the 
graphs of the two groups have the same cost so that any remaining differences in global 
and local efficiency between groups reflect differences in graph organization [23]. 

3   Results 

The global and local efficiency, as functions of the cost, were shown in Fig.1 (a) and 
(b), respectively: female subjects are denoted by black mean and standard error, male 
subjects by red mean and standard error. As shown in Fig.1, the global and local 
efficiency of both the males and females increased with the cost value. Though the 
females had slightly reduced global efficiencies but slightly increased local 
efficiencies compared with the males, the group differences were not statistically 
significant. 

 

Fig. 1. The (a) global and (b) local efficiency of brain functional networks from all subjects 

The nodal efficiency at the cost of 0.1, adjusted for global efficiency, was shown 
for each of the 90 brain areas in Fig.2. Significantly lower nodal efficiencies of the 
females were found in several brain areas (space circles) of limbic and paralimbic 
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regions, including hippocampus, parahippocampal gyrus, amygdala, and cingulated 
gyrus. Significantly increased regions (filled squares) were detected in the frontal and 
temporal lobe (See Table 1 for details). In Table 1, the positive t-scores estimated by 
two-sample t test denoted greater nodal efficiency in males and vice versa. The 
corresponding p values in parentheses denoted the significance level. Abbreviation L 
and R denoted the left and right hemisphere, respectively. 

 

Fig. 2. Effect of gender on nodal efficiency 

Table 1. Regions with significant gender difference in the nodal efficiency 

Brain Regions Gender Effects t-scores (p value) 
Frontal Middle frontal gyrus, L -2.79(0.012) 

Temporal Superior temporal gyrus, R -2.35(0.034) 

Limbic/paralimbic Middle cingulum gyrus, L 2.45(0.024) 

 Hippocampus gyrus, L 3.11(0.005) 

 Hippocampus gyrus, R 3.32(0.002) 

 Parahippocampal gyrus , R 3.17(0.007) 

 Amygdala, L 2.73(0.013) 

 
The anatomical representations of brain functional networks of one male and one 

female subject were shown in Fig. 3 (a) and (b), respectively. The color-coded nodes 
with larger size indicated the significant gender effect on the regional efficiency, with 
filled cyan circles and filled red squares indicating lower and higher efficiency in 
female, respectively. See Table 1 for the color-coded anatomical details.  

4   Discussion 

Though small-world networks were originally quantified by the clustering coefficient 
C  and the characteristic path length L  [24, 25, 26], the formulation required the 
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Fig. 3. Anatomical representation of brain functional networks of one male (a) and female (b) 
subject 

graph to be connected, i.e. there exist at least one path connecting any pair of nodes In 
the case of a higher threshold, possibly resulting in a disconnected graph, the 
requirement would not be fulfilled since the quantity L  would diverge. Therefore, we 
employed the network efficiency to quantify a whole graph in the study [16, 17]. The 
metrics of network efficiency can avoid the problem met by the characteristic path 
length L . Moreover, the efficiency is a more suitable network metric for the brain 
because the efficiency can characterize parallel information processing which the 
brain supports [13, 18].  

In the current study, we demonstrated, for the first time, the gender effects on the 
efficiency of brain functional networks. No significant differences in both the global 
and local efficiency were found between males and females. Previous reports of 
structural covariance in the human cortex indicated that the patterns of associations 
identified were remarkably similar between males and females [27]. Our finding was 
compatible with the previous results. A tendency of gender-related effects was, 
however, found over the whole range of cost: greater global efficiency in male and 
greater local efficiency in female, suggesting that the functional networks in males 
and females exhibited similar function but different architectures. Interestingly, it has 
been suggested that the gender-differences in problem solving strategies or the 
neurodevelopment may be associated with gender-specific differences in functional 
organization of the brain [7]. 

Except for the comparability described above, we also found gender differences at 
several regions based on nodal efficiency. Significantly higher nodal efficiencies of 
the females were detected in the frontal and temporal lobe in this study. Some 
investigations based on brain morphology reported that some parts of the frontal 
cortex are bulkier in females than in males [3]. Also, other investigations had been 
finding anatomical gender differences at the cellular level. For instance, Witelson 
discovered that females possessed a greater density of neurons in parts of the temporal 
lobe associated with language processing and comprehension [28]. The existence of 
the relevant anatomical disparities between males and females may explain the 
structure difference of brain function networks [29]. Recently, a task-state fMRI study 
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demonstrated greater activity in women than in men in prefrontal and other high-order 
association cortices [30]. These results were compatible with our findings. 

In addition, significantly higher nodal efficiencies of the males were also found in 
several brain areas of limbic and paralimbic regions, including hippocampus, 
parahippocampal gyrus, amygdala, and cingulated gyrus. Extensive evidence 
demonstrated that hippocampus and amygdala differ significantly in their anatomical 
structure and function between male and female [31]. For example, the amygdala was 
larger in males than in females [3]. Jackson and others showed that a brief exposure to 
a stressful learning situation increased the activity of hippocampus in males but 
decreased in females [32]. The findings were compatible with our investigations. 
Kilpatrick and others reported that activity of the right hemisphere amygdala covaried 
with that of other brain regions to a much greater extent in males than it did in 
females, whereas the reverse was true for left hemisphere amygdala activity [15]. In 
the present study, greater nodal efficiency was found in only the left amygdala in 
male. It is seemly inconsistent for amygdala with the current evidence. 

The methodological issues need to be addressed. In order to construct functional 
brain networks, several recent studies used different methods to select a reasonable 
threshold [18, 22, 23]. As a preliminary study, the adopted threshold was determined 
based on a recent study on human brain functional networks [18]. Also, the networks we 
here constructed were unweighted (e.g., independent of spatial scale). In a future study, 
we would construct continuous weighted brain networks to avoid the threshold issue.  

5   Conclusion 

To our knowledge, this study provided the first evidence of gender effect on the 
efficiency of brain functional networks acquired from resting-state fMRI data. Our 
investigations indicated that there were not significant differences in the global and 
local efficiency of brain functional networks between male and female. However, the 
gender effects on nodal efficiency were found at several brain regions. These findings 
were compatible with previous results, thus enhancing our understanding of the 
gender-related topological organization of the human brain. Our results suggested that 
researchers should take into account the gender effects when analyzing their structural 
functional imaging data from a network perspective. 
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Abstract. The term input function usually refers to the tracer plasma time 
activity curve (pTAC), which is necessary for quantitative positron emission 
tomography (PET) studies. The purpose of this study was to acquire the pTAC 
from the independent component analysis (ICA) estimated whole blood time 
activity curve (wTAC) using our proposed method: FDG blood-cell-two-
compartment model (BCM). We also compared published models, which are 
linear haematocrit (HCT) correction, nonlinear HCT correction, and two-
exponential correction. According to the results, the normalized root mean 
square error (NRMSE) and error of area under curve (EAUC) of BCM 
estimated pTAC were the smallest. Compartmental and graphic analyses were 
used to estimate metabolic rate of FDG (MRFDG). The percentage error of 
MRFDG (PEMRFDG) estimated from BCM corrected pTAC was also the smallest. 
The BCM is a better choice to transfer wTAC to pTAC for quantification. 

Keywords: input function, quantification, PET, tracer kinetic model. 

1   Introduction 

Positron emission tomography (PET) combined with tracer kinetic modeling is an 
excellent tool for quantification of interested parameters. For instance, after venous 
injection of FDG, the local metabolic rate of glucose can be accurately quantified. 
The arterial tracer plasma time activity curve (pTAC) is referred to as an input 
function because it delivers the tracer to all tissues. In addition, the arterial pTAC is 
necessary for rate constant calculations by serving as an input for tracer kinetic 
model. Accurate determination of the pTAC is important for kinetic modeling 
approach. The gold standard for the pTAC determination is arterial blood sampling 
[1, 2]. This technique relies on arterial cannulation and frequent blood sampling 
which is discomfort due to arterial puncture. Arterialized venous method [3] uses a 
heated limb to bate the invasion but still presents several drawbacks: repeated 
radiation exposure to the blood sampler, frequent sampling and spinning in the 
centrifuge affecting the accuracy of the pTAC due to gross error, and the relative 
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large amount of blood loss that affects the physiological parameters. These have led 
several groups to investigate alternative methods. For instance: 

(1) A population-based pTAC were generated by averaging the pTACs from a sample 
population. After taking one or two individual’s blood samples, the estimated 
pTAC can be obtained by scaling the population-based pTAC with the actual 
arterial plasma activity [4, 5]. The error of quantization may become larger due to 
different individual’s physiological state and protocol. 

(2) Positron-emitting nuclides emit positrons that traveling with finite range before 
undergoing annihilation. Thus it is possible to detect the positron before 
annihilation. Two β-sensitive probes are used to directly measure the whole blood 
time activity curve (wTAC) [6, 7]. One was inserted to the artery directly, and the 
other was inserted in the neighborhood of the artery to detect accumulated tracer 
in the surrounding tissue. After correct for sticking and dispersion of tracer to the 
probe by one compartment model, the wTAC was determined with subtracting the 
surrounding tissue signal to the arterial signal. There are several disadvantages in 
this method including invasive due to the surgically inserting the probe, and the 
large amount of annihilation photons to be counted. 

(3) Catheters were inserted into the artery and vein. By the catheters, a fraction of 
whole blood flows outside through an arteriovenous shunt system [7, 8]. The 
wTAC was derived by the coincidence probe or β-sensitive probe, in the 
arteriovenous shunt system. Disadvantages of this method are: invasive due to the 
surgery of arteriovenous shunting, and the stick of tracer to the catheters affecting 
the accuracy. 

(4) After correction for partial volume effect and spillover effect with dynamic 
images, the image based wTAC was determined with region of interest (ROI) 
within the blood pool [7, 9]. This method is noninvasive and simpler. 

(5) Factor analysis (FA) and independent component analysis (ICA) are used to 
segment the blood pool from the dynamic images. The wTAC was derived from 
average of the segmented blood pool [7, 10, 11, 12]. This method is most 
attractive due to its noninvasive and simpler protocol than manual blood sampling, 
β-sensitive probe, and arteriovenous shunt system, showing higher precision than 
ROI method. 

It is important to transfer the wTAC to pTAC accurately due to most of these 
methods described above only produce wTAC. The purpose of this study is to acquire 
the tracer pTAC from the ICA-estimated wTAC using our proposed method, FDG 
blood-cell-two-compartment model (BCM) and to compare with the published 
models: linear haematocrit (HCT) correction [12], nonlinear HCT correction [9], and 
two-exponential correction [1, 6, 8, 13]. 

2   Materials and Methods 

2.1   Data Acquisition and Preprocessing 

Imaging coverage from brain to heart apex was performed using the micro PET R4
®

 
(Concorde Microsystems, now Siemens). After a transmission scan using 68Ge rod 
source for attenuation correction, dynamic PET image were acquired at rest for 3600 s 
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that produced 31 time frames (6 images of 10 s, 6 images of 30 s, 6 images of 60 s, 5 
images of 120 s, 8 images of 300 s) following the bolus injection of 18F-FDG. 
Transaxial images were reconstructed using the filtered backprojection (FBP) method 
for a 256×256×63×31 four dimensional matrix with pixel size of 0.423×0.423×1.121 
mm. Arterial blood samples were taken at 0, 8, 15, 30, 45, 60, 120, 180, 300, 450, 
600, 900, 1500, 2100, 2700 and 3600 s. After spinning for 5 min in a centrifuge, 40 
μL plasma was counted in a gamma counter from each sample. HCT was obtained for 
linear HCT correction. Two groups of normal adult male Sprauge-Dawley rats (SD 
rats), weight: 350-450 g, were used in this study (group 1: n = 3 and group 2: n = 3). 

2.2   ICA-Estimated wTAC by Su’s Method 

Su et al. proposed a method to extract image-derived wTAC from dynamic PET 
images using ICA [12]. Dynamic PET images can be treated as a mixed signal which 
is the spatial distribution of several tissues. ICA can estimate the tissues which are 
spatially statistically independent. After ICA estimation, the cardiac blood pool is 
segmented into dynamic component image. The mask of the cardiac blood pool ICA 
image is determined using the Gaussian fitting method and image dilation method. 
The wTAC is also corrected for partial volume and spillover effect. 

2.3   WTAC and pTAC Processing 

Both wTAC derived by an image and pTAC sampled manually are discrete points 
with different time intervals. When calculating the tracer kinetic model, the wTAC 
and pTAC need to have the same time intervals or available at any arbitrary time 
point due to convolution and numerical integration of differential equations. The 
wTAC and pTAC were linearly interpolated from post injection time to time of peak 
in the curve and fitted with three exponentials from time of peak to the end time 
[3, 5]. Equations are described as follows: 
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where C(t) is radiotracer concentration at time t and m is fitted parameter for linearly 
interpolation. Ai, and λi are fitted parameters for two-exponential correction. 

2.4   Transferring wTAC to pTAC 

Four methods of transferring wTAC to pTAC, our proposed method, FDG BCM, 
linear HCT correction proposed by Su et al. [12], nonlinear HCT correction proposed 
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by Wahl et al. [9], and two-exponential correction proposed by Lammertsma et al. [1] 
were evaluated in this study. 

FDG BCM. FDG two-tissue compartment model proposed by Phelps et al. [3] 
describes the kinetic of FDG between plasma and brain tissue. The rate constants 
between these compartments were estimated by the non-linear-lest-squares method 
using the pTAC as input and tissue time activity (tTAC) as output. After the 
parameter estimation, the metabolic rate of glucose can be calculated with these 
constants and lumped constant. FDG BCM was based on FDG two-tissue 
compartment model which is illustrated in Fig. 1. C1 represents tracer in plasma, C2 
represents free and non-metabolized tracer in red blood cell etc, and C3 represents 
metabolized tracer. K1 is rate coefficient for transfer from C1 to C2, k2 is rate 
coefficient for transfer from C2 to C1. k3 is rate coefficient for transfer from C2 to C3, 
and k4 is rate coefficient for transfer from C3 to C4. By mass balance, one obtains the 
following equations:  
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By applying Laplace transforms on equations in (3) and (4), we have 
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From equations (5) and (6), equations (7) can be derived as follows: 
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Applying inverse Laplace transform on equation (7), we have 
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where 
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To transfer wTAC to pTAC, the following procedure was adopted: First, the 

wTACs from group 1 were corrected to C1+C2+C3 with HCT of 0.45 for male SD rats 
using the following equation: 
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Second, BCM k values from Group 1 were estimated by the non-linear-lest-squares 

method. Standard BCM k values were calculated by averaging those k values. 
Second, the wTAC from group 2 was transferred to pTAC with standard BCM k 
values using equation (11) and (8). 

 

Fig. 1. FDG blood-cell-two-compartment model 

Linear HCT correction. Su et al. [12] describes linear HCT correction which is 
defined as follows: 

)1(
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Where Cp-lHCT(t) is linear HCT corrected concentration of FDG in plasma at time t, 
Cw(t) is concentration of FDG in whole blood at time t, and HCT is haematocrit. The 
wTAC from a rat was transferred to pTAC by equation (12) with the HCT itself. 
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Nonlinear HCT correction. Wahl et al. [9] describes a nonlinear HCT method which 
is defined as follows: 
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Where Cp-nHCT(t) is nonlinear HCT corrected concentration of FDG in plasma at time 
t, HCT is 0.45 for male SD rat, and a is the equilibrium time constant. First, 
equilibrium time constants from group 1 were estimated. Second, the wTACs from 
group 2 were transferred to pTACs with mean equilibrium time constant by equation 
(13). 

Two-exponential correction. Lammertsma et al. described multi-exponential method 
[1]. Optimum number of exponentials is two which was described by Weber et al. [8]. 
Two-exponential correction was defined as follows: 
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Where Cp-exp(t) is concentration of FDG in plasma at time t. A1,A2,λ1,λ2, and C are 
fitted parameters for two-exponential correction. The pooled time course of the ratio 
of FDG in plasma and whole blood from all rats were fitted by the equation (14). The 
wTACs from group 2 were transferred to pTACs with the fitted parameters from 
group 1. 

2.5   Calculation of Metabolic Rate of FDG 

Metabolic rate of FDG (MRFDG) in brain, which is directly proportional to the 
metabolic rate of glucose was estimated by FDG two-tissue compartment model 
proposed by Phelps et al. [3] and Patlak plot was proposed by Patlak et al. [15, 16]. 
The MRFDG derived from manually sampled pTAC was used as the reference for 
comparison with the MRFDG derived from estimated pTACs.  

3   Results 

Fig. 2 shows the PET image of cardiac section and the ICA segmented image. After 
segmentation, the cardiac blood pool image can be derived and the image-based 
wTAC also can be extracted. The manually sampled pTAC and estimated TAC of 
four methods are shown in Fig. 3. The normalized root mean square error (NRMSE) 
defined in equation (15), the error of area under curve (EAUC) defined in equation 
(16), and the percentage error of MRFDG (PEMRFDG) defined in equation (17) were 
showed in table 1. 
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where Cest(t) is the estimated plasma concentration at time t, and Cref(t) is the 
manually sampled plasma concentration at time t. 
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where AUCest is the AUC of estimated pTAC, and AUCref is the AUC of manually 
sampled pTAC. 
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where MRFDGest. is the MRFDG from estimated pTAC, and MRFDGref is the MRFDG 
from manually sampled pTAC. 

 

 

Fig. 2. (A) 
18F-FDG-PET image of cardiac section (B) ICA segmented cardiac blood pool image 

4   Discussions 

Image-based analysis with ICA segmented blood pool is the most attractive method in 
deriving input function for quantitative PET studies, because of its noninvasive, 
higher precision than the ROI method, and simplified protocol in comparison with 
manual blood sampling, β-sensitive probe, and arteriovenous shunt system. It is an 
important issue to transfer derived wTAC to pTAC accurately. Fig. 3 illustrates the 
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Fig. 3. (A) The manually sampled pTAC and estimated TAC of four methods. Plasma: manu- 
ally sampling pTAC, BCM plasma: BCM corrected pTAC, 2 exp fit: two-exponential corrected 
pTAC, linear HCT cor: linear HCT corrected pTAC, and nonlinear HCT cor: nonlinear HCT 
corrected pTAC. (B) shows the same data that focused around the peak at earlier time. (C) 
shows the same data that focused on equilibrium area at later time. 

Table 1. Corrected pTAC results from group 2 (averaged) 

NRMSE EAUC
PEMRFDG (%)
(compartment

model)

PEMRFDG (%)
(Patlak plot)

FDG BCM 0.33 0.17 9.44 6.67
Linear HCT cor. 0.85 0.93 55.47 56.51

Nonlinear HCT cor. 0.34 0.22 17.35 9.46
Two-exponential cor. 0.35 0.20 14.40 16.00

 

manually sampled pTAC, the BCM corrected pTAC, the linear HCT corrected pTAC, 
the nonlinear HCT corrected pTAC, and the two-exponential corrected pTAC of rats 
in group 2. At the earlier time around the peak that illustrated in Fig. 3 (B), the peak 
in all estimated pTACs shifted several seconds due to the blood sampling time 
difference from the frame time. The linear HCT corrected pTAC was estimated most 
accurate due to the metabolism of FDG in blood cell is not apparent in the short time 
course. The BCM corrected pTAC and the nonlinear HCT corrected pTAC that 
corrected for HCT also estimated more accuracy than the two-exponential corrected 
pTAC. The two-exponential corrected pTAC was under estimated due to simplicity. 
In the later time of equilibrium area that illustrated in Fig. 3 (C), the linear HCT 
corrected pTAC was over estimated due to ignorance of the blood uptake. The 
nonlinear HCT corrected pTAC was over estimated due to the one exponential was 
difficult to fit the detail of the pTAC. The two-exponential corrected pTAC was over 
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estimated due to the two-exponential were not enough to fit the pTAC. The BCM 
corrected pTAC, which models the physiology of red blood cells, is the most accurate 
one. 

Table 1 illustrates the corrected pTAC results. The NRMSE and EAUC can 
represent the differentiation between estimated pTAC and manually sampled pTAC. 
The NRMSEs and EAUCs of BCM pTAC are the smallest one in the four pTACs. It 
means that BCM estimated pTAC is very close to the one from manually sampled 
pTAC which is the gold standard. The MRFDG is an important parameter for 
quantitative PET studies using FDG. We used compartmental and graphic analysis to 
estimate the MRFDG. The PEMRFDG estimated from BCM pTAC by compartmental and 
graphic analysis are also the smallest which is similar to the results of NRMSEs and 
EAUCs. It suggests that BCM can be used to transfer the wTAC to pTAC for use in 
quantification with compartmental or graphic analysis. 

5   Conclusions 

Linear HCT correction assumes that there is no FDG uptake in blood cell, but our 
results show that there is FDG uptake in blood cells. Nonlinear HCT and two 
exponentials correction are too simple to fit the detail of pTAC. Due to modeling the 
physiology of blood cell, the pTAC estimated by BCM is the most accurate one. 
Therefore, our proposed method, FDG BCM, can be widely used to transfer wTAC to 
pTAC for quantification of PET images. 
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Abstract. Positron Emission Tomography (PET) is used within neurology to 
study the underlying biochemical basis of cognitive functioning. Due to the 
inherent lack of anatomical information its study in conjunction with image 
retrieval is limited. Content based image retrieval (CBIR) relies on visual 
features to quantify and classify images with a degree of domain specific 
saliency. Numerous CBIR systems have been developed semantic retrieval, has 
however not been performed. This paper gives a detailed account of the 
framework of visual features and semantic information utilized within a 
prototype image retrieval system, for PET neurological data. Images from 
patients diagnosed with different and known forms of Dementia are studied and 
compared to controls. Image characteristics with medical saliency are isolated 
in a top down manner, from the needs of the clinician - to the explicit visual 
content. These features are represented via Gabor wavelets and mean activity 
levels of specific anatomical regions. Preliminary results demonstrate that these 
representations are effective in reflecting image characteristics and subject 
diagnosis; consequently they are efficient indices within a semantic retrieval 
system. 

Keywords: PET, neurological, content based image retrieval, dementia, semantic 
retrieval. 

1   Introduction 

Content based image retrieval (CBIR) is a widely researched field with a number of 
published reviews [1,2]. There is a developing emphasis towards the field of medical 
informatics [3,4] and also, to a degree, Positron Emission Tomography, or PET, 
images of the human brain [5,6].  Successful content based retrieval archives images 
using indices relevant to image’s classification and enables semantic retrieval.  
Semantic retrieval pertains to the archiving and indexing of images based upon their 
real world classifications, and therefore in the case of medical imaging - the 
diagnosis. This is subtly different to CBIR which relates to the archiving and retrieval 
of images based on their visual content and characteristics - with no account, in the 
definition, for classification/diagnosis.  Semantic retrieval is viewed as the benchmark 
for successful content based image retrieval, as retrieval results should have relevance 
and validity to the intended users (of the CBIR system).  Indeed the difference 
between semantic and content based retrieval has previously been highlighted [2] with 
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the assertion that semantic has not been achieved using only visual characteristics [2].  
This somewhat negates the large number of CBIR systems currently available [1, 2] 
and recently published [5], which perform content based retrieval using visual 
features alone, as they have no semantic significance.  Semantic classification is 
fundamental to medical image retrieval and indeed information retrieval in general; if 
semantic classification of data cannot be achieved any developed system would offer 
little practical benefit. 

Work presented in this paper outlines results from a prototype semantic retrieval 
system for PET neurological images.  PET is a functional imaging technique utilized 
in the study of metabolic pathways; it is widely used in the treatment and diagnosis of 
neurodegenerative disorders, lesions and also in the drug discovery process.  A key 
factor in PET imaging is the ability to label different metabolites, and thus analyze 
alternate pathways. PET images are intensity based visual representations of the 
concentration of a radioactive label, commonly 11C, 18F-FDG or FDG, 13N or 15O.  
This marker will have labeled, respectively, a specific metabolite such as raclopride, 
glucose, ammonia, or water.  FDG-PET, for example, is an important tool for the 
diagnosis and treatment of Alzheimer’s disease; this is due to functional differences in 
the glucose pathway can arise before any structural differences are apparent.   

However, this process of radioactive labelling is prohibitively expensive (when 
compared to MRI), and coupled with the low resolution and inherent lack of 
anatomical information ensures that PET research is less widespread than alternate 
modalities.  The role of PET is nevertheless assured due to the unique benefits 
metabolite marking provides; this and the large number of installed systems 
producing many volumes of data each day warrant research into PET image retrieval 
and archiving.  Content based retrieval of dynamic PET images has previously been 
reported [6] in which the indexing data derives from time-activity-curves of dynamic 
PET images(possessing temporal information); the semantic classification of images 
is not explicit and time activity curves do not pertain directly to visual content [2].  

The stimulus for PET CBIR research is provided by clinicians, cognitive 
psychologists, neuroscientists, and researchers in these or closely related fields who 
expend time collating, classifying and/or performing further processing of PET data. 
The storage strategy employed at the Wolfson Brain Imaging Centre (Cambridge 
University) reflects this requirement for retrieval research. Images are stored using 
Unix operating system in flat file form   with no provision for any indexing retrieval 
beyond that provided by in-built Unix commands (eg ‘find’ and ‘grep’).  
Consequently there is a large number of disparate groups of data demarcated by folder 
name and file information, with very little cross-referencing.  A second neurological 
research centre, the Institute of Cognitive Neuroscience (University College London) 
utilizes an identical methodology in the Microsoft Windows environment.  The 
development of a semantic retrieval system would therefore significantly increase the 
efficiency of data management and provide a means for further novel research, 
specifically that focusing on the meta-analysis of stored data. 

Neurological image analysis and the process of mapping cognitive functioning to 
anatomical areas of the brain requires the fulfillment of two processing stages – 
spatial and intensity normalization. For a retrieval system to exhibit practical benefits 
and be scientifically valid these stages must be incorporated and/or accounted for.  
Inter-subject variability of size and shape of brain eliminates direct comparisons 



 Prototype System for Semantic Retrieval of Neurological PET Images 181 

between image voxels without further spatial processing, (1) and (2); AA represents 
anatomical area, while X, Y, Z represents the Cartesian co-ordinates of voxels 
belonging to images I and J. 
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The process of spatial normalization is therefore a fundamental stage in any 

neurological image archiving system to ensure the same anatomical areas are 
quantified, without which inter-subject comparison is redundant.  In practice PET 
images are registered to a standardized template and anatomical atlas; when available 
functional PET data is also first registered to an anatomical MRI image from the same 
subject. Commonly utilized are the template image from the Montreal Neurological 
Institute [7] and the Talairach and Tournox anatomical atlas [8, 9].  The second factor 
to be accounted for is that of scanning protocol discrepancies that introduce variation 
in absolute metabolite activity levels and are directly derived from voxel intensity 
values. 

Appropriate image processing techniques for feature extraction are limited by 
domain specific attributes. PET, and medical images in general, are intensity based 
grayscale images, evidently eliminating color based indexing.  Attributes specific to 
PET are the high signal to noise ratio, lack of anatomical information and relatively 
smooth, when compared to alternate medical imaging domains, distribution of voxel 
intensity values.  These factors and the narrow domain specificity ensure that feature 
extraction approaches utilized in well developed CBIR systems such as those outlined 
in [1,2], are not applicable in regard to PET.  This is due to the fact that the systems 
listed in [1, 2] retain images from a variety of domains and commonly enlist color as 
the predominant feature group.  These factors necessitate the design and development 
of novel feature extraction algorithms, which are applicable only to the PET domain 
and theoretically other neurological imaging formats. 

2   Methodology 

2.1    Anatomical Segmentation 

In this research an analysis of the retrosplenial cortex (Brodmann’s Area 29/30), 
Posterior Cingulate (Brodmann's Area 23/31/29/30), Parietal Lobes, Occipital Lobes 
and Hippocampus is presented and the results compared to those from an automated 
segmentation method employing spatial normalization, via SPM [10] and the MNI [7] 
template. This segmentation technique is again utilized in the measurement of texture 
using Gabor filters.   

The process of segmentation requires spatial normalization of tested PET images to 
the MNI template [7] and subsequent mapping to the Talairach and Tournoux atlas 
[8-11]. Anatomical regions of interest are then isolated via the referenced Cartesian co-
ordinates for that anatomical region, with no further image processing. This method of 
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image segmentation is, clearly, only applicable to neurological data; furthermore the 
incorporation of this prior knowledge into segmentation algorithms for modalities such 
as MRI may not be advantageous.  PET images contain a large amount of noise and are 
therefore difficult to segment. Low noise, high signal image modalities such as MRI 
may not produce better segmentation with the addition of prior knowledge in the 
manner outlined.  Segmentation of anatomical regions of interest allows the further 
extraction of semantic visual features.  A number of different measurements are 
obtained from the PET images utilizing the anatomical segmentation previously 
outlined. 

2.2   Mean Intensity 

The previously outlined anatomical segmentation method is utilized to calculate the 
mean intensity of specific anatomical regions in a completely autonomous manner.  
The measurements obtained are then compared to results from SPM analysis of 
hypometablism; this comparison ensures the validity of automated segmentation 
method.  

SPM analysis required [12] co-registered images were spatially normalized to the 
T1-MRI template of SPM99, using MRI scan to define normalization parameters, and 
smoothed with a 16mm gaussian filter. Each patients scan was analysed individually, 
using a paired t-test, in comparison to the control group at a statistical threshold of 
Puncorrected <0.001.  Scans showing no abnormality were also analysed at 
Puncorrected <0.01. The hypometabolic clusters for each subject were then projected 
back to onto subjects spatially normalized MRI scan (i.e. - FDG-PET and MRI were 
in same standardized space). Anatomical localization of hypometabolic clusters was 
assessed both by comparing the stereotaxic co-ordinates of cluster peaks to the co-
planar sterotaxic atlas [8] and by visual comparison of the MRI projected sections 
with corresponding slices from the Duvernoy [13] brain atlas.   

Mean intensity levels were measured via the previously outlined automated 
segmentation method. Specific anatomic regions that were quantified: Parietal Lobes; 
Occipital Lobes.; Posterior Cingulate (or Brodmann’s areas 23/31/29/30); Hippocampus; 
Retrosplenial cortex (or Brodmann's Area’s 29 and 30).  These areas are traditionally 
associated with Alzheimers, Prodromal Alzheimers and PCA.  The different diagnosis 
types were therefore accounted for by the anatomical regions specified and isolated. 

2.3   Texture 

The term texture refers to visual patterns or spatial arrangements of pixels that cannot 
be completely described using regional intensity alone.  Quantification of texture is a 
fundamental technique within image processing and consequently is widely used 
within CBIR research.  Gabor filters have been shown to quantify texture reliably and 
are theoretically based on the functioning of the human visual system [14]; they were 
therefore used in this research to characterize the texture of PET images and 
anatomical sub-regions. Six scales and four rotations of Gabor filter are applied [15].  
Image represented as I(X,Y) and Gabor Wavelet Transform is defined.  
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The filters are applied to the listed anatomical regions of interest and the whole 
brain. This results in a forty-eight element feature vector for each anatomical region i.  
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2.4   Similarity Metric 

The extracted texture data is then used, in conjunction with anatomical location and 
mean index ratio, as indices within a DBMS (Database Management System) for 
semantic retrieval. The similarity metric is represented in Eqs.(5-7), following on 
from Eqs.( 1-4) 
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Where, the different images are represented as J and K. 
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The complete feature vector used in retrieval is therefore be expressed 

 

              
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
− ||

K

K

J

J

i

W

i

W
T

                 

                                                                  (7) 

 
Where W refers to whole brain. 

A schematic diagram of the complete prototype system is presented in Fig. 1. 
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Fig. 1. Schematic of developed prototype system 

3   Results 

These results are as expected, when compared to the results from SPM analysis [12], 
the mean voxel intensities of tested experimental areas were found to be significantly 
less than controls (normal subjects, p < 0.01).  The Parietal Lobes, Posterior 
Cingulate, Hippocampus, Brodmann's Area’s 29 and 30, of patients diagnosed with 
Alzheimer’s (prodromal form) were found to have a significantly reduced 
metabolism.  Patients diagnosed with Posterior Cortical Atrophy exhibited hypo-
metabolism in the Occipital Lobes, Parietal Lobes, Posterior Cingulate, Hippocampus, 
and Brodmann’s Area 29 and 30. 

Semantic retrieval of PET images has been performed; images from patients 
diagnosed with Dementia were retrieved in accordance to the expected results using a 
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combination of mean index ratio and texture features. This procedure was evaluated 
iteratively and the product of texture and mean index ratio, of certain anatomical 
regions, was found to provide the best results. The anatomical structures conjoined are: 
the Occipital Lobe to assess Posterior Cortical Atrophy;  Brodmann’s Area 30, part of 
the Retrosplenial Cortex, and the Posterior Cingulate are included in relation to 
Alzheimer’s.  Improvements to this approach are suggested in Discussion (section IV).   

Query by example produced results as predicted. Those images diagnostically 
closest to query are retrieved first, and vice versa, therefore semantic retrieval has 
been performed.  Images are returned according to there respective diagnose, the 
order of retrieval possess medical saliency.  Retrieval using dementia study was 
performed at the command line; no provision for user interface has yet been made; 
similarity metric utilized is nearest neighbor, the product of mean index ratio and the 
sum of squared differences of texture feature.  The tuples for database indices are 
generated using Matlab algorithms, and retrieval is performed using LAMP (Linux, 
Apache, MySQL, PHP) architecture.  

4    Discussion 

Mean intensity levels from anatomical regions extracted using the automated method 
complement those from manual segmentation method; significant hypo-metabolism is 
found in the studied anatomical regions.  However, absolute mean levels are not 
appropriate for indices within a retrieval system.  Assuming differentiation based on 
tracer is part of pre-processing (due to DICOM header) it is still important to 
incorporate dosage disparities and inter-session/scanner noise variation [16, 17] to 
ensure practical robustness of semantic retrieval system.  Utilization of mean index 
ratio provides this robustness by eliminating the variable of absolute intensity levels.   

Semantic retrieval has been performed within the PET image domain utilizing a 
very specific feature set.  This, when taken in the context of the DICOM standard and 
medical imaging in general, can viewed as a positive aspect.  In medical informatics 
the DICOM standard instills a redundancy on inter-domain retrieval, based on visual 
content alone; this observation can also be levied at retrieval via anatomical areas 
(e.g. neurological opposed to cardiac) and imaging protocols. The DICOM standard 
contains this data in correctly implemented file headers[18] and consequently emph- 
asizes the importance of classification based on diagnosis, and demarcation within 
specific image domains.   

The small number of images in the dementia study group is an obvious limiting 
factor; however studies of dementia and cognition in general are prone to small 
experimental groups due the paucity of specific experimental data.  

To create mean index ratio specific anatomical sub-regions are combined with 
whole brain measurements; an improvement, not implemented, would replace the 
whole brain value with that obtained from the cerebellum. This is due to the fact that 
the cerebellum is not considered to be a primary pathological focus in AD [19] and 
would provide a more robust distinction between diagnosis types. 

Envisaged is a comprehensive PET archiving system for images from disparate 
sources, of which this prototype dementia study composes a constituent part.  Figure 2 
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Fig. 2. Graphical user interface 

shows web based UI for retrieval system managing images from patients with lesions 
[20-22]; the same database is utilized for Dementia retrieval and presented in this 
paper.  

Further amalgamation will, in the future, provide functionality for retrieval and 
indexing of lesion, dementia and dynamic data simultaneously.  

5   Conclusion 

A prototype system for semantic retrieval of neurological PET images has been 
outlined and developed.  This work accentuates the importance of domain specific 
knowledge to the problem of content based medical image retrieval; without which 
real-world benefits will remain limited.  Of significance is the incorporation of a 
specific subset from within the PET image domain; the outlined system does not 
differentiate between an abstract collection of un-related images. The system provides 
a means to differentiate very closely related images based on medical saliency.  
Retrieval results have been presented for PET images based upon diagnosis, 
specifically classification of dementia.  
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Development of a practical and robust semantic retrieval system for PET 
neurological data would impact the research areas of Decision Support [2,3], 
Computer Aided Diagnosis [2,3] and also neurological/psychological research, 
specifically that which focuses on meta-analysis.  Meta-analysis in these fields is 
composed by the combination of imaging data with cognitive, behavioral and 
diagnostic information across independent studies.  The importance of CBIR research 
to the Decision Support and Computer Aided Diagnosis paradigms has previously 
been outlined and is well documented.  The utilization of semantic retrieval within the 
fields of Psychology and Neuroscience research would be facilitated by providing a 
central database of diagnostically classified images – maintained by automated 
algorithms inherently reliable (compared to expert input); this would vastly increase 
the efficiency of meta-analysis and enable novel studies.  Efficiency is improved by 
decreasing the time consuming aspects of administering imaging data and enabling 
rapid access to stored images, of specified diagnoses , to all users (with appropriate 
privileges).  Novel inquires that cross reference individual imaging studies separated 
by scan date, scanning investigator; and imaging protocol would be enabled with the 
development of a semantic retrieval system; this is applicable to all neurological 
imaging modalities and not only PET.  

It is therefore important to closely incorporate these paradigms into the research 
and development process of content based, and semantic, image retrieval.  Greater 
knowledge transfer between the fields of CBIR and, in the case of PET imaging, the 
fields of Neurology and Psychology facilitates the evolution of content based image 
retrieval to semantic retrieval, which is the previously stated target of CBIR: 
“Semantic retrieval based on images that are segmented automatically into objects 
and where diagnoses can be derived easily from the objects visual features.” [2]. 

Acknowledgments 

This work was funded by the EPSRC (Engineering and Physical Sciences Research 
Council) in the UK.   

References 

1. Smeulders, A.W.M., Worring, M., Santini, S., Gupta, A., Jain, R.: Content-based image 
retrieval at the end of the early years. IEEE Trans. Pattern Anal. Machine Intel. 22(12), 
1349–1380 (2000) 

2. Muller, H., Michoux, N., Bandon, D., Geissbuhler, A.: A review of content-based image 
retrieval systems in medical applications-clinical benefits and future directions. Int. J. 
Med. Inform. 73(1), 1–23 (2004) 

3. Shyu, C.R., Brodley, C.E., Kak, A.C., Kosaka, A., Aisen, A.M., Broderick, L.S.: 
ASSERT: A physician-in-the-loop content-based retrieval system for HRCT image 
databases. Comput. Vis. Image Understand 75(1–2), 111–132 (1999) 

4. Liu, Y., Dellaert, F.: Classification-driven medical image retrieval. In: Proceedings of the 
ARPA Image Understanding Workshop (1997) 

 



188 S. Batty  et al. 

5. Rahman, M.M., Bhattacharya, P., Desai, B.C.: A Framework for Medical Image Retrieval 
Using Machine Learning and Statistical Similarity Matching Techniques With Relevance 
Feedback. IEEE transactions on Information Technology in Biomedicine 11(1), 58–69 
(2007) 

6. Cai, W., Feng, D.D., Fulton, R.: Content-based retrieval of dynamic PET functional 
images. IEEE Trans. Information Technol. Biomed. 4(2), 152–158 (2000) 

7. Montreal Neurological Institute, http://www.bic.mni.mcgill.ca 
8. Talairarch, J., Tournoux, P.: Co-planar stereotaxic atlas of the human brain. Thieme. New 

York (1988) 
9. Lancaster, J.L., Woldorff, M.G., Parsons, L.M., Liotti, M., Freitas, C.S., Rainey, L., 

Kochunov, P.V., Nickerson, D., Mikiten, S.A., Fox, P.T.: Automated Talairach Atlas 
labels for functional brain mapping. HBM 10, 120–131 (2000) 

10. Friston, K.J., Ashburner, J., Poline, J.B., Frith, C.D., Heather, J.D., Frackowiak, R.S.J.: 
Spatial Registration and Normalization of Images. Human Brain Mapping 2, 165–189 
(1995) 

11. Brett, M.: Cambridge University, MRC, http://www.mrc-cbu.cam.ac.uk/matthew/abstracts/ 
MNITal/mnital.html 

12. Nestor, P.J., Fryer, T.D., Ikeda, M., Hodges, J.R.: Retrosplenial cortex (BA 29/30) 
hypometabolism in mild cognitive impairment (prodromal Alzheimer’s disease). European 
Journal of Neuroscience 18(9), 2663 (2003) 

13. Duvernoy, H.M.: The Human Brain: Surface, three dimensional sectional anatomy with 
MRI, and blood supply. Springer, New York 

14. Smith, J.R., Chang, S.: Automated Image Retrieval Using Color and Texture, Columbia, 
University Technical Report TR# 414-95-20 (July 1995) 

15. Ma, W.Y., Manjunath, B.S.: Texture Features for Browsing and Retrieval of Image Data. 
IEEE transactions on Pattern Analysis and Machine Intelligence 18(8) (1996) 

16. Friston, K.J., Frith, C.D., Liddle, P.F., Dolan, R.J., Lammertsma, A.A., Frackowiak, R.S.: 
The relationship between global and local changes in PET scans. J. Cereb. Blood Flow 
Metab. 10(4), 458–466 (1990) 

17. Scarmeas, N., Habeck, C.G., Zarahn, E., Anderson, K.E., Park, A., Hilton, J., Pelton, G.H., 
Tabert, M.H., Honig, L.S., Moeller, J.R., Devanand, D.P., Sterna, Y.: Covariance PET 
patterns in early Alzheimer’s disease and subjects with cognitive impairment but no 
dementia: utility in group discrimination and correlations with functional performance. 
NeuroImage 23, 35–45 (2004) 

18. Güld, M.O., Kohnen, M., Keysers, D., Schubert, H., Wein, B.B., Bredno, J., Lehmann, 
T.M.: Quality of DICOM header information for image categorization. In: Proceedings of 
the International Symposium on Medical Imaging, vol. 4685, pp. 280–287 (2002) 

19. Rapoport, M., Reekum, R., Mayberg, H.: A Selective Review: The Role of the Cerebellum 
in Cognition and Behavior. J. Neuropsychiatry Clin Neurosci. 12, 193–198 (2000) 

20. Batty, S., Gao, X.W., Clark, J., Fryer, T.: Content-based Retrieval of PET images via 
Localised Anatomical texture measurements and mean activity levels. In: Proceedings of 
International Conference on Medical Imaging and Telemedicine, pp. 70–74 (2005) 
ISBN:1-85924-252-9 

21. Burns, M., Leung, K., Rowland, A., Vickers, J., Hajnal, J.V., Rueckert, D., Hill, D.L.G.: 
Information eXtraction from Images (IXI) - Grid Services for Medical Imaging. In: 
DiDaMIC 2004, Rennes, France (2004) 

22. US patent number 7,158,961; Methods and apparatus for estimating similarity. Assigned to 
Google Inc. (2007) 



X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 189–196, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Evaluation of Reference Tissue Model for Serotonin 
Transporters Using [123I] ADAM Tracer 

Bang-Hung Yang1,2, Shyh-Jen Wang1, Yuan-Hwa Chou3,4 , Tung-Ping Su3,4, 
Shih-Pei Chen 1, Jih-Shian Lee2, and Jyh-Cheng Chen2,5,* 

1 Department of Nuclear Medicine, Taipei Veterans General Hospital, Taiwan, R.O.C 
2 Department of Biomedical Imaging and Radiological Sciences, 

National Yang-Ming University, Taipei, Taiwan, R.O.C 

3 National Yang-Ming University Medical School, Taipei, Taiwan, R.O.C 
4 Department of Psychiatry, Taipei Veterans General Hospital, Taipei, Taiwan, R.O.C 
5 Department of Education and Research, Taipei City Hospital, Taipei, Taiwan, R.O.C 

jcchen@ym.edu.tw 
Tel.: 886-2-28267282 
Fax: 886-2-28201095 

Abstract. The serotonin transporters are target-sites for commonly used 
antidepressants. [123I] ADAM is a novel radiotracer that selectively binds the 
serotonin transporters (SERTs) of the central nervous system. The aim for this 
study was to evaluate a non-invasive reference tissue model for SERTs 
quantification using the cerebellum as the indirect input function. The four-
parameter model (FPM) was compared with the three-parameter model (TPM) 
using [123I] ADAM dynamic brain SPECT images. The binding potential values 
derived from both models were the same, but the ratio of delivery (R1) in TPM 
had a smaller standard deviation than the FPM model. In conclusion, the 
simplified reference tissue model (TPM) was the better choice because of its 
stability (small standard deviation) and convenient implementation for non-
invasive quantification of brain SPECT studies.  

Keywords: serotonin transporters, reference tissue model, [123I] ADAM, bind- 
ing potential. 

1   Introduction 

Depression has become an important disease in this century. Thus, its diagnostic 
methods have drawn much attention recently among e tmedical community. [123I] 
ADAM (2-((2-((dimethylamino)methyl)phenyl) thio)-5-iodophenylamine) is a novel 
radiopharmaceutical that selectively binds the serotonin transporters (SERTs) of the 
central nervous system (CNS) as midbrain, pons etc. [1,2]. The SERTs are target-sites 
for commonly used antidepressants, such as fluoxetine, paroxetine, sertraline, and so 
on. Imaging of these sites in the living human brain may provide an important tool to 

                                                           
* Corresponding author. 



190 B.-H. Yang et al. 

evaluate the mechanisms of action as well as to monitor the treatment of depressed 
patients [3-5].  

Tracer kinetic modeling of receptor studies provides not only its delivery to the 
tissue (input function), but also an estimation of the uptake and biodistribution of the 
tracer in tissue as a function of time. The conventional method of obtaining input 
function required arterial blood sampling that was time-consuming and invasive. 
Recently, a reference tissue model has been proposed to eliminate the need to suffer 
an arterial catheter [6-8]. However, there were choices between a four-parameter 
model [6,7] and a three-parameter model [8,9] used to estimate neuroreceptor binding 
potential (BP) [10]. There are a great many studies on quantification of brain 
dopamine system but few on SERT discussions. The purpose in this study was to 
evaluate a reference tissue model for BP of SERTs, which correlates well with SERT 
densities [4, 5], and was obtained from the reference tissue compartment model using 
the cerebellum as indirect input function.        

2   Materials and Methods 

2.1   Subjects  

Seven healthy volunteers who gave written informed consent were included. The 
healthy subjects included 4 men (age range 26.8 ± 6.4) and 3 women (age range 
22.87± 3.1). No subject had any current psychiatric disorder according to DSM-IV 
(Diagnostic and Statistical Manual of Mental Disorders, American Psychiatric 
Association). The subjects were given 400 mg potassium perchlorate 30 minutes 
before injection in order to reduce [123I] uptake in the thyroid and salivary glands. 

2.2   SPECT Imaging Acquisition 

Dynamic imaging data were collected for a total period of 6.6 hours and resulted in 12 
frames (17.5min, 35min, 52.5min, 74.5min, 96.5min, 118.5min, 154.5min, 190.5min, 
232min, 274min, 334min, 393min per frame) after injection of 185 MBq [123I]ADAM 
using a SPECT scanner in TPE-VGH. Images were acquired using a SIEMENS e.soft 
dual-head SPECT scanner equipped with a low energy fan-beam collimator. Data 
were collected in step and shoot mode at 30 intervals over 1800, and sixty 30-sec 
projection views were obtained per camera head. The radius of rotation was fixed at 
14 cm. The image matrix size was 128×128 and pixel size was 3.9 mm. All images 
were obtained through a filtered back-projection (FBP) reconstruction algorithm with 
a Metz filter, using a Nyquist frequency cutoff at 0.55 and order of 30. Attenuation 
correction was performed by Chang’s correction (μ=0.12 cm-1) [11] and no scatter 
correction was employed. 

2.3   Magnetic Resonance Imaging Acquisition 

Images of the seven healthy volunteers had also been collected by MRI with T1-
weighting in order to confirm there was no dysfunction or atrophic cortex. MR 
images were obtained using a 1.5T GE scanner Excite-II system in TPE-VGH. 
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(TR/TE =8.54 ms / 1.836; FOV =260 * 260 * 1.5; Matrix = 256 * 256 * 124; NEX = 1; 
TI = 400 ms; Filp angle = 15; BW = 15.63) 

2.4   Image Co-registration and ROI Definition 

Each subject's MRI scan was co-registered to the [123I] ADAM SPECT images using a 
normalized mutual information algorithm provided by the SPM2 software [12,13]. 
Region of interest (ROI) as midbrain and cerebellum defined on co-registered MR 
images were used to sample the dynamic SPECT data to obtain regional time–activity 
radioactivity concentrations (Fig.1). Regional radioactivity was determined for each 
frame, corrected for decay, and plotted versus time.  

 

Fig. 1. ROI Definition was performed on MRI-based images using the PMODE version 2.7 
software package .The first row presents [123I] ADAM static image. The second row is presents 
individual MRI-T1 image. The third row is overlay images between MRI and SPECT image. 

2.5   Reference Tissue Model  

Using the reference tissue model for dynamic PET or SPECT kinetic modeling 
analysis is a non-invasive method without arterial blood sampling and has been 
widely demonstrated in many literatures of neuroreceptor quantification. The pixel-
wise modeling tool (PMOD) is aimed at the processing of quantitative PET or SPECT 
studies. All dynamic SPECT images in our study were analyzed by a commercial 
kinetic modeling tool (PKIN) from the PMOD version 2.7 software package.  

The reference tissue compartment model (Fig 2) is based on the following 
differential equations extracted from Lammertsma and Hume’s paper [6-8]:  

 



192 B.-H. Yang et al. 

                              ' '
1 2

( )
( ) ( ) ( )r

p

dC t
K C t k t Cr t

dt
= −                                        (1) 

                         
1 2 3 4

( )
( ) ( ) ( ) ( )f

p f f b

dC t
K C t k C t k C t k C t

dt
= − − +         (2) 

3 4

( )
( ) ( )b

f b

dC t
k C t k C t

dt
= −

                 
                               (3)  

'
1 1
'
2 2

K K

k k
=                                                                                   (4) 

1 2

( )
( ) ( )t

p a t

dC t
K C t k C t

dt
= −                                                (5) 

1 1

2 2

( ) (1 )
a

K K
BP

k k
= ∗ +                                                              (6) 

2

(1 )1 2
1 2( ) ( ) ( )

(1 )

k t

BP
t r r

R k
C t R C t k C t e

BP

⎧ ⎫−
⎨ ⎬+⎩ ⎭⎧ ⎫

= + − ∗⎨ ⎬+⎩ ⎭
             (7) 

where Cr is the concentration in reference tissue (kBq ·ml-1) in the brain, Cf is the 
concentration of non-specific bound radioligand (kBq ·ml-1), Cp is the metabolite 
corrected plasma concentration (kBq · ml-1) , Cb is the concentration of specific bound 
radioligand (kBq ·ml-1), K1 is the rate constant for transfer from plasma to free 
compartment (ml ·ml-1 ·min-1), k2 is the rate constant for transfer from free to plasma 
compartment (min-1), k3 is the rate constant for transfer from free to bound 
compartment (min-1), k4 is the rate constant for transfer from bound to free 

compartment (min-1), '
1K is the rate constant for transfer from plasma to reference 

compartment (ml ·ml-1 ·min-1), '
2k is the rate constant for transfer from reference to 

plasma compartment (min-1), k2a (min-1) is the overall rate constant for transfer from 
specific compartment to plasma, and t is time (min). Because Cf and Cb cannot be 
measured, the total concentration in tissue was presented Ct (=Cf +Cb). 

Equation (1) describes the exchange between plasma and reference tissue, while 
Eqs. (2) and (3) relate to the free and bound compartments of the ROI, respectively. 
According to Eqs (1) to (3) relationship, we could get six parameters (K1, k2, k3, k4, 

'
1K , and '

2k ). 1
1 '

1

K
R

K
=  is defined as the ratio of tracer delivery, and the binding 
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potential as BP=k3/k4. From Eqs (4) we can further simplify the computation by 
assuming that the distribution volume is the same for the tissue of interest and the 

reference tissue. Therefore, '
2k can be replaced by k2/R1 and k4 by k3/BP, then an 

operational equation with four parameters (R1, k2, k3, and BP) is obtained [6, 7]. 
Although BP is robust in the four-parameter model, convergence rates are slow and 

other parameters can have large standard deviation. In order to overcome these 
problems, a simplified reference tissue containing only three parameters (R1, k2, and 
BP) was developed [8, 9]. Because in the target region of SPECT images it is difficult 
to distinguish between free and specific compartments, the reference tissue model can 
be simplified to a three-parameter model (Eq. (7)) which was derived from Eq. (1), 
(4), (5), and (6).    

 

Fig. 2. Two-tissue compartment model sketch 

3   Results 

The results of reference tissue kinetic analysis for the midbrain are listed in Table1. 
Linear regression statistical analysis was used in the relationships between midbrain 
BP and R1 estimates obtained with three- and four-parameter models for [123I] ADAM 
tracer study. The two methods gave similar BP results and a high coefficient 
regression slope (BP, r2=0.9682; R1, r

2=1) (Fig3, Fig4). The results of ratio of tracer 
delivery (R1) were 0.595±0.379 in the three-parameter model and 0.545±0.349 in the 
four-parameter model. In addition, the three-parameter model was further simplified 
and produced stable results for other parameters because of the small standard 
deviation (SD) (Table1).          
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Table 1. Rate constant of the midbrain region for different parameter models 

4-parameter model 3-parameter model 
 

BP R1 k2 BP R1 k2 

Subject 01 2.169 0.389 0.046 2.169 0.364 0.038 

Subject 02 1.016 0.417 0.029 1.013 0.384 0.025 

Subject 03 1.996 1.084 0.061 1.999 0.875 0.031 

Subject 04 1.395 0.479 0.067 1.396 0.448 0.055 

Subject 05 1.273 0.158 0.024 1.271 0.152 0.022 

Subject 06 2.473 1.168 0.014 2.472 1.166 0.014 

Subject 07 1.075 0.467 0.042 1.072 0.425 0.035 

Average 1.628 0.595 0.040 1.627 0.545 0.031 

SD 0.578 0.379 0.019 0.579 0.349 0.013 

 

Ratio of tracer delivery

y = 1.0684x + 0.0125

R2 = 0.9682
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Fig. 3. Correlation coefficient of rate constant R1 (ratio of tracer delivery) derived with different  
parameter model analysis. 

4   Discussion and Conclusion 

Our results have demonstrated that a simplified reference tissue model can be adopted 
for dynamic SPECT imaging as well as some PET non-invasive studies of SERTs 
quantification [6-8, 14-16]. Using either a three-parameter model or four-parameter 
model to derive BP or R1 gave nearly identical results for each outcome measure 
across the cerebellum as indirect input function. However, another possible cause for 
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Fig. 4. Correlation coefficient of rate constant BP (binding potential) derived with different 
parameter model analysis 

the differences in BP and R1 might be associated with different reference tissue such 
as occipital cortex [17] or the imaging registration algorithm. Although further studies 
are required, it is important to evaluate a suitable and non-invasive compartment 
model for quantitative SPECT studies. Our study was to provide simplified reference 
tissue approach derived from the images alone as the input function to the mathematic 
modeling of tracer distribution. In conclusion, for the [123I] ADAM quantification, the 
three-parameter model is a better choice with increased stability. 
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Abstract. Position Emission Tomography (PET) is increasingly ap-
plied in the diagnosis and surgery in patients thanks to its ability of
showing nearly all types of lesions including tumour and head injury.
However, due to its natures of low resolution and different appearances
as a result of different tracers, segmentation of lesions presents great
challenges. In this study, a simple and robust algorithm is proposed
via additive colour mixture approach. Comparison with the other two
methods including Bayesian classified and geodesic active contour is also
performed, demonstrating the proposed colouring approach has many
advantages in terms of speed, robustness, and user intervention. This
research has many medical applications including pharmaceutical trials,
decision making for drug treatment or surgery and patients follow-up
and shows potential to the development of content-based image data-
bases when coming to characterise PET images using lesion features.

Keywords: PET imaging, segmentation, additive colour mixture, Lesion
detection.

1 Introduction

Positron emission tomography (PET) is an important tool for enabling quan-
tification of human brain function in three dimensions [1]. Through the use of
a diverse range of tracers, PET can provide quantitative information on, for
example, blood flow, glucose metabolism and neurotransmitter receptor bind-
ing potential. However, due to the nature of PET imaging with high noise to
signal ratios and its inability of showing anatomic structure, segmentation of
lesions, such as head injury and tumour poses great challenge. Due to its many
medical applications including pharmaceutical trials, decision making for drug
treatment or surgery and patients follow-up, lesion segmentation have been stud-
ied extensively by many researchers proposing many promising methods. One
group of researchers [2] study the tissue transformation and expansion or con-
traction effects in order to analysis Multiple Sclerosis (MS) on brain MR images.
Mathematical morphological operations have been applied in their study which
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are also utilised to delineate lesion regions [3]. Active contour is another popular
technique in region detection and boundary delineation, which develops geomet-
ric and probabilistic models for shapes and their dynamics in real time. However
it suffers the problem of false attraction on noisy images and computational cost
[4]. Intelligent mesh algorithm is hence developed by researchers [5] to detect
lesion/tumour on CT and Mammography images. Other well known methods
for region detection and segmentation include multi-resolution segmentation [6],
wavelet based detection [7], texture segmentation [8], and neural network [9].
Multi-resolution scheme has been studied by [10] on the detection of speculated
lesions in mammograms, which specifically addresses the difficulty on predeter-
mining the neighbourhood size for feature extraction and fundamentally bases
on a linear phase non-separable 2-D wavelet transform.

Conventionally, each method only works well for one particular group of im-
ages and performs worse on the other images. At most cases, the methods men-
tioned above only work well for images with high contrast and low noise. For
the images with high noise to signal ratios, such as PET images, most of lesion
detection methods do not work well without considerable enhancements.

Statistical methods, for example, Bayes theorem, hence were introduced into
this field [11]. Although very promising, Bayesian classified requires large sample
data or called training data sets, which sometimes may not be obtained easily.
This is due to the fact that different tracer will generate different PET appear-
ance of images for the same subject, resulting different training sets have to be
provided.

In this study, a new approach is studied which applies additive colour mixture
approach, or called colouring approach, and is under the assumption that a
human brain bears similarity with reference of middle plane or middle line in
a 2D image form. This approach not only segments lesion robustly but also
visualises the lesion in colour, showing an advantage over the other approaches.

2 Methodology

Although most radiological images are in grey scale, colour has been widely
introduced in them primarily for the purpose of visualization to increase the
contrast between different regions [12]. The most common method is colour
map, or a lookup table, by which each colour corresponds to each intensity value
in an image. After replacing each pixel with its corresponding colour, the image
becomes colourful, generating a pseudo colour image with high contrast.

In some cases, colouring image becomes necessary, especially for fusing multi-
modality images, e.g., MR with PET, or CT with PET, to increase high contrast
of composite image while maintaining the property of each individual modality.
The common method is to colour interleaved pixels using independent colour
scales for each modality [13], showing the results of both visually pleasing and
easy to interpret.

A colour normally is represented by three independent values, hue, chroma
or saturation, and brightness/lightness. Hue is mostly applied in colouring and
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contains three primary colours, red, green, and blue. The other hues, i.e., yellow,
orange, purple, can be generated by proper mixing of any of these three primary
hues (either by mixing coloured lights, e.g, in a computer monitor, or by mix-
ing ink as applied in a ink-jet printer). The mixing procedure can be additive,
whereby red, green, and blue are the primary colours (i.e., in a colour monitor),
producing white when all three hues of equal part being mixed together. The
opposite mixture is subtractive where cyan, magenta and yellow are the pri-
mary colours, which is mostly applied in printers in a CMYK colour system (K
represents black), producing black colour when mixing all these three primary
pigments with equal amounts. Additive colour mixture has been widely applied
to viewing medical images and implemented in some open source imaging soft-
ware including ImageJ(http://rsb.info.nih.gov/ij/), which is a convenient way
increasing colour contrast. In this study, additive colour mixture technique is
investigated to segment lesions of brain PET images.

2.1 Image Colouring

When an image displayed on a computer monitor, one pixel (or voxel in 3D form)
can be represented using Red (R), Green (G), Blue (B) colours. For example, in
an 8-bits monitor, the intensity range for each colour is 0-255. If all of R, G, and
B values are the same for a pixel, this pixel is presented in grey colour, arriving
at the intensity value being the average of the sum of these three colour values.
As such, other colours can be achieved by the proper mixture of these three
primary colours. For example, a yellow pixel can be achieved by the mixture of
R, G, and B where B=0, R>0 and G>0, whilst the combination of B>0, R>0
and G=0 will produce a purple colour.

If a 2D brain image with a lesion is represented as I and its reflected image
with reference of its middle line as IR (a flip over image), I and IR can then be
expressed as

I = IL + IO (1)

IR = IRL + IRO (2)

where L represents lesions in the image, whilst O the rest (other) part of the
image. If I is coloured as red as R(I), and IR green and blue and are represented
as G(IR) and B(IR) respectively, then

R(I) + G(IR) + B(IR)

⇒ R(IL + IO) + G(IRL + IRO ) + B(IRL + IRO )
⇒ R(IL) + R(IO) + G(IRL) + G(IRO ) + B(IRL) + B(IRO )
⇒ R(IL) + Cyan(IRL) + Grey(IO)(3)

(3)

Since a brain image is symmetrical with reference to the middle line (to be
discussed below), apart from the lesion part, the rest of brain is more or less the
same as its reflected counterparts, resulting IO = IRO. Therefore the mixture of
red, green and blue for the non-lesion pixel would produce grey colour. Similarly
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Fig. 1. The procedure of additive colour mixture. From left to right: a). original image,
b). reflection of (a), c). (a) in red, d). (b) in green, e). (b) in blue, f). (c) + (d) + (e).

the adding of green and blue colour for the reflected lesion region would produce
a region with cyan colour. Fig. 1 illustrates the procedure of Eq. (3). The final
colour image only contains two colours of red and cyan with one colour associated
to the reflected lesion region, i.e., a false region. It is therefore helpful to get rid of
that colour first before delineation of lesion boundary. In Fig. 1, the false lesion
region is in cyan colour. In order to use meaningful colour attributes instead
of RGB space, HSI space is applied in this study to calculate hue, saturation,
and intensity values of each pixel. As there are only two hues in the image, it is
the saturation attribute that contributes more in processing the image, which is
calculated as Eq.(4) [14].

H = arccos
(R−G)+(R−B)

2√
(R − G)2 + (R − B)(G − B)

(4)

where H=360o-H. If (B/I)>(G/I)

S = 1 − 3min(R, G, B)
R + G + B

(5)

I =
R + G + B

3
(6)

The elimination of cyan colour can then be performed using hue attribute alone.
In order to get rid of some red colour that is very close to grey colour, i.e.,
the background, saturation can be added to the process in addition to hue. For
example, the images in Fig. 1 apply 10% saturation as threshold, i.e., any pixel
with less than 10% saturation will be classified as grey colour. It should be noted
that the threshold varies according to the tracers applied administrated to the
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subject, which giving rise to different appearances of PET images and resulting
in different thresholds of saturation.

Once an image has only one colour left, a simplified k-mean clustering method
is utilised to cluster the lesion region. First, the image is divided into four equal
sub-regions (more sub-regions can be generated according to the need). Then
the centre of the red colours will be worked out, from which, colour clustering is
performed. Then the boundary is delineated using a circular cylinder co-ordinate
system with origin located at the centre of the lesion region. When the angle
coordinate rotates from 0o to 360o, the radius reached to the edge of the lesion
region.

2.2 Locating Middle Line

The success of the above approach depends in some ways on the correctly located
symmetrical line of the brain , so that the reflection image with reference to this
symmetrical line is similar to the original image apart from the lesion regions.

There are two coordination systems when defining a 3D brain. The ideal head
co-ordinate system is defined as centred in the brain with positive X0, Y 0, Z0
axes pointing in the right, anterior and superior direction respectively [15]. With
respect to this co-ordinate system, the bilateral symmetry plane of the brain
is defined as the plane X0 = 0, passing through the nose. This plane is often
referred to as the mid-sagittal plane of the brain. It is expected that a set of axial
(coronal) slices is cut perpendicular to the Z0 (Y 0) axis, and the intersection of
each slice with the bilateral symmetry plane appears as a vertical line on the slice
[16]. In clinical practice however, a working co-ordinate system XYZ is applied.
X and Y are oriented along the rows and columns of each image slice, and Z is
the actual axis of the scan. The orientation of the working co-ordinate system
differs from the ideal co-ordinate system by three rotation angles, pitch, roll and
yaw, and three translation differences, �X0, �Y0, and �Z0, respectively.

For each sagittal slice of brain PET image, its left pattern is symmetrical or
similar to its right pattern around middle symmetrical line. Hence, its reflection
image is similar to the original one. The cross-correction between the original one
and the reflected (and rotated) one can then be calculated. The biggest cross-
correction (CC) value should be achieved when the corrected rotation angle (θj)
and translation (ck) distance are located using Eq. (7).

CC(ck, θj) = max(max(XCorr(Si, rot(2θ, ref(Si, ck)))) (7)

where CC is the cross-correlation value, θj the yaw angle, and ck the symmetrical
line on the 2D slice Si. Whlist ref (Si,ck) refers to the reflected image of Si with
reference of line at ck, and rot represents rotation. When an image rotates θ
degrees, its reflected image rotates 2θ with reference to the original image.

3 Results

Table 1 lists the images studied in this research. One hundred and one slices of 2D
images with head injuries and tumors from 9 subjects are collected to evaluate
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Table 1. The images used in this study with visible lesions (Ls) head injury (HI) and
tumour (T)

ID Diagnisis No slices L’ed slices Multi-Ls No detected Ls
1 HI 35 10 10
2 HI 35 5 5
3 HI 70 19 17
4 HI 35 7 7
5 HI 70 24 yes 22
6 HI 70 8 8
7 HI 70 8 8
8 T 69 5 yes 5
9 T 69 15 15

Total 523 101 97

this approach. Although subject number 7 in Table 1 has images with 5 tracers
i.e., FDG2D, FDG3D, O15CO2D, O15CO3D, O15water3D, only images with
tracer of O15water3D have visible lesions and are included in the study. Similar
cases applied to the other subjects. The tumor data are with 18F-FLT (3−-
Deoxy-3−-18F-fluorothymidine) tracer and are used to study cell proliferation,
during which ten subjects are recruited in the 18F -FLT study with two normal
subjects as control. Again, only two sets of data are visible and used in our study.
Experimental results show that all the lesions are correctly delineated using
colouring approach. Figure 2 shows the delineation results for some images with
different tracers in-take, showing the appearance of images appears differently.
These images have been aligned correctly, i.e., the symmetrical line is in the
middle with 0o rotation. Due to the movement of subject, some images are
not aligned around the central line. Finding the symmetrical line is then to be
performed first as shown in Fig. 3.

Since the edges are delineated using cylinder co-ordinate systems with the
scanning line starting from the lesion centre and going from 0o to 360o, some
edges may look zigzagged, which is however can be overcome using a smoothing
algorithm. After the lesion has been delineated on the rotated and translated
image, the delineation of lesions from the original images can then be performed
by adding cropping distance and then rotating back the rotated degrees (-θ)
obtained during middle line finding.

4 Comparisons

Comparison with two other popular algorithms are made. The first one is
Bayesian algorithm and the other is geodesic active contour approach. The
Bayesians classifier applied in this research is illustrated in Eq.(8).

di(x̄) = lnP (Ci) −
1
2
((x̄ − m̄i)

T
Ci

−1(x̄ − m̄i)) (8)
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Fig. 2. Delineation results for images. The left column shows the original images, the
middle column the images with lesions in red colour, and the right column the lesions
with delineated boundary.

Fig. 3. The steps to from finding symmetrical line to delineating lesion boundary. Top
row: (left) original image, (middle) its rotated image with middle line, (right) cropped
image from middle. Bottom row: (left) images with coloured lesion region, (middle)
edge delineation of lesion region, (right) edge delineation on the original image based
on the middle image.
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where P(Ci) is the probability of occurrence of class Ci, i = 1, 2, ..., N, x̄ the
sample pattern, m̄i the mean of x̄ from Ci, and di the decision function. For
example, if a pixel is represented as x̄, and di(x̄) > dj(x̄), then x̄ belongs to
class Ci class (e.g., background) rather than Cj (lesions). Sometimes, a error
threshold ε is introduced to the Eq. (8) so that if x̄∈Ci, then

di(x̄) > dj(x̄) + ε (9)

The second approach studied in this research is geodesic active contour [4],
an expansion of snake contour algorithm. To delineate a lesion from 2D PET
images, where the lesion corresponds to a region whose pixels are of different grey
level intensity, the geodesic contour evolves to the desired boundary according
to intrinsic geometry measures of the image. When a user provided an initial
guess of the contour (seed), the contour propagates inward or outward in the
normal direction driven toward the desired boundaries by image-driven forces.
The initial contour should be placed inside the lesions. The final contour is
extracted when the evolution stopped. The front contour evolves according to

Ct = g(I)((1 − εk)N̄) − (∇g · N̄)N̄ (10)

where level set equation takes form of Eq.(10) to detect boundaries with high
differences in their gradient values, as well as small gaps.

φt + gI(1 − εk)|∇φ| − β∇P · ∇φ = 0 (11)

where
gI(x, y) =

1
1 + |∇(Gσ ∗ I(x, y)| (12)

which shows that the image I(x,y) convolves with a Gaussian smoothing filter
Gσ whose characteristic width is σ. And

P (x, y) = −|∇(Gσ ∗ I(x, y)| (13)

which attracts the surface to the edges in the image. Whlist coefficient β in Eq.
(11) controls the strength of this attraction. Figure 4 illustrates some comparison
results.

On the surface, Fig. 4 shows the delineation results are very much comparable
between these three methods. However, for Bayesian approach, the training sets
of data will be needed in order to get accurate results, which is not always
easy. Different tracers give different appearances of PET images, leading to the
requirement of different sets of training data. User intervention will therefore
be needed. In Fig. 4, 3rd row, the black dots in the right image represents
edges of the lesion detected using Bayesian classifier, whilst the white dots the
smoothed edge combining the edges of both lesion and the brain. For the data in
Table 1, 96% lesions have been delineated accurately using Bayesian classifier,
the remaining 4% being the cases with very confuing boundary between lesions
and the image background.
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Fig. 4. Comparison results of delineation of lesion using 3 approaches. From top to
bottom: original image, the method proposed in the paper, Bayesian classifier, and
geodesic active contour.

As for geodesic active contour approach, seed point is needed from users. Due
to the heavy calculation involved, this approach takes much longer than the
other two methods (up to a few minutes sometimes). in Fig. 4. Although 100%
successful rate has been achieved for delineation of the data given in Table 1,
sometimes, the arrived contour is not always the desired boundary.

5 Conclusion and Discussion

In this study, three methods have been studied and compared for lesion de-
lineation, including additive colour mixture, Bayesian classifier, and geodesic
contour approaches. Each method has its own pros and cons. Overall, additive
colour mixture, or colouring, approach appears to be better in terms of robust,
speed, and automation. However, the colouring method has its own limitations.
It only applies to the images with symmetry, by which colour adding can then
be applied. For any other images without symmetry, the colour additive mix-
ture can also utilised as long as there is a template available where the image of
interest is registered to spatially.

Acknowledgments. This work is part of TIME (Tele-imaging in Medicine)
project funded by European Commission under Asia ICT programme.
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Abstract. Knowledge Based Imaging is suggested as a method to distin-
guish blood from tissue signal in transthoracial echocardiography. Para-
metric model for the autocorrelation functions for turbulent blood flow
and slowly moving tissue are augmented for in this paper. The model
also includes the presence of stationary clutter noise and system white
noise. Knowledge Based Imaging utilizes the maximum likelihood func-
tion to classify blood and tissue signal. In amplitude imaging blood and
tissue are separated by their difference in signal powers. This effect is also
present in Knowledge Based Imaging. In addition, this method utilizes
the fact that blood flow is turbulent and moves faster than tissue. Some
images of Knowledge Based Imaging with different parameter settings are
visually compared with Second-Harmonic Imaging, Fundamental Imag-
ing and Bandwidth Imaging [1].

1 Introduction

The state of art echocardiographic modes for defining endocardium of left ven-
tricle of the human heart are; Fundamental Imaging, Second-Harmonic Imaging
and Left Ventricle Opacification. These methods distinguish blood signal from
tissue signal by their differences in power [2].

Alternatively, Doppler signal from blood flow differs from tissue motion, since
it is less coherent with depth. In Power Doppler, blood is distinguished from tis-
sue signal by the power of the highpass filtered Doppler signal. Here a packetsize
of above 6 is required to achieve the desired filter characteristics [3].

In paper [1], Bandwidth Imaging was introduced and the experiment indicated
that tissue and blood could be distinguished with a packetsize as small as 3. The
small packetsize enables a resolution that is interesting for endocardial border
definition. In this paper, we seek to discuss the potential of Knowledge Based
Imaging, where the pulse strategy of the optimized Bandwidth Imaging method
is taken as a starting point.

In section2 a parametric models for signal from blood and tissue are out-
lined and Knowledge Based Imaging is defined. In section 3, some premature
Knowlege based Images with different parameter settings are compared with a
Fundamental Image, a Bandwidth Imaging and a Second-Harmonic Image.
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2 Signal Model and Definition of Knowledge Based
Imaging

Torp et. al. [4] introduced a parametric model for the autocorrelation functions
in regions with rectilinear flow, under the assumption that signal is a complex
Gaussian process. In this section, this model is expanded to yield turbulent flow
as well. The signal model is also further expanded to include additive white
noise and clutter noise in a similar manner as in Heimdal et. al. [5]. This is
the theoretical framework for defining, instrumenting and discussing Knowledge
Based Imaging and Bandwidth Imaging.

2.1 Parametric Model for the Autocorrelation Function of Signal
from Blood and Tissue

As mentioned above the signal model of [4] is used. Here the authors assume
a random continuum model for blood scattering [6]. The spatial fluctuation in
mass density and compressibility, which determine the incoherent part of the
scattering, is assumed proportional to the fluctuation of blood cell concentration
nb(r, t), where r is position and t is time. Here, nb(r, t) is a zero mean random
process. For a short correlation in space, for a fixed time and neglecting diffusion,
the autocorrelation function of nb(r, t) is approximated in [6] by

< nb(r, t), nb(r + ξ, t + τ) > = Υ(r, t) δ(ξ − ζ(r, t, τ))

Υ(r, t) =
var(nb(r)) · ΔV

ΔV

(1)

where ζ(r, t, τ) is the displacement of the fluid element in position r during the
time interval t to t + τ . The function Υ(r, t) is the variance per unit volume in
numbers of blood cells inside a small volume ΔV , and this quantity is propor-
tional to the backscattering coefficient in blood.

Assuming a Gaussian shaped beam profile and a rectangular shaped receiver
filter impulse response, the authors outline an expression for the expected value
of the two dimensional autocorrelation function for any time and radial lag. In
general it is necessary to assume rectilinear flow, but in the case of no radial lag,
this assumption has to be valid inside only one range cell. The expected value
of the autocorrelation function with only time lag for an electronically steered
probe is

r(m) = r(0)β(m)ei 2 m k v1 T

β(m) = e
− 3

2 m2
�
( v1 T

L )2
+
�

v2 T
Θ1

�2
+
�

v3 T
Θ2

�2
� (2)

according to [4]. Here the respective velocity components are v1, v2, v3. Further,
L is pulse length, and Θ1 and Θ2 are the lateral and elevation resolutions corre-
sponding to -3.25 dB opening angle. The repetition time is T and k is the wave
number, which is equal to 2π divided by the wavelength. This model yields for
laminar flow. Moreover, flow in left ventricle is turbulent [7], and in the next
subsection this model is expanded to yield for turbulent flow as well.
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2.2 Model for Turbulent Blood Flow

For turbulent flow we assume that the autocorrelation function for nb(r, t) is

<nb(r, t), nb(r+ξ, t+τ) >=Υ(r, t)
1

(2π)
3
2 σ1σ2σ3

e
− 1

2

�
(ξ1−ζ1)2

σ2
1

+ (ξ2−ζ2)2

σ2
2

+ (ξ3−ζ3)2

σ2
3

�

(3)
where ζ1, ζ2 and ζ3 are mean displacements and σ1, σ2 and σ3 are standard
deviations of displacements. Here we assume a Gaussian shaped velocity profile
to describe turbulent flow. With this extra assumption, the development of the
expected value of the autocorrelation function r(m) can follow the same path as
in paper [4]. The difference is to multiply r(m) with the Gaussian probability
density function of velocities and integrate over all velocities.

r(m) = r(0)
∫ inf

−inf

∂vx, ∂vy ∂vzβ(m) ei 2 m k v1T e
− 1

2

�
(vx−v1)2

σ2
1

+ (vy−v2)2

σ2
2

+ (vz−v3)2

σ2
3

�

(4)
Here σ1, σ2 and σ3 are redefined as the standard deviations of the velocity
components. Further, v1, v2 and v3 refer to the means of the velocity components.
Integrating this gives

r(m) = r(0)β̂(m)α̂(m) e
i 2 m k v1 T

a1 where

α̂(m) = e
− 2 m2 k2 T2 σ2

1
a2
1 , β̂(m) =

1
a1 a2 a3

e
− 3

2 m2
��

v1 T
L a1

�2
+
�

v2 T
Θ1 a2

�2
+
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v3 T
Θ2 a3
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�
,

a1 =

√
3m2 σ2

1 T 2

L2 + 1, a2 =

√
3m2 σ2

2 T 2

Θ2
1

+ 1 and a3 =

√
3m2 σ2

3 T 2

Θ2
2

+ 1

(5)

The coefficients a1, a2 and a3 are close to one when σ1T is small compared to L,
σ2T is small compared to θ1 and σ3T is small compared to θ2. Therefore ˆβ(m)
is close to β(m). A simplified model for turbulent flow is therefore

r(m) = r(0)β(m)α(m) ei 2 m k v1 T where α(m) = e−2 m2 k2 T 2 σ2
1 (6)

The effect of turbulence is covered in the α(m) parameter, which is a function
of the radial velocity distribution alone.

2.3 Model Including White Noise and Clutter Noise

Signal is assumed to be described by three components in Heimdal’s model [5].
These three components are the signal from the range cell, additive white noise
with power σ2

n and DC clutter noise from stationary echo with power σ2
c . We
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assume the same, and the autocorrelation estimate for blood rb(m) and for tissue
rt(m) is modeled as:

rb(0) = σ2
b + σ2

c + σ2
n

rb(1) = σ2
b β(1)α(1) ei 2 k v1 T + σ2

c

rb(2) = σ2
b β(2)α(2) ei 8 k v1 T + σ2

c

rt(0) = σ2
t + σ2

c + σ2
n

rt(1) = σ2
t β(1) ei 2 k v1 T + σ2

c

rt(2) = σ2
t β(2) ei 8 k v1 T + σ2

c

(7)

Notice that the power terms of white noise are zero for rb(1), rt(1), rb(2)
and rt(2). This is because white noise from different shots are uncorrelated.
Transversing velocities are neglected in the tissue model and taken into account
by the turbulent parameter in the blood model.

The probability density function for a signal z in blood is Pb and the proba-
bility density function for a signal z in tissue Pt is

Pb(z|σb, σc, σn, vb, σvb
) =

1
πN |Cb| ez̄ C−1

b z

Pt(z|σt, σc, σn, vt) =
1

πN |Ct|
ez̄ C−1

t z
(8)

where vb and vt are the radial velocity components in blood and tissue and σvb

is the standard deviation of the velocity profile inside one range cell in blood.
Here Cb and Ct are:

Cb =

⎡
⎣ rb(0) rb(1) rb(2)

rb(1) rb(0) rb(1)
rb(2) rb(1) rb(0)

⎤
⎦ Ct =

⎡
⎣ rt(0) rt(1) rt(2)

rt(1) rt(0) rt(1)
rt(2) rt(1) rt(0)

⎤
⎦ (9)

In general the parameters defining Pb and Pt are not known. If their distributions
are known then

Pb(z)=
∫ inf

− inf
dσb, dσc, dσn, dvb, dσvb

Pb(z|σb, σc, σn, vb, σvb
)Pσb

Pσc Pσn Pvb
Pσvb

Pt(z)=
∫ inf

− inf
dσt, dσc, dσn, dvt, Pt(z|σt, σc, σn, vt)Pσt Pσc Pσn Pvt

(10)

where Pσb
Pσc Pσn Pvb

Pσvb
Pσt and Pvt are the probability density functions for

the σb, σc, σn, vb, σvb
, σt and vt. In practice, these probability density functions

can potentially be found from a priory knowledge, estimation or experimental
trial and error.

2.4 Knowledge Based Imaging

The echocardiographic mode Knowledge Based Imaging index is proposed as

Knowledge Based Imaging index = 20 · log10

[
ln

(
Pt(z) + Pb(z)

Pb(z)

)]
(11)
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Here z is the measured complex signal vector with length equal to packet size.
Knowledge Based Imaging is basically a histogram manipulated version of the
maximum likelihood ratio of a signal sample. The maximum likelihood ratio is
Pt(z)/Pb(z), and this is described in Van Trees [8].

The histogram manipulation can be argued for in the following way: The
expression (Pt(z) + Pb(z))/Pt(z) is close to 1 when Pt(z) is dominating, equal
to 2 when Pt(z) = Pb(z) and approaches infinity when Pb(z) is dominating. The
natural logarithm of this becomes a number between zero and infinity. Notice
that this number is dominated by the difference of the exponents in equation (8).
These exponents are dominated by the power of the signal, and this motivates
for the final log compression. This histogram becomes reasonably uniform.

Another interesting method is the generalized likelihood ratio test that is also
described in Van Trees. In the case of Knowledge Based Imaging, this is the
same as calculating Knowledge Based Imaging from equation (11), where Pt(z)
and Pb(z) are substituted with P̂t(z) and P̂b(z);

P̂b(z) =max
Rb

(Pb(z|σb, σc, σn, vb, σvb
)) where (σb, σc, σn, vb, σvb

) ε Rb

P̂t(z) =max
Rt

(Pt(z|σt, σc, σn, vt)) where (σt, σc, σn, vt) ε Rt

(12)

Obviously, Knowledge Based Imaging requires definition of parameter space in
tissue Rt and blood Rb. In this manuscript, this is done by defining the upper
and lower limits of the parameters. This is hereby referred to as Knowledge
Based Imaging with box constraints.

2.5 Fundamental Imaging

In the computer simulation, Fundamental Imaging index is defined as

Fundamental Imaging index = 20 log10(r(0))where r(m)=
1

3 − m

3−m−1∑
n=0

znzn+m

(13)
Note that no highpass filter is used prior to Fundamental Imaging calculation.

2.6 Bandwidth Imaging

In paper [1] Bandwidth Imaging index is defined as

Bandwidth Imaging index =
|r(1)|
r(0)

(14)

and prior to the autocorrelation estimate the signal is filtered with this 2-tap
Finite Impulse Response filter

x1 = z2 −
(

1 − 10−
AF
20

)
z1

x2 = z3 −
(

1 − 10−
AF
20

)
z2

(15)

where AF is the attenuation factor at zero frequency.
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Table 1. Parameters related to the transducer for Fundamental Imaging, Bandwidth
Imaging, Knowledge Based Imaging and Second-Harmonic Imaging

Parameter
Fundamental Imaging
Bandwidth Imaging

Knowledge Based Imaging
Second-Harmonic Imaging

Center frequency trans./rec. 2.5/2.5 MHz 1.7/3.4 MHz
Pulse repetition frequency 3.75 kHz 4.25 kHz
Multi-Line Acquisition 4 2
Packetsize 3 1
Radial resolution 6.67 · 10−4 m 4.6 · 10−4 m
Aperture 1.8 × 2.0 · 10−4 m2 2.2 × 2.0 · 10−4 m2

Depth 0.15 m 0.15 m
Focal point (single) 0.15 m 0.09 m
Framerate 44 44
Number of beams 127 193

2.7 Pulse Strategy

The pulse strategy of Bandwidth Imaging, Knowledge Based Imaging and Fun-
damental Imaging is given in Table 1. The center frequency for Bandwidth Imag-
ing, Knowledge Based Imaging and Fundamental Imaging is a trade off between
resolution and penetration and is set to 2.5 MHz. The pulse length (0.7 mm) is
chosen as a trade off between radial resolution and sensitivity. The pulse repe-
tition frequency is set to 3750, as a trade off between reverberation noise from
earlier shots and transit time effects in tissue. The transit time effect is the effect
of decorrelation of signal due to movement of scatterers in the range cell. The
packet size is 3, which is the lowest possible for calculating Bandwidth Imaging
with the filter given by equation (15).

3 Discussion of Instrumentation of Knowledge Based
Imaging

The strategy for implementation of Knowledge Based Imaging is to use the pulse
strategy of Table 1 on a scanner (Vivid 7, GE Vingmed Ultrasound AS (Horten)).
If we use the generalized maximum likelihood definition of Knowledge Based
Imaging with box constraints, there are 14 parameters to adjust. These are the
upper and lower limits of σt,σb,σc,σn,vt,vb and σvb

. This section contains some
examples of instrumentation of Knowledge Based Imaging with box constraints.
In this case, the box constraints can be tuned so Knowledge Based Imaging can
look similar to both Bandwidth Imaging and Fundamental Imaging.

Knowledge Based Imaging at one range cell is calculated in this way: A five
dimensional array of values of σb, σc, σn, vb and σvb

is created and limited by
the box constraints. Next, all Pb(z) are calculated and the maximum value de-
termined. A similar path is followed to calculate maximum of Pt(z). Finally,
Knowledge Based Imaging is calculated by equation (11).

Fig. 1 shows six four-chamber view images of a healthy mature male with dif-
ferent echocardiographic modes. Fig. 1(a), 1(b) and 1(c) show Second-Harmonic
Imaging, Fundamental Imaging and Bandwidth Imaging, respectively.
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(a) Second-Harmonic (b) Fundamental Image (c) Bandwidth Image

(d) KBI 1 (e) KBI 2 (f) KBI 3

Fig. 1. Four-chamber views of a healthy heart with different imaging modes. Fig. 1(a),
1(b) and 1(c) show Second-Harmonic Image, Fundamental Image and Bandwidth Im-
age, respectively. In Fig. 1(e) Knowledge Based Imaging is adjusted so that blood and
tissue signal are separated by their differences in power. This image (KBI 2) is therefore
similar to Fig. 1(b). In Fig. 1(f) (KBI 3) parameters are adjusted so that blood and
tissue signal are separated by their differences in velocities and turbulence parameters.
This image is therefore similar to Fig. 1(c). Fig. 1(d) (KBI 1) shows a Knowledge Based
Image, which is a combination of the parameter settings of KBI 2 and KBI 3.

Fig. 1(d), 1(e) and 1(f) show three variants of Knowledge Based Imaging. In
these images, σn is set to increase from 10 dB to 20 dB downward in the image.
In Fig. 1(e) KBI 2 is shown. Here, vb and vt are set at 7 steps between - 1 to
1 m/s. Here, σvb

and σc are both set to zero. The only parameters separating
P̂t(z) and P̂b(z), are σb and σt. These are given at 3 equally spaced steps from
50 to 100 dB in blood and 120 to 150 dB in tissue. We see that the KBI 2 is
similar to Fundamental Imaging. They are related in the way that they both
separate blood from tissue signal by their difference in power.

KBI 3 is shown in Fig. 1(f). Here there is no separation by power at all and
σb and σt are set in three steps between 40 to 140 dB. The separation between
blood and tissue signal is by velocity and velocity distribution. Here, vb is set at
seven steps between - 1 to 1 m/s. Further, the magnitude of velocity in tissue
vt is limited by 0.013 m/s in the apical region, and this magnitude is increased
linearly to 0.13 m/s at 15 cm depth. This is because the radial velocities in
myocardium are higher in the atrial ventricular plane region, than closer to
apex. Moreover, the turbulence parameter σvb

is set to 0.12 m/s. It is important
to mention that the image is enhanced by setting this parameter. Also the clutter
parameter is set. The clutter parameter is set to decrease linearly downward in
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the image from 140 to 80 dB. The net effect of setting this parameter is similar
to clutter filtering in Bandwidth Imaging. It is interesting that KBI 3 becomes
similar to Bandwidth Imaging. The fact that Knowledge Based Imaging can be
adjusted between the two extremes that look similar to Fundamental Imaging
and Bandwidth Imaging, indicates that Knowledge Based Imaging can be used
to find an optimal imaging method that compromises these two extremes.

KBI 1 is shown in Fig. 1(d). KBI 1 is a mixture of these two extreme ways
of setting parameters of Knowledge Based Imaging. Here the velocity, velocity
distributions and clutter parameter are the same as for KBI 3 and the power
settings are the same as for KBI 2. This gives hope for finding an optimized
imaging setup of Knowledge Based Imaging that balances the advantages of
Bandwidth Imaging and Fundamental Imaging.

4 Conclusion

Knowledge Based Imaging is proposed as a Doppler-based method to distinguish
left-ventricular blood pool from myocardial wall in echocardiographic images. A
few images of Knowledge Based Imaging are supplied in this paper, showing that
Knowledge Based Imaging can be adjusted to look similar to both Fundamental
Imaging and Bandwidth Imaging.

Finally, we acknowledge that more optimization and research are needed for a
clinical valuable implementation of Knowledge Based Imaging. First, the imple-
mentation should be real time, and the challenges here are the maximizations in
equation (12) or integrations in equation (10). In the case of maximisations in
equation (12), the maximizations could be done by a Preconditioned Conjugate
Gradient Method.

Second, the box constraints of Knowledge Based Imaging have to be set every-
where in the image. To some degree they could be found. The level of white noise
could be measured, while the transmitter is turned off. The velocity and turbu-
lence parameters in tissue and blood could be found from a priory knowledge.
Further, the signal characteristic could potentially be estimated by for instance
a Levenberg-Marquardt method with box constraints [9]. Also, the potential of
manual adjustment of parameters may also be investigated.
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Abstract. Attenuation (scattering and absorption) of gamma photons in the 
patient’s body is one of the major limitations among the others in single photon 
emission computed tomography (SPECT). It reduces quantitative accuracy of 
measured radioactivity concentration and causes hot rim artifacts in 
reconstructed images if not corrected for. A variety of approximate attenuation 
correction methods has been developed or proposed by various groups to date, 
but all methods have some limitations. In this paper two attenuation correction 
methods have been investigated and compared. Data are acquired with both the 
collimators either LEGP or LEHR by scanning R. A. Carlson cylindrical 
phantom over 360o with an acrylic block of holes simulating hot regions of 
various sizes at different locations with respect to the walls of the phantom, 
which was filled with water and Tc-99m solution was uniformly distributed. 
Results show that the Chang’s attenuation correction method works better as 
compared to the Sorenson’s method in terms of the linearity in measured counts 
in hot regions. However, Chang’s method is sensitive with linear attenuation 
coefficient values and also gives higher standard deviation values particularly in 
smaller hot regions count density – with LEHR collimator data - compared to 
the Sorenson’s method.  

Keywords: Attenuation correction, SPECT, Nuclear medicine. 

1   Introduction 

Accurate quantitative analysis of SPECT images is desired for a number of clinical 
studies. This can be accomplished to some extent by correcting the data for 
attenuation (absorption and scattering) of gamma photons within the patient’s body 
[1 – 4]. There exists a number of such approximate attenuation correction techniques 
which are categorized into pre-processing, iterative techniques and post-processing. 
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Pre-processing techniques are based on the simple assumption that linear 
attenuation coefficient is uniform within the object boundaries (considered known) 
and can be easily implemented with filtered back projection reconstruction [5]. These 
techniques can reduce image distortion (hot rim artifacts) but does not give accurate 
quantification of radioactivity uptake, particularly for non-uniform absorbing media 
[6]. These procedures make correction to raw projection data before reconstruction. 
This is the preferred approach because correcting the data before formation of the 
image allows errors in the subsequent image to be reduced. These attenuation 
correction approaches consider a constant attenuation coefficient throughout the 
material within the object contour. Therefore they can be used for head and abdomen 
regions, where most body constituents are soft tissue types with similar attenuation 
coefficients [7].  

Iterative processing techniques compensate for attenuation during reconstruction. 
These procedures require an extra term in the reconstruction algorithm in order to 
implement the compensation for gamma photon attenuation. They have been 
incorporated in both filtered back projection reconstruction algorithms [8] and 
iterative algorithms [6]. In the case of filtered back projection implementation, a 
constant linear attenuation coefficient is assumed, while with iterative algorithms a 
variable attenuation coefficient can be employed provided that the mapping of the 
linear attenuation coefficient within the object is known. One approach is via a 
modified version of ART algorithm, in which an additional factor representing the 
attenuation is incorporated into the calculations of the projections. The distribution of 
linear attenuation coefficient can be either assumed to be constant, or if an accurate 
linear attenuation map of the object is available from a transmission scan, for 
example, then spatially varying linear attenuation coefficient can be accommodated 
[9-13]. In these, a separate transmission image of the object is acquired before an 
emission scan. The limitations of measurements are that the imaging time is increased 
and that there is a possibility of miss-registration between transmission and emission 
scans due to patient movement [12]. These techniques provide more satisfactorily 
quantitative results. However, generally, iterative techniques have the disadvantage of 
longer computational times. 

Post-processing attenuation correction techniques have been proposed by [14-16]. 
Chang’s [14] approach considers a constant attenuation coefficient and requires prior 
knowledge of the edge of the object. For this attenuation compensation method, an image is 
first reconstructed without attenuation correction by using filtered back projection image 
reconstruction algorithm and a correction matrix is generated by the formula 

∑ =
−

= M

i ilM

yxC
1

)exp(1
1

),(
θμ

                                       (1) 

Where M is the number of projections, lθi is the attenuation distance between point 
(x,y) and the boundary of the object for θi . 

To achieve a first order attenuation corrected image, the uncorrected image is 
(point) divided by the correction matrix. For better results, new projection data are 
calculated from the first order attenuation corrected image including an attenuation 
term, i.e. 
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Where N is the number of pixels that contributes to the projection and lij is the length 
of intersection of the ray-sum with the attenuating medium. The error projections are 
then obtained by subtracting the new reprojected data from the original projections. 

perror = poriginal – pcorrected                                                                                   (3) 
 

The second order correction is achieved by adding the corrected error image to the 
first order corrected image and can be repeated if necessary. 

The first order Chang’s attenuation correction in most of SPECT scanning 
situations provides satisfactory results, if the edges of the object are obtained 
accurately; scattered gamma photons are reduced / rejected. However, this method has 
some drawbacks, e.g. its high noise sensitivity, the number of iterations until more 
accurate results are met and the generation of artifacts during processing [17, 18]. 

The Sorenson’s attenuation correction method employs modified projection values, 
which are based upon the geometric mean of two opposing ray-sums and hyperbolic 
sine corrector [19, 20]. This method considers a region of uniform activity 
distribution within a larger absorbing medium of constant attenuation. 

    )sinh(/.. xPPexP ba
x

new =                                        (4) 

Where x = µL/2, Pnew is the modified projection, µ  the attenuation coefficient for 
correction, L the path length through the attenuating medium, Pa and Pb  is one and 
the opposite projection bin values, respectively. 

In this study Chang’s [14] and Sorenson’s [21] techniques are evaluated and 
compared which are commercially available and installed in the system used in this 
study. These attenuation compensation techniques are relatively easy to implement 
and take low computational time. 

2   Methodology 

The data were collected with a Toshiba Gamma camera GCA901A/HG. Both the 
collimators either LEGP or LEHR were used and images were produced by using the 
reconstruction software available with the gamma camera. An acrylic (R A Carlson) 
walled cylindrical phantom was used. The dimensions of the phantom are 21.6 cm 
inner diameter and 17.00 cm in length, and it was filled uniformly with Tc-99m 
solution. Phantom was placed on the patient coach, with axis parallel to the face of 
collimator and in the centre of field of view (FOV) of the gamma camera. An acrylic 
block simulating hot regions in cold back ground with various sizes of hot regions 
was placed in the phantom. Eight pairs of circular holes (in a V shape) are drilled 
through the block, each pair separated by distance equal to the hole diameter (4.7, 5.9, 
7.3, 9.2, 11.4, 14.3, 17.9 and 22.4 mm). In addition a pair of holes 30 mm diameter 
near the edges of the insert (opposite to each other at 180o from the centre of insert) is 
also drilled. 
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A filtered back projection algorithm has been applied with a ramp filter of second 
order Butterworth window having 0.30/cm cut-off frequency. Results were processed 
using commercially available software (Toshiba GCM5500UI). All necessary 
corrections, such as, uniformity and centre of rotation corrections are performed 
before sending the data for image reconstruction. 

3   Results 

3.1   Relative Count Ratio (RCR) in Count Densities of Hot Regions 

An approximate procedure to calculate the relative count ratios (RCR) of hot regions 
of various sizes (30, 22.4, 17.9 and 14.3 mm diameter) located at different positions in 
the phantom was carried out. For the measurement of hot region relative count ratios, 
region of interest (ROI) were drawn within each of hot region and maximum pixel 
counts (relative) were noted (maximum count pixels were averaged for a pair of 
regions of the same diameter). In Tables 1 and 2 results are presented for the 
comparison of relative count ratios. The deeper hot regions relative count ratios were 
compared to the relative count ratios of hot regions located nearer the boundary of the 
phantom insert. The closer the calculated relative count ratio for deeper and more 
superficial hot regions are to their ideal values, the more accurate attenuation 
correction procedure is assumed to be. 

Two attenuation correction methods [14, 21] are evaluated and compared in terms 
of various values of linear attenuation coefficients (0.121, 0.131, 0.141 and 
0.151/cm). Attenuation correction techniques are applied to those data that were 
obtained by using material filter which reduces the influence of scattered gamma 
photons from SPECT projection data [22 – 23]. 

Table 1. Relative count ratio (RCR) in the count densities of hot regions with LEGP collimator 

 

 
Table 2. Relative count ratio (RCR) in the count densities of hot regions with LEHR collimator 
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3.2   Standard Deviation (SD) in Count Densities of Hot Regions 

Tables 3 and 4 shows standard deviation in relative count densities in hot regions (30, 
22.4, 17.9 and 14.3 mm diameter) of reconstructed images located at different 
positions in the phantom, respectively. It was measured from noting the average count 
density within the hot regions by drawing regions of interest (ROI) in each pairs of 
hot region. The standard deviation is calculated by the following formula 

)1(

)( 2
1

−

−
=
∑ =

N

DZ
SD

meani
N
i

                                            (5) 

Dmean is the mean count density / pixel, and measured by using the following equation: 
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Where N represents the number of pixels within a region of interest (ROI) and Zi is 
the number of counts in the ith pixel. 

Table 3. Standard deviation in the count densities of hot regions with LEGP collimator 

 

Table 4. Standard deviation in the count densities of hot regions with LEHR collimator 

 

4   Discussion 

Geometric mean based attenuation correction techniques are largely dependent on the 
body thickness, weakly dependent on the source thickness, and independent of source 
depth. These methods tend to give connecting count density between separated 
radioactive sources in the reconstructed image [7, 24].  
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It is clear in Tables 1 and 2 that, 17.9/30mm relative count ratio is improved by the 
Chang’s method in all cases. At 0.121 and 0.131/cm linear attenuation coefficients there is 
no relative improvement for 22.4/30mm diameter hot region but at 0.141 and 0.151/cm 
values improvement is noticed with the Chang’s method – LEGP collimator. The trend of 
results shows that with all linear attenuation coefficient values, Sorenson’s method gives 
stable relative count ratio results. Moreover, these results indicate the depth dependence of 
the Chang’s method is reduced. Overall with both the collimators improvement in relative 
count ratio with the Chang’s method is achieved. 

It is noted that Chang’s method has higher standard deviation values than 
Sorenson’s method (Tables 3 and 4). With increasing linear attenuation coefficient 
values the standard deviation increases rapidly. This suggests that Chang’s method is 
sensitive to the linear attenuation coefficient values. Sorenson’s method also gives 
higher standard values although much lower than Chang’s method (not in all cases), 
but it isn’t sensitive to varying linear attenuation coefficient values. 

5   Conclusion 

For two different types of collimators, relative count ratio is higher for low energy 
high resolution collimator than low energy general purpose collimator. For the 
standard deviation calculations low energy high resolution collimator shows smaller 
standard deviation compared to low energy general purpose collimator. 

Chang’s method provides relatively more quantitatively accurate results compared 
to Sorenson’s method at the cost of high level standard deviation particularly at higher 
linear attenuation coefficient values. This indicates that Chang’s method is sensitive 
to the choice of this parameter that must be chosen carefully in clinical studies. 
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Abstract. Median filtering is an important approach in digital image processing 
for noise elimination or extraction. The time cost and detection quality of the 
filtering system are two convention measures, depending on the sliding window 
size. In this paper, an improved median filter, Adaptive Sliding Window – 
Simultaneous Deleting and Inserting (ASW-SDI) system, is proposed for 
calcified lesions’ detection in digital mammograms, increasing the quality of 
detection and also reducing the time cost. It changes the size of sliding windows 
adaptively and uses the same pixels in two neighboring windows, deleting and 
inserting a line of pixels in a single array traverse. It is especially appropriate 
for images with a small quantity of large noises and a mass of salt & pepper 
noises. In the breast cancer computer-aided diagnosis experiments, ASW-SDI 
works efficiently in calcified lesion extraction. 

Keywords: median filtering; complexity; adaptive; calcified lesion. 

1   Introduction 

Image processing is an aspect of digital mammography which offers benefits to 
clinicians to aid in both the detection of abnormal features and the diagnosis of 
cancer. Among those abnormal features, calcified lesion detection is of clinical 
significance [1], as the detection rate of calcified lesions in malignant group is much 
higher than that in the benign breast mass group. Most of the calcified lesions belong 
to the micro-calcified type, represented in the breast X-Ray images as a mass of salt 
& pepper noises. In the computer-assisted detection[2,3] process, median filtering, 
wavelet transform, and artificial neural networks are used to pick out these noises[4]. 
Median filtering is mainly used for noise elimination or extraction [6, 7] and is of 
great importance in digital image processing. Time cost and quality[8] are two 
convention measures of it. The traditional algorithm is based on full sorting of pixels 
in the sliding window. At worst, the computational complexity is O(m2n2), where m 
and n are the sliding window’s length and width. The computational complexity 
grows rapidly with the square of sliding window area. With the large image size, 
computational cost is even higher[9]. To improve the quality of noise detection, the 
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sliding window size should be appropriately chosen: if the sliding window area is n = 
2k2+1, noises of area k2+1 or larger are kept, while those of k2 or smaller are erased 
[10].The ASW-SDI system pays attention to both aspects: time cost and quality of 
noise detection. An adaptive sliding window size strategy is used for different  noises’ 
extraction, and in the median filtering process an improved full sorting algorithm is 
devised for time diminishment. 

The rest of this paper is organized as follow: section 2 introduces some related 
works; section 3 describes the architecture of ASW-SDI system; section 4 puts 
forward the Sorting Unit and its simultaneous deleting and inserting algorithm; 
section 5 introduces the Judgment Unit and its adaptive sliding window strategy; 
section 6 introduces the experiment results of breast X-Ray images’ calcified lesions 
extraction as well as the comparison with other techniques; conclusion and future 
works are given in section 7. 

2   Related Work 

Methods for calcified lesion detection[11] and types classification[3] as well as the 
serial analysis of gene expression[12] are paid much attention by researches from 
both computer science and medicine areas. As a classical method for calcified lesion 
detection[4], median filter can be applied to both gray-scale images and color images 
[13]. This paper just focuses on the gray-scale image processing, since each pixel in a 
RGB color image is composed of three components (red, green and blue). Some 
improved algorithms derived from the classical algorithm are categorized into full 
sorting algorithms and non-full sorting algorithms. A full sorting algorithm is 
designed and applied to a Doppler radar information processing system [9]. At worst, 
2mlog2mn comparisons are needed. An improved non-full sorting method is put 
forward by [8], its complexity is O(mn). Adaptive methods are designed by [14], 
which both work on reducing the loss of valid information, and [15] gives out a 
solution on adjusting the sliding window size. Some other parallel solutions suggest 
allocating the computation to distributed computational nodes, such as [6]. Hardware 
implementation is also made, for instance [16].  

The ASW-SDI system guarantees the complexity of O(mn) as the non-full sorting 
algorithm while it completes a full sort and reduces the number of comparisons to 
2log2m+2log2(m-1)+2mn-m in the worst case. In the process of adaptively adjusting 
the size of its sliding window, sorted array information is also used to reduce the time 
cost and improve the quality. 

3   ASW-SDI System 

ASW-SDI system deals with mammograms, in DICOM[17] or JPEG format, 
producing detection results of calcified lesions. The architecture of ASW-SDI is 
shown in Fig.1, including a Sorting Unit and a Judgment Unit. 

When sorting pixels in the current sliding window by the Sorting Unit, a 
simultaneous deleting and inserting algorithm based on the former sorted information 
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Fig. 1. Architecture of the ASW-SDI system 

is used. Results are sent to the Judgment Unit for noise-probability calculation, 
according to which, the sliding window is increased in size or moved to the next 
pixel. For the previous occasion, the simultaneous deleting and inserting algorithm is 
used again to reduce the time cost. This mechanism is especially efficient in the case 
of images with large amount of salt & pepper noises and a sprinkle of larger noises.  

4   The Sorting Unit 

When a sliding window is specified, the Sorting Unit uses the simultaneous deleting 
and inserting algorithm to get the median filtering results, aiming at reducing the time 
cost of sorting. 

4.1   Median Filtering Problem 

The process of median filtering can be represented as follows: a matrix =
BH

A
,
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is used to represent the gray scale values of all the pixels 

in a digital image with the size of H×B. 
For description convenience, the following definitions are given: 

Definition 1: The operation of making median filtering for matrix AH,B is defined as 
),( ,, mnBH WAMF

. The operation of sorting elements in matrix AH,B by a sliding 
window with the size of n×m is defined as Sort(AH,B). The operation of getting the 
median value of array Vn with the length of n is defined as mid(Vn). 
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Definition 2: For operation C, its computation complexity is defined as Comp(C). 
When use traditional algorithms to sort )1,1)(,( −+−+ mjnijiV , for example quick-sort 

algorithm, the number of comparison is ))(( )1,1)(,( −+−+ mjnijiVQuickSortComp , 

nmnm 2log QuickComp(≤  ))( )1,1)(,( −+−+ mjnijiVSort 22mn≤ . Next section will introduce the 

simultaneously deleting and inserting algorithm. 

4.2   Simultaneous Deleting and Inserting Algorithm 

According to formula(1), redundant information exists in neighboring sliding 
windows. Take )1,1(),,( −+−+′ mjnijiA  , )1,2(),,1( −+−+−′ mjnijiA  and )2,1(),1,( −+−+−′ mjnijiA  for 
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)( )1,2(),,1( −+−+− mjnijiVSort has been done when )( )1,2(),,1( −+−+−′ mjnijiASort is accomplished. 

Operation )( )1,1(),,( −+−+′ mjnijiASort  equals to deleting },...,{ 1,1,1 −+−− mjiji aa from the result of 

)( )1,2(),,1( −+−+−′ mjnijiASort and inserting },...,{ 1,1,1 −+−+−+ mjnijni aa  to it. If deleting 

},...,{ 1,1,1 −+−− mjiji aa  and inserting },...,{ 1,1,1 −+−+−+ mjnijni aa  is implemented to result 

of )( )1,2(),,1( −+−+−′ mjnijiASort , even when the fastest quick-sort algorithm is used, the 
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number of comparison is mnm 2log  and number of movements is 
2

*)12( nnmn −−  for 

the worst case. That means 
)))((max( )1,1(),,( −+−+′ mjnijiASortComp mnm 2log= )(log2 mmnm −+  mn2(+ nn *)1−− . 

This paper describes an algorithm which makes the operation of deleting and 
inserting finished in a single traverse of the array, as shown in Fig.2. 

         

sorted array

deleting

inserting

                           

sorted array

deleting

inserting

 

   Fig. 2. Deleting and inserting arrays                     Fig. 3. Deleting and inserting elements 

1) Sort array },...,{ 1,1,1 −+−− mjiji aa (named del-array) and array ,...,{ ,1 jnia −+ }1,1 −+−+ mjnia  

(named insert-array); del-array and insert-array can be got from array 
},...,{ 2,11,1 −+−−− mjiji aa  and array },...,{ 2,11,1 −+−+−−+ mjnijni aa when operation 

)( )2,1(),1,( −+−+−′ mjnijiASort  is accomplished. 

},...,{ 1,1,1 −+−− mjiji aa = −−+−−− },...,{ 2,11,1 mjiji aa }{ 1,1 −− jia + }{ 1,1 −+− mjia ; },...,{ 1,1,1 −+−+−+ mjnijni aa = 

−−+−+−−+ },...,{ 2,11,1 mjnijni aa }{ 1,1 −−+ jnia + }{ 1,1 −+−+ mjnia , as shown in Fig.3. 

2) Let array },...,,{ 110 −nmααα  be the result of )( )1,2(),,1( −+−+−′ mjnijiASort . index_del and 

index_insert are used to indicate the to-be-operated element in array 
},...,{ 1,1,1 −+−− mjiji aa and array },...,{ 1,1,1 −+−+−+ mjnijni aa , index_a’ indicates the element to be 

operated in array },...,,{ 110 −nmααα . iβ  stands for the ith element in the result array of 

)( )1,2(),,1( −+−+−′ mjnijiASort . The algorithm is shown as follow: 

Delete_and_Insert(del, insert, α ) 
;0_;0_;0_ =′== aindexaddindexdelindex  

for i=0 to nm, do 
if aindex ′_α ]_[ addindexadd>  then 

]_[ addindexaddi =β ;index_insert++; i++; 

else if aindex ′_α ]_[ delindexdel=  then index_del++; 

else aindexi ′= _αβ ; index_a’++; i++; 

This algorithm uses historical information to simplify the current sort. Complexity 
analysis is given as below: 

1) Sort del_array and insert_array. Take del_array for example: as array 
},...,{ 2,11,1 −+−−− mjiji aa  has been sorted, the number of comparison for deleting element 

}{ 1,1 −− jia  is log2m for the worst case, and for inserting element }{ 1,1 −+− mjia  is log2(m-1) 

Similarly, when insert_array is being sorted, deleting element }{ 1,1 −−+ jnia  from array 
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},...,{ 2,11,1 −+−+−−+ mjnijni aa  and inserting element }{ 1,1 −+−+ mjnia  need log2m and log2(m-1) 

comparisons. 
2) Delete the sorted del_array from array },...,,{ 110 −nmααα , and at the same time 

insert the sorted insert_array. This process needs 2mn-m comparisons for the greatest 
quantity.  

The sum of the above two parts is the number of comparison needed for this 
algorithm, meaning )))((max( )1,1(),,( −+−+′ mjnijiASortComp = 2log2m+2log2(m-1)+2mn-m. In 

the above analysis, the sliding window size is set as n×m. The next section will 
introduce the Judgment Unit, which uses the adaptive sliding window. 

5   The Judgment Unit 

The Judgment Unit is the kernel component of ASW-SDI system, which adaptively 
changes the size of sliding window, and thus guarantees the effect of noises 
extraction. 

5.1   Sliding Window Size 

The sliding window size affects the results of median filtering. As shown in Fig. 4(a), 
size of the noises are 2×3, 1×1 and 1×1, the median filtering results are as shown in 
Fig. 4(b) and Fig. 4(c). 

 

       

 

       

 

 

               Fig. 4. (a). Image with noises.   (b). Window size 3*3.          (c). Window size 5*5. 

When sliding window size is 3x3, noise is kept partially, while with 5x5 window, 
noise is removed completely. 

5.2   Workflow of the Judgment Unit 

At the initial stage of the Judgment Unit, the size of the sliding window is set to a 
minimal value. The filtering result of the Sorting Unit is sent to the Judgment Unit. The 
principle of the Judgment Unit is: if the number of pixels in the current sliding window 
is larger than a gray-scale value threshold, increase the sliding window size; if it is 
smaller than the threshold, current sliding window’s calculation is ended and the sliding 
window should be moved to the next pixel. The algorithm is shown as below: 

(1) m = Window_min; n = Window_min;  
(2) mnmjnimjni WAMF −+−+−−−−′

(3) if Noise_count( −+−+−−−−′ mjnimjniA ) > 0.5  
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pixel_count( )2/)1(,2/)1(,2/)1(,2/)1(( −+−+−−−−′ mjnimjniA ) and m<Window_max, 

n<Window_max  then m = m+•; n=n+•; Goto (2)  
end if 

Windows_max can be set according to the largest noise’s size to prevent m and n 
from increasing illimitably, ∆ and Ω, which are the increasing step for m and n, can be 
chosen as steady values or increasing values, determined by the idiographic character 
of different images. When the size of large noises is far greater than those salt-pepper 
noises, the growth pattern of ∆ and Ω could be arithmetic growth or exponential; 
while if the discrepancy is not so great, the pattern could be constant or arithmetic 
growth. In the processing of adjusting sliding window size, former sorted information 
can be used to make further decrease of time cost: 

),( ,)2/)1(,2/)1(,2/)1(,2/)1(( mnmjnimjni WAMF −+−+−−−−′ = )( )2/)1(,2/)1(,2/)1(,2/)1(( −+−+−−−− mjnimjniVmid  

Δ−=′ mm , Ω−=′ nn  
)( )2/)1(,2/)1(,2/)1(,2/)1(( −+−+−−−− mjnimjniVSort  = )2/)1(,2/)1(,2/)1(,2/)1((( −′+−′+−′−−′− mjnimjniVSort  

)2/)1(,12/)1(,2/)1(,2/)1(( −+−−′−−−−−+ mjnimjniV   + )2/)1(,2/)1(,2/)1(,12/)1(( −+−+−−+−′+ mjnimjniV  

+ )12/)1(,2/)1(,2/)1(,2/)1(( −−′−−′+−−−′− mjnimjniV  + )2/)1(,2/)1(,12/)1(,2/)1(( −+−′++−′+−′− mjnimjniV ) 

temp1=Delete_and_Insert ( )2/)1(,12/)1(,2/)1(,2/)1(( −+−−′−−−−− mjnimjniV , null, 

)2/)1(,2/)1(,2/)1(,2/)1(( −+−+−−−− mjnimjniV ) 

temp2= Delete_and_Insert ( )2/)1(,2/)1(,2/)1(,12/)1(( −+−+−−+−′+ mjnimjniV , null, temp1) 

temp3= Delete_and_Insert ( )12/)1(,2/)1(,2/)1(,2/)1(( −−′−−′+−−−′− mjnimjniV , null, temp2) 

result= Delete_and_Insert ( )2/)1(,2/)1(,12/)1(,2/)1(( −+−′++−′+−′− mjnimjniV , null, temp3) 

For most of the pixels in current sliding window, the size is of minimal value.  

6   Application in Breast Images’ Calcified Lesions Extraction 

The ASW-SDI is deployed on a breast cancer grid environment and uses medical breast 
X-Ray images to validate its performance. The experiment uses 4 computational nodes 
of the breast cancer grid. The tumor hospital attached to the Shanghai Fudan University 
provides the breast X-Ray images. Calcified lesions can be got by the original image 
minus the result image of the ASW-SDI., as shown in Fig.5. 

 

Fig. 5. Original images and their calcified lesions’ character 
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The validating experiment is organized in two stages: first, it compares the 
improved simultaneous deleting and inserting algorithm with the other two 
algorithms. At the second stage, for a given image, it compares the adaptive sliding 
window strategy with algorithms of different sliding window size. 

6.1   The First Stage 

In the first stage three sorting algorithms are used: classical full sorting algorithm 
(quick-sort), classical non-full sorting algorithm and the simultaneous deleting and 
inserting algorithm. Fig.6-Fig.9 shows their time cost(s) with different sliding window 
size (m=n). 
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Fig. 6. Image of 400×400 pixels                       Fig. 7. Image of 600×600 pixels 
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Fig. 8. Image of 800×800 pixels                 Fig. 9. Image of 1000×1000 pixels 

The time cost of the classical full sorting algorithm increases exponentially as the 
accretion of sliding window area, which means it is almost unavailable when image 
area or sliding window area increase to a certain tolerance. From the experiment, 
conclusions can also be made that the Sorting Unit, using the simultaneous inserting 
and deleting method is superior to the other two algorithms as the sliding window size 
grows larger.  

6.2   The Second Stage 

In the second stage, the same image is used to validate the filtering effect: Fig.10(a). 
shows an enlargement of a breast X-Ray image, the adaptive sliding window and 
sliding window with size 31×31, and 21×21(using simultaneous inserting and deleting 
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algorithm). The median filtering results are shown in Fig.10(b)., Fig.10(c). and Fig. 
10(d).. Window_min is 11 and Window_max is 41, according to the image character. 
Table 1 compares the time cost of these three methods. 

    

Fig. 10.         (b).Adaptive window.       (c). 31×31  .         (d). 21×21. 

Table 1. Time cost comparison 

Sliding window size Calcified lesions Distortion Time cost(s) 
Adaptive 0 46 
31×31 6 78 
21×21 9 51 

A sliding window of size 21×21 distorts 9 calcified lesions, and 31×31 distorts 6 
calcified lesions. The adaptive sliding window strategy gets the best extraction effect 
of 0 distortions and the least time cost. 

7   Conclusion and Future Work 

Median filtering problem has always been a hotspot in the digital image processing 
field, aiming at spending the least time on getting the best effect. For images with a 
large amount of salt & pepper noises and a sprinkling of larger noises, the ASW-SDI 
system, which synthesizes the adaptive sliding window strategy and the simultaneous 
deleting and inserting algorithm, has been proved to be able to get better filtering 
effect with less time cost, both on the theory analysis stage and mammograms’ 
processing validation stage. The ASW-SDI system’s kernel idea is: do not increase 
the sliding window size unless it is necessary, and use as much as former sorted 
information as possible. 
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Abstract. A new estimator, Bandwidth Imaging, related to the band-
width of the ultrasound Doppler signal is proposed as a classification
function of blood and tissue signal in transthoracial echocardiography of
the left ventricle. An in vivo experiment is presented, where the apparent
error rate of Bandwidth Imaging is compared with the apparent error
rate of Second-Harmonic Imaging on 15 healthy men. The apparent error
rates are calculated from the 16 myocardial wall segments defined in [1].
A hypothesis test of Bandwidth Imaging having lower apparent error
rate than Second-Harmonic Imaging is proved for a p-value of 0.94 in 3
segments in end diastole and in 1 segment in end systole. When data was
averaged by a structural element of 5 radial, 3 lateral and 4 temporal
samples the numbers of segments increased to 9 in end diastole and to 6
in end systole. This experiment indicates that Bandwidth Imaging can
supply additional information for automatic border detection routines
on endocardium.

1 Introduction

The ejection fraction is one of the most commonly measured parameters in diag-
nosis and follow up of coronary heart disease, valve decease and heart failure. The
ejection fraction is the ejected volume divided by the maximum volume of the
left ventricle, and measuring ejection fraction involves defining the endocardial
border, either automatically or by manual tracing.

Many approaches have been suggested to solve the endocardium tracking
problem. We mention here briefly; active contour models (snakes) [2] and [3], ac-
tive shape models [4] and [5], region-growing scheme [6] and Hough transform [7].
Common for all these approaches is that they are all applied on Second-Harmonic
Imaging data.

It is an important point, that Bandwidth Imaging is not the same as the
Variance-mode, available on most conventional Color Flow Imaging systems.
The variance estimates are calculated from the bandwidth of the highpass fil-
tered Doppler signal [8] (page 10.20) and these measurements are related to the
accuracy of blood flow measurements.

X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 233–242, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In Bandwidth Imaging contradictory, the Doppler signal is only partially at-
tenuated before the bandwidth estimate. The signal from tissue has therefore a
narrow bandwidth, while signal from blood has broader bandwidth, since this
signal is a mixture of blood signal and clutter noise. Bandwidth Imaging is
therefore used as a classification function.

In Power Doppler the packetsize has to be at least 6 to achieve a useful stop-
band in the highpass filter [9]. However in Bandwidth Imaging, a 2-tap Finite
Impulse Response highpass filter is sufficient and this filter is available with a
packetsize of 3. The temporal resolution is proportional to the packetsize and this
gives an important resolution gain compared to Power Doppler. Further, spatial
resolution and frame rate are increased by using Multi-Line acquisition. Multi-
Line acquisition is reconstruction of multiple scan lines from sparsely transmitted
scan lines. This means that Bandwidth Imaging is available at a temporal and
spatial resolution that is interesting in endocardial border detection. In table 1
in section 2.1 we see that Bandwidth Imaging is available at a frame rate of 44
with 127 beams available per frame.

In order to discuss the usefulness of Bandwidth Imaging, an in vivo experiment
on 15 healthy male is introduced. A similar experiment is suggested by Spencer
et. al. in [10]. Here, the visualization of Second-Harmonic Imaging and Funda-
mental Imaging were rated by expert cardiologists in all myocardial segments
outlined in [1]. However, the visual differences between Bandwidth Imaging and
Second-Harmonic Imaging are more radical than the visual differences between
Fundamental Imaging and Second-Harmonic Imaging. Therefore, a test which is
less dependent on visual perception is introduced in this paper.

2 Bandwidth Imaging

The bandwidth estimator is found to be

B2 = 2−2
|r(1)|
r(0)

where r(m) =
1

N − m

N−m−1∑

n=0

znzn+m for 0 ≤ m ≤ N −1

(1)
in [8] and [11]. Here r(m) is the autocorrelation function zn is the signal. In Band-
width Imaging the packet size N is set to 3. Notice that the signal dependent
part of B2, is dependent on the absolute value of the normalized autocorrelation
function with lag one. For simplicity, the Bandwidth Imaging index is defined
as:

Bandwidth Imaging index =
|r(1)|
r(0)

(2)

Bandwidth Imaging index is therefore high when bandwidth is small and visa
verse. This is because Bandwidth Images should be white in tissue and black in
blood, similar to Second-Harmonic Images.
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The appearance of white noise biases the estimate downward, while clutter
noise biases the estimate upward. To compensate for the effect of clutter noise, a
2-tap Finite Impulse Response highpass filter prior to autocorrelation calculation
is introduced

x1 = z2 − (1 − 10−
AF
20 ) z1

x2 = z3 − (1 − 10−
AF
20 ) z2

(3)

where AF is the attenuation factor at zero frequency in dB. When AF is high the
filter can be regarded as a stationary canceling filter and the transfer function
is given in [11] (page 209). In apical views, the clutter noise level is high in
the near field and the white noise level increases by depth due to depth gain
compensation. We have therefore found it reasonable to let AF decrease linearly
from 40 dB to 15 dB in images from apical views with depth 15 cm.

2.1 Instrumentation of Bandwidth Imaging

The strategy for implementation of Bandwidth Imaging is by trial and error
of various pulse strategies on a scanner (Vivid 7, GE Vingmed Ultrasound AS
(Horten)) . A reasonable pulse strategy for Bandwidth Imaging is given in Table 1.
The pulse strategy for Second-Harmonic Imaging, which is used in section 3, is
shown for comparison.

The center frequency for Bandwidth Imaging is a trade off between lateral
resolution and penetration and is set to 2.5 MHz. The pulse length of 0.7 mm
is chosen as a trade off between radial resolution and sensitivity. The pulse
repetition frequency is set to 3750, as a trade of between reverberation noise
from earlier shots and transit time effects in tissue. The transit time effect is the
effect of decorrelation of signal due to movement of scatterer inside the range
cell. The packet size is 3, which is the lowest possible for calculating Bandwidth
Imaging with the filter given by equation (3).

Note that the pulse length is about 50 % longer in Bandwidth Imaging than
in Second-Harmonic Imaging. Also, Bandwidth Imaging contains approximately
33 % less beams per frame than Second-Harmonic Imaging. This is because the
frame rate of Bandwidth Imaging is equal to the frame rate of Second-Harmonic
Imaging, the packet size is three times higher, the Multi-Line acquisition para-
meter is doubled and pulse repetition frequency is about the same.

The In Quadrature (signal after complex demodulation in the signal chain)
data is recorded and saved to a file for further post-processing in Matlab (The
MathWorks Inc.). In Bandwidth Imaging, signal is highpass filtered by equa-
tion (3) and then calculated by equation (2). Second-Harmonic Imaging is cal-
culated by log compressing the square root of r(0). The images are then scan
converted to get physical scale and histogram equalized to get comparable
contrast.
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Table 1. Parameters related to the transducer for Bandwidth Imaging and Second-
Harmonic Imaging

Parameter Bandwidth Imaging Second-Harmonic Imaging

Center frequency trans./rec. 2.5/2.5 MHz 1.7/3.4 MHz
Pulse Repetition frequency 3.75 kHz 4.25 kHz
Multi-Line Aqusition 4 2
Packetsize 3 1
Radial resolution 6.67 · 10−4 m 4.6 · 10−4 m
Aperture 1.8 × 2.0 · 10−4 m2 2.2 × 2.0 · 10−4 m2

Depth 0.15 m 0.15 m
Focal point (single) 0.15 m 0.09 m
Frame Rate 44 44
Number of beams 127 193

3 Experiment for Comparing Bandwidth Imaging with
Second-Harmonic Imaging

3.1 Methods

The test included 15 healthy male persons aged 24 to 32. The image qualities
were acceptable, which means that substantial agreement with Magnetic Reso-
nance Images [12] were expected. The three standard apical views, four-chamber,
two-chamber and long-axis view were recorded in one loop each. The pulse strat-
egy and the instrumentation details were the same as given in section 2.

The depth was set to 15 cm and a single transmit focus was chosen in both
Second-Harmonic Imaging and Bandwidth Imaging to get better resolution. In
this study all depth gain compensations were equalized for all depths to eliminate
for this variability.

The subjects were asked to hold their breath and keep still during recording.
This enabled the examiner to compare Second-Harmonic Imaging and Band-
width Imaging from the same positions. The examiner traced the endocardium
in the Second-Harmonic Images in both end systole and end diastole in all three
views. Immediately after tracing in the Second-Harmonic Images, the same traces
were shown in the corresponding Bandwidth Images. In cases where the subject
moved under the examination, the examiner retraced on the Bandwidth Images.

In article [1], recommendations for nomenclature and standardized segmen-
tation of myocardium are given. The sixteen segmentation model for eckocar-
diaography is shown in the bulls-eye diagram in Fig. 1(d).

From the manual traces of the endocardium, the shape and position of my-
ocardial segments were calculated according to the procedure explained in [1].
These segments are seen in figure 1(a), 1(b) and 1(c). Here corresponding blood
segments are shown on the inside of endocardium. The number labels are denoted
in the blood segments, corresponding to the myocardial segments.
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(a) Four-chamber view (b) Two-chamber view (c) Long-axis view
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(d) Bullseye

1. basal anterior 9. mid inferoseptal
2. basal anteroseptal 10. mid inferior
3. basal inferoseptal 11. mid inferolateral
4. basal inferior 12. mid anterolateral
5. basal inferolateral 13. apical anterior
6. basal anterolateral 14. apical septal
7. mid anterior 15. apical inferior
8. mid anteroseptal 16. apical lateral

Fig. 1. Display, on circumferential polar plot, of the 16 myocardial segments and rec-
ommended nomenclature recommended for echocardiography

All recorded data inside each myocardial segment and each blood segment
were stored in an array, with labels of subject number, segment name, segment
type (blood or tissue), method (Second-Harmonic Imaging of Bandwidth Imag-
ing) and time instance (end diastole or end systole).

Evaluation Criteria for Classification Functions. A comprehensive discus-
sion of classification theory can be found in [13]. The quantity apparent error
rate is chosen to evaluate the performance of the classification functions Band-
width Imaging and Second-Harmonic Imaging. Advantages of apparent error rate
are that it is easy to implement and not dependent of the form of the parent
populations. We suggest this definition of apparent error rate:

Apparent error rate = min
T

(
mtT + mbT

at + ab

)
(4)

Here, at is the total area of one particular tissue segment. Correspondingly, ab is
the total area of the neighboring blood segment. An image of both the blood and
the tissue segment is thresholded at T , making this image binary. The value mtT

is the total area of the black pixels in the tissue segment. This value is therefore
the area in the tissue segment, where the classification by thresholding at T
failed. Correspondingly, the value mbT is the area of white pixels in the blood
segment. The apparent error rate is therefore the proportion of misclassified area,
given the best possible threshold. In this paper, results of apparent error rates
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are presented for all the 16 myocardial segments. It should be clear that when a
result of for instance the mid anterior segment is presented, the apparent error
rate calculation uses both the myocardial and the blood segment.

Prior to apparent error rate calculation the images have either been non aver-
aged, moderately averaged or strongly averaged. In moderate averaging, the
structural element is 3 radial, 2 lateral and 3 temporal samples in Second-
Harmonic Imaging. To account for the resolution loss in Bandwidth Imaging,
the structural element in moderate averaging is reduced to 2 radial, 2 lateral
and 2 temporal samples. In strong averaging, the structural element is 5 radial,
3 lateral and 4 temporal samples in Second-Harmonic Imaging and 4 radial, 2
lateral and 4 temporal samples in Bandwidth Imaging.

3.2 Results

The occasions where the apparent error rate of Bandwidth Imaging is smaller
than apparent error rate of Second-Harmonic Imaging are counted in all seg-
ments. This number ranges from 0 to 15, since 15 subjects attended the study.
The result is shown in column one and three in Fig. 2. If numbers are 11 or
above, the p-values are higher than 0.94 on the hypothesis test; true apparent
error rate of Bandwidth Imaging is equal or lower than true apparent error rate
of Second-Harmonic Imaging.

This indicates that Bandwidth Imaging classifies better than Second-Harmonic
Imaging in these segments, and these segments are therefore marked green. Seg-
ments with numbers four and below are marked red, where the test is favoring
Second-Harmonic Imaging. In segments with black numbers, the experiment can
not indicate which method works best.

The first column shows results of end diastole and the third column shows
results of end systole. In apical septal and in apical lateral segments a super-
index and a sub-index are given. The super-index tells us which view has the
lowest mean apparent error rate taken over subjects in Bandwidth Imaging. Cor-
respondingly, the sub-index shows the best view of Second-Harmonic Imaging.
Here 4 means four-chamber view and L means long-axis view. In these segments,
the test compares the apparent error rate of Second-Harmonic Imaging and the
apparent error rate of Bandwidth Imaging from their respective best views.

In the top, mid and bottom row of Fig. 2 the test is performed on non,
moderately and strongly averaged data, respectively. The effect of averaging is
therefore that the number of green segments is increased from 3 to 7 to 9 in end
diastole and from 1 to 2 to 6 in end systole. Also, the number of red segments is
reduced from 6 to 5 to 3 in end diastole and from 9 to 5 to 4 end systole. Note
that the apparent error rate decreases with averaging in every segment at any
time instance (end diastole or end systole).

In column two and four in Fig. 2, we see that the apparent error rate is very
different in various segments. On non averaged data, the apparent error rate of
Bandwidth Imaging, varies from 0.21 to 0.37 in end diastole and 0.27 to 0.38 in
end systole, while apparent error rate of Second-Harmonic Imaging, varies from
0.11 to 0.38 in end diastole and 0.16 to 0.40 in end systole. The smallest numbers
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Result: Apparent error rate
End diastole End systole
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Fig. 2. Column one and three show numbers where apparent error rate is lower in
Bandwidth Imaging BI than in Second-Harmonic Imaging HI in end diastole and end
systole, respectively. Numbers of 11 and above are marked green indicating that BI
is best there. Numbers of 4 and below are marked red indicating HI is best there. In
column two and four, the mean values of apperant error rate in percent are shown
in end diastole and end systole. The top values are for Bandwidth Imaging and the
bottom values are for Second-Harmonic Imaging. The top, mid and bottom row shows
result when images are not, moderate and strongly averaged.

of the apparent error rate are found in segments where Second-Harmonic Imaging
works best, and the largest numbers of apparent error rate are found in segments
where Bandwidth Imaging works best.

3.3 Discussion of the Comparison Experiment

In comparing Second-Harmonic Imaging and Bandwidth Imaging, the ground
truth of the endocardial borders are found by manual traces on Second-Harmonic
Images. It can be objected that there is a flaw in comparing two methods, when
the ground truth is determined by one of them. On the other side, manual
traces of endocardium on images of reasonable image quality as basis for ejection
fraction measurements are reported to have reasonable agreement with ejection
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fraction measurements of Magnetic Resonance Imaging [12]. In this study the
subjects had reasonable image qualities, and this suggests that more thrust can
be placed on the manual traces as ground truth of endocardium. Moreover, if
the manual traces are biased, it can be argued that they are biased in favor of
Second-Harmonic Imaging, since they are drawn on Second-Harmonic Images.
This would therefore only strengthen the results in favor of Bandwidth Imaging.

We have selected apparent error rates as the quantitative evaluation criteria
of Bandwidth Imaging and Second-Harmonic Imaging. This measure is intuitive
because it calculates the proportion of misclassified area, given the best thresh-
old. In a practical clinical setting this threshold level is not known. However,
automatic border detection routines are in general more dependent on a good
tissue to blood contrast, rather than evenly distributed intensity levels in an
image. We therefore postulate that the apparent error rate is related to the
potential of an automatic detection routine of endocardium.

In the experiment we found the lowest values of apparent error rate in seg-
ments where Second-Harmonic Imaging worked best, and the largest values of
apparent error in segments where Bandwidth Imaging worked best. This indi-
cates that the great regional differences seen in Fig. 2 are more a matter of re-
gional differences in Second-Harmonic Imaging, rather than regional differences
in Bandwidth Imaging.

Since the traces of endocardium in end diastole and end systole are needed for
ejection fraction calculation, only these time instances are considered in this ex-
periment. Notice also the difference between end diastole and end systole in Fig.2.
These differences are greater in Bandwidth Imaging than in Second-Harmonic
Imaging.

Many automatic detection routines involve using several or all frames in a
heart beat. Therefore averaged images have been considered in this study. It is
important to notice from Fig. 2 that apparent error rate decreases with averaging
in every segment at any time instance (end diastole or end systole). If this was
not the case, it would not be fair to compare averaged data of Second-Harmonic
Imaging with averaged data of Bandwidth Imaging. The result that averaging
seems to favor Bandwidth Imaging can be taken as an argument for employing
Bandwidth Imaging data in detection routines that use many frames.

3.4 Discussion of Instrumentation of Bandwidth Imaging

In the process of instrumenting Bandwidth Imaging, we tried a variety of pulse
repetition frequencies, pulse lengths, center frequencies and beam sizes. Also a
great number of AF were tested. There is not room for a comprehensive dis-
cussion of parameter tuning in this paper. Fig. 3(b) shows Bandwidth Imaging
from two-chamber view at six equally sparsed time steps in the heart cycle. Im-
age 1 indicates end diastole and image 4 indicates end systole. In Fig. 3(a) the
corresponding Second-Harmonic Images are shown. These effects are important
in Bandwidth Imaging:

Tissue surrounding the cardiac muscle is more similar to tissue in the car-
diac muscle in Bandwidth Imaging than in Second-Harmonic Imaging. This is
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(a) Second-Harmonic Images (b) Bandwidth Images

Fig. 3. In Fig. 3(a) Second-Harmonic Images from two-chamber view are shown at six
equally spaced time steps in the cardiac cycle. The end diastole is shown in the first
image and the end systole is shown in the fourth image. In Fig. 3(b) the corresponding
Bandwidth Images are shown.

because Bandwidth Imaging is more dependent on the motion of the scatterers,
while Second-Harmonic Imaging is dependent on the reflection coefficient of the
scatterers.

Next, the mitral valve and apparatus are not visible in Fig. 3(b). Signal from
mitral valve and apparatus is a mixture of blood and tissue signal and has
therefore a broader bandwidth. Moreover, signal from vibrating muscles such as
in mitral apparatus is known to have broader bandwidth [14].

Further, Bandwidth Imaging is dependent of the movement of the scatterers
and the image quality is therefore dependent on the acquisition time in the cardiac
cycle. This can be seen as image four is much brighter than image one. This can
also explain the differences between end diastole and end systole seen in Fig. 2.

4 Conclusion

A new echocardiographic mode has been proposed, where the difference in
Doppler signal from blood flow and tissue motion is utilized. A reasonable in-
strumentation setup of Bandwidth Imaging is outlined in this paper. Bandwidth
Imaging is implemented with a packetsize of 3, meaning that Bandwidth Imaging
has a temporal and spatial resolution that is interesting for endocardial border
detection.
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An experiment is provided, where apparent error rates of Bandwidth Imaging
and Second-Harmonic Imaging are compared. The results indicate that Band-
width Imaging are better than Second-Harmonic Imaging in some segments,
especially in apical and anterior regions. The test suggests that Bandwidth Imag-
ing has less differences between segments and improves more by averaging. This
votes for automatic routines using several time frames.

References

1. Cerqueira, M.D., Weissman, N.J., Dilsizian, V., Jacobs, A.K., Kaul, S., Laskey,
W.K., Pennell, D.J., Rumberger, J.A., Ryan, T., Verani, M.S.: Standarized my-
ocardial segmentation and nomencclature for tomographic imaging of the heart.
Circulation, 539–542 (January 2002)

2. Olstad, B.: Active contours with grammatical descriptions. In: 6th International
conference on Image analyses and Processing, Como, Italy (September 1991)

3. Bosch, J.G., Savalle, L.H., van Burken, G., Reiber, J.H.: Evaluation of semiau-
tomatic contour detection approach to sequences of short axes two-dimensional
echocardiographic images. J. Am: Soc. Echocardiogr 8(6), 810–821 (1995)

4. McEachenand-2nd, M.C., Duncan, J.S.: Shape-based tracking of left ventricular
wall motion. IEEE Transactions on Medical Imaging 16(3), 270–283 (1997)

5. Bosch, H.G., Mitchell, S.C., Lelieveldt, B.P.F., Nijland, F., Kamp, O., Sonka, M.,
Reiber, J.H.C.: Active appearance-motion models for fully automated endocardial
contour detection in time sequences of echocardiograms, International Congress
Series, vol. 1230, pp. 941–947 (June 2001)

6. Dove, E.I., Phillip, K., Gotteiner, N.L., Vonesh, M.J., Ramberger, J.A., Reed, J.E.,
Standford, W., McPherson, D.D., Chandran, K.B.: A method for automatic edge
detection and volume computation of the left ventricle from ultrafast computed
tomographic images. Investigative Radiology 29(11), 945–954 (1994)

7. Malassiotis, S., Strintzis, M.G.: Tracking the left ventricle in echocardiographic
images by learning heart dynamics. IEEE Transactions on Medical Imaging 18(3),
280–290 (1999)

8. Angelsen, B.A.: 7.4,9,3, 10.4. In: Ultrasound Imaging Wawes, Signals and Signal
Processing, Emantec, Trondheim, Norway (2000)

9. Torp, H.: Clutter rejection filters in color flow imaging a theoretical approach. IEEE
Transactions on Ultrasonics, Ferroelectriscs. and Frequency Control 44, 417–424
(1997)

10. Spencer, K.T., Bednarz, J., Rafter, P.G., Korcarz, C., Lang, R.M.: Use of harmonic
imaging without echocardiographic contrast to improve two dimensional image
quality. American Journal of Cardiology 82(6), 794–799 (1998)

11. Jensen, J.A.: 6.5 and 7.5. In: Estimation of Blood Velocities Using Ultrasound,
Cambridge University Press, New York (1996)

12. Malm, S., Frigstad, S., Sagberg, E., Skjærpe, T.H.L.: Accurate and reproducible
measurement of left ventricular volume and ejection fraction by contrast echocar-
diography. Journal of the American College of Cardiology 44, 1030–1035 (2004)

13. Johnson, R.A., Wichern, D.W.: Applied Multivariate Statistical Analysis. Prentice-
Hall Inc., Englewood Cliffs (2002)

14. Heimdal, A., Torp, H.: Ultrasound doppler measurements of low velocity blood
flow limitations due to clutter signals form vibrating muscles. IEEE Transactions
on Ultrasonics, Ferroelectriscs. and Frequency Control 44, 873–881 (1997)



X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 243 – 251, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Applications of the Visible Korean Human 

Jun Won Lee1, Min Suk Chung1, and Jin Seo Park2 

1 Department of Anatomy, Ajou University School of Medicine, Suwon, Korea 
orijjanga@ajou.ac.kr 

2 Department of Anatomy, Dongguk University College of Medicine, Korea 

Abstract. Visible Korean Human (VKH) consisting of magnetic resonance, 
computer tomography, anatomic, and segmented images was created. In the 
VKH, several techniques were developed and numerous data were acquired. 
The VKH techniques mainly contributed to the generation of advanced 
segmented images, Visible Living Human, and Visible Mouse. Also, a software 
for viewing sectional anatomy, three dimensional images for virtual dissection 
and virtual endoscopy, was developed based on the VKH data distributed 
worldwide. The VKH technique and data are expected to promote development 
of other serially sectioned images and software, which are helpful in medical 
education and clinical practice. 

Keywords: Visible Korean Human, Magnetic resonance images, Anatomic 
images, Segmented images, Three dimensional images. 

1   Introduction 

Visible Human Project was the first trial ever made to obtain serially sectioned 
images of cadaver’s whole body. The data derived from Visible Human Project have 
contributed largely in the medical image field [16]. Furthermore, technique used for 
the Visible Human Project has been modified in Korea for Visible Korean Human 
(VKH) [9,10,13] and in China for Chinese Visible Human [18]. By using the 
improved technique for VKH such as magnetic resonance (MR) scanning, 
computerized tomography (CT) scanning, serial sectioning, photographing, and 
segmenting, the VKH team acquired better data consisting of MR images, CT images, 
anatomic images, and segmented images. The improved VKH technique was 
introduced through article [9, 10, 13], whilst the VKH data were distributed 
worldwide. The objective of this report is to promote new trials by other researchers 
to create other serially sectioned images applying VKH technique and three 
dimensional (3D) images with VKH data, which will be greatly helpful in medical 
education and useful in clinical practice. To achieve this objective, this report 
describes the ideas and experiences in applying the VKH technique and data to 
generate new image data contributing to the medical image field. 

2   Materials, Methods, and Results 

2.1   Application of VKH Technique for Detail Segmented Images of VKH 

Three years ago, 13 structures (skin, bones, liver, lungs, kidneys, urinary bladder, 
heart, cerebrum, cerebellum, brainstem, colon, bronchi, and arteries) in the anatomic 
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images were outlined to obtain basic segmented images [9]. However, these basic 
segmented images were insufficient to produce various 3D images, therefore, 
advanced segmented images of the many more structures were decided to be made, in 
order to complement and replace the basic segmented images. 

By using segmentation technique on Adobe PhotoshopTM (version 7.0) [9], 
important structures identifiable in anatomic images were segmented as follows: 104 
structures of head and neck including brain components, 15 structures of heart, and 84 
structures of left upper limb as well as 114 structures of left lower limb including each 
bone, muscle, nerve, and artery. A few segmented structures such as skin were used 
as they stood, and other segmented structures such as bone were classified into each 
bone. Whereas some unsegmented structures such as muscles were newly outlined. 
According to the color difference of each structure in gross examination, 
segmentation was performed automatically, semi-automatically, or manually using 
Adobe Photoshop. Through stacking the segmented images, coronal and sagittal 
segmented images were made in order to verify segmentation. As a result, advanced 
segmented images of 317 structures were produced (Fig. 1). 

    

 a b c d 

Fig. 1. Anatomic and segmented images of head (a), heart (b), left upper limb (c), and left 
lower limb (d) 

2.2   Application of VKH Technique for Visible Living Human 

Besides the VKH, Visible Living Human is newly planned to produce whole body 
MR images of living humans. While the Visible Living Human does not include 
anatomic images, it includes MR images of living human, whose body conditions are 
much better than those of cadaver. In order to carry out the Visible Living Human, 
MR images of a male adult, a female adult, and a male child are acquired and image 
processing is done as follows. 

By utilizing MR scanning technique of the VKH, whole bodies of living humans 
were scanned by MR. The whole body of an adult can not be MR scanned at once. 
Through the experience from VKH, the first MR series from head to knees and the 
second MR series from knees to toes were scanned separately. Subsequently, both 
MR series were combined and aligned. Living humans’ organs move contrary to 
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cadaver, thus new technique was utilized for the Visible Living Human:.To minimize 
bowel movement, the volunteers had been starved for 12 hours prior to MR scanning. 
To compensate heart movement, electrocardiography sensor was attached. To 
compensate lung movement, lung movement sensor was worn by the volunteers. As a 
result, 613 MR images of male adult, 557 images of female adult, and 384 MR 
images of male child were acquired at 3 mm intervals (Fig. 2a,c,d) [8, 9]. 

      

 a b c d e 

Fig. 2. MR and segmented images of male adult (a) [8], female adult (c) [9], and male child (d). 
3D images of male adult (b) [6] and male child (e) with the color bar which indicates the 
segmented structures. 

Through the same segmentation technique, anatomic structures in MR images were 
segmented. The Adobe Photoshop was adequate for segmentation not only in anatomic 
images (24 bits color) but also in MR images (8 bits gray). Yet MR images did not show 
definite anatomic structures, so that more knowledge of anatomists and radiologists was 
necessary for segmentation process. In the Visible Living Human, segmentation of the 
anatomic structures was performed, whose absorptance of electromagnetic wave is quite 
different, with 47 structures in male adult, 19 structures in female adult (segmentation in 
process), and 33 structures in male child (Fig. 2a,c,d) [6, 8, 9]. 

The segmented images of male adult were stacked and volume-reconstructed to 
produce 3D images of 47 structures. Electromagnetic wave was exposed on the 3D 
images in various ways to calculate influences of the electromagnetic wave on 
internal structures. In the same manner, the exposing simulation is being performed 
using the 3D images of the male child (Fig. 2b,e) [6]. In addition, the segmented 
images of male adult were stacked and surface-reconstructed to produce 3D images. 
A software on which the 3D images can be selected and rotated was produced for 
medical education [8]. 

2.3   Application of VKH Technique for Visible Mouse 

Mouse anatomy is a fundamental knowledge for researchers who perform biomedical 
experiments with mice. So far the mouse anatomy has been educated through two 
dimensional images such as atlas, thus being difficult to be comprehended, especially 
the stereoscopic morphology of the mouse. In order to overcome this difficulty, it is 
necessary to produce 3D images made of Visible Mouse [12]. 

Through serial sectioning and photographing technique of the VKH, anatomic 
images of a mouse were obtained. The cryomacrotome with only 1 um error was 
designed for serial sectioning of any organism smaller than human. Using the 
cryomacrotome, a mouse was serially sectioned at 0.5 mm intervals to make sectioned 
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surfaces. Every sectioned surface was photographed using a digital camera to produce 
437 anatomic images. Distance between the sectioned surface and the digital camera 
could be adjusted closely to generate anatomic images with 0.1 mm pixel size. During 
photographing, the strobe light was flashed in the same condition to produce anatomic 
images with consistent brightness (Fig. 3) [10, 12]. 

   

 a b 

Fig. 3. Anatomic images, segmented images (a) [12], and 3D images (b) of the mouse with skin 
and internal structures 

By practicing the same segmentation technique, 14 mouse structures in the 
anatomic images were segmented. The rodent structures were so small that exhaustive 
knowledge of mouse anatomy referred to mouse atlas was necessary for the 
segmentation process [5, 12]. From the segmented images, contours of the mouse 
structures were stacked on AliasTM Maya (version 7.0); stacked contours were 
volume-reconstructed on AutodeskTM AutoCAD (version 2007) (Fig. 3). 

2.4   Application of VKH Data for Sectional Anatomy Education 

Sectional anatomy is the course to learn anatomic structures on the sectional planes. 
The sectional anatomy has become much more important especially because medical 
students have to interpret MR and CT images. Because of the growing importance of 
sectional anatomy, browsing software of the VKH data was created. Raw data of the 
browsing software were 1,702 sets of MR, CT, anatomic, and segmented images  
(1 mm intervals) of the whole body. On the browsing software, a set of four images 
corresponding to one another was displayed. Different sets of images could be 
selected conveniently using graphic user interface. Names of the segmented structures 
in all images were also displayed. Among a set of four images, any image could be 
enlarged. The browsing software can be downloaded free of charge from our web site 
(anatomy.co.kr) (Fig. 4) [11]. 

 

    
 a b c 

Fig. 4. Browsing software showing four images and graphic user interface (a), name of struc- 
ture in CT image (b), and enlarged MR image (c) [11] 
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2.5   Application of VKH Data for Virtual Dissection (Volume-Reconstruction) 

As the traditional method in educating anatomy, cadaver dissection is exceptionally 
important, but the cadaver dissection with time and place restriction can not be 
performed commonly. The problem can be compensated by virtual dissection. For the 
virtual dissection, volume-reconstruction was carried out primarily to produce 3D 
images out of the VKH data because volume-reconstruction enables users to section 
3D images of structures with the same color as that of real-life human structures [14]. 

Virtual dissection software of whole body was created at Inha University, Korea. 
For this research, basic segmented images of 13 structures and corresponding 
anatomic images were used as materials. As the preprocess, intervals and pixel size of 
the anatomic and segmented images were increased from 0.2 mm to 1.0 mm because 
original image files were too large to be processed on a personal computer. Anatomic 
and segmented images were stacked and volume-reconstructed on MicrosoftTM Visual 
C++ (version 6.0) to produce 3D images. On programmed virtual dissection software, 
the 3D images with real color could be sectioned, selected, and rotated (Fig. 5a) [10]. 

 

 a  b  

 c  d  

Fig. 5. 3D images by volume-reconstruction at Inha University, Korea (a) [10], University 
Medical Center Hamburg-Eppendorf, Germany (b), State University of New York at Stony 
Brook, US (c), and Texas Tech University, US (d) 

 
Virtual dissection software of head and neck was produced at University Medical 

Center Hamburg-Eppendorf, Germany. For this research, advanced segmented images 
of 104 structures in head and neck were used as materials. Voxel-Man system was 
used for segmentation refinement and for volume-reconstruction [14]. On the virtual 
dissection software, the 3D images with real color could be stripped in sequence. The 
3D images could be selected to display by names of structures. The 3D images could 
also be annotated. In the same manner, virtual dissection software of thorax including 
heart components was created (Fig. 5b). Additional virtual dissection software of head 
is being created at other institutes such as State University of New York at Stony 
Brook (Fig. 5c), Texas Tech University (Fig. 5d), Stanford University Medical Media 
& Information Technologies, Pittsburgh Supercomputing Center, and Upperairway 
Company, US, as well as in MAÂT3D, France. 

2.6   Application of VKH Data for Virtual Dissection (Surface-Reconstruction) 

After the trial of volume-reconstruction, surface-reconstruction was tried with 
segmented images of the VKH to produce 3D images of structures with outstandingly 
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small file size. The surface-reconstructed 3D images can be selected to display, rotate, 
and transform themselves in real time. In addition, the 3D images can be easily 
distributed through the Internet [17]. 

3D images of urogenital tract were made by surface-reconstruction at University 
Paris V René Descartes, France. Contours of 42 structures including urogenital tract, 
its neighboring bones, arteries, and skin were stacked and surface-reconstructed using 
SURFdriver software to produce 3D images. The 3D images could be manipulated 
individually or in-group with the 3D images’ transparency adjusted (Fig. 6a) [17]. 
Additionally by surface-reconstruction, 3D images of skull and 3D images of lower 
limb bones were made at University Malaya, Malaysia (Fig. 6b) and at Konrad-Zuse-
Zentrum für Information Stechnik, Germany (Fig. 6c), respectively. 

       

 a  b  

 c  d  

Fig. 6. 3D images by surface-reconstruction of University Paris V René Descartes, France (a) 
[17], University Malaya, Malaysia (b), Konrad-Zuse-Zentrum für Information Stechnik, 
Germany (c), and Ajou University, Korea (d) [15] 

 
We tried to produce 3D images of left lower limb by surface-reconstruction on 

Maya and Rhino, which are both popular commercial software. Contours of 114 
structures in left lower limb were stacked on Maya; gaps between contours were filled 
with non-uniform rational B-spline (NURBS) surfaces on Rhino; all NURBS surfaces 
were converted into polygon ones on Rhino; the surfaces were corrected to complete 
the 3D images on Maya. In this manner, surface-reconstruction can be done on the 
popular and commonly used software to produce 3D images in the Maya file format, 
thus be widely used by other researchers (Fig. 6d) [15]. 

2.7   Application of VKH Data for Virtual eEndoscopy 

Virtual colonoscopy of a patient is becoming popular in diagnosing colon cancer. 
However, the virtual colonoscopy being based on the CT images, colon wall can not 
be displayed in real color. In the VKH, lumen of colon had been segmented. The 
anatomic and segmented images were stacked and volume-reconstructed to produce 
3D image of colon wall’s luminal surface, which held real color. Based on the 3D 
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image, virtual colonoscopy was performed at Inha University, Korea. The virtual 
colonoscopy with real color was similar to real colonoscopy, so that educational effect 
could be enhanced. In the same manner virtual bronchoscopy and virtual arterioscopy 
were performed with the VKH data (Fig. 7) [13]. 
  

    
 a b c 

Fig. 7. Virtual colonoscopy (a), virtual bronchoscopy (b), and virtual arterioscopy (c) [13] 

2.8   Application of VKH Data for Radiation Simulation 

Just as Visible Living Human data were used for exposing simulation of 
electromagnetic wave, VKH data were used for radiation simulation at Hanyang 
University, Korea. The raw data from VKH were the segmented images of 22 
structures at 2 mm intervals. The segmented images were stacked and volume-
reconstructed to produce 3D images. Then the 3D images were exposed by broad 
parallel photon beams in various ways to calculate effects of radiation on each 
structure. These results could be used to prevent workmen in radiation-polluted 
environment from receiving radiation damage [4]. 

3   Discussion 

Various applications performed with the VKH technique and data have been described. In 
discussion, further potential applications to be performed in the future are presented. 

Segmented images of the VKH will be acquired to completion. For the VKH, it 
required a day and three months only to obtain MR images and anatomic images, 
respectively. Then it required three years to obtain segmented images of 317 
structures (Fig. 1). Nevertheless, segmentation has not been finished yet [9, 10, 13]. It 
will take three more years to finish segmentation of the whole body. Three years later, 
the segmented images accompanied by corresponding anatomic images will be 
distributed worldwide free of charge. It is anticipated that other researchers reform 
some incorrect segmented images and make more detailed segmented images for their 
own purposes. In any case, the segmented images, which will be finished by authors, 
are expected to save precious time and effort of other researchers. 

Female data of the VKH will be acquired. The female data, which are later than male 
data, need to be upgraded as follows. The female cadaver for the VKH needs to be of 
young age, good body contour, and with few pathologic findings. Anatomic images of 
whole body need to have 0.1 mm intervals, 0.1 mm pixel size, and 48 bits color depth. It 
seems that 0.1 mm voxel size of anatomic images is the last trial in this research, which 
belongs to gross anatomy. Additionally, the female data are desirable to be followed by 
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the child data, fetus data, and embryo data. The systematic data according to sex and 
developmental age will be the main contents in the medical image library [10, 13]. 

Visible head data including 7.0 Tesla MR images will be made. State-of-the-art 
7.0 Tesla MR scanner has been developed by Professor Zang-Hee Cho in 
Neuroscience Research Institute of Gachon University, Korea [3]. By using the 7.0 
Tesla MR scanner, a cadaver’s head were MR scanned recently. Surprisingly, several 
structures of brain (for example, cerebral arteries) appeared better in the MR images 
than in the anatomic images of VKH while the other structures appeared better in the 
anatomic images (Fig. 8). The cadaver’s head will be serially sectioned to obtain 
anatomic images in correspondence to the MR images. These Visible Head data are 
expected to be milestone images in neuroscience field. 

 

    
 a b c 

Fig. 8. 1.5 Tesla MR image with T1 (a), 7.0 Tesla MR image with T2 (b), and anatomic image (c) 

 
Visible Patient data will be acquired by registration of the VKH data to a patient’s 

data. For example, MR images of a patient are produced. Anatomic images of the 
VKH are transformed, thus be corresponding to the MR images of the patient. For the 
transformation, high level of registration technique and segmented images of VKH 
will be utilized. The anatomic images registered to the patient have color information 
and high resolution. Therefore, anatomic images can be used in production of realistic 
3D images, which will be the basis for preoperative virtual surgery of the patient [7]. 

Pregnant female data of the Visible Living Human will be made. MR images of 
male adult, female adult, and male child have been scanned (Fig. 2) [8, 9]. Likewise, 
MR images of pregnant female will be scanned, including fetus images. The pregnant 
female data will be used for the exposing simulation of electromagnetic wave too [6]. 

Visible Rat data and Visible Dog data will be made. Like the Visible Mouse  
(Fig. 3) [12], Visible Rat and Visible Dog can be performed for biomedical 
experiment and veterinarian education by using the same cryomacrotome of VKH. In 
order to make better images than other Visible Rat [1] and other Visible Dog [2], 
micro MR machine and micro CT machine will be used for the rat; high level of serial 
sectioning and detail segmentation will be tried for both the rat and the dog. 

In this report, our ideas from experiences to apply the VKH technique and data 
have been introduced. By applying the VKH technique, other images such as Visible 
Living Human (Fig. 2) [6, 8]. Visible Mouse (Fig. 3) [12] can be created; by applying 
the VKH data, sectional anatomy (Fig. 4) [11], virtual dissection (Figs. 5, 6) [9, 10, 
17], virtual endoscopy (Fig. 7) [13], radiation simulation [4], and Visible Patient can 
be performed. Based on this report and the distributed VKH data, other researchers 
are expected to make better images and more progressive applications for use at 
medical education and clinical practice. 
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Abstract. A great deal of work has been attempted and accomplished based on 
VCH-F1 (the No.1 Virtual Chinese Human-Female) dataset these years. So far, 
the anatomic structures of the whole body have been 3D reconstructed and a 
varieties of further work such as health science education facilities, virtual 
acupuncture, image-guided neurosurgery, motion simulation etc. have also been 
developed and preliminarily implemented. In this paper, we will describe the 
application study of VCH-F1 dataset in our laboratory. 

1   Introduction 

Human body is a large complex system composed a hundred trillions cells. Though 
science and technology nowadays are developing fast, people still know little about 
themselves. 

In 1994, the Visible Human Project (VHP) was established by the National Library 
of Medicine (NLM) [1] in USA. In 1994 and 1995, the first male and female dataset 
were published by the Health Sciences Center of the University of Colorado [2]. In 
March 2001, an anatomical cross-sectional image dataset of a male Korean (Visible 
Korea Human, VKH) was established by Anjou University in Korea and Korea 
Institute of Science and Technology Information successfully [3]. In November, 2001, 
the Chinese Digital Human research started with the support of National “863” 
Development Project of High-Tech Research [4, 5]. The data acquisition of the No.1 
Virtual Chinese Human-Female (VCH-F1) was completed in February 2003 by 
Southern Medical University. The dataset was then sent to Medical Image Laboratory 
(MIL) in Capital Medical University for further process. 

Much work has been attempted and accomplished based on VCH-F1 dataset these 
years. The anatomic structures and the major organs are segmented and 3D rendered. 
All these structures could be viewed independently or in combination. Based on this 
work, a variety of further applications have also been developed and preliminarily 
implemented for instance education facilities, virtual acupuncture, image-guided 
neurosurgery, motion simulation etc.. 

In this paper, we will describe the application study of VCH-F1 dataset and illustrate 
some related work of our laboratory. 
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2   Early Works on Virtual Chinese Human-Female 

The VCH-F1 dataset was acquired in Southern Medical University. The cadaver was 
CT scanned with the section thickness of 1.0 mm and 1718 serial images were obtained. 
It was MR scanned with the section thickness of 2.0 mm and 801 serial images were 
obtained. The specimen was then frozen at -70℃ and cryomacrotomed into 8556 slices. 
The thickness of each section is 0.2mm. Every slice was image captured with digital 
camera and the total dataset amounts to 149.7GB [6]. The parameters of CT, MR and 
anatomical images are shown in Table 1. 

Table 1. Main parameters of VCH-F1 dataset 

Items Anatomic sections CT MRI 

Sections 8556 1718 801 

Section thickness 0.2 mm 1 mm 2 mm 

Resolution 3024×2016 512×512 512×512 

Data size 149.2GB 429.5MB 200.5 MB 

The image preprocessing of VCH-F1 dataset includes image registration, 
background removal, image segmentation and 3D reconstruction [7]. Because of the 
size of the large data, it is extremely difficult to finish all the work with PC and 
traditional manual method. High realistic visualization of large dataset is of great 
importance and has raised the need of development of visualization methodology.  

A series of visualization methods suitable for the large VCH-F1 dataset have been 
developed in MIL and brought us with approving results. Before the specimen was 
frozen, four fiducial markers were located in embedding agency to facilitate image 
registration. We designed a semi-automatic registration approach. Step1: Use rigid 
transform and shortest distance method to do coarse registration. Step2: Smooth the 
mark lines with a low-pass filter. Step3: Use affine transform to do precise registration. 
Powell method was used in this step as optimization algorithm. After image registration 
was finished, we implemented image segmentation in three steps. Step1: Convert the 
color space from RGB to HSI and complete the automatic segmentation. Step2: 
Improve the results with mathematical morphological operation. Step3: Do manual 
adjustment in case the auto method failed to segment some details. After all the steps 
above were completed, the dataset was normalized and ready for 3D visualization. 
Fig.1 shows an image browser produced in our lab. The upper left axial view is the 
normalized data while the upper right coronal view and lower left sagittal view is 
rendered from the normalized data in real-time. The lower right picture is from the CT 
data of VCH-F1. Besides traditional surface and volume rendering methods, we 
developed a new hybrid render method, which rendered surface from volume data. To 
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improve the realism effect without much computational expense of the model, texture 
mapping is also introduced. The goal was to achieve high-resolution visualization of 
VCH-F1 dataset. Fig. 2 shows some 3D visualization results. So far, almost all the main 
anatomical structures of the whole body were segmented and reconstructed. Table 3 
lists all the structure contained in our VCH-F1 3D model. 

Table 2. Reconstructed anatomical structures of VCH-F1 

Anatomical Structures Components  
Skin
Bones Skull, sternum, spine, ribs, clavicles, scapulas, humeri, 

radiuses, ulnas, palm bones, hip bones, femurs, patellae, 
fibulas, tibias, feet 

Muscles Temporalis, semispinalis capitis, splenius capitis, 
sternocleidomastoid , orbicularis oculi, orbicularis oris, 
masseter, levator labil superioris, latissmus dorsi, 
rhomboideus, teres major/minor, obliquus internus 
abdominis, obliquus externus abdominis, rectus 
abdominis, superaspinatus, infraspinatus, subscapularis, 
serratus anterior, erector spinae, trapezius, pectoralis 
major/minor, psoas major, biceps brachii, brachialis, 
triceps brachii, coracobrachialis, deltoid, 
branchioradialis, flexor carpi ulnaris, flexor pollicis 
longus, extensor carpi radialis longus&brevis, flexor 
carpi radialis, extensor digiti minimi, pronator teres, 
flexor digitorum superficialis/ profundus, extensor 
digitorum, anconeus, dorsal interossei, flexor pollicis 
brevis, abductor pollicis brevis, adductor pollicis, 
semitendinosus, semimembranosus, adductor longus, 
adductor magnus, sartorius, gracilis, quadriceps femoris, 
gluteus maximus, soleus, gastrocnemius, peroneus 
longus, flexor hallucis longus, tibialis posterior/ anterior, 
extensor digitorum longus, extensor hallucis longus 

Brain Cerebrum, cerebellum, brain stem, lateral ventricle, 
caudate nucleus, lentiform nucleus 

Heart Pericardium, ventricles 
Spleen
Urinary system Kidneys, urinary bladder 
Respiratory system Lungs, Trachea, principal bronchi 
Digestive system  Esophagus, stomach, liver, gallbladder, pancreas, 

intestine 
Reproductive system  Uterus, ovaries, oviducts, folliculus 
Arteries and veins  Ascending aorta, thoracic aorta, abdominal aorta, renal 

artery, femoral artery, obturator artery, superior vena 
cava, inferior vena cava, femoral vein, hepatic veins, 
renal veins  
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Fig. 1. Normalized dataset suited for 3D visualization was obtained after pre-processing of the 
raw images 

 

Fig. 2. Reconstruction of the main anatomical structures of VCH-F1, including the structures of 
organs (left), muscles (middle) and skeleton (right) 

3   Applications 

Virtual reality applications offer the possibility to visualize three-dimensional images, 
giving users the impression of real spatial perception [8]. Medical and biological 
applications of virtual reality technology serve a wide range of basic research, 
educational, diagnostic and surgical planning purposes [9]. In most of the medical 
applications, especially in education and training programs, models of the human 
anatomy usually play the main role. Thus the laborious model generation and 
refinement in visualization are necessary. Besides, human–computer interaction had to 
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be achieved, and user-friendly interface is of great importance. Our applications of 
anatomical structure offered by the VCH-F1 3D model will be described in the 
following sections. 

3.1   Health Science Education 

Traditionally, knowledge about the human body is represented in books and atlases. 
Since 1990s, high IT technology development has allowed more powerful and versatile 
computer-based representations of knowledge [9]. Apart from the health information, 
the use of computer technology may provide an alternative instructional mode for 
health science teaching and learning. With the help of this atlas, students might obtain 
knowledge more efficiently. Further more, immersion into a virtual environment 
facilitates the exploration of a scene of three-dimensional medical objects or 
tomograms and the examination of pathological regions. Thus, physicians can 
recognize topological coherencies in a much faster and more natural way [10].  

A 3D anatomy atlas based on Virtual Reality technology has been basically 
developed in our lab. In this atlas, not only the model representing general knowledge 
of gross anatomy is shown, with mouse click and movement, classical representations, 
such as pictures, movies, solid models and introductions could also be displayed  
(Fig. 3). The displaying mode, overall mode or specific mode, switches depending on 
the user’s need. Under the overall mode, the surface model of the whole body is 
displayed. Any specific structure could be picked up with a single mouse click and a 
brief introduction of it will also be shown in the screen. Under the specific mode, the 
clicked structure is shown singly in full screen so as to facilitate users to get more 
details and a series of more detailed anatomical introduction will also be given.  

Besides this, three health science education applications for popular health science 
teaching and learning were also developed including a slices browser of VCH-F1 
dataset, a 3D skeleton jigsaw puzzle, and a demonstration of brain functional regions. 
These applications have been exhibited in China Science & Technology Museum, and 
gained visitors’ universal acclaim. 

  

Fig. 3. Interfaces of the 3D atlas based on VCH-F1 under two displaying modes, the overall 
mode (left) and the specific mode (right) 
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3.2   Virtual Acupuncture 

Acupuncture is an important aspect of Traditional Chinese Medicine. Because of its 
magic curative effect, simple operation, low cost, and few side effects, science of 
acupuncture has spread all over the world. An accurate description of the mechanism is 
quite necessary. The construction of the whole human dataset and the development of 
3D visualization technology make it possible to integrate the traditional theory with 
modern medical information. An experiment was designed to explore it.  

Based on the dataset of the female Virtual Chinese Human, serial axial images are 
marked according to the localization of acupuncture points in Chinese traditional 
medicine, and then a 3D atlas of acupuncture points and three meridian lines on lower 
limbs are marked. 

The PET brain functional images of 7 normal subjects in the experiment shown that 
there are some excitation-enhanced regions and also some excitation-suppressive 
regions in the brain when Zu-San-Li (one of the most frequently used acupuncture 
points, and is also named STOMACH-36 or St 36) point was acupunctured. It 
explained that acupuncture may work by stimulating the central nervous system. 
Combined with 3D brain model, a demonstration was developed (Fig.4). In this demo, 
when Zu-San-Li (St 36) point was acupunctured, the excitation-enhanced and 
suppressive regions in brain were displayed in specific colors. 

  

Fig. 4. The demonstration of virtual acupuncture on Zu-San-Li (St 36) point, which shows the 
Meridians on legs (left) and the reflection in brain regions when Zu-San-Li (St 36) point 
acupunctured (right) 

3.3   Image Guided Neurosurgery 

Image guided neurosurgery became indispensable over the last years. By using image 
guided technology, a neurosurgeon could preserve normal tissue while maximizing the 
resection of lesions during cortical surgery. Image Guided neurosurgery incorporates 
medical image process and analysis techniques, medical image 3D visualization 
techniques, modern robotics and modern medicine. Image guided neurosurgery strives 
to enhance the surgeon’s capability to decrease the invasiveness of surgical procedures 
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and increase their accuracy and safety. VCH-F1, as an integrated and detailed dataset of 
human body, offers us an opportunity in image-guided neurosurgery research.  

A novel automatic segmentation algorithm for brain tissue segmentation was 
schemed out. This method integrates anisotropic diffusion filter, statistical threshold, 
mathematical morphological operations, fuzzy connectedness and geodesic active 
contour model (GACM). And we introduced a new idea for deformation driven by a 
Euclidean distance field of image edge in GACM. This method first generates a coarse 
segmentation of interest structure of brain using statistical threshold and mathematical 
morphology, and then refines the segmentation result using GACM driven by a 
Euclidean distance field of image edge. The algorithm was evaluated using Montreal 
Phantom Dataset of brain, and the results show that our method is effective and robust 
with random noise and intensity inhomogeneities existed.  

Though VCH-F1 dataset includes detailed image data of the brain, as the specimen 
had no disease in brain, more pathological data is needed. It is generally recognized that 
the incorporation and effective utilization of MRA information in image guided surgery 
environment is very important [11]. To solve this problem, four MRA volume datasets 
from Navy General Hospital have been used to evaluate this algorithm. 

For 3D reconstruction of labeled ROI data after segmentation, an improved 
Marching Cubes algorithm is presented. Only the boundary voxels are smoothed for 
surface normal calculation, this choice avoids using of Gaussian Filter in all image 
space. Using the edge flag buffer and point position interpolation, the redundant point 
storage is avoided [12]. The improved Marching Cubes algorithm has been practiced in 
the image-guided neurosurgery system of the neurosurgical department of Navy 
General Hospital, Beijing. Fig. 5 presents the visualization results of four vessel label 
datasets acquired from MRA images in which the conglobated blocked structures of the 
vessels indicate the location of cerebral hemorrhage, and such information is 
significant for surgeons while making surgical plan. 

 

Fig. 5. Reconstruction of four vessel label datasets with the improved Marching Cubes algorithm, 
and the conglobated blocked vessels indicate cerebral hemorrhage 
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3.4   Motion Simulation 

Physical Virtual Human is another step in the whole development of VCH-F1. 
Research on this regard has started in our lab recently. The motion of the 3D model is 
based on virtual skeleton, the controller of 3D model and different models have their 
respective controller. There are a variety of VR software and correlative technique to 
help us in research such as 3DSMax, Maya and Lightwave. We developed a motion 
simulation demo of the skeleton model of VCH-F1 with the software 3DSMax and 
Virtools Dev (Fig.6).  

  

Fig. 6. Motion simulation of VCH-F1, including Chinese Kongfu (left) and running (right) 

3.5   Other Application Works 

3D Virtual Garment Design. Based on complete datasets of serial anatomical cross- 
sections, the digitalized virtual human can be used not only in medical science but also 
in 3D virtual garment design. Cross-section contours located at significant features 
(crotch, hips, waist, under bust, maximum bust) are extracted and cubic B-spline 
surfaces are then reconstructed interpolating points of these key contours. By 
texture-mapping images onto those parametric surfaces, virtual garments following the 
shape of the body can be directly obtained. Because B-splines are parametric and the 
surface is represented by a set of control points, further modification and deformation 
can be set freely. 

Virtual Endoscopy. Virtual endoscopy (VE) describes a new method of diagnosis, 
using computer processing of 3D image datasets (such as those from CT or MRI scans) 
to provide simulated visualizations of patient-specific organs similar or equivalent to 
those produced by standard endoscopic procedures [14].  

Conventional endoscope is invasive and often uncomfortable for patients and 
sometimes has serious side effects such as perforation, infection and hemorrhage. VE 
visualization avoids these risks and can minimize difficulties and decrease morbidity 
when used before actual endoscopic procedures. In addition, there are many body 
regions not suitable with real endoscope that can be explored with VE [13]. 
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The VCH-F1 datasets allow us with good opportunity to set foot in this field. There 
are defects in the datasets that because the specimen dead of food-poison, clyster 
treatment made her intestines flat and virtual endoscopy will be very difficult from 
organs with so flat lacuna. However, most of the other organ models are available to 
practice this treatment. Fig.7. shows a flythrough in recta. 

 

Fig. 7. A flythrough in the recta of VCH-F1 

4   Summary 

Based on previous work, a variety of applications including health science education 
facilities, virtual acupuncture, image-guided neurosurgery, motion simulation etc. have 
been developed and preliminarily implemented. All these are new technology of this 
time and with great significance. There are still large amount of works for us in these 
fields and as a good beginning has already been conducted, rapid progress will follow 
toward successful current solution and toward more vivid realization of the VCH-F1. 
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Abstract. Since visible human visualization using cryosection images
is still a challenge for its own difficulties such as color inhomogeneity
between adjacent images, most visible human visualizations use pseudo
color. In this paper, we propose a method to make cross-section image
along human surface homogeneous, and provide a method to reconstruct
and visualize 3D visible human with an approximate and reasonable real
surface color. The visualization method consists of three components,
which are preprocessing (registering image series, obtaining color check-
ers’ color and removing background), color correction (global color cor-
rection with the help of the color checker and local color correction by
using adjacent image) and 3D visualization with color (smoothing model
and generating color). The experiment on head data of Chinese Visible
Human shows that our method is successful for the 3D reconstruction
and color visualization.

Keywords: Color Correction, Homogenization, Human Visualization,
Segmentation, Chinese Visible Human.

1 Introduction

Human visualization, which processes and reconstructs human’s 3D graphics
from thousands of human medical section images, is one of a world frontier cross
discipline of information technology and medicine. The section images include
CT, MRI or other grayscale image traditionally. Chinese Visible Human dataset
(CVH), with world leading high precision, contains not only these grayscale im-
ages, but also color cryosection images. Because of the color inhomogenity of the
cryosection images, 3D colored reconstruction and visualization of CVH is very
difficult. To the best of our knowledge, most of visualization results, including
National Library of Medicine’s Visible Human Male and Chinese Digital Human
Girl No. 1, use pseudo-color.

Color inhomogenity of cryosection images is resulted from two main reasons:
one is the variation of light and camera condition, and the other is that the
human organ or tissue’s color may vary between different images because of the
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irregular oxidation[1,2]. In order to generate 3D colored visualization results from
CVH, color correction is required before reconstruction. [1] provides a method
of homogenization to make cross-section image along depth axis homogeneous.
In this paper, we propose a method to make cross-section image along human
surface homogeneous. The 3D colored visualization of CVH is also provided.

2 Method

Here, a novel 3D colored reconstruction and visualization method is developed.
It consists of the following three components: 1) Preprocessing: registering image
series, obtaining color checkers’ color and removing background; 2) Color cor-
rection: global color correction with the help of the color checker and local color
correction by using adjacent image; 3) 3D visualization with color: smoothing
model and extracting color.

2.1 Preprocessing

The preprocessing includes registering image, obtaining color checkers’ color,
and segmenting background.

For each cryosection image, there lie four marks, a color checker and a ruler,
as illustrated in Fig. 1(a). With the help of the four marks on each cryosection
image, we can register the image series correctly. Color checker’s color, which is
called as recorded color here, can be obtained manually from each cryosection
image, as shown in Fig. 1(a). This information will be used in the following
global color correction step.

In [3], we have proposed an automatic method to segment background of
an image. The algorithm uses differences between color components to distin-
guish background from foreground. It can get good segmented results for most
cryosection images, as depicted in Fig. 1(b).

Fig. 1. (a) An example of cryosection color. The color checker’s colors are also listed.
(b) The result after segmentation.
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However, the automatic segmentation algorithm is not always accurate. Thus,
we need to adjust some segmentation results manually in certain cases so as to
get good 3D colored reconstruction.

2.2 Global Correction by Color Checker

The objective of global correction is to correct the colors of cryosection images
by color checker. Standard color checkers are put on every image during image
acquirement of CVH. As mentioned above, for every image, its recorded color
can be obtained. One representative color checker from all the images has been
selected as reference color checker, which will be used as the standard color in
global color correction.

The color checker of Chinese Visible Human data has its own feature, i.e., the
hue of the colors on the checker covers the whole range, while the brightness is
limited in a small range. Thus, we develop the following algorithm to determine
the transformation from the reference color checker’s colors and the recorded
ones of each image, which will be used for correction later.

For each image, convert RGB values of recorded colors on the checker into
HSV values. Denote the recorded colors as (Hi, Si, Vi) (1 ≤ i ≤ 7) and reference
ones as (Hr

i, S
r
i, V

r
i). The transformation between H and Hr can be deter-

mined by lookup table and interpolation method[4], and linear transformation
between V and V r can be obtained by least square fitting.

For each pixel in the image, by using above transformation on H and V (S
will not be changed), we can get its corrected HSV . Thus, the image can be
corrected when all its pixels have been adjusted.

After all the images have been global color corrected, colors of different images
will be homogeneous in whole.

2.3 Local Correction by Histogram

A new local correction method is designed to make cross-section image along
human surface homogeneous by local histogram when the images’ background
are removed and the colors have been global corrected.

To describe the method more clearly, this section will be divided into two
parts. First, we will introduce how to correct one image with the help of its
adjacent image in the series. Next, the order of the local correction for all the
images in series will be discussed.

Correct one image. For every image Ii, it is corrected by one of its adjacent
images Ij (j = i ± 1) to make the colors of the two images’ edges homogeneous.
For this purpose, we design a new algorithm, whose most important feature is to
process only pixels on and near their edges. The algorithm consists of three steps:

Step1. For each point on the edge of Ii, find its corresponding point on the
edge of Ij along the normal direction of the edge point on Ii, as shown in Fig. 2;
these two points compose a point pair.
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Fig. 2. The method to find the corresponding point. The white regions stand for the
foreground, while the black regions mean the background. The red point in (a) is an
original point on the edge of Ii, and its corresponding point on the edge of Ij is the
red point in (b), which is found along the normal direction denoted as blue arrow.

Step2. In the foregrounds of Ii and Ij , more point pairs near their edges are
found level by level, as illustrated in Fig. 3. These points are required by local
histogram in next step and color generation in section 2.4, so they also need to
be homogenized.

Fig. 3. Example of finding pixels near an edge. The gray pixels are the pixels on the
edge, which are in the first level. The blue, green and red pixels near the edge are in
the 2, 3 and 4 level accordingly.

Step3. For the point pairs of Ii and Ij obtained in above steps, calculate
their local difference image and the histogram of the difference image for RGB
components. In this histogram, the inhomogeneity that we need to reduce can
be considered as a small shift of peak from 0 (err). Thus, a partial correction
of amount a · err can be made on this point on Ii[1], that is, u′ = u − a · err,
where u, u′ stand for one of the RGB components of the pixel before and after
correction(Fig. 4).

Correct image series. Here we discuss the sequence of local color correction
for all the images in series. The image series will be processed for three passes,
that is, each slice will be corrected by its adjacent slice three times, as depicted
in Fig. 5. In the first pass, an image with relatively high quality in the middle
part of the series is selected as a seed image Is. Then, the color correction is
done in two directions: from Is to I0(the first image), which means that we first
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Fig. 4. Color correction by local histogram. A partial correction from blue to pink is
needed in local color correction.

correct Is−1 with its adjacent image Is, then correct Is−2 with Is−1, and so on;
and from Is to IN−1(the last image), which means that we first correct Is+1 with
Is, then correct Is+2 with Is+1, and so on. The second pass is performed from I0
to IN−1 while the third pass is from IN−1 to I0. These passes both use the result
of the image series after the first pass. Thus, two image series are obtained, and
the final corrected image series is their weighted average

Ii =
i

N
I2

i +
N − i

N
I3

i . (1)

In (1), i is the index of an image and its range is from 0 to N −1; Ii stands for
the ith final corrected image, while I2

i and I3
i means the ith corrected images

in the second and the third pass respectively.

Fig. 5. Diagram of three passes. The first pass goes from a seed image in the middle
part of the image series to the two ends. The second and the third pass both use the
correction results of the first pass, and they process from one end to another. The ”+”
and ”=” indicate that the final correction result is the weighted average of last two
passes’ result. The weight is indicated by grayscale.

2.4 Visualization

After color correction, we have got a set of homogeneous images without back-
ground. Now we will use these images to reconstruct and visualize a colored
model.
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The model is reconstructed from a binary volume, which can be obtained
from the segmentation result. If we extract isosurface from this binary volume
by marching cube algorithm directly, aliasing artifacts will exist. So the algo-
rithm proposed in [5] is used to get a smooth model. The algorithm takes input
data as a set of constraints on a deformable surface that iteratively seeks to
minimize its surface area, and thus reduce the aliasing artifacts when marching
cube algorithm is applied here.

The last step is to generate the color for each vertex of the model. The easiest
way is to use the nearest data’s color. However, although the images have been
homogenized, the nearest color may still be inhomogeneous, since the segmen-
tation has some error more or less, and this slight error will infect the surface
color significantly. Our study shows that using weighted average of neighbors’
data color can give us a better visualization result. The weights ensure that the
nearer data’s color has more influence to the result. In our experiment, 5× 5× 5
neighbors have been used to generate color.

3 Experiments and Results

The dataset of our experiment is from the head part of Chinese Visible Human.
The dimension of each image is 3072 × 2048 pixels, and the distances between
adjacent images are from 0.1mm to 1.0mm. After the background removal step,
to accelerate our experiment, the data have been trimmed and resized to 512 ×
512×425 before the homogenization step and visualization step. The experiment
results are shown in Fig. 6.

Fig. 6. 3D head model. (a) without color correction, (b) with global color correction,
and (c) with both global and local color correction.

It is clearly that, without color homogenization, the head’s color appears many
layers, as shown in Fig. 6(a). After the process of global color correction, the
layer structure weakens significantly as shown in Fig. 6(b). The final graphic in
Fig. 6(c), where global and local color correction are done, gives us the best result
of all. Compared with Fig. 6(b), the slight inhomogenity of horizontal layer is
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almost disappeared in Fig. 6(c). However, certain inhomogeneous are still hard
to be eliminated, and most of them result from the inaccuracy of segmentation.

Fig. 7. 3D head model. (a) is the smoothed model with no color, (b) and (c) are the
pure color before and after correction.

Fig. 7 illustrates the 3D head model without color. Fig. 7(a) shows that a high
resolution head model can be reconstructed by our background removal method
(Some flaws in the model, such as the one in the middle of nose, are due to some
discontinuities in the cryosection images). Fig. 7(b) and (c) give only the color
information to show the color correction result more clearly.

Note that if we do the experiment with the same cryosection images and the
same processing algorithm but treat their distance between image slices as equal
other than the real case mentioned above, the reconstructed head model will be
different, as appeared in Fig. 8.

Fig. 8. 3D head model if distance between image slices are treated as equal. (a) is
the smoothed model with no color, (b) and (c) are the color model before and after
correction.

4 Conclusions and Future Work

On the basis of our automatic background removal for cryosection images, we pro-
pose a method to make cross-section image along human surface homogeneous,
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and provide a method to reconstruct and visualize 3D visible human with color.
The experiments show that our method is effective.

Some future works to do include finding more accurate segmentation method,
making the segmentation results of adjacent slices more homogenous, better color
generation algorithm related to vertex’s normal direction, hardware acceleration,
and so on.
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Abstract. For establishing a plan of Living Donor Liver Transplantation 
(LDLT), it is very important to estimate the volume of each liver segment. 
Usually Couinaud's classification is used to segment a liver, which is based on 
the liver anatomy. However, it is not easy to perform this method in a 3D space 
directly. In this paper, a fast segment method based on the hepatic vessel tree 
was proposed. This method was composed of four main steps: vasculature 
segmentation, 3D thinning, vascular tree pruning and classification, and 
vascular projection and curve fitting. This method was validated by application 
to a 3D liver from CT data, and it was shown to approximate closely 
Couinaud's classification with high speed. 

Keywords: liver segment, Couinaud's classification, vessel tree, volumetric analysis. 

1   Introduction 

Nowadays liver surgery is a field in which computer-based operation planning has an 
enormous impact on the selection of a therapeutic strategy. For example before 
establishing a plan of Living Donor Liver Transplantation (LDLT), a computer must 
estimate the volume of each liver segment automatically. Usually Couinaud's 
classification is used to segment a liver[1], which is base on the liver anatomy and 
divides the liver into eight functionally independent segments, as shown in Fig.1.  

 

Fig. 1. Segmental anatomy according to Couinaud 
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In this classification, each of segments has its own vascular inflow, outflow, and 
biliary drainage. Because of this division into self-contained units, each segment can 
be resected without damaging those remaining. In a LPLT, for the liver to remain 
viable, resections must proceed along the vessels that define the peripheries of these 
segments. In general, this means resection lines parallel the hepatic veins while 
preserving the portal veins, bile ducts, and hepatic arteries that provide vascular 
inflow and biliary drainage through the centre of the segment. Also in a LPLT, a 
volumetric analysis of the donor liver is of interest to achieving less complicated 
surgery, so classifying the liver correctly and quickly would be very helpful. 
According to this, we developed a fast method to segment a liver according to the 
Couinaud’s classification. Our method is based on the hepatic vessel tree extracted 
from the liver CT images. This method was composed of four main steps: vasculature 
segmentation, 3D thinning, vascular tree pruning and classification, and vascular 
projection. 

2   Liver Segmentation 

2.1   Vasculature Segmentation 

In the CT images, the Hounsfield units (HU) value of vessel is continuous and greater 
than value of the liver matter. Considering this, we can use threshold-based 3D-
region-growing algorithm to segment the vessels. In this algorithm, the first step is 
that the seed point must be carefully chosen to ensure that it lies in the portal vein; the 
second step is the growing procedure. Here we grow this point under these two rules: 
1. the grown point’s HU value must be greater than a given threshold; 2. the grown 
point must be within a given distance from the seed point. Rule 2 ensures that our 
growing procedure may continue when it reaches some small holes. 

Automatic determination of an appropriate threshold is possible. Our algorithm can 
be described as follows: When we decrease the threshold, the number of voxels may 
increase accordingly. Continue this procedure until we can finally get a threshold-
voxel number curve, which is shown in Fig.2.  

 

Fig. 2. Automatically detect an appropriate threshold. Here X-axis represents the number of 
voxels grown, Y-axis represents the threshold. 
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We then chose two lines to fit this curve, and minimize their sum of mean square. 
The x-coordinate of the intersection point of these two lines is just the appropriate 
threshold we need. Fig.3 shows the result of the vessel segmentation. 

 

Fig. 3. Result of the 3D-region-growing algorithm 

2.2   3D Thinning 

Because the grown result usually contains many redundant points, thinning the final result 
is a necessary pre-process to analyze the vessel tree. This kind of thinning algorithm can 
be divided into two classes [2]: one is based on distance transform, by choosing the local 
extreme points as key points, and then connect these points as the skeleton; the other is 
based on the morphology, by repeatedly eroding the edge until we get an acceptable result. 
We chose the algorithm introduced by Ta-Chin Lee. This algorithm belongs to the second 
class. Details of this algorithm can be found in [3]. Here we only show the result of 3D-
thinning in Fig.4. Note that this tree is only consists of discrete points, the line which 
connect every two points is added only for visualization. 

 

Fig. 4. Result of the 3D-thinning 
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2.3   Vascular Tree Pruning and Classification 

The vascular system can be modelled as a tree. Unfortunately, due to the blur 
boundary of the vessels, especially in the twig of the vessels, the 3D-thinning result 
often contains some rings, or multiple edges. These rings may disturb our analyses, so 
we must get rid of them. Both the Prim algorithm and the Kruskal algorithm are good 
choices to reduce these rings. Reducing multiple edges is also simple, we only need to 
leave the shortest edge and exclude the others. 

Classifying the tree is the main purpose of this step. In this procedure, a multi-resolution 
vessel tree must be generated to satisfy different purposes. We define the longest vessel 
from the root to the leaf as the first level vessel. The longest path from the first level vessel 
to the leaf is defined as the second level vessel, and so on. In practice, surgeons only care 
about the stems of the portal and venous, so the first three levels will be enough for them. 
If someone wants to know the total vascular system of the liver, we can show the entire 
tree. This trick helps us to reduce the rendering time of our system. 

2.4   Vascular Projection and Curve Fitting 

Couinaud divided a liver in a 3D space; in programming, it is not so easy to decide 
which segment a 3D-point lies in. To simplify this classification, we introduce a fast 
and easy method to divide the liver. We project the liver and the vessel tree to a plane. 
It is obvious that the projection of the vessel tree is a line segment, and the projection 
of different subsegments hold the different region of the plane. The classification is 
then transformed to how to classify a point in the projection plane. Of course, it is 
easy for us to do this. 

The projection plane must been designed elaborately to get a reasonable result. 
Because the vessels inside the left hemiliver and the right hemiliver are quite 
different, we project the left part and the right part to different planes. To describe 
these planes, here we introduce some symbols. For convenience tet O stands for the 
venous point of intersection. Starting from vertex O, Let L stands for the nearest point 
of the left hepatic vein, M stands for the nearest point of the middle hepatic vein, R 

stands for the nearest point of the right hepatic vein, and we get three vectors OL , 

OM , and OR . To simplify the equation of the projection plane, we let the point O 

lie on the plane, and then we choose OL OM OR+ +  as the normal. That is, the 
projection plane used to project the left hemiliver can be described as equation 1: 

( ) 0OP OL OM OR• + + =  (1) 

Here P represents an arbitrary point on the projection plane, •  means the dot-
production of vectors, + means vector addition. 

The right hemiliver can be classified like above, except that the normal of the plane 
must be re-chosen. To reduce the influence of the left part, in practice we use 

OM OR+  as the new normal, and this works well in practice. So the second 
projection plane can be described as equation 2: 
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As shown above, the projection of the vessel tree is a line segment. In general, 
these segments are not smooth enough. That is not the fact. This error is caused by the 
poor contrast of the vessel in the CT slices. To reduce this error, we examine the 
projection of the middle hepatic vein on the projection plane and find that the trend of 
these points is near polynomial curve. Then we try a quadratic and a cubic polynomial 
curve to fit these points, and find that quadratic curve can fit these points very well. 
As shown in Fig.5, the mean square deviation is 2.09969. 

 

Fig. 5. Use quadric polynomial curve to fit the project points of the middle hepatic vein 

We also check the other vessel’s projection points, like right hepatic vein, left 
hepatic vein, and portal vein, only to find that quadratic polynomial is the best curve 
to fit their project points. 

These polynomial curves divide the projection plane into several regions. To 
segment a liver, now we can project all the points of the liver on the projection plane, 
then decide which regions they lie in. It is an easier task to classify a point on a plane 
than in a 3D space. By this means we can segment the liver with high speed. 

3   Volumetric Calculation 

We run our method through a CT liver dataset, Fig.6 shows the classification result.  
Table 1 shows the volume we get after the classification. Here we do not take into 

account the Segment I. Xu Min[4] calculated 22 male adults’ liver volume and draw 
the conclusion that the average volume percent of segment II, III, IV, V, VI, VII, VIII 
is 9.9%, 11.6%, 16.6%, 17.0%, 14.6%, 14.7%, 15.6%, and the volume percent of left 
and right hemiliver is 38.1%, 61.9%. Stione[4] also concluded that the average 
volume percent of lateral segment left lobe, medial segment left lobe, anterior 
segment right lobe and posterior segment right lobe is 15%, 20%, 35% and 30%. It is  
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Fig. 6. Classification result. The left is visceral surface; the right is diaphragmatic surface. 
Different color represents different segment. 

Table 1. Volumetric calculation result 

 )%( tnecreP).lm( emuloVslexov fo muN 
Segment II: 
Lateral segment left lobe (superior) 

79195 31.2 3.0 

Segment III: 
Lateral segment left lobe (inferior) 

293334 115.7 11.1 

Segment IV: 
Medial segment left lobe 

652201 257.2 24.7 

Segment V: 
Anterior segment right lobe (inferior) 

545543 215.2 20.6 

Segment VI: 
Posterior segment right lobe (inferior) 

161345 63.6 6.1 

Segment VII: 
Posterior segment right lobe (superior) 

417009 164.5 15.8 

Segment VIII: 
Anterior segment right lobe (superior) 

494519 195.0 18.7 

Left hemiliver 1024730 404.1 38.8 
Right hemiliver 1618416 638.3 61.2 
Total liver 2643146 1042.4 100.0  

obvious that our result fit well with their work. Their research proved that our method 
could produce a reasonable classification. 

4   Conclusion 

Resecting only specific liver segments is especially useful in patients with 
hepatocellular carcinoma. In practice, Couinaud’s classification of liver anatomy is 
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widely used. To simplify this classification so that is can be calculated more quickly, 
we designed a fast segment method based on the hepatic vessel tree. This method was 
composed of four main steps: vasculature segmentation, 3D thinning, vascular tree 
pruning and classification, and vascular projection and curve fitting. This method was 
validated by application to a 3D liver from CT data, and it was shown that the result 
closely approximated the Couinaud's classification with high speed. 
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Abstract. The application of watersnakes algorithm in segmentation of hippo-
campus MR image has been investigated.This algorithm integrates the water-
shed transform and the active contour algorithm. The watershed transform, 
based on mathematical morphology, is powerful and flexible for segmentation. 
However, it does not allow the characteristics of region boundaries to be in-
cluded in the way that active contour algorithm does. So, over-segmentation is 
shown in the result of watershed transform, this phenomenon is even worse for 
the segmentation of hippocampus. For watersnakes algorithm, the primitive 
contour of hippocampus can be obtained using watershed transform. Based on 
energy-driven, the contour of hippocampus can develop into the ultimate result. 
In the process of energy-driven, the information relating to characteristics of  
region boundaries is involved. 

1   Introduction 

The hippocampus is a critical structure in human brain, which plays a key role in 
memory performance [1, 2]. In clinical application, some reports have proved that 
some abnormalities in the volume and architecture of the hippocampus have close 
relation with some neurological and psychiatric illnesses, i.e.  Alzheimer’s disease 
[3]. So, how to segment hippocampus exactly in medical image analysis is critical in 
clinical aspects. 

For MRI, hippocampus in tissue belongs to gray matter, which adjacent not only to 
white matter and cerebrospinal fluid but also to other gray matter. Moreover in MRI, 
the structure of hippocampus has relatively low contrast, low signal-to-noise ratio, 
and discontinuous edges.  All these make the segmentation of hippocampus very 
difficult. The deformable model for hippocampus segmentation was reported in [4, 5]. 
However the method of deformable model is difficult to derive local minima. 

The watershed transform [6, 7] has been proven useful and powerful for image 
segmentation. The intuitive description of this method is quite simple. A gray scale 
image is considered as a topographic relief, and the gray scale value of a pixel repre-
sents the height of a point in the topographic relief. Rain falling on the surface of the 
topographic relief will flow down until it reaches a region of minimum.  All the points 
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of the surface, whose steepest slope path reaches a given minimum, constitute the 
catchments basin associated with this given minimum. Lines separating catchments 
basins are called watershed lines. And the watershed lines are thought as boundaries 
between the regions for segmentation. 

An alternative to the rainfall model is to simulate a flooding process. The water 
comes up out of the ground and immerses the topographic relief into a lake without 
pre-determining the regional minima, and each regional minimum corresponds to a 
lake. Adjacent lakes meet at watershed lines as flooding continues. 

2   Watersnakes 

According to active contour algorithm, the concept of contour is thought as energy-
based minimization. And, according to watershed transform, the watershed line is also 
thought as the contour.  So, it seems that watershed transform has some relation with 
the active contour algorithm. Meyer [8] defined the watershed transform in terms of 
the topographical distance. In his method, the topographical distance can decrease the 
mistake brought by noise. If the energy can be described in terms of the topographical 
distance, it could not only decrease the mistake brought by noise, but also build a 
relation between watershed transform and active contour algorithm. For parti-
tions kΩ⋅⋅⋅Ω ,,1 , the energy can be defined in the following function: 

dxxTfE
k

i
iik

i

∑∫∫
= Ω

∂+∂=Ω⋅⋅⋅⋅Ω
1

1 )),()(((),(  (1) 

In this equation, i∂  interprets the minima point of class iΩ  , )(f i∂  is the gray 

scale value of i∂ , and ),x(T i∂  is the topographical distance between points x and 
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Where )p,p(tcos 1nn + means the gradient between the point np  and 1np +  when the 

water floods from the point np  to 1np + along a path )p,,p( l0=τ . 

For watershed [9], the values of the point in the image can be interpreted as in 
terms of the topographical distance. 
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Based on equation (1) and (3), for partitions k1 ,, ΩΩ ⋅⋅⋅ , the energy formula can be 

described by the following formula. 
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The active contour method is to search the minima of energy formula (4). 
According to [10], for partitions kΩ⋅⋅⋅Ω ,,1 , if and only if the partitions are water-

shed segmented, the minima of energy formula (4) can be obtained. Now, the task to 
search watershed line becomes equivalent with energy minimization.  

So, for watershed segmentation the partitions kΩ⋅⋅⋅Ω ,,1 can be described to mini-

mize the function as follows:  
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The segmentation method based on minimization of this energy function is called 
watersnakes algorithm.  

3   Hippocampus Segmentation 

The hippocampus segmentation can divided into six steps:  

1) Selecting the seed points. 
2) Obtaining gradient image. 
3) Obtaining primitive partition using watershed transform. 
4) Adjusting seed points. 
5) Computing the topographical distance and obtaining the primitive contour. 
6)  Modifying the contour using watersnakes algorithm.  

3.1   Selecting Seed Points 

In the process of hippocampus segmentation, we need to select seed points twice. 
Firstly, we select seed points manually. Secondly, we select the regional minima as 
the seed points automatically according to the result of the first segmentation. The 
seed points we selected manually may be not the regional minima which can produce 
error in the processing of computing the topographical distance. The seed points to be 
selected automatically must meet two conditions. One, the seed point must have the 
same class as the corresponding seed point selected manually; the other, the seed 
point must have a small difference in gray scale value with the corresponding seed 
point selected manually. For this purpose, we can select the regional minima as the 
new seed point in one class. All these new seed points can decrease the mistakes in 
computing the topographical distance. 



280 X. Lu and S. Luo 

3.2   Computing the Topographical Distance 

The topographical distance is the key of hippocampus segmentation. This method is 
based on the shortest path. In order to implement this method, we consider the physi-
cal model of a fluid flooding a terrain. The cost of flooding across the terrain can be 
computed. Ordered queues are used to limit flooding direction and to avoid un-
necessary computing. 

Firstly we put all the seed points into the ordered queues and suppose the cost of 
the seed points equals 0. Secondly we set the gray scale value in which the points 
coming from ordered queues propagate a wavefront. In order to keep the results 
smooth, the water can flood its 4-connented neighborhood.  When the water floods 
from p to one of its 4-connented neighborhood q , if the gray scale value of the point 

exceeds pre-set gray scale value, or the point has been processed in some lower gray 
scale value, we don’t need to count the cost. If the point q  has not been processed, 

),( qpcost can be obtained as the cost of the point q .But if the point q has been proc-

essed, we suppose )(qcost as the cost of the point q . 

If )(),( qcostqpcost < , then the value of )(qcost  is substituted by ),( qpcost . 

If  )(),( qcostqpcost ≥  , then the value of )(qcost  does not change. 

Then the topographical distance which is computed, decides this point belonging to 
which class.  For one point from ordered queues, all the points of its 4-connented 
neighborhood, which has been processed and isn’t included in ordered queues, are 
sent to ordered queues, and the point which have greater value of cost has higher 
priority. If all the points of one point’s 4-connented neighborhood have been sent to 
ordered queues, it must be removed from ordered queues.  When all the points in 
ordered queues have propagated a wave-front to its 4-connented neighborhood, the 
gray scale value set for propagating a wavefront can be added. The point which all the 
points of its 4-connented neighborhood have been processed can be removed from 
ordered queues. When ordered queues are empty, the process of computing the topog-
raphical distance ends, and the primitive contour can be obtained. 

3.3   Modifying the Contour 

In order to obtain some satisfactory segmentation, we must modify the primitive con-
tour with watersnakes algorithm. The watersnakes algorithm needs a partition of the 
image as starting point. Fortunately, the result of watershed transform can be used. An 
exchange of boundary pixels between the adjacent regions is performed for this pur-
pose. The boundary pixels are defined as one having at least one neighbor with differ-
ent class. 

If a boundary pixel p  is re-assigned to jΩ from its adjacent region iΩ , then the 

cost function can be defined as follows: 

)},p(T)(f{L jjp,ji min ∂+∂=→  (6) 

In such a circumstance, we can define the cost of energy by re-assigning p  to 

jΩ as follows: 
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pjiLpLjipE ,)(),( →−=→Δ  (7) 

If 0),( >→Δ jipE , we can re-assign p  to jΩ . Therefore, we call the value of 

),( jipE →Δ the stability of p . 

For our segmentation, the stages we modify the contour is stated as follows: 

1)  Computing the stability of the point in the primitive contour. 
2)  Selecting the point in the contour with highest stability. When this value is posi-

tive, perform the re-assignment and re-decide the contour. 
3)  Re-computing the stability in the new contour. 
4)  Iterating step 1 to 3 until no re-assignment is possible. 

4   Results 

Fig. 1 (left) is the result using traditional region growing by only selecting seed points 
once, Fig. 1 (middle) is the result using watershed transform by selecting seed points 
twice. Fig. 1 (right) is the result of watersnakes algorithm. From those results, we can 
see that over-segmentation is very serious in Fig. 1(left). In Fig. 1, over-segmentation 
exits in the regions the white arrows point to. Because region growing only selects 
seed points once, so it is hardly to select the true regional minima. Moreover, there is 
much noise in MR image, which disturbs the segmentation. The segmentation results 
in Fig 1(middle) shows a better effect than that in Fig. 1(left), but in some regions 
over-segmentation still exists. This phenomenon occurs because there are usually 
significant regional minima caused by noise other than objects of interest. In the result 
of fig 1(right), over-segmentation can be more restrained than the results of fig 1(left) 
and fig 1(middle). 

 

Fig. 1. Left: the result of region growing; Middle: the result using watershed transform by 
selecting seed points twice; Right: the result of watershakes 

In order to obtain 3D hippocampus volumes, we applied our method to segment 
hippocampus on each slice. The segmentation approach has been tested on 3D MRI 
datasets of the human head acquired from six normal people subjects. The MRIs are 
acquired with 0.3 T. The image matrix of each people subject is 128512512 ×× .The 
depth of slice is 3.1 mm. The size of pixel is 46875.046875.0 × mm2. 
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In the segmentation process of left hippocampus on each slice, firstly we select 
middle slice of left hippocampus to segment hippocampus. The hippocampus of this 
slice is clearer than others, and the segmentation of this slice is easier than that of 
others. Then, based on the segmentation results of this slice, we segmented hippo-
campus on each slice using watersnakes algorithm. Fig. 2 shows the results of hippo-
campus segmentation on each slice. This results show hippocampus has a big head 
and a small tail, and its shape looks like a bow.  

 

Fig. 2. The  results of hippocampus segmentation on each slice 

For 3D hippocampus segmentation, the hippocampus areas on each slice increase 
greatly and decrease slowly, and the shapes of the segmentation results of adjacent 
slices don’t change greatly. The results using watersnakes algorithm meet this rule.  
Fig.3 shows the areas of hippocampus on each slice. Fig.4 shows overlaying region of 
the segmentation on the adjacent slices. The red region points in the segmentation 
results belong to the previous slice, the green region points in the segmentation results 
belong to the current slice, and the yellow region points are overlaying region.  
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Fig. 3. The area of hippocampus on each slice 

 

Fig. 4. Overlaying region of the segmentation on the adjacent slices 
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We use Analyze software [11] to realize volume rendering. The results of volume 
rendering is shown in Fig.5. 

 

Fig. 5. The results of volume rendering 

The aim of hippocampus segmentation is mostly used for quantitative analysis of 
hippocampus. Based on our segmentation we can obtain some data such as hippocam-
pus volume and hippocampus areas on each slice. These data are important to quantita-
tive analysis of hippocampus. We also can use these data to evaluate our segmentation 
results. Prior to quantitative analysis of hippocampus, we must normalize the segmented 
data to eliminate the mistakes brought by difference among deferent subjects. Table 1 
shows the hippocampus volumes from six normal people subjects and some statistical 
index about these data. In table 1, we can see that the standard variance is 0.24cm3 and 
the average hippocampus volumes are 2.637 cm3. The max relative deviations between 
hippocampus volumes of one subject’s dataset and mean volumes is 13.862%. The 
hippocampus data are very few which makes the mean possibly incorrect. Some pa-
rameters used to normalize the segmented data are calculated roughly from sagittal 
plane, which might bring mistakes in the process of normalization. Our research of this 
algorithm is just at a starting point, and the primitive segmentation algorithm can not be 
applied to process the blur contour. All these reasons make the max relative deviation 
between hippocampus volumes of one subject and mean volumes become larger than 
that expected. 

Table 1. The hippocampus volume from six normal people and some statistical index about 
these data 

 Hippocampus Volume(c m3) RSD 
1 2.889 8.691% 
2 2.940 10.271% 
3 2.636 0.056% 
4 2.592 1.770% 
5 2.316 13.862% 
6 2.453 7.523% 
Mean±SD 2.637±0.24  
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Table 2 shows the hippocampus areas on some slices from different subjects. In 
this table, we set the slice serial number of the max hippocampus areas to zero, and 
the serial number of slices prior to this slice in turn minus one, the serial number of 
slices after this slice in turn plus one. From this table, we can conclude that the more 
close to the zero slices, the hippocampus areas on this slice among different subjects 
are more approximate.  

Table 2. The hippocampus area on some slices of different subjects 

slice Hippo-
campus 
areas of 
1 
(c m2) 

Hippo-
campus 
areas of 
2 
(c m2) 

Hippo-
campus 
areas of 
3 
(c m2) 

Hippo-
campus 
areas of 
4 
(c m2) 

Hippo-
campus 
areas of 
5 
(c m2) 

Hippo-
campus 
areas of 
6 
(c m2) 

Mean 
±SD 
(c m2) 

-4 1.6985 1.5029 0.6394 0.6702 0.3493 1.0986 0.9932±0.5315 
   -3 1.9006 2.1445 1.2217 1.2063 0.8108 1.6194 1.4839±0.4955 
   -2 1.9819 2.2631 1.2129 1.5557 1.2656 1.7798 1.6765±0.4114 
   -1 1.9819 2.0325 2.2500 2.0127 1.6633 2.1072 2.0079±0.1941 

0 2.0874 2.3181 2.3862 2.3379 1.9072 2.2764 2.2189±0.1842 
    1 1.5908 2.0632 2.3840 2.1841 1.8215 2.2412 2.0475±0.2930 

2 1.5007 2.0632 1.6963 1.8018 1.7820 1.8699 1.7805±0.1773 
3 1.3140 1.9973 1.6897 1.3381 1.4854 1.9819 1.6344±0.3060 

    4 1.0789 1.9028 1.1052 1.1821 1.3359 1.5336 1.3564±0.3165 
    5 1.1272 1.4985 1.0811 1.0547 1.3689 0.7339 1.1440±0.2670 

6 0.7075 0.7756 0.9294 0.9514 1.1646 0.5537 0.8470±0.2140 
7 0.4966 0.3208 0.5515 0.8855 0.9514 0.4680 0.6123±0.2500 
8 0.4482 0.1450 0.3428 0.7317 0.6987 0.3384 0.4508±0.2273 
9 0.1472 0.0967 0.1846 0.5911 0.6262 0.1428 0.2980±0.2424 

10 0.1384 0.0505 0.0769 0.2021 0.3889 0.1230 0.1633±0.1223 

5   Conclusion 

The MR images have some features such as much noise, low contrast and so on. The 
segmentation method based on traditional watershed transform is fast, flexible, and 
typically can be applied to gradient information, but it could bring unsatisfactory 
results due to noise. Moreover in some region low contrast makes the results even 
worse. The method based on active contour has power to track anatomic structure, but 
it needs the primitive contour points close to the true object boundary. In practice 
these points are hard to select. The watersnakes algorithm integrates the watershed 
transform and the active contour algorithm. This method combines the advantages of 
the watershed transform and active contour, and the advantage of active contour can 
constrain over-segmentation brought by watershed segmentation. Now our research 
on watersnakes algorithm is only in primary stage. In the near future, we will develop 
watersnakes algorithm to settle down the problem of blur boundary. 
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Abstract. Recently, the authors introduced least square quantization
table (LSQT) method to accelerate the direct Fourier transform to recon-
struct magnetic resonance images acquired using a spiral trajectory. In
this paper, we will discuss the LSQT further in its adaptability, reusabil-
ity and choice of the number of groups. The experimental results show
that the LSQT method has better adaptability for the different recon-
struction cases than the equal phase line (EPL) and Kaiser-Bessel grid-
ding methods. Additionally, it can be reused for reconstructing different
images of varied sizes.

Keywords: Image reconstruction; spiral trajectory; least square quan-
tization table; adaptability; reusability.

1 Introduction

Recently, non-Cartesian scanning in k-space, such as spiral, has received in-
creased attention in Magnetic Resonance Imaging (MRI). However, when the
data is acquired using a non-Cartesian k-space trajectory, image reconstruction
can no longer be accomplished with a direct FFT. Therefore, the problem of
reconstructing image from a set of nonuniformly sampled data has drawn more
attention in the past few years. The Kaiser-Bessel griding is the most widely
used method to solve this problem, where nonuniformly sampled data are first
resampled onto a Cartesian grid and then a FFT is applied to reconstruct the
image. As the most straightforward and accurate solution, the direct Fourier
transform [1] has some advantages over other methods. Unfortunately, the high
computational demand makes it impractical compared with methods that use
the fast Fourier transform (FFT) [2]. Two algorithms, Equal-Phase-Line (EPL)
and look-up table (LUT), were proposed to solve this problem [3,4]. The EPL
method does not take into account the actual distribution of phases for each
data, and therefore may cause a large quantization error and consequently a
large reconstruction quality loss. Meanwhile, the LUT method is only efficient
for small size images due to the huge memory required for storing a large size
look-up table.

More recently, the authors introduced a new algorithm for accelerating the
direct Fourier transform to reconstruct MR images acquired using a spiral trajec-
tory. The algorithm, called least square quantization table (LSQT) [5,6], reduces
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the computation loads of direct Fourier transform with only a little quality loss.
The results were shown to be more accurate than EPL and require less memory
than LUT. In this paper, we will report further results in the LSQT method in
terms of its adaptability, reusability and choice of the number of groups.

2 The Least Square Quantization Table Method

We summarize the LSQT method in this section. Further details can be found
in [5]. When direct Fourier transform method is applied to reconstruct image I
of size N × N from k-space data s with length L, the contribution of the pth
data to the entire image space is [3] :

Ip (x, y) = spdp exp (j2π (xup + yvp)) . (1)

where x, y = [−N/2 : N/2 − 1] is image pixel and u, v = [−1/2 : 1/2] is sampling
position in k-space. dp is the density compensation function. It can be seen from
(1) that for a given {up, vp}, if two pixels (x1, y1) and (x2, y2) have the same
phase such that 2π (x1up + y1vp) = 2π (x2up + y2vp), the data sp has the same
contribution to the two pixel locations. Also, if we define Cp = xup + yvp,
because of the periodic property of the complex exponential function, Cp is
also a periodic function with unity period and we can concentrate on the main
phase band [0, 2π), corresponding to the fractional part of Cp in [0, 1), which we
denoted as 〈Cp〉. If Cp is negative, we add an integer to it to bring it to between
0 and 1, and 〈Cp〉 then is the resulting fractional part. Thus, each pixel {x, y}
has a one-to-one correspondence to 〈Cp〉.

It is noted that if some pixels have the same 〈Cp〉, the acquired raw data in
k-space have the same contribution to these pixels. Thus, all the pixels can be
classified into groups, where each group is labeled by a different representative
value and pixels in the same group receive the same contribution. If the con-
tributions of the given data to all the groups are known, for a pixel, we only
need to know which group it belongs to. Consequently, (1) is calculated only
once for each group instead of for each pixel in the direct Fourier transform
method. Therefore, the tradeoff between the reduction of computing loads and
loss of image quality lies in the number of groups. Instead of requiring an exact
value of 〈Cp〉 before two pixels can be classified into the same group, we use the
Lloyd-Max quantization algorithm to classify all the pixels into only M groups
where M � N2. The group boundaries are calculated by quantizing the interval
[0, 1) into M bins in the least square sense of quantization error [7]. The repre-
sentative value of each group is the centroid of the corresponding group, which
is the optimal point to give the lowest quality loss.

Therefore, for the k-space data s with length L, we can pre-compute a least
square quantization table (LSQT) Q of size M ×L. The construction of the table
can be accomplished off-line and reused for the same k-space trajectory, being
independent of the object being imaged. After loading the table, when a data
arrives, the contributions of the data to all the groups can be calculated. Then
for a pixel, we use binary-searching algorithm to map it to the corresponding
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group and set contribution directly . Considering the symmetric and periodic
properties of 〈Cp〉, only pixels where x ≥ 0 need to undergo mapping [3].

3 Results on Adaptability and Reusability

Our experiments are performed with the Shepp and Logan mathematical phan-
tom [8] with three different sizes, 64 × 64, 128 × 128 and 256 × 256. Spiral
trajectory used in [5] was applied to generate k-space data from phantoms. The
size of k-space data is 13,392. Then there are three cases of image reconstruction:
L > N ×N , L ≈ N ×N and L < N × N . M takes the values 16, 32, 64 and 128
as in [5].

Similar to that in [5], the reconstructed image obtained with the direct Fourier
transform is used as a standard. The normalized Root Mean Square (nRMS)
error is calculated after reconstructed images are scaled to a range of gray levels
[0,255] and the Maximum Absolute Difference (MAD) is normalized by dividing
by 255.
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Fig. 1. (a) and (b) The nRMS of different methods against the number of groups for
reconstructing N=64 and N=128 phantoms, respectively

Fig. 1 (a) and (b) shows the nRMS of different methods against the number
of groups for reconstructing N = 64 and N = 128 phantoms, respectively. The
performance of reconstructing N = 256 image from data acquired using this
spiral trajectory can be found in [5]. For these cases, we can draw the same
conclusion that the LSQT method can give more accurate reconstruction results
than EPL and Kaiser-Bessel griding methods when M takes an appropriate value.
Moreover, the LSQT method even when M = 16 performs better than the
Kaiser-Bessel griding. The Kaiser-Bessel griding used here is the same as that
used in [5].

Next we will explore the adaptability of different methods when facing differ-
ent reconstructing cases, from oversampling to undersampling. Fig. 2 shows the
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nRMS against the size of reconstructed phantoms for the LSQT, EPL and grid-
ing methods with different M , where the solid lines are for the LSQT, dashed
lines for the EPL and dotted line for the Kaiser-Bessel griding. Theoretically, the
nRMS error will become larger with increasing reconstructed image size while
the number of k-space data is fixed, because the reconstruction case varies from
L > N ×N to L < N ×N . We can see from this figure that, the nRMS curves for
the LSQT are flatter than those of EPL and Kaiser-Bessel griding methods with
the same M in general. It means compared to other two methods, the LSQT
has better adaptability for the different reconstruction cases. The reasons are
because the actual distribution of 〈Cp〉 is taken into account and Lloyd-Max
quantization algorithm is used.
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Fig. 2. The nRMS against the size of reconstructed Shepp and Logan phantoms for
the LSQT and EPL methods with different M

As we described before, because constructing LSQT is only dependent on the
k-space sampling positions and image pixel positions, the LSQT constructed for
a given trajectory can be reused for reconstructing the different images with
same size. It is affirmative because constructing LSQT is only dependent on
the k-space sampling positions and image pixels positions. Moreover, another
advantage of LSQT method is that the LSQT constructed in the case of L <
N × N can be reused in the case of L ≈ N × N and L > N × N where L is
fixed. Fig. 3 (a) and (b) show the nRMS and MAD of LSQT method against
the number of group for reconstructing different sizes of phantoms with different
LSQTs. Here, LSQT256 N64/128 means reconstructing a 64 × 64 or 128 × 128
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phantom from 13393 k-space data but with a LSQT constructed in the case of
reconstructing 256 × 256 phantom from 13393 k-space data. LSQT64 N64 and
LSQT128 N128 mean reconstructing a 64 × 64 or 128 × 128 phantom with their
own LSQTs. It can be seen that reconstructing 64 × 64 and 128 × 128 phantoms
with LSQT256 perform better than with their own LSQTs in nRMS and MAD.
The reason is that each element of LSQT256 is obtained from 256 × 256 〈Cp〉’s
of interval [0, 1) while each element of LSQT64/128 is obtained from 64 × 64
or 128 × 128 〈Cp〉’s of interval [0, 1). Obviously, the representative values stored
in LSQT256 are more precise than those stored in LSQT64/128 when 〈Cp〉’s
have the similar distribution. This advantage means the LSQT method can be
reused not only for reconstructing the different images with same size, but for
reconstructing the different images of reduced sizes.
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Fig. 3. (a) and (b) The nRMS and MAD of LSQT method against the number of group
for reconstructing different sizes of phantoms with different LSQT’s

As we know, the selection of the number of group controls the quantization
precision and the size of LSQT and hence the reconstruction accuracy and re-
quired memory. Therefore, the selection of M is flexible in trading off required
memory against reconstruction error in our method. It means the LSQT method
can be customized for the particular application by selecting a predetermined
number of groups that corresponds to the desired required memory. For example,
if a high accuracy is desired, it is easy to implement by increasing the number
of groups. Additionally, the selection of M avoids having the user choose more
specific parameters of reconstruction like window width or neighborhood def-
inition like other methods [2,9]. Fig. 4 illustrates the effect of the number of
groups on the nRMS and MAD for reconstructing different sizes of Shepp and
Logan phantoms when the size of k-space is fixed. The figure suggests that when
L > N × N , M can take a small value while when L < N × N , M should take
a large value to retain a substantial reduction in reconstruction error.
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Fig. 4. (a) and (b) The nRMS and MAD against the number of groups for reconstruct-
ing different sizes of Shepp and Logan phantoms when the size of k-space is fixed

4 Conclusion

In this paper, the LSQT method proposed recently by the authors is explored in
further detail in its adaptability, reusability and choice of the number of groups.
The experimental results show further that LSQT performs better in recon-
struction accuracy than EPL and has better adaptability than EPL when facing
different reconstruction cases. Moreover, LSQT can be reused for reconstructing
different images of reduced size.
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Abstract. Background removal is a critical step in Visible Human Data (VHD) 
processing, which is the basic of all other researches. In this paper, a new 
segmentation algorithm based on the hybrid method for VHD background 
removal has been proposed, which combines a feature based segmentation 
method with a contour based one. The algorithm first determines the background 
part and the interested parts of an image at a coarse level by using its colour 
features, and then obtains a fine segmentation by using a Gradient Vector Flow 
(GVF) Snake model on the previous initial contour. Our test results on Chinese 
VHD show that the new algorithm is more robust and accurate than the previous 
methods. 

Keywords: Image Segmentation, Background Removal, Hybrid Method, Snake 
model. 

1   Introduction 

The research into VHD is at the frontiers in medical image processing [1]. Background 
removal is a kind of image segmentation, which applies segmentation techniques to get 
the interested part in VHD and remove the background part. It is a fundamental step for 
all the processing on VHD and further research may depends on the accuracy of the 
background removal results. 

Although background removal is important, it is difficult to get satisfactory results. 
The Chinese VHD is obtained in various conditions. Among these varieties, different 
illumination and coarseness of the ice make it difficult to be handled.  

So far as we know, there are few published works on this topic. Most research on 
Chinese VHD hardly mention or even ignores this step. In [2], the background of more 
than 6000 digital human images are removed by hand; in [3], about 3000 images are 
processed by PHOTOSHOP, and adjusted manually. The fully automatic approach first 
appeared in [4]. It classifies a point as a background point if and only if the blue or 
green value of this point is not less than the red one. It is a rough estimation, which 
needs further complex post-processing, and thoroughly from the US Digital Human 
Project, so it is not very suitable to Chinese VHD. In [5], we use the colour feature of an 
image to distinguish its background and interested part, and then use Mathematic 
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Morphology (MM) [6] to complete the final results. This method can get good results 
and is fit for most Chinese VHD images. But as mentioned before, Chinese VHD 
images are obtained in various conditions, so this simple approach may not handle all 
these images properly as illustrated in Fig.1. 

 
(a)                                              (b) 

 
(c)                                            (d) 

Fig. 1. (a) and (b) are two original images. (c) and (d) are the corresponding processing results. 
Some human body has been removed in (c) and some background part has not been removed in 
(d). 

In this paper, we propose a more robust and finer algorithm based on hybrid methods 
[7] to segment the background. It first uses color feature to get a rough result, and 
further uses the GVF Snake model [8] to refine the initial result so as to get a more 
precise contour. It is a fully automatic method and can deal with all the CVHD we test 
effectively. 

2   Algorithm 

The algorithm is a hybrid method which combines a feature based segmentation 
method with a contour based one. It consists of the following steps:  

1) Feature based segmentation 
For every image, compute a global threshold of channel differences to distinguish 

the background and the interested part, and then remove the background and a small 
part of human body which cannot be distinguished by the differences;  

2) Contour based segmentation 
Use Mathematic Morphology to construct an initial contour and then design a 

Gradient Vector Flow Field to segment by using theSnake model. 
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2.1   Feature Based Segmentation 

The background of a cryosection image may not be removed by the method in [5]. Here 
we adopt an aggressive approach to make sure that all its background part can be found. 

1) Preprocessing 
Every image contains a colour checker and a ruler as illustrated in Fig.2a. So in order 

to reduce computational complexity, the color checker block and ruler should be cut off 
firstly, as shown in Fig.2b. Since the color checkers and rulers appear in almost the 
same position of all cryosection images, cutting them off does not affect the human 
body part. 

       
(a)                                                             (b) 

Fig. 2. An example of image cutting. (a) is an original image, and (b) is the image after cutting the 
color checker and ruler off. 

2) Normalization of the intensity 
For every image, compute the difference between channel R and channel G. 

Different from our previous method in [5], here we compute these differences by the 
normalized intensity value of channel R and channel G so that the influence of various 
illumination on background removal can be degraded. For a pixel (R, G, B), the 
normalized intensity Rnorm and Gnorm of its R, G components is: 

,norm norm

G R
G R

R G B R G B
= =

+ + + +
 

3) Classification 
By using the colour feature, we can classify pixels of an image into the background 

part and the interested one as follows.  

   if (Gnorm – Rnorm > T or I > Io)  

     classify the pixel (R, G, B) as background part;  

   else 
      classify the pixel (R, G, B) as interested part; 

where T and I0 are two thresholds, and I stands for the intensity of a pixel. To make sure 
that all the background can be classified correctly, take T as a value slightly less than 
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the threshold from the histogram. And I0 is a parameter that marks all the highlight ice 
part as background. 

2.2   Contour Based Segmentation 

In the previous step, the whole background part of an image has been removed and a 
proper initial contour closing to the final result has been obtained, but a small part of 
human body may also been removed due to the aggressive approach. So a further 
processing is needed. Here we choose Snake model to complete the segmentation result 
because it works perfectly with the initial contour. 

2.2.1   Gradient Vector Flow Snake Model 
The Snake model is first proposed by Kass in [9]. The Snake process can be described 
as moving a curve, defined within an image domain, under the influence of internal 
forces coming from within the curve itself and external force computed from the image 
data. 

In Mathematics, this model is a minimization problem. 
Suppose that ( ) ( ) ( ) [ ]x , , 0,1s x s y s s= ⎡ ⎤ ∈⎣ ⎦ is a parametric curve, and define 

( ) ( ) ( )( )1 2 2

0

1
x' x'' x

2 extE s s E s dsα β⎧ ⎫⎡ ⎤= + +⎨ ⎬⎣ ⎦⎩ ⎭∫  

as an energy function, where α  and β  are weighting parameters that control the 

snake’s tension and rigidity ( )x' s and ( )x'' s respectively; the External Energy function 

extE is derived from an image. 

The snake that minimizes E must satisfy the Euler equation 

( ) ( )x'' x'''' 0exts s Eα β− − ∇ =  

This function can be viewed as a force balance equation. 

0int extF F+ =                                                       (1) 

where ( ) ( )x'' x''''intF s sα β= − and ext extF E= −∇  . 

Xu [8] further proposed a new external force, Gradient Vector Flow, to replace the 
traditional external force. The GVF can be obtained by solving the following 
minimization: 

( ) 2 22 2 2 2
x y x yu u v v f v f dxdyε μ⎡ ⎤= + + + + ∇ − ∇⎣ ⎦∫∫  

where f is the edge map derived from an image, which is large near image edges, μ is a 

weighting parameter and ( ) ( )v( , ) , , ,x y u x y v x y= ⎡ ⎤⎣ ⎦ is the gradient vector flow. 
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It can be shown that the GVF field can be found by solving the following Euler 
equations 

 

( )( )
( )( )

2 2 2

2 2 2

0

0

x x y

y x y

u u f f f

v v f f f

μ

μ

∇ − − + =

∇ − − + =
                                              (2) 

By solving equation (2), the GVF v( , )x y is found. Then let ( )V ,extF x y= , ( )x s can be 

solved from (1) and this is the result of final segmentation. 

2.2.2   Initialization of Snake Model 
To apply the Snake model, we should specify an initial contour and an edge map 
derived from an image for it. 

1) Extract the contour 
The result of feature based segmentation may be fragmented due to the nature of 

feature based segmentation, so it cannot be used as an initial contour directly. To solve 
this problem, we use Mathematic Morphology to make the fragments be eliminated or 
merged into a big region, then extract the contour of this region and use it as the initial 
contour of the Snake model. 

An image point is defined as a contour point if and only if there are both background 
points and non-background points in a small neighborhood around it (like 3 3× ). 

After the Mathematic Morphology process, the non-background part should be 
several independent regions. Obviously, every region has a connected contour, which 
can be viewed as initial contour point set. 

Firstly, remove all the single-connected contour points from the contour point set. A 
single-connected contour point is a contour point that connects with only one non 
single-connected contour point. Thus the remained contour points are connected with 
two other contour points at least. 

Then select the left-most contour point as a starting point, so the non-background 
part should be on the right of this point, and traverse the contour along the direction 
which can maximize the area of non-background region.  

Because each contour point has more than two connected contour points, the process 
can continue to find a new contour point one by one; and since the starting point is 
left-most, the searching always return to the starting point due to the maximizing 
criterion. So traversing in this way should stop when the correct contour is obtained. 

Finally, the initial contour of the Snake model can be obtained by sampling along the 
contour. 

The above procedure is shown in Fig.3. The contour point set obtained by feature 
based segmentation is in Fig.3a. Firstly, we remove all the single-connected contour 
points and start searching from point A and then we find the point B as illustrated in 
Fig.3b and Fig.3c. As the process continues, we reach point C, which has two 
unreached adjacent contour points marked as D and E. Then we choose the point E, 
which can maximize the area of non-background region, to be the next point in Fig.3d. 
The process finishes when we return to the point A, and the final contour is shown in 
Fig.3e. 
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(a)                                           (b)                                       (c) 

            
(d)                                                    (e) 

Fig. 3. The process of contour initialization 

2) Compute the edge map 
The edge map derived from an image is another issue. For any pixel, we define r as 

the ratio of the number of background pixels and total pixels in its small neighborhood 
(like 3 3× ). Because the edge separates the background part and the non-background 
part, a point with r close to 0.5 is more likely to be an edge point. Thus we define the 
edge map f as follow. 

1
1

2
f r= − −  

The edge map f can be used to compute the GVF in the Snake model. 

3   Experiments and Results 

We implement the new algorithm and test it on Chinese Visible Human Data. This data 
set has over 2000 slices cryosection images. The experimental results show that it can 
remove the background of all these images correctly.  

Fig.4 illustrates the process of the algorithm. Fig.4c and Fig.4d demonstrate that 
some drawbacks of the initial contour have been adjusted by the Snake model. 
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(a)                                                            (b) 

                    
(c)                                            (d) 

 
(e) 

Fig. 4. (a) is an original image. (b) is its Snake model where the red line denotes the initial 
contour and the white line represents the final contour. Since the high resolution of (b), we 
magnify the detail of (b) in (c) and (d). (e) is the final result image of (a). 

Our algorithm has the following prominent advantages. 

3.1   Correctness and Accuracy 

The images in Fig.1a and Fig.1b cannot be removed background well by [5], but they 
can be handled by our new algorithm correctly, as is shown in Fig.5. 

  
(a)                                         (b) 

Fig. 5. The results by using the new algorithm. The original images are shown in Fig.1. 



 A Hybrid Method for Automatic and Highly Precise VHD Background Removal 301 

The background part of original image in Fig.1a is depicted in Fig.6. It is very 
accurate by human sight. 

 

Fig. 6. The background part of Fig.1a 

The hybrid method of feature based method and Snake model provides smoother 
contour than feature based method itself. Since the background removal is the basis of 
the further processes, an accurate and smooth segmentation result is very important to 
advanced research, such as visualization. 

3.2   Robustness to Illumination Variation 

Fig.7a and Fig.7b are two images with significant different illuminations. Fig.7c and 
Fig.7d are their background removal results. This shows that our algorithm can handle 
cryosection images with various illuminations effectively. 

      
(a)                                                           (b)  

      
(c)                                                          (d) 

Fig. 7. (a) and (b) are two images with different illuminations. (c) and (d) are their background 
removal results. 
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3.3   Effectiveness for Images with Highlighted Background 

Cutting the frozen human body can produce coarse ice and the coarse ice may introduce 
a highlighted area. For this kind of image, the algorithm can handle it properly as 
illustrated in Fig.8. 

   
 (a)                                                               (b) 

Fig. 8. (a) is an image with highlight part. (b) is the background removal result. 

4   Conclusion 

A new segmentation algorithm for VHD background removal has been proposed in the 
paper. It combines a feature based segmentation method and a contour based one. It can 
remove the background automatically and the test result shows that it can achieve 
satisfied accuracy and robustness. Since the parameters used in this algorithm are either 
computed from images or fixed to process all images, it can be easily used in practical 
applications. 

In the future, we will use the background removal result to build a 3D human body 
model. Since the Snake model returns a contour rather than a simple image, we could 
use it directly.  
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Abstract. Finite element analysis is a useful tool for modeling surgical effects 
on the cornea and developing a better understanding of the biomechanics of the 
cornea. In this paper we proposed a method of building a physical model of the 
cornea with finite element method. Firstly, an individual 3D modal model of 
cornea was constructed. Then the finite element model was built up based on a 
nonlinearly elastic, isotropic formulation. Finally, the intra-ocular pressure and 
external pressure were simulated with results of cornea shape changes 
computed via finite element analysis. 

Keywords: Cornea; finite element model; eye pressure. 

1   Introduction 

Eyes are the most complex organ in human body. The cornea is the transparent, 
dome-shaped window covering the front of the eye. It is a powerful refracting matter, 
providing 2/3 of the eye's focusing power. 

The application of laser technology to correct myopia, hyperopia and astigmatism 
has become an every day practice during the last decade. Laser In-Situ Keratomileusis 
(LASIK) is a surgical procedure that utilizes the Microkeratome to create a corneal 
"flap" of about one-third of the total corneal thickness. The excimer laser is then used 
to reshape the exposed middle layer of the cornea. The flap is finally put back to 
assume a new shape created by the excimer laser. 

The mechanical properties of the cornea are very important to the research on 
human eyes. Because of the lack of an adequate understanding of the shape, 
biomechanical properties and deformation mechanisms of the cornea, the analysis of 
the refractive state is difficult. Surgical interventions at human eyes are very difficult 
to plan and the final state depends highly on the surgical and individual parameters. 
So, the cornea behavior of the patient must be estimated before the interventions. This 
can be done by modeling and simulating the biomechanical effects before surgical 
acts. Surgical information and the different modeling aspects must be structured in a 
knowledge based manner.  

Many descriptive 2D/3D models are available for the cornea. Some are based on 
shape patterns of the anterior surface curvature [1,2]. Some are based on 
mathematical geometric models [3-6]. These geometric models can be simple, with a 
few descriptive shape parameters, or more complicated with Zernike polynomial 
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approximations [5,6]. Other eye models are developed based on the human cadaver 
eye [7,8]. The finite element model is usually based on the linear elastic theory [4]. 

In this paper, a finite element model of the cornea was implemented based on the 
nonlinear elastic deformation theory. Compared with the previous works, the 
proposed method is more practical, since all the parameters can be easily acquired in 
clinic. This model has the further advantage of providing automatic generation of eye 
models to represent patients. We consider the cornea as a nonlinearly elastic, isotropic 
geometry which is more approximate to the practice. 

The model can be used to investigate factors influencing corneal shape. Cornea 
shape change was computed via finite element analysis. Both the inner pressure and 
external pressure were simulated. 

The construction of the finite element model used in this work is described in 
section 2, along with the simulated application of deforming forces. Model 
deformation results are described in section 3. Finally, section 4 presents conclusions 
and plans future work. 

2   Method 

The finite element eye model in this study is designed to focus on the structural 
integrity of the cornea. The effect from the sclera is ignored. Our method is divided 
into three main steps, shown in the Fig.1. Initially, a geometric cornea model is 
developed based on the ellipsoid. The parameters of shape can be input. A finite 
element mesh is created based on a nonlinearly elastic, isotropic formulation and 
reported mechanical properties. Then simulation is done after input of the boundary 
condition and load. 

 

Fig. 1. Step of modeling and simulation 
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2.1   Geometric Model of the Cornea 

An adult cornea is only about 1/2 millimeter thick and is comprised of 5 layers:  
epithelium, Bowman's membrane, stroma, Descemet's membrane and endothelium. 
The epithelium is layer of cells that cover the surface of the cornea.  It is only about 5-
6 cell layers thick and quickly regenerates when the cornea is injured. Boman's 
membrane lies just beneath the epithelium. Because this layer is very tough and 
difficult to penetrate, it protects the cornea from injury. The stroma is the thickest 
layer and lies just beneath Bowman's.  It is composed of tiny collagen fibrils that run 
parallel to each other.  This special formation of the collagen fibrils gives the cornea 
its clarity. Descemet's membrane lies between the stroma and the endothelium. The 
endothelium is just underneath Descemet's and is only one cell layer thick.  This layer 
pumps water from the cornea, keeping it clear.  If damaged or diseased, these cells 
will not regenerate. Tiny vessels at the outermost edge of the cornea provide 
nourishment, along with the aqueous and tear film. 

The geometric model we constructed is also comprised of 5 layers. The ratio of 
layer thickness is in the Table 1.  

Table 1. Ratio of the Cornea Layer Thickness 

Layer of Cornea Percent (%) 

Epithelium 7 

Bowman's membrane 1 

Stroma 90 

Descemet's membrane 1 

Endothelium 1 

The surface of the anterior cornea and posterior corneal surface are similar 
ellipsoid. The mathematical models of corneal surface are shown as following: 
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Equation (1) is of the mathematical model of the anterior cornea surface and 
equation (2) is the posterior cornea accordingly. In the equation, ai,bi,ci is respectively 
the long half-shaft of horizontal, vertical and longitudinal direction, which is about 7 
to 8mm. And d is the thickness of central corneal. We have designed an anterior 
segment image analysis system to acquire these parameters in clinic [2]. The model 
can be modified using the actual data. So this type of model has the advantage of 
providing cornea models to represent patients' data. Fig. 2 shows an example of the 
geometric model of the cornea. 
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Fig. 2. Geometric Model of the Cornea 

2.2   Material Properties of the Cornea 

Investigations into the material properties of the cornea provide a basis for the 
development of biomechanical models. Such work includes an analysis of cornea 
strain distribution by Uchio, E. et al [7], or Yang Jian, et al [9].  

The stroma is the thickest layer, and is the main load bearing part. The material 
parameter of the other layers is harder to get. In this paper, only the material 
parameter of stroma was considered. 

Here we deal with the cornea as isotropic material. The material property constants 
are identified from the experimental data, which are obtained from mechanical tests 
on corneal strips and membrane inflation experiments. 

The finite element model was based on a nonlinearly elastic, isotropic formulation. 
Material nonlinearity was modeled with a nonlinear stress–strain relationship given 
by  

)1( −= βεεασ  (3) 

where σ is the stress and ε is the strain. The material constants α and β were equal to 
17.5 × 10−4 N/mm2 and 48.3, respectively [10]. 

The material temperature was 37 celsius degree. Further work needs to be done to 
characterize the thermal and thermomechanical effects in the corneal tissue, because 
the material properties will change when temperature increases or decreases. 

Corneal tissue was assumed to behave as a nearly incompressible material with a 
Poisson's ratio equal to 0.49 [11].  
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2.3   Finite Element Model 

The element of finite element model in this paper has six degrees of freedom at each 
node: translations in the nodal x, y, and z directions and rotations about the nodal x, y, 
and z-axes. Stress stiffening and large deflection capabilities are included.  

If Kf, the foundation stiffness, is input, the out-of-plane stiffness matrix is 
augmented by three or four springs to ground. The number of springs is equal to the 
number of distinct nodes, and their direction is normal to the plane of the element. 
The value of each spring is:  

d

f
if N

K
K

Δ
=,  (4) 

Where: Kf,i = normal stiffness at node i; Δ = element area; Kf = foundation stiffness; 
Nd = number of distinct nodes. 

The output includes the foundation pressure, computed as:  
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Where pσ = foundation pressure; WI, etc. = lateral deflection at node I, etc.  

Quad provides excellent representation of the eye’s smooth curved surface 
geometry. To generate the mesh, several mesh densities were tested in order to ensure 
accurate and consistent convergence. The mesh of the cornea consisted of 8638 
elements, and 8684 nodes. If the result of mesh is unsatisfied, mesh density can be 
modified reiteratively. 

The boundary nodes at the edge of the cornea (i.e. at the limbus) through the 
thickness were assumed to be fixed in displacement. Any role played by the sclera 
was ignored. 

In the original state, the cornea was loaded by a uniform pressure distribution, 
which was taken to be 0.002 N/mm2, and was equivalent to a mercury column of 
15 mm height [11,12]. It also is a parameter that can be input. The intra-ocular 
pressure was applied normal to the posterior surface of the model. The loading 
produced by the eyelids and the extra-ocular muscles was ignored. 

A Newton–Raphson procedure, an iterative solution method with high quadratic 
convergence rate, was used in the nonlinear analysis.  

3   Results 

3.1   Deformation of the Cornea under Increasing Eye Pressure 

The normal range for intra-ocular pressure is 10-21 mm Hg [12]. The application of 
intra-ocular pressure to the cornea model produced a deformed corneal surface, but 
further analysis was required to quantify the shape change. The shape change was 
analyzed by performing a least-squares fit of quadratic polynomial curves to the mesh 
nodes lying along the horizontal and vertical meridians of the deformed corneas. The 
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radius of curvature of the quadratic curves was computed at the center point of the 
cornea.  

The intra-ocular pressure is incrementally increased using time curves. Results are 
presented in the Fig.3 and Table 2.  

 

Fig. 3. The stress of cornea under intra-ocular pressure 

Table 2. The Shape Deformation of Cornea under Increasing Eye Pressure 

No 
Intra-ocular 

Pressure(mmHg) 
Displacement of the 
Center Node (mm) 

Vertical Axis Radius 
of Curvature (mm) 

1 16 2.185E-05 7.784 

2 17 2.440E-05 7.780 

3 18 2.590E-05 7.776 

4 19 2.745E-05 7.773 

5 20 2.895E-05 7.770 

6 21 3.050E-05 7.767 

3.2   Deformation of the Cornea under External Pressure 

In employing a direct contact method of directly measuring the eye pressure, e.g. in 
Goldman applanation tonometry, a probe is pushed by a force f onto the eye until the 
eye flattens in a disc with the preset area of A = πd2/4 with a diameter of d = 3.06mm. 
The pressure value p = f/A is assumed to equal the inner eye pressure. If it exceeds 
21mmHg, the eye pressure of a patient is said to be high, otherwise normal.  

In the non-contact method, the surface of the eye is pushed by an air jet. The 
deformed area on the cornea is predefined by the shape of the air jet. The deformation 
of the eye is monitored by illuminating the eye by infrared light and using an optical 
sensor to measure the integrated reflected light intensity. When the detected amount 
of reflected light reaches its maximum, it indicates that the cornea is approximately 
flat in the predefined area. With the recorded force value at this time step and the size 
of the deformed area, the applied external and the inner pressure can be estimated.  

In this simulation, external pressure was applied to the center part of the anterior 
cornea surface. Loads were used as the prescribed variables, and they were 
incrementally applied using time curves. The result was shown in the Fig. 4. 



310 J.-z. Xie et al.   

   

Fig. 4. A: view of a cornea model in original state. B: view of a cornea model being applied 
external pressure. 

4   Discussion 

In this paper, a nonlinearly elastic, isotropic, finite element model of the cornea has 
been presented and has been used to simulate. The individual model is implemented, 
which parameters are acquired from the data of patient, and deformations can be 
compared to the data on patient surgical outcomes. The model can be used to 
investigate factors influencing corneal shape.  

Both the inner pressure and external pressure were simulated. Cornea shape change 
was computed via finite element analysis. The results suggest that this FEA model has 
potential usefulness as a simulation tool for cornea and it can provide useful 
information. The finite element model results indicate that the radius of the cornea is 
changed by forces from intra-ocular pressure. 

Future work may expand on the current work in the following ways. The first one 
is generating cornea models with different thickness in different degrees and 
orientations. The role of sclera and muscle will be taken into account. The other 
future work is using the model of the cornea to simulate the effects of some usual 
surgical procedures. 
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Foundation of China (60371012 and 60601025). 

A B 



 Analytic Modeling and Simulating of the Cornea with Finite Element Method 311 

References 

1. Laliberté, J.F., Brunette, I., Meunier, J.: 3D Average Human Corneal Models. In: 
Proceedings of the 26th Annual International Conference of the IEEE EMBS, San 
Francisco, CA, USA, pp. 1573–1576 (2004) 

2. Ju, Y., Wang, B.L., Xie, J.Z., Huang, S.H., Wu, S.H., Wan, M.X.: A New Method Based 
on Slit Light Micrograph to Obtain Anterior Eye Segment Character. Chinese Journal of 
Biomedical Engineering 23, 193–198 (2004) 

3. Zhang, Y.H., Shen, J.X., Hu, L.G., Liao, W.H.: Mathematical Models for Laser in Situ 
Keratomileusis and Photorefractive Keratectomy. Chinese Journal of Biomedical 
Engineering 22, 289–295 (2003) 

4. Crouch, J.R., Merriam, J.C., Crouch, E.R.: Finite Element Model of Cornea Deformation. 
In: Duncan, J.S., Gerig, G. (eds.) MICCAI 2005. LNCS, vol. 3750, pp. 591–598. Springer, 
Heidelberg (2005) 

5. Zhang, Y.H., Liao, W.H., Shen, J.X., Cao, Z.L.: Mathematical models for wavefront-
guided refractive corneal surgery. Journal of Southeast University (Natural Science 
Edition) 34(15), 585–588 (2004) 

6. Guo, H.Q., Wang, Z.Q., Zhao, Q.L., Quan, W., Wang, Y.: Eye Model Based on Wavefront 
Aberration Measured Subjectively. ACTA Photonica Sinica 34(11), 1666–1669 (2005) 

7. Uchio, E., Ohno, S., Kudoh, J., Aoki, K., Kisielewicz, L.: Simulation model of an eyeball 
based on finite element analysis on a supercomputer. British Journal of Ophthalmology 83, 
1106–1111 (1999) 

8. Xie, J.Z., Wang, B.L., Ju, Y.: Research on Virtual Chinese Human Eye and its 
Application. In: Proceedings of the 27th Annual International Conference of the IEEE 
EMBS, Shanghai, China, pp. 2906–2909 (2005) 

9. Yang, J., Zeng, Y.J., Li, Z.H.: Biomechanical Properties of Human Cornea. ACTA 
Biophysica Sinica 15(1), 208–213 (1999) 

10. Fernandez, D.C., Niazy, A.M., Kurtz, R.M., Djotyan, G.P., Juhasz, T.: A Finite Element 
Model for Ultrafast Laser–Lamellar Keratoplasty. The Journal of the Biomedical 
Engineering Society 34, 169–183 (2006) 

11. Wang, J.Q., Jiang, H.Y., Zheng, Y.J., Li, X.Y., Qi, L.: Study of computer simulation of 
radial Keratotomy using finite element method. Beijing Biomedical Engineering 18, 65–72 
(1999) 

12. Pinsky, P.M., Datye, D.V.: Microstructurally-based finite element model of the incised 
human cornea. Journal of Biomechanics 24, 907–922 (1991) 



X. Gao et al. (Eds.): MIMI 2007, LNCS 4987, pp. 312–321, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

An Improved Hybrid Projection Function for Eye 
Precision Location 
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Abstract. An improved hybrid projection function (IHPF) for precise eye 
location is presented in this paper. This algorithm combined the advantage of 
variance projection function (VPF) and hybrid projection function (HPF) by 
optimizing their weights in the traditional integral projection function (IPF). 
Two different face databases, BioID face database downloaded from the 
internet and PSFace database established by our laboratory, were used to test 
the influence of different projection functions on correctness and relative mean-
error of eye locations. The results show that IHPF with optimized proportion 
factors has a high eye location correctness of 96~100% and the lowest relative 
error with better face feature location capability. 

Keywords: facial feature location; eye precision location; projective function; 
optimizing proportion factor. 

1   Introduction 

As a popular technique of biometrics recognition, face recognition has become a hot 
topic in biomedical information detection fields for years, which still has a good 
prospect of application[1],[2]. Facial feature location is an important component of 
face recognition, whose goal is to search for the information of position, key points or 
contours of facial features such as eyes, nose and mouth in a certain area of the face 
image[3]. By now, facial feature location algorithms have been extensively used in 
the fields of face detection, face location and face recognition etc. 

Commonly used facial feature location algorithms consist of template-based, color-
based, knowledge-based, model-based, network-based and motion-based approaches. 
Model-based face location is widely used for its advantage of high calculate speed, 
high accuracy and wide applicability[4],[5]. The geometry projection function, which 
is one of the model-based face location functions, contains two popular projection -
functions: integral projection function (IPF) and variance projection function (VPF).  
Despite their widely application, both IPF and VPF have their limitation. IPF will fail 
when the horizontal or vertical summation of the elements are unchanged in the 
searching area, while VPF will fail in case of the same variance and different mean of 
the elements.  
                                                           
* Supported by Key Discipline Construction Foundation of Tianjin.(2001-31). 
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To rectify these shortcomings of IPF and VPF, a hybrid projection function (HPF) 

was recently introduced by Feng CG et al[6]. But, by simply summing IPF and VPF 
with an equal weight, this function cannot guarantee the best eye-location precision. 
This paper suggested an improved hybrid projection function (IHPF) by optimizing 
the weights of IPF and VPF based on experiments. The IHPF was tested on BioID 
face database and PSFace database on location correctness and relative mean-error in 
this paper to further verify its validity. 

2   Rough Eye-Location 

Some facial features other than eyes such as eyebrows, mouth are darker than their 
neighborhoods which will also respond to the projection function. Using projection 
function to do precise eye location in the whole facial region will reduce the eye 
detection accuracy greatly. So an eye-window that will only contain eyes regions 
must be found firstly. Eye position in the facial region can be located roughly by 
using binarize operation[7],[8],[9].  

 

 

Fig. 1. Sketch map of rough eye-location 

Figure 1 is the sketch map of rough eye-location. In the image preprocessing stage, 
the original image was smoothed to filter the noises. We used double-humped method 
to find a threshold value of the processed image and obtained a binary image. In the 
binary image, facial features, such as eyes, nose, mouth, were transformed into 
several isolated joint regions. These regions could be easily identified in a binary 
image by using label treatment algorithms and then forming an edge image. Along 
with the facial features regions, there would be some small regions coming from 
noises which are also labeled. So the edge image should be filtered for a second time 

Image preprocessing

Binarize the image

Find isolated joint regions

Find eye regions

Rough eye center location

Form eye-widow
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to get rid of these noises. The threshold value of the filter was decided by experiment 
knowledge. Eye regions, which could be divided into left eye region (L) and right eye 
region (R), could be located by the laws below: 

 

a).The centers of L and R are below the hair region H 
b).The lowest pixels’ position of L and R cannot be too low in the image 
c). No other joint regions should be exist in a certain area below L and R 
d). The distance between centre abscissas of L and R cannot be too short 
e). The difference of the centre ordinates of L and R cannot be too big 
f). L and R must be under the eyebrows regions 

By experimental experience, eye regions were located by the method above and 
further described as formula(1). 

θ
∈Ω
∑ ( i , j )

( i , j )

Rng={ ( x, y) | B( x, y) =0, E > }                                (1) 

Where Rng: region of eye dots volume 
( x, y ): a random pixel in the image 
B : binary image 
E : edge image 
Ω: eight neighborhood of pixel (x, y) 

 

Considering the barycenter of Rng to be the eye’s center, the eyes centers can be 
rough located by calculating the barycenter of Rng from the edge image E. Eye-
window containing double eyes regions can be formed by extending the region 
around eyes center to a certain area which will be further described in the sections 
below. 

3   Geometrical Projection Function 

Geometrical projection function was used to do precise eye-location within the eye-
window in this paper. Projection algorithm is an efficient way for image feature 
extraction which has been widely used in the facial recognition fields. Usually one 2D 
image can be transformed into two orthogonal 1D projection functions containing 
relatively less complicated information which are easier for further analysis. The most 
widely used geometrical projection function is IPF and VPF[10]. The presently used 
HPF is the combination of the two functions above mentioned. 

3.1   Integral Projection Function and Variance Projection Function 

If I(x, y) stands for the gray scale value of pixel (x, y), the vertical integral projection 
function Sv(x) and the horizontal integral projection function Sh(y) can be respectively 
described as formula (2) in interval [x1, x2] and [y1, y2]. 
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Pixels in digital images are discrete, so the integral projection function can be 
transformed as formula (3): 
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= ∑                (3) 

The average vertical integral projection function Mv(x) and the average horizontal 
integral projection function Mh(y) can be described as: 
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Sv(x) and Mv(x) reflect the changes of the average gray value in a certain column of 
the image. And Sh(y) and Mh(y), in turn, reflect changes of the average gray value in a 
certain row of the image. Therefore the landmarks of an image can be identified 
through IPF. Fig.2 shows the projection functions’ reflection to the gray scale 
changing in several image areas. In Fig.2, the curve of IPF changes at the boundaries 
of part 2, part 3 and part4, which can be used to distinguish different areas. 

For the VPF, the vertical variance projection functionσv

2

(x) and the horizontal 
variance projection functionσv

2

(y) can be respectively described as formula (5) in 
interval [x1, x2] and [y1, y2]. 
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When the variance of the gray level of a certain column or row in the image has 
changed, the variance projection function will also change, which can be used to 
analyze image character. For e.g. in Fig.2 the curve of VPF changes at the boundaries 
of part1 and part 2 as well as part 4 and part5. The jumps of the variance curve reflect 
exactly the changing of image gray scale in part 1, part 2, part 4 and part 5. 

Although IPF and VPF can do eye location, both of them have their disadvantage. 
IPF will be invalid when the total gray value of the columns or rows in an image are 
the same while the gray value of each pixels are not, for the reason that essentially 
this function is only a simple sum of the gray values of the columns or rows. For 
instance, in Fig.2, part1 and part 2 are different in patterns but their total gray level 
are the same, so the curve of IPF cannot identify them, while VPF can distinguish 
these two parts. And VPF will be invalid when the variances of the pixels gray value 
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Fig. 2. The reaction of IPF、VPF and HPF to the areas with grey changes 

in different parts are the same, for the reason that this function can only reflect the 
gray levels changes, while neglects other image information. For instance, in Fig.2, to 
different parts (part 2, part 3 and part 4) VPF can not show their difference, while IPF 
function can distinguish them. 

3.2   Hybrid Projection Function 

From the discussion above, we draw a conclusion that IPF and VPF are 
complementary in some ways. Hybrid projection function was presented from this 
knowledge for the improvement of these two projection functions. The HPF can be 
divided into vertical hybrid projection function Hv(x) and horizontal projection 
function Hh(y), defined as blow: 

2' '1 1
( ) ( ) ( )

2 2v v vH x x M xσ= + , 2' '1 1
( ) ( ) ( )

2 2h h hH y y M yσ= +              (6) 
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normalization results of σv
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(y),Mv(x) and Mh(y) calculated by the formulas 
below: 
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As above has mentioned, HPF is the combination of IPF and VPF, which therefore 
has a quality of them both with higher image feature extraction correctness. For e.g. in 
Fig.2 the curve of HPF changes at the boundary of all the five parts (from part 1 to 
part 5). Using the HPF can effectively identify all the parts. 

In the hybrid projection function defined as formula (6), the weights of IPF and 
VPF are the same (both of the weights are 0.5), which may not be a prefect value for 
facial feature location. So, it is necessary to find proper weights of the two projection 
functions in formula (6). An improved hybrid projection function (IHPF) described as 
formula (9), in which coefficient a, b were presented to determine the weights, was 
used for the improvement of the original HPF. The definition of vertical improved 
hybrid projection function (IHv) and horizontal improved hybrid projection function 
(IHh) are: 

' 2 '( ) ( ) ( )v v vIH x a M x b xσ= ⋅ + ⋅ ，

' 2 '( ) ( ) ( )h h hIH y a M y b yσ= ⋅ + ⋅    (9) 

In the formula (9), 0≤a≤1, 0≤b≤1, and a+b=1. 
The value of a, b will be affirmed by experiments in this paper for the most 

accurate facial feature location using hybrid projection function. When a=1, b=0, 
formula (9) is transformed into Hv(x) = Mv(x) and Hh(y) = Mh(y), where HPF is equal 
to IPF. When a=0, b=1, formula (9) is transformed into Hv(x) =σv

2(x) and Hh(y) = 
σh

2(y), where HPF is equal to VPF. 

4   Experiments and Results 

In this paper, a standard eye model was firstly built for the precise eye center location 
(Fig.3). In the model, x1, x2 separately represented the X axel coordinates of the left 
canthus and right canthus. While y1, y 2 were the Y axel coordinates of the upper 
eyelid and nether eyelid. The vertical IHPF changed evidently at x1, x2; the 
horizontal IHPF changes evidently at y1, y 2. The position of eye center could be 
located by the X axel value of left canthus and right canthus and the Y axel value of 
upper eyelid and nether eyelid. Eye was considered to be a symmetrical structure in 
the model. So the coordinate of eye center, point O(x0, y0), was:  

1 2
0 2

x x
x

+= , 1 2
0 2

y y
y

+=                                            (10) 

Twenty-one groups of a, b in formula (9) were given to optimize their values by 
experimental method. The optimized a, b values were the ones whose IHPF achieves 
the most accurate O(x0, y0) value comparing to the actual eye center position as well 
as the lest error rate. The optimized IHPF can be described by this group of a, b. 

In this paper two different databases — BioID face database [11] and PSFace face 
database — were used to do experiments. BioID face database contains 1521 gray 
level photos of 23 different people with the resolution of 384×268. The photos were 
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taken in different seasons, different places with different background and lighting 
condition which could be used to test the universality of the IHPF. PSFace database is 
a face database established by Tianjin university for facial plastic surgery. It contains 
21 pictures of different people with the same background and lighting condition, 
which was used to test the accuracy of IHPF in this paper. 

 

 

 

y 

x
x1 x x2 

y1 

y0 

y2 

 

Fig. 3. Standard eye model 

A standard must be established before calculating the eye-location accuracy of 
IHPF. We used the standard of Jesorsky to test the accuracy of IHPF with different a, 
b values[12]. The relative error of the eye-location was described as: 

max( , )l r

lr

d d
err

d
=                                                      (11) 

In which: El and Er separately stand for the true position of the left eye and right 
eye; E’l and E’r separately stand for the located position of the left eye and right eye; 
dl is the distance between El and E’l ; dr is the distance between Er and E’r; dlr is the 
distance between El and Er. 

This method considers the located eye center is acceptable when it lies in the eye 
region. I.e. the longer one of dl and dr must be shorter than half of the eye’s width. 

Usually, dlr is two times of the width of an eye. So, the reception threshold is 0.25. 
When err<0.25, the location result is considered to be right; otherwise, the location 
result is wrong. 

After rough eye location, IHPF defined as formula (9) was used to do precise eye-
location. In the experiments, a=i/20 (i=0, 1, 2…20), b=1-a. Fifty pictures of the 
experiments samples were picked out randomly from the BioID face database and 
twenty pictures of the experiments samples were picked out randomly from the 
PSFace database. And the experiment results were investigated in two ways: a) 
Correctness, i.e. the numbers of the pictures whose IHPF location error was less than 
0.25. b) Relative mean-error, i.e. the average value of errors which were less than 
0.25. The experiment results are presented as Table 1.  
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Table 1. Results of HPF with different a and b values tested on BioID and PSFace 

Results 
 

coefficient 
Mean correctness Relative mean-error 

a b BioID(%) PSFace(%) BioID PSFace 

0 1 92 100 0.0840 0.1001 

1/20 19/20 92 100 0.0812 0.0955 

1/10 9/10 92 100 0.0801 0.0955 

3/20 17/20 96 100 0.0848 0.0941 

1/5 4/5 96 100 0.0870 0.0941 

1/4 3/4 96 100 0.0873 0.0855 

3/10 7/10 96 100 0.0904 0.0855 

7/20 13/20 96 100 0.0959 0.0820 

2/5 3/5 94 100 0.0970 0.0808 

9/20 11/20 94 100 0.0971 0.1102 

1/2 1/2 96 100 0.1004 0.1200 

11/20 9/20 96 95 0.1121 0.0803 

3/5 2/5 94 95 0.1129 0.0128 

13/20 7/20 94 90 0.1231 0.0982 

7/10 3/10 90 90 0.1287 0.0982 

3/4 1/4 88 90 0.1314 0.0953 

4/5 1/5 88 95 0.1351 0.0881 

17/20 3/20 90 95 0.1308 0.0881 

9/10 1/10 90 100 0.1217 0.1250 

19/20 1/20 92 100 0.1112 0.1248 

1 0 94 95 0.1060 0.0777 

 
The results from the Tab.1 indicate that the location results of IPF or VPF were not 

the perfect ones. And the original HPF stated as formula (6), although improved the 
location correctness, did not get the best results on relative mean-error. 

Table.2 shows the mean-correctness and relative mean-error of IHPF eye location 
under the conditions of a<b, a=b and a>b. On the condition of a<b with VPF holding 
a better influence on IHPF, the location results were better than the circumstance of 
a>b under which IPF held a stronger influence. The reason was that in the eye regions 
the gray level was low and the grey scale change was high, which made VPF more 
effective. 

The data of tab.1 suggests that the eye location correctness was the highest while 
the relative mean-error was relatively small on BioID and PSFace when a=1/4 and 
b=3/4. From this knowledge, the coefficients in IHPF could be optimized as a=1/4, 
b=3/4. Formula (9) could be described as formula (12). 
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          ' 2 '1 3
( ) ( ) ( )

4 4v v vH x M x xσ= +  , ' 2 '1 3
( ) ( ) ( )

4 4h h hH y M y yσ= +        (12) 

Table 2. Mean-correctness and relative mean-error on the condition that a<b, a=b or a>b 

Mean correctness Relative mean-error Results 
 

coefficient BioID(%) PSFace(%) BioID PSFace 

a<b 94.4 100 0.0885 0.0923 

a=b 96 100 0.1004 0.1200 

a>b 91.6 94.5 0.1213 0.0889 

 
Fig.4 showed the location result using the IPHF defined as formula (12). In Fig.6, 

the round dots (O) represent the rough eye location position while the crossings (+) 
represent the precise eye location position. From Fig.4, we can draw a conclusion that 
the precise eye location can find the real position of the pupils. 

 

 

Fig. 4. Result comparison of rough eye location ( ＋○) with accurate eye location ( ) 

5   Conclusion  

In this paper, an improved projection function was presented to avoid the shortcoming 
of IPF, VPF and the original HPF while locating the image features in a circumstance 
with complicated gray scale distribution. The location effect of IHPF was tested on 
BioID face database and PSFace database, from which a correctness of 96～100% 
with the lowest relative error was obtained. The experiments results indicated that 
IHPF has a better facial feature location effect than IPF, VPF and HPF. 
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Abstract. Light scattering spectra and polarization states can provide important 
information about skin. To analyse the mechanisms of interaction between skin 
and light, and the relationship between the changes of light’s characteristics and 
the variations of skin’s states, a spectropolarimetric imaging system is proposed 
to acquire the spectral, polarimetric and spatial properties of the skin. After 
acquiring the spectropolarimetric imagery, an empirical line correction method 
is used to analyse the polarimetric spectra differences between normal skin and 
skin with a chicken pox scar. To enhance the visual difference between normal 
skin and skin with a chicken pox scar, and the polarimetric and spectral 
characteristics of the skin in different states, a false colour mapping based 
spectropolarimetric image fusion method is proposed that combines the 
intensity image, the degree of linearity of the polarization image, and the phase 
of the polarization image, with spectral imagery. We demonstrate 
experimentally that this imaging system can be used to discriminate between 
the different skin pathological conditions efficiently. 

1   Introduction 

Light scattering spectra can provide important information about the object of interest 
and it has been extensively used in physical science to study a great variety of 
materials. Although biological tissue is different from mineral surfaces, it can also be 
studied with light scattering spectra. It has been demonstrated that light scattering 
spectra can provide structural and functional information about biological tissue [1]. 
When light propagates through a biological tissue, another important characteristic of 
light, polarization states, will change due to the tissue’s birefringence and scattering. 
It is the tissue’s surface characteristics that determine how the polarization states of 
the incident light will change. Hence, a tissue can be characterized by the polarization 
states of light and light scattering spectra [2].  

Considering the light scattering spectra and polarization states can provide 
quantitative, objective measurements of pathological parameters in real time without 
the need for tissue removal. Gurjar et al. [1] developed a new biomedical imaging 
modality based on polarized light scattering spectroscopy to provide morphological 
information about epithelial cells in situ. Backman et al. [7] used polarized light 
scattering spectroscopy to quantitatively measure epithelial cellular structures in situ. 
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Jarry et al. [8] studied the randomization of linearly polarized light as it propagated 
through tissues and microsphere solutions, observing a surprising persistence of 
polarization when propagating through liver tissues despite multiple scattering of 
photons.  

According to the image chain theory, by exploiting more information about the 
object of interest, better identification performance can be achieved [9]. The 
introduction of spectropolarimetic imaging has led to the development of techniques 
that combine spectral, polarimetric and spatial information. As spectropolarimetic 
imaging has become accessible, computational methods developed initially for remote 
sensing problems have been transferred to biomedical applications. Considering the 
spectral and polarimetric variability for different biological tissue states, 
spectropolarimetic imaging has the ability to improve the capability of automated 
systems for biological tissue analysis. Skin is the largest organ of the human body, 
and skin interactions with light often involve localized or diffuse changes in spectra 
and polarization states. Understanding the mechanisms of such interactions is 
therefore important in the study of skin physiology and pathology. This paper focuses 
on the use of spectropolarimetric imaging (in the visual light band, capturing linear 
polarization characteristics) to analyse the optical character of the skin. According to 
the characteristics of the spectropolarimetric image of the skin in different 
pathological conditions, a false color mapping based spectropolarimetric image 
combination method is proposed to make special characteristics of the skin more 
obvious. 

2   Spectropolarimetric Imaging Systems  

2.1   Spectropolarimetry 

This section introduces the basic concepts of polarimetry and is not intended as an in 
depth analysis. A beam of homochromous incoherent radiation emitted or reflected 
from an object surface can be described by the four Stokes parameters [6]: 

S=(I,Q,U,V) (1) 

where 
I=(i0+i45+i90+i135) (2) 

Q= i0-i90 (3) 

U=i45-i135 (4) 

where 0i , 45i , 90i , 135i  are the intensity measured at the polarizer’s four rotational 

positions 00, 450, 900, 1350. In most polarization imaging systems, the individual 
Stokes components represent an entire two-dimensional image so the calculations are 
performed for each individual pixel. 

An alternative (and more intuitive) form of the Stokes parameters is intensity, the 
degree of linear polarization (DoLP) and the phase of polarization (Orient) and they 
are related to the Stokes parameters as follows: 
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Int=I (5) 

2 2Q U
DoLP

Int

+
=  

(6) 

1 U
Orient arctan

2 Q

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 (7) 

2.2   Camera System 

The camera system is schematically depicted in Figure 1. An incoherent white light 
source (halogen light source) is used. The light is collimated by a 20 cm focal length 
lens and delivered to the skin at an angle of 25° to the normal of the skin surface. The 
choice of angle is not critical and oblique angles of illumination beside 25° also work. 
The camera (Retiga Exi made by QImaging Corporation, 12-bit CCD camera) with 
macro lens only collected light that had entered the skin and been backscattered 
toward the camera. An analyzing linear polarizer and spectral filter (liquid crystal 
tunable filter made by Cambridge Research Instruments (CRI), the full-width at half-
maximum (FWHM) is 10nm when the center wavelength is 550nm, and the FWHM is 
proportional to the center wavelength squared, spectral range: 400nm-720nm) placed 
in front of the camera is manually aligned at four different angles 00, 450, 900, 1350. 

Four image sequences are acquired at every band, 0i , 45i , 90i , 135i . The imaging 

channels have unknown gains due to filter transmission and CCD response and 
unknown offsets due to dark current and stray light. These gains and offsets may 
change over time. Therefore, we devised a method to correct the raw images acquired 
by the spectropolarimetric camera to spectropolarimetric reflectance images for 
analysis. A spectralon panel and a spectrometer (spectral range: 350nm-2500nm, 
bandwidth between 350nm to 1050nm is 1.5nm, bandwidth between 1050nm to 
2500nm is 11.5nm, total 640 channels) are used during calibration. The panel with 
approximately 99 percent reflectance is referred to as a white spectralon, it has nearly 
constant reflectance over the 0.3nm-2.5nm spectral range.  

 

Fig. 1. Spectropolarimetric Imaging System where spectral span ranges from 400nm-750nm, 
there are a total 35 spectral bands of 10nm, and we get linear polarization characteristics: 
intensity, the degree of linear polarization, and the phase of polarization at every band. 
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2.3   Spectropolarimetric Correction  

In spectropolarimetric imaging detection, the sensed light contains not only light 
scattered by tissue but also light scattered/reflected by the background and other 
materials. As the dark current of the detector, the variation of the filter’s relative 
transmittance in different spectral bands and other non perfect factors will mean 
images contain an amount of noise, and mean a digital number value can not reflect 
real polarimetric spectra. These images must be corrected to make the acquired 
spectropolarimetric information more precise.  

Traditional calibration uses several methods to convert measured digital number 
values to relative reflectance or absolute reflectance. Flat field calibration, logarithmic 
residuals and internal average relative reflectance (IARR) produce relative reflectance 
spectra. Empirical line calibration is a method for estimating apparent (absolute) 
reflectance. Empirical line calibration is used to force image data to match selected 
field reflectance spectra and requires a priori knowledge of a site. Specific pixels from 
the spectropolarimetric image are associated with these reference spectra and linear 
regression is used to calculate the gain and offsets which are needed to convert the 
digital number for each image band to reflectance. The instrument digital number 
values are then converted to reflectance using the acquired gain and offset values. By 
using empirical methods, the produced spectra can be made comparable with field or 
laboratory results. 

3   Spectropolarimetric Imagery Combination Based on False 
Colour Fusion  

Polarization is orthogonal to wavelength, and is a more general physical characteristic 
of light than intensity, it can carry additional information, thus providing a richer 
description of imaged tissues[4]. Figure 2 and figure 3 list the skin’s images in 
different spectral bands and described by different polarimetric parameters. 

     

(a) 550nm                        (b) 600nm                        (c) 660nm 

Fig. 2. Skin image in different spectral band 

According to the meaning of intensity, the degree of linear polarization and the 
phase of polarization, and the representation of IHS color space, linear polarimetric 
information can be represented by a false color image. Fig.4 shows a mapping of the 
transmitted radiance sinusoid for partial linear polarization into an intensity-hue-
saturation visualization scheme. 
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(a) I                                  (b) Q                                 (c) U 

   
(d) Orient                      (e) DoLP 

Fig. 3. Skin image described by different polarimetric parameters 

 

Fig. 4. Intensity-hue-saturation representation scheme for partial linear polarization 

Based on this mapping method and the characteristics of multi-spectral imagery, a 
false color mapping based multi-spectral and polarimetric imagery fusion rule is 
proposed in algorithm 1. The detail of the fusion algorithm is listed as follows. 

Algorithm 1: 

1) Transform the multi-spectral image into the IHS space (forward IHS transform to 
get Intensity, Hue and Saturation). 

2) Fuse the polarimetric intensity image and multispectral intensity component by 
wavelet image fusion to get a new NInt image. 

3) Fuse the Hue with the degree of linear polarization to get a new NDoLP image. 
4) Fuse the Saturation with the phase of polarization to get a new NOrient image. 
5) Find the common part among the NInt, NDoLP and NOrient image:  

Common=NInt∩NDoLP∩NOrient (8) 
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6) Calculate the unique part in every image: 

*

*

*

DoLP NDoLP Common

Orient NOrient Common

Int NInt common

⎧ = −
⎪

= −⎨
⎪ = −⎩

 
(9) 

7) Adjust the image by unique information: 

** * *

** * *

** * *

DoLP NDoLP Orient Int

Orient NOrient DoLP Int

Int NInt DoLP Orient

⎧ = − −
⎪

= − −⎨
⎪ = − −⎩

 
(10) 

8) Reverse transformation of RGB to get final fused image.  
F=RGB-1(Int**, DoLP**, Orient**) 

(11) 

4   Experimental Results 

We now present an experimental study to analyse the information provided by the 
spectropolarimetric imaging system and apply the empirical line calibration to 
produce relative reflectance polarimetric spectra of the area of interest and use the 
proposed false color spectropolarimetric image fusion method to combine the spatial, 
spectral and polarimetric information.  

Figure 5 shows the unpolarized intensity images of normal skin (a) and skin with a 
chicken pox scar (b), polarization image of normal skin (c) and skin with a chicken pox 
scar (d). There is little difference between images (a) and (c) for normal skin. But between 
images (c) and (d) around the scar region, the image (d) is darker than image (b).  

    
(a)                                                (b) 

    
(c)                                                (d) 

Fig. 5. Unpolarized intensity images of normal skin (a) and skin with chicken pox scar (b), 
polarization image of normal skin (c) and skin with chicken pox scar (d) 
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Figure 6 left shows the fused images for normal skin. Figure 6 right shows the 
fused images for the skin with a chicken pox scar. The fused images show the chicken 
pox scar as a darker region due to the strong backscatter from the collagen fibers 
induced by the trauma.  

      

(a)                                              (b) 

Fig. 6. Fused spectropolarimetric image of normal skin (a) and skin with chicken pox scar (b) 

5   Conclusion 

In this paper, we report a new spectropolarimetric imaging system for skin 
characteristics analysis and propose a method to fuse the spectral and polarimetric 
images using false color mapping. Through experiment, we conclude that this fusion 
algorithm can be well applied to maintain detail and spectral difference information. 
The fused images are therefore able to emphasize image contrast on the basis of light 
scattering in the superficial layers of the skin. The fused images also can visualize the 
disruption of the normal texture of the papillary and upper reticular dermis by skin 
pathology.  
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Abstract. Image-based information is helpful for image-guided surgery therapy 
using medical imaging devices. In this paper, we present an image-based aug-
mented reality model for potential medical application. Firstly, texture image is 
generated from two orthogonal images with multi-resolution technique. The 
surface of a 3D head based on MRI images is flattened onto 2D plane with cy-
lindrical projection method. Then line-pair 2D warping method is used to de-
termine the feature-based positional relationship between the texture image and 
the flattened image. The information of anatomical structure from medical im-
ages can be preserved for the future medical application. Experimental results 
show that the method can photo-realistically render 3D face with texture map-
ping. Finally, simple patient-to-model registration is used to obtain interactive 
augmented reality display of a surgical simulation for a simulated cyst in corpus 
callosum. 

1   Introduction 

3D face modeling has been an active area in computer images and graphic applica-
tions. However this kind of facial 3D data only include shape information without 
texture and internal structure information. Texture mapping is an effective way to 
improve the realistic effect of object rendering and can add more surface detail and 
internal structure information without much computational expense [1-7]. A series of 
reference features are determined to get the correspondence between every point of 
the 3D object and pixel of the texture image. The texture mapping of human face is 
used as an example with which the selected features are hairline, eyebrow, canthus, 
mouth, and chin. The polygon-based triangle-to-triangle texture mapping is computa-
tional expensive to apply these approaches based on computer vision. Besides, poly-
gon-based data, preserving only the surface structure, are in nature not suitable for 
quantitative analysis. Therefore many research efforts have been made to generate 
realistic face modeling from photos taken with an ordinary video camera [8,9]. The 
role of medical imaging in establishing diagnosis and guiding therapy has been ac-
cepted along with technological advances. Image guidance can reduce the inherent 
invasiveness of surgery and improve the localization and target detection. Image-
based information has always influenced the image-guided therapy by the improved 
quality and content of medical imaging. 
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Until today, few texture mapping methods were designed solely for the applica-
tions of volume-based data. In this paper, we introduce an image-based approach to 
render 3D head model with two orthogonal photos. The proposed method is designed 
to directly map a texture onto the surface of 3D volume medical data. It provides an 
alternative way for fast texture mapping in computer graphics applications. 

2   Image-Based Texture Mapping 

The image-based texture mapping for a head model is composed of the following four 
steps. 

1)  Texture Generation. Generate the texture image from front view and side view 
          facial images using multi-resolution technique.  

2)  Flattening. Flatten a 3D head model to a 2D map by cylindrical projection 
3) Warping Texture Image. Determine the corresponding features on both the  

          flattened and texture images, and then warp the images with line-pairs based 
          methods. 

4)  Reconstruction. Reconstruct 3D head model from the warped texture images. 

2.1   Texture Generation 

Using the camera setup as shown in Fig.1, a frontal view and a side view images of 
nurse model (KAF-1) are simultaneously captured. The design mode of camera setup is 
similar to Ref. [10]. The type of optical camera is WAT-250D. The camera centers are 
separated by baseline distance b from each other, and are perpendicular to each other. 

 

Fig. 1. Camera setup scheme, including nurse model (KAF-1) and optical camera (WAT-250D) 

The intrinsic parameters of both cameras, such as the focus lengths, are assumed to 
be equal. Also the camera and image pixel coordinates are uniform without any  
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Fig. 2. Gaussian and Laplacian pyramid, both image size and resolution are decreased from 
level to level 

 

Fig. 3. Texture generation procedures, feature lines (left) and texture image (right) 

camera calibration. The coordinates of a 3D point ( )zyxp ,,  can be provided by the 

calibrated ),( YX  coordinates in the front-view image and the ),( ZY  coordinates in 

the side-view image. 
Suppose the human face is right-left symmetrical, three images including the front, 

the left and the right views are merged to form a complete face texture image. Firstly, 
reference feature lines (hairline, eyebrow, canthus, mouth, and chin) are determined 
on the front-view and the side-view images. Then these two images are merged to 
generate the texture image according to the matched reference lines.  

Multi-resolution image pyramid decomposition method is used to remove bounda-
ries and to smooth the texture image [11]. The method obtain the lG  (Gaussian im-

age) and lL  (Laplacian image), where l is the level number. Both image size and 

resolution are decreased from level to level. An image lG  of each level on the pyra-

mid is obtained from its lower level 1−lG . 
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Where ),( nmw is a weighting Gaussian-like function [12,13]. After the image pyra-

mid is created as in Fig.2, three lL images on each level are combined to obtain the lP  

images. lP  is augmented with 1+lS  to get lS ,which is the result of each level, and is  
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constructed from its topper level by using Eq.(3). Finally, a final texture image ( 0S  

image) is obtained as shown in Fig.3. 
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2.2   Cylindrical Projection Flattening Procedures 

In order to demonstrate the mapping of a 2D texture image to 3D volume medical 
data, the cylindrical projection and inverse cylindrical projection methods are used to 
map a photo-realistic face texture onto a MRI volume data of a human head. 

Our medical data are MRI images. These images were acquired with a 3.0T MRI 
scanner according to DICOM3.0 format, the slice thickness is 2mm and the image 
size is 512×512 with totally 127 slices. Firstly, the profile of a human head is seg-
mented from the gray-level tomography images. Because a disconnect pixel or an 
isolated pixel can confuse the final result of texture mapping, many image processing 
techniques, such as noise filtering, thresholding, region growing and morphology 
operation, have been used to obtain the integrated boundary. Finally, after these pro-
cedures are completed, polygon-based method is used to reconstruct a complete 3D 
head model based on medical images without fragment (Fig.5 (left)). 

 

Fig. 4. The coordinates of u and v can be computed by cylindrical projection in one quadrant 

The cylindrical projection which projects the images onto a cylindrical surface, de-
fines the correspondence between ( )zyxP ,,  and ( )vuP ,′  (Fig.4).  

If the center coordinates of cylindrical is ),,( 00 zyx , the mathematical expression of 

cylindrical projection is shown in Eq.(4). 
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After flattening the surface of a 3D head model, surface normal-vectors of the 
original surface are mapped onto the corresponding points of the flattened surface. 
Fig.5 (right) is the flattened model mesh of 3D head model. 

 

Fig. 5. 3D head model (left) reconstructed from MRI images, flattened model mesh (right) 
based on the surface of the 3D head model 

2.3   Warping Texture Image and 3D Facial Reconstruction 

After the texture image and the flattened image are obtained, mapping between a 3D 
head model and texture image is reduced to a mapping in 2D space. The line-pair 
based 2D warping method is a well-known technique used to find the correspondence 
of pixels between the texture image and the flattened image. The method was de-
signed by Beier and Neely in 1992 [14]. It establishes the accurate correspondence 
with pairs of feature line between two images, and it is similar to the technique used 
in 2D metamorphosis. 

 

Fig. 6. Single line pair in line-pair based 2D warping method, including destination image and 
source image 
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In Fig.6, these two images are defined as source and destination images. The user-
defined features are shown in the two images, and the features can be a single or multi-
ple line pairs. The single line pair for the source and destination images are QP ′′   

and PQ . This feature line pair finds the pixel X  located the destination image that 

corresponds to X ′  in the source image. The warping field can be computed by Eq.(5). 
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−−⋅−= 2
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The texture image is named as source image, and the flattened image is destination 
image. Firstly, the feature lines are determined on these two images respectively, includ-
ing eyebrow, eye, nosewing, mouth, tragus and chin (Fig.7). Then the texture image is 
warped by line-pair based 2D warping method with respect to these feature lines. 

 

Fig. 7. Correspondence feature lines on mesh image (left) and texture image (right) 

Because texture mapping is a feature-based approach, the selection of features will 
certainly affect the outcomes of texture mapping. Thus, selection and correspondence 
assignment have to be suitably determined in order to achieve desirable results. 
Though users can easily achieve good texture mapping with enough pairs of corre-
sponding features, the feature-based methods needs provide proper feature selection 
and assignment by human interaction.  

After the facial texture was warped, the correspondences between the flattened im-
age and the texture image are achieved. The inverse cylindrical projection is used to 
render the 3D head model with texture mapping. Fig.8 shows the result of the pro-
posed texture mapping methods. 

 

Fig. 8. Render the 3D head model with texture image and three different views of the resulted 
3D head model 
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3   Image-Guided Surgical Planning and Simulation 

During surgical treatment, surgeons prefer appropriately rendered and interactively 
displayed 3D data to comprehend more image-base information. Depending on  
particular application, surgical planning implies not only image reconstruction but 
also integration of various displays, image manipulation and visualization tools.  

The role of surgical planning is to define the safest possible approach with the least 
possible damage to normal tissue. The optimal navigational paths and movements 
through the physical space are tested and analyzed using a preoperative model. Fur-
ther expansion of surgical planning and simulation techniques requires more complex 
methods, such as soft tissue deformation, collision detection and haptic feedback, and 
more information about shape, position and orientation that may correct or account 
for unavoidable tissue deformations and organ shifts during surgery [15-18].  

Using surgical planning to select optimal surgical strategies and to simulate lifelike 
invasive procedures not only facilitates training and encourages rehearsal but also 
supports the fundamental role of image guidance in actual execution of the plan. Es-
tablishing a simulated procedural environment is also a critical step for creating an 
image-based virtual and augmented reality environment that allows the user to ac-
tively enter the 3D environment and perform simulated procedures within it. 

3.1   Augmented Reality Display 

Patient-to-model registration is largely different from multimodality coregistration. 
Image fusion requires matching all image-based geometric data in one single coordi-
nate system. The matched data coexist within a single virtual data base, but for image-
guided procedures they have to be registered into the physical space of the patient, 
too. In addition, these data should be overlaid or projected to the patient’s exposed 
surface if surgical guidance is necessary. We only used visual registration method to 
deal with the matched medical data in Maya software. Maya Embedded Language 
(MEL) scripting provides several advantages for animating these image guidance 
procedures [19]. 

As shown in Fig.9, skull and brain lobes models are reconstructed from VCH-
female dataset [20,21]. By using Maya software, these two models are combined with 
 

 

Fig. 9. (a) Skull model and (b) brain lobes model from Virtual Chinese Human (VCH) dataset, 
(c) 3D rendered skin surfaces head model, (d) Augmented reality display of the composite 
model 
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proposed 3D head model to obtain the interactive augmented view of the resulted 
composite model.  The skin facial model is modified to fit the female skull and brain 
model. These models are manipulated to more clearly demonstrate anatomical rela-
tionships. These structures are overlaid on the skull models to complete representation 
of relevant head anatomy. 

In MEL-scripted windows, MRI images can be browsed layer by layer. The me-
dian plane of brain is defined as “reference layer”, such as the middle of frontal, pa-
rietal and occipital lobes, and then MRI images are subsequently mapped onto the 
corresponding plane created in 3D space in Maya. MRI images and 3D anatomical 
models are observed by difference orientation and position (Fig.10). At the same time, 
anatomical structures are clearly identified increasing layer level.  

 

Fig. 10. Augmented reality display of Patient-to-model, (a) brain lobes model and MRI image, 
(b) the composite model 

3.2   Image-Guided Surgical Simulation  

A simulated cyst locates on the top of corpus callosum as in Fig.11, and the probe or 
instrument is put into the cyst (red) through the internal brain lobes. 

Augmented reality visualization of surgical planning and simulation plays an im-
portant role in image-guided surgical therapy. It is easy to make surgeon see beyond 
the exposed surfaces and to maximally reduce surgical risk. But the limitation of 
surgical simulation is not able to simulate unavoidable tissue deformations and organ  
 

 

Fig. 11. Image-guided drainage of a simulated cyst using MRI guidance, (a) the orientation and 
position of cyst in brain lobes model, (b) the orientation and position of cyst in the composite 
model 
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shifts during surgery. Interactive visualization is sufficient for most percutaneous 
biopsy and intravascular interventional procedures but is not fully satisfactory for 
image guidance with near-real time, high contrast and spatial resolution volumetric 
images. 

4   Conclusion and Future Work 

The flattening and warping methods are integrated to achieve texture mapping effi-
ciently and to establish good correspondence between every point of the 3D face 
model and pixel of the texture image. Firstly, two orthogonal images of a face are 
obtained by ordinary camera. Then multi-resolution image method is used to generate 
texture image. The mesh of volume-based 3D head model is flattened by cylindrical 
projection and is projected onto the texture image by line-pair based 2D warping 
method. Finally, the inverse cylindrical projection is used to render 3D head model 
with photo-realistic texture mapping. 

Further research can be done towards a more accurate patient-to-model registration 
to establish the relationship between the patient and the images. We intend to find a 
good correlation between surface texture and internal anatomical structure informa-
tion. Furthermore, it is shown that the method can be greatly convenient and accurate 
for the subsequent volume-based applications such as image-guided surgical simula-
tion to overcome the weaknesses of conventional surgical techniques and the restric-
tions of minimally invasive or minimal access surgery. 
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Abstract. The focus on the use of existing and new technologies to facilitate 
advances in Medical Imaging and Medical Informatics (MIMI), is often 
directed to the technical capabilities and possibilities that these technologies 
bring. In addition to discussing new methodologies, techniques and 
applications, there is need for a discussion of ethical, legal and socio-economic 
(ELSE) issues surrounding the use and application of technologies in MIMI. 
Such discussions are important because scientists need to be aware of the 
legal/regulatory framework which govern various new advances in MIMI 
research (especially to safeguard patients' interests), the ethical questions raised 
by such advances and the impact of these advances on society. This paper aims 
to discuss important ethical, legal and socio-economic issues related to MIMI 
and calls for an interdisciplinary approach to better address the increasing use 
of Information and Communication Technologies (ICT) in healthcare. 

Keywords: Ethical principles, data integrity, material quality, usability, 
accessibility, training, data protection, confidentiality, electronic medical data, 
shared data processing, shared access, informed consent, standardisation, 
jurisdictional responsibility. 

1   Introduction 

The continuing rapid development of Information and Communication Technologies 
(ICT) has resulted in the increasing use of ICT in all aspects of human existence 
including healthcare. A major focus of such technological use is in Medical Imaging 
and Medical Informatics (MIMI). Medical Imaging (e.g. X-ray, Ultrasound, Magnetic 
Resonance Imaging - MRI, Computed Tomography - CT1) focuses on techniques to 
create and analyse images of the human body. It is an important part of making a 
medical diagnosis and planning a suitable treatment [1]. Image analysis is commonly 
used in medical processes such as the early detection of cancer, analysis of 
                                                           
1 CT (Computed Tomography) involves the use of computers to generate a 3D image from flat 

(i.e., 2D) x-ray pictures. 
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neurological disorders (e.g. stroke), monitoring the progress of cardiovascular disease 
and the response to treatment [2]. Medical Informatics on the other hand is an 
umbrella term to describe the use of ICT and computing in the provision of 
healthcare. 

One common feature of using ICT in MIMI is the generation and processing of 
electronic medical data for various activities including clinical practice and research. 
The term “electronic medical data” includes a wide range of data relating to a 
patient’s health, including details of his/her past, current and future diagnoses, 
treatments and medication [3]. Electronic medical data also includes electronic/digital 
images such as an x-ray or mammography. Data processing includes collection, 
storage, organisation, retrieval, use, dissemination, consultation and transmission 
among others (EU Directive 95/46/EC). The processing of medical data is critical 
since misuse can have detrimental consequences for patients, medical professionals 
and researchers.  Inaccuracies in a patient’s medical data can result in misdiagnosis 
and disclosure of medical data can result in prejudicial treatment. Also medical 
professionals can face legal sanctions for malpractice due to inaccurate data, and 
researchers can be criminally liable for unauthorised disclosure of medical data. This 
means that adequate regulatory (ethical, legal) structures are needed to protect 
electronic medical data and hence safeguard patients, medical professionals and 
researchers alike. One must also be aware of the socio-economic impact of 
technologies in the provision of healthcare, since this will determine the viability and 
sustainability of particular uses. The discussion of ethical, legal and socio-economic 
(ELSE) issues related to ICT in healthcare is therefore important for the proper 
functioning of any healthcare system. This paper focuses on some ELSE issues 
relevant to MIMI. 

The paper is structured to begin with abstract principles (in this case ethical 
principles), followed by the formalising of principles in legislation, and then gives a 
practical example of  the impact of a new use of technology – grid computing – on the 
ELSE spectrum of issues. The following section discusses ethical principles and their 
application to medical imaging. Section 3 examines the legal issues relating to 
electronic medical data, and finally the paper discusses grid computing in the context 
of ELSE domains. 

2   Principles to Practice: Ethics and Medical Imaging 

The topic of medical imaging and ethics is often discussed in the context of the 
interaction between the medical practitioner (usually the radiologist) and the patient – 
for example as expressed in the Radiation Therapist Code of Ethics2  – and matters 
concerning the safety aspects of radiation3. These are crucial ethical considerations that 
have, quite rightly, been addressed and are well documented. However, the issues that 
may arise from the use of technology in general, and the broadening scope allowed by 
ICT also need addressing. Technology has a mediating effect, not only through 

                                                           
2 American Society of Radiologic Technologists, available from: 
  http://www.asrt.org/content/RTs/CodeofEthics/Therapy_CodeOfEthics.aspx 
3 See for example the now complete European project Dimond at: http://www.dimond3.org/ 
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capturing data and re-presenting it, but also in its capability of changing, storing, and 
disseminating information in ways that may either affect its interpretation, or be 
interpreted differently by different audiences. When this information relates to people 
and their health, consideration of the ethical implications of mediating technologies 
becomes vital. 

This discussion takes the perspective of the technology impact on ethical 
considerations. To begin we highlight some high-level ethical principles, and then 
discuss how these might apply to medical imaging, and the types of ethical concerns 
that may be raised. The conclusion calls for open dialogue and training that aims to 
achieve a mutual understanding between technologists, ethicists and lawyers 
(as practitioners) as well as journalists and politicians (who will influence the debate). 

2.1   Ethical Principles 

A useful starting point for ethical principles concerning the medical domain is The 
Belmont Report4, which is seen as a foundational document on ethical conduct of 
research that involves human subjects. This report lists three fundamental principles, 
which are considered to be universal: 
 
•      Respect for persons (i.e. acknowledging individual autonomy, choices) 
•      Beneficence (i.e. promoting well-being, reducing risks, protection of participant) 
•      Justice (i.e. equal benefits to all involved) 
 

Writing in the field of biomedical ethics, Beauchamp and Childress [4] suggest the 
following principles, three of which follow those above but they add a fourth, which 
is the principle of non-malfeasance (do no harm). 
 
•      Beneficence 
•      Non-malfeasance 
•      Autonomy 
•      Justice 
 

From these fundamental principles it is possible to derive more focused principles 
for the informatics setting, which centre on privacy – and associated personal data 
issues [5]. In broad terms the privacy-related principles follow the principles laid out 
in the Data Protection Act (UK) which in turn follows European directives on 
personal data.  In more specific terms and in the context of this paper, Health 
Informatics Practitioners “have a duty to ensure that appropriate measures are in place 
that may reasonably be expected to safeguard: 
 
•      The security of electronic records; 
•      The integrity of electronic records; 

                                                           
4

 Department of Health, Education, and Welfare, Office of the Secretary, Protection of 
HumanSubjects. Belmont Report: Ethical Principles and Guidelines for the Protection of 
HumanSubjects of Research. Report of the National Committee for the Protection ofHuman 
Subjects of Biomedical and Behavioural Research. DHEW Publication No. (OS) 78-0013 and 
No. (OS) 78-0014. 18 April 1979. 
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•      The material quality of electronic records; 
•      The usability of electronic records; 
•      The accessibility of electronic records.” [5]5  
 

Taking the above points and transferring them to the context of medical imaging, 
we are adopting the position that the content (data) of medical images constitute an 
electronic record, and are personal data in that they represent information concerning 
a person (by virtue of the image and by virtue of its description embedded in the 
electronic file). However, this is not simply a discussion of personal data, and the 
rights of patients in connection with their data. It extends to issues of integrity and 
interpretation of data. 

2.2   Transferring the Ethical Principles to Context of Use 

The issue of security will not be discussed in this brief overview, as this is a familiar 
topic of general concern to those engaged in ICT and one that is being addressed. Of 
more interest in this context is the integrity of the image (i.e. the extent to which it 
matches its source), the material quality (which impacts on the integrity issue), its 
usability (which impacts on interpretation and usefulness), and accessibility (rights of 
access, and requirement for access). The following table gives an interpretation of 
these four aspects in relation to medical imaging. 

Table 1. Relevant derivations of principles for Health Informatics Professionals and their 
interpretations 

Integrity the extent to which there is faithful reproduction of the original 
data source 

Material quality the extent to which a realistic interpretation can be made (i.e. 
related to image quality) 

Usability the ease with which the IT/human mediation can be made 
(without detriment to purpose) 

Accessibility the boundaries of access, the timeliness of access, and the 
presentation of material in a way that is accessible to those who 
need it 

 
All of these aspects can be summarised as “the correct information at the right 

time, to the right people” which, for the purposes of the intention behind medical 
imaging, forms the basis for a strong ethical foundation. One only needs to consider 
the effects of the opposite – incorrect information at the wrong time, to the wrong 
people – to understand the importance of this. It should be noted that any combination 
of these aspects would result in an unwanted outcome (for example, correct 
information at the right time to the wrong people). 

As mentioned above, the question of integrity is also tied in with quality, but they 
are not necessarily the same. The integrity of the data concerns its relationship to its 
                                                           
5 The points listed are extracted from the handbook, and represent only a small portion of the 

complete book, they have been chosen for their specific relevance for the purposes of this 
short paper.  

 



344 P. Duquenoy, C. George, and A. Solomonides 

source – in particular that it actually relates to the person it claims to relate to, and 
that it has not changed in a way that could cause harm to that individual. That is, the 
image used should have a provenance directly related to the patient and not have been 
interfered with. However, the technical mediation and transmission may, of necessity, 
interfere with the original mapping which may in turn have an impact on all the other 
aspects. 

Clearly the material quality of the image is important in order to be able to 
correctly identify any health issues, or to read associated and relevant text. Any 
ambiguity in the image (for example, caused by blurring, missing elements, etc.) may 
be detrimental to diagnosis, or other judgements – for example comparisons with 
other images for research purposes. Technical constraints of compression, reductions 
or enlargements of images may in some way add to material quality, but may have a 
detrimental affect on the other aspects of quality, usability and accessibility. 

Some technical changes to the image may be necessary to aid usability. For 
example, compression to allow storage, or transmission, and subsequent 
decompression allow the exchange and sharing of data between users and across 
systems. Compatible file formats are important to reduce the need for more technical 
adaptations and risk of altering the quality and material content. 

Accessibility and usability are of course linked to each other in terms of placing the 
‘human factor’ within the scope of a successful ‘human computer interaction’. The 
technical mediation of the image described although benefiting usability is likely to 
impact on accessibility, either beneficially (in the case of file sharing) or 
detrimentally. The enlargement of images, or changes in definition, for example may 
create difficulties when ‘accessed’ by their human interpreter (see e.g. [6]). 
Accessibility may not simply be a question of whether the image is physically 
accessible to whoever needs to see it at the time it needs to be seen. Cultural 
influences (not only national cultures but also work cultures) could prevent easy 
access. For instance, radiologists may be trained to interpret images presented in a 
different way, and may need training if they are presented in novel forms. Different 
approaches to medicine as practiced by different cultures may affect the perspective 
of the interpretation, or the ability to interpret. (Note the different approaches of 
eastern and western philosophies of medicine.) 

It should be clear from the above discussion that the overriding aims of medical 
imaging meet the fundamental principles of Beneficence, Non-malfeasance, 
Autonomy, and Justice [4]. That is, the aims of the endeavour are to increase human 
well-being and not do harm (in aiming for improvements in imaging and 
understanding the medical condition of an individual), and to share knowledge in 
pursuance of those aims (meeting the justice criteria). Autonomy as a principle 
acknowledges individuals as having the right to make choices, and not to be used as 
“means to an end”. Providing that patients are given a choice (duly informed) in 
having an image made in the first place, and that the images used for research do not 
treat the individual simply as a statistic and ignore their individuality – then the 
‘autonomy’ principle is met. 

The mediating role played by technology, and the developments continuously 
being achieved in the field, can allow changes that may impact on these principles. 
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The perspective taken here is essentially one of how computer technology is 
implemented to ‘make life better’, but that in order to achieve that objective 
consideration must be given to the context within which it is used – including scale 
and inter-connectedness.  Experience has shown that not only can new technologies 
offer a new, often more efficient, way of doing things, they also offer a different 
context and concepts which are often difficult to understand (e.g. [7]). 

This adaptation to new contexts, and the impact new contexts have on methods of 
working, are illustrated by the discussions in the next two sections. In the following 
section the transferring of patient records to the digital domain are highlighted by 
legislation on data protection (UK and EU) and the issues arising from the proposed 
introduction of electronic patient records in the UK. The technological  move into 
grid computing changes the context once again (in terms of where the electronic data 
is held), and this is discussed in Section 4. 

3   Legal Issues Regarding Electronic Health Data 

The proliferation of electronic medical data has undoubtedly resulted in significant 
benefits (e.g. enhanced patient autonomy, better clinical treatment, and advances in 
health research), however, there are also important legal challenges such as: the 
privacy of health information; reliability and quality of health data; and tort-base 
liability [8]. These are also interconnected because the degree of privacy protection 
determines the reliability and quality of the data, which in turn determines tort-based 
liability for acts such as malpractice (e.g. due to inaccurate data) or privacy invasions 
(e.g. unauthorised access, modification or disclosure) of data [8]. 

This section of the paper discusses legal issues relevant to electronic medical data 
used for two main purposes namely: clinical practice and medical research. In clinical 
practice data is used to make diagnoses, decide on treatment and monitor such 
treatments. In medical research, data is used in order to analyse, investigate and 
develop new treatments and techniques to advance medical practice. For purposes of 
brevity, UK/EU legislation will be used as an example of a legal framework which 
regulates medical data. 

In the UK the privacy of medical data is primarily protected by data protection 
legislation (e.g. The UK Data Protection Act 1988, based on EU Directive 95/46/EC), 
and the common law tort of breach of confidence. 

3.1   Data Protection 

The UK Data Protection Act 1988, regulates the processing of personal data6. The Act 
describes personal data as “data which relate to a living individual who can be 

                                                           
6

 Section 1(1) defines ‘data’ as: information which is being processed (or recorded to be     
processed) by equipment operating programmed to operate automatically; information  
recorded as part of (or with the intention of becoming part of) a relevant filing system;  
and information which forms part of an accessible record under Section 68. The Freedom of       
Information Act 2000 extended this definition to include all other recorded information held  
by a public authority. 
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identified (a) from the data or (b) from those data and other information which is in 
the possession of, or is likely to come into the possession of the data controller”7. The 
case of Durant v Financial Services Authority (2003)8 established that data will ‘relate 
to’ an individual if it affects his/her privacy whether it be personal or family life, 
business or professional capacity. Further that information will affect an individual’s 
privacy if it is biographical in a significant sense or if it has the individual as its focus.  
Processing of data refers to obtaining, holding or performing any operation or set of 
operations on data (e.g. consultation, disclosure, modification, destruction). 

Under the Data Protection Act, information about the “physical or mental health or 
condition” (Section 2(e)) of an individual (i.e. medical data) is classed as “sensitive 
personal data” and hence is given a higher level of protection. The Act (Schedule I) 
stipulates eight data protection principles which must be observed (subject to various 
exemptions under the Act) when processing personal data, namely that personal data 
shall be: 
 
•      processed fairly and lawfully; 
•   obtained only for one or more specified and lawful purposes and not further  
        processed in any manner incompatible with those purposes; 
•      adequate, relevant and not excessive in relation to the purposes of processing;  
•      accurate and kept up to date; 
•      not be kept longer then necessary; 
•      processed in accordance to rights of data subjects9; 
•   kept secure from unauthorised access, unlawful processing, destruction or  
       damage; 
•      not be transferred to a country outside the EU unless that country has an adequate  
       level of data protection. 
 

The Act also specifies at least nine criminal offences relating to the failure to 
comply with provisions of the Act. These include: processing without notification to 
the Information Commissioner10 (Section 21(1)); unlawfully obtaining or disclosing 
personal data (Section 55(1)); and unlawfully selling personal data (Sections 55(4) 
and (5)). 

In addition to the eight principles, the Act specifies various conditions (Schedule 3) 
relevant for the first principle (i.e. processing of sensitive personal data – which 
includes medical data). At least one of these conditions must be present. Among these 
conditions are: 

                                                           
  7 A data controller is the person who determines how personal data are to be processed. 
  8 http://www.bailii.org/ew/cases/EWCA/Civ/2003/1746.html 
  9 The Act gives data subjects (who are the subject of personal data) various limited rights in 

  Part II such as the right of access to personal data subject to exemptions for example, if in 
 the opinion of a relevant health professional such access would result in serious physical or 
  mental harm to the data subject or any other person (The Data Protection (Subject Access 
  Modification) (Health) Order 2000). 

10 Section 17 of the Data protection Act requires that all data controllers must register with the 
 Information Commissioner and give notification of his processing activities. The Information 
 Commissioner is the official responsible for supervising the enforcement of the Data 
 Protection Act. 
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•      the data subject must give explicit consent11 to the processing of his/her personal  
       data; 
•     the processing is necessary to protect the vital interests of the subject or another  
       person where consent cannot be given (by or on behalf of the data subject) or the  
       data controller cannot reasonably be expected to obtain the consent of the data  
       subject or consent is unreasonably withheld; 
•      the processing is necessary for the purpose of any legal proceedings; 
•      the processing is necessary for the administration of justice; 
•      the processing is necessary for medical purposes (preventative medicine, medical  
       diagnosis, medical research, treatment and healthcare management) and is  
       undertaken by a health professional or a person who has a duty of  
       confidentiality similar to a health professional. 
 

The Act gives special provisions for research purposes (which includes statistical 
or historical purposes) subject to compliance with ‘the relevant conditions’ (Section 
33) namely that:  personal data are not processed  in order to make decisions 
regarding the data subject, and will not cause damage or cause substantial distress to 
any data subject. Under section 33(2) data processed for research purposes (subject to 
compliance with ‘the relevant conditions’) are exempted from part of the second data 
principle, meaning that data not originally collected for research purposes, can be 
used for research however data subjects should be informed (due to the fair 
processing requirement) provided that contacting them does not involve a 
disproportionate effort12. In practice when collecting data from patients, they should 
be informed that their medical data may be used for treatment and research purposes 
(in order provide better medical care).  Under Section 33(3), (subject to compliance 
with ‘the relevant conditions’) data processed only for research purposes are 
exempted from the fifth data principle, meaning that such data can be kept 
indefinitely. Further, Section 33(4)(b) allows for the publishing of research data 
provided that the data does not identify any data subject (i.e. it is anonymised). 

3.2   Confidence: Duty and Breach 

The law imposes a duty of confidence on anyone who receives information which 
he/she knows or ought to know should be regarded as being confidential. Information 
is deemed to be of a confidential nature (and hence attracts legal protection) if 
imparted in circumstances where there is an obligation of confidence between the 
parties (e.g. between medical practitioner and a patient). Medical data undoubtedly 
qualifies as confidential information. Medical professionals and researchers therefore 
have a ‘duty of confidence’ that obliges them not to disclose any medical information 
divulged to them unless authorised to do so. Disclosure will be authorised where the 

                                                           
11

 Consent means that the data subject gives his/her agreement to process his personal data.  
Consent must be informed, the person giving consent must have a degree of choice, and 
consent must be indicated either in an express manner (e.g. explicitly - orally or in writing) or 
it must be implied.  

12
 A ‘disproportionate effort’ is determined on a case by case basis, taking into account factors 
such as the nature of the data,  the time and cost involved in providing information to the data 
subject, and  the effect on the data subject. 
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patient gives consent to disclosure or where disclosure is dictated by law such as in 
judicial proceedings or by statutory authority. Unauthorised disclosure of confidential 
information can result in the common law tort action of “breach of confidence” or in 
some circumstances negligence. 

The conditions for establishing a “breach of confidence” action were formulated in 
Coco v A N Clark (Engineers) Ltd [1969] RPC 41 and requires namely that: there is 
information of a confidential nature (e.g. medical data); which was imparted in 
circumstances importing an obligation of confidence (e.g. between patient and 
medical professional) and there was unauthorised use causing detriment (e.g. pain, 
suffering, public humiliation) to the party who originally imparted the information. A 
third party who receives information resulting from a breach of confidence also has a 
duty of confidence if he/she is aware or ought to be aware of the breach.  An action in 
negligence can also result from a breach of the duty of confidence. For example 
where a medical professional or establishment fails to take reasonable care (e.g. 
adequate security) to prevent the disclosure of confidential information, and such 
disclosure results in injury (physical or psychological) to a patient. 

It is worthwhile to note that The Health and Social Care Act 2001 (Section 60)13, 
gives the Secretary of state the authority to temporarily suspend the duty of 
confidentiality (but not the Data Protection Act 1998), so that medical records can be 
used (without the consent of patients) for specified medical purposes where it is 
necessary or expedient to improve patient care or where there is an overriding public 
interest. Hence under Section 60, medical records can be used to carry out clinical 
audits, record validation and research without obtaining the consent of patients [9]. 
The rationale for Section 60 is that in some cases: consent cannot be obtained; it is 
impractical to obtain (e.g. where there are tens of thousands of patients); or excluding 
patients who refuse consent may devalue the data collected due to sample bias. In 
practice researchers need to apply for Section 60 exemption from the Patient 
Information Advisory Group,14 of the Department of Health. 

The issue of whether there is an overriding public interest needs to be made on a 
case by case basis, and can take into consideration factors such as the prevention of 
serious harm or abuse to others, national security, and the detection or investigation of 
criminal activity among others. Three court judgements in the UK regarding issues of 
disclosure of medical information to the public may shed some light on how the 
courts weigh the interest of the public against the duty of confidentiality.  

In X v Y [1988] 2 ALL ER 648, the Court of Appeal prevented a national 
newspaper from publishing the names of two practising doctors suffering from AIDS. 
The Court concluded that: the risk of transmission of HIV from doctor to patient was 
minimal; there was a greater public interest in preserving the confidentiality of 
hospital records; and the information would be of minimal significance to the public 
in view of the wide ranging public debate on AIDS. In W v Edgell [1990] 1 ALL ER 
835, a court considered whether a doctor who had sent confidential information 
(about the mental health of a dangerous patient) to the medical director of another 
hospital and to the Home Office, had breached the patient’s confidentiality. The court 

                                                           
13

 The Health and Social Care Act 2001 (Section 60)13 
    http://www.opsi.gov.uk/ACTS/acts2001/10015--g.htm#60 
14 http://www.advisorybodies.doh.gov.uk/piag/Index.htm 
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held that the public interest (protection from a dangerous criminal) justified the 
breach of confidence.  Finally, in  H (A Healthcare Worker) v Associated Newspapers 
Ltd. & Ors [2002] EWCA Civ 195 the Court of Appeal prevented the public 
disclosure of the identity of a doctor who ceased medical practice after being 
diagnosed as HIV positive and suffering from AIDS. The Court of Appeal stated that 
“there is an obvious public interest in preserving the confidentiality of victims of the 
AIDS epidemic and, in particular, of healthcare workers who report the fact that they 
are HIV positive”. 

Two of the cases above illustrate that the public interest is not always best served 
by public disclosure. With regards to the cases on HIV infected health workers, 
maintaining confidentiality encourages workers who are infected in the future to 
identify themselves and seek treatment, hence preventing further harm to the public. 

3.3   Protecting Electronic Medical Data in Practice 

A main cause of concern regarding electronic medical data, is that such data is 
protected from unauthorised processing (especially unauthorised disclosure, alteration 
and use). A research study into the public reaction to implementing a UK Integrated 
Care Record Service (ICRS) to allow the electronic sharing of medical data (among 
health carers and patients), concluded that the only barrier to accepting ICRS was the 
perception that security of electronic systems was an issue [10].  Another study 
investigating the impact of the UK Program for IT (NPFIT15) in primary healthcare, 
on clinicians and medical staff, found that the biggest concern was the issue of patient 
confidentiality and security of electronic records [11]. 

In order to allay the fears of medical professionals and patients (regarding privacy), 
adequate measures (in addition to network security) must be in place to ensure 
compliance with data protection legislation, and the common law duty of confidence.  

In the UK, with the introduction of the National Health Service (NHS) Electronic 
Card Record (in spring 2007) the Department of Health adopted various practices for 
the implementation and operation of this new healthcare system. These practices were 
approved by the Information Commissioner as being consistent with the requirements 
under data protection legislation [12]. The process begins with the uploading of 
information regarding a patient’s current medication, known allergies and adverse 
reactions into a database to form a Summary Care Record (SCR). All patients will be 
notified before uploading of their SCR and given the option: to decline one; limit the 
future scope of information in the SCR; or to view the contents before uploading. The 
SCR, however will be uploaded without the explicit consent of the patient (but subject 
to notification and an opportunity to respond). After uploading, patients can remove 
any or all information uploaded to the SCR, and any subsequent additions to the SCR 
must be agreed between the patient and his/her doctor. Patients will also be able to 
limit the information which can be made visible without their consent. A wide range 
of access controls have also been adopted. Only staff with a legitimate relationship 
with a patient will be able to access that patient’s SCR16.  All access to an SCR will 
                                                           
15 NPFIT includes care record systems, electronic booking service, electronic prescriptions and 

a national network infrastructure.  
16 This includes medical staff acting in an emergence such as staff working in an Accident and 

Emergency Department. 
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be via a smartcard and PIN, and is logged (providing an audit log). All patients will 
be able receive a copy of the audit log giving details of access to their SCR. The NHS 
also guarantees that information in the SCR will not be shared with any organisation 
without the explicit consent of the patient. 

With specific regard to confidentiality, since November 2003 the NHS published a 
Code of Practice on Confidentiality [13] which sets out practical guidance for all 
workers within or under contract with the NHS. The Code uses a model which is 
aimed at providing a confidential service. This model has four requirements namely 
to: protect - patient’s information; inform – patients of information use; provide 
choice - to a patient regarding disclosure or use of information and improve - the 
preceding three requirements. 

The NHS also maintains a register of senior staff (healthcare or social 
professionals) who are responsible for protecting patient information called Caldicott 
Guardians17. The main responsibilities of a Caldicott Guardian are [14]: strategy and 
governance - championing confidentiality issues at the management level; 
confidentiality and data protection expertise, internal information processing – 
ensuring that confidentiality issues are reflected in organisational policies, strategies 
and procedures; and information sharing -  overseeing arrangements, protocols and 
procedures for information sharing between organisations both external and internal 
to the NHS. 

One of the challenges of protecting electronic data is that such data sometimes 
needs to be shared amongst organisations in order to assist medical professionals and 
researchers in making analyses, comparisons and deciding on diagnoses. 
Epidemiology18 also occasionally requires larger or less uniform data sets than may be 
available from a single source. An example of this is in grid computing, which utilises 
many computers sometimes spread across organisations and geographical locations. 
The next section examines this aspect and discusses some of the ethical, legal and 
socio-economic issues related to grid computing.  

4   Grid Computing: Ethical, Legal and Socio-economic Issues 

4.1   Healthgrid 

Grid computing (‘the grid’) is a new paradigm of distributed computing, offering 
rapid computation, large scale data storage and flexible collaboration by harnessing 
together the power of a large number of commodity computers or clusters of other 
basic machines. The grid was devised for use in scientific fields, but has also been 
used in a number of ambitious biomedical applications, while applications to health-
care have been explored in research projects.  There is some tension between the spirit 
of the grid paradigm and the requirements of medical or healthcare applications.  The 
grid maximises its flexibility and minimises its overheads by requesting computations 
to be carried out at the most appropriate node in the network; it stores data at the most 

                                                           
17 Caldicott Guardians are named after Dame Fiona Caldicott who chaired a 1997 report of the     
    Review of Patient-Identifiable Information (called The Caldicott Report ).  
18 The study of factors affecting health and illness in different groups of people. It is concerned 

with how often these diseases occur and why. 
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convenient node according to performance criteria.  On the other hand, healthcare 
institutions are required to maintain control of their confidential patient data and to 
remain accountable for its use at all times.  The ideal grid has been envisaged as the 
servant of a new collaborative paradigm, providing services to users who may, from 
time to time, join the grid, do some work and then leave, so that the transient alliances 
they form in their endeavours might be described as ‘virtual organizations’ or VOs for 
short.  One approach to organizing the infrastructure for such collaboration is as a so-
called ‘service-oriented architecture’ (SOA).  In effect, it means that needed services 
– software applications – once constructed, are provided with a description in an 
agreed language and made available, or ‘published’, to be ‘discovered’ by other 
services that need them.  A ‘service economy’ is thus created in which both ad hoc 
and systematic collaborations can take place.  Medical data requires careful handling.  
Among the services required by healthcare applications are ‘fine grained’ access 
control – e.g. through authorization and authentication of users – and privacy 
protection through anonymization or pseudonymization of individual data or ‘outlier’ 
detection and disguise in statistical data.  Despite this apparent conflict in 
requirements, certain characteristics of the grid provide the means to resolve the 
problem: in the spirit of this paradigm in which "virtual organisations" arise ad hoc, 
"grid services" may negotiate ethical, legal and regulatory compliance according to 
agreed policy.  In this section, we wish to discuss the implications of such advances in 
the ethical, legal and socio-economic (ELSE) domains in part through reference to 
two EU-funded healthgrid projects. 

4.2   Breast Cancer 

Areas of medicine and healthcare in which large databases – in both senses: with 
large numbers of records, and with large, multi-format records – are reasonable 
candidates for healthgrid applications. We consider one such example, the 
MammoGrid project, in the field of breast cancer. 

Breast cancer is arguably the most pressing threat to women’s health.  For 
example, in the UK, more than one in four female cancers occur in the breast and 
these account for roughly 18% of deaths from cancer in women.  Coupled with the 
statistic that about one in four deaths in general are due to cancer, this suggests that 
nearly 5% of female deaths are due to breast cancer.  While risk of breast cancer to 
age 50 is 1 in 50, risk to age 70 increases to 1 in 15 and lifetime risk has been 
calculated as 1 in 9.  The problem of breast cancer is best illustrated through 
comparison with lung cancer which also accounted for 18% of female cancer deaths 
in 1999.  In recent years, almost three times as many women have been diagnosed 
with breast cancer as with lung cancer.  However, the five year survival rate from 
breast cancer stands at 73%, while the lung cancer figure is 5%. [15] This is testament 
to the effectiveness of modern treatments, provided breast cancer is diagnosed 
sufficiently early.  The statistics of breast cancer diagnosis and survival provide a 
powerful argument in favour of a universal screening programme.  However, a 
number of issues of efficacy and cost effectiveness limit the scope of most screening 
programmes.  The method of choice in breast cancer screening is mammography 
(breast X-ray). However, in younger women, the breast consists of around 80% 
glandular tissue which is dense and largely X-ray opaque.  The remaining 20% is 
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mainly fat.  Through the menopause, this ratio is typically reversed.  Thus in women 
under 50, signs of malignancy are far more difficult to discern in mammograms than 
they are in post-menopausal women. Consequently, most screening programmes, 
including the UK’s, only apply to women over 50. 

Electronic formats for radiological images, including mammography, together with 
the fast, secure transmission of images and patient data, potentially enables many 
hospitals and imaging centres throughout Europe to be linked together to form a 
single grid-based “virtual organization”. While technological possibilities are co-
evolving with an appreciation of their potential uses, it is generally agreed that the 
creation of very large “federated” databases of mammograms, which appear to the 
user to be a single database, but are in fact retained and curated in the centres that 
generated them, would yield several benefits in better diagnosis and epidemiology.  
Each image in such a database would have linked to it a large set of relevant 
information, known as metadata, about the woman whose mammogram it is.  Levels 
of access to the images and metadata in the database would vary among authorized 
users according to their “certificated rights”: healthcare professionals might have 
access to essentially all of it, whereas, e.g., administrators, epidemiologists and 
researchers would have limited access, protecting patient confidentiality and in 
accordance with European legislation. 

This scenario raises some obvious and some rather subtle questions of ethics and 
regulatory compliance.  Informed consent, in the usual sense of the term, cannot 
encompass uses of data which cannot be foreseen at the time the consent is being 
given.  On the other hand, unconstrained consent is not even possible in some 
countries.  And yet, the value of this approach lies precisely in what medical 
researchers may discover through extending their research questions as they analyse 
the data at their disposal.  How to resolve this dilemma?  It would appear that the best 
a healthgrid researcher can hope for is to highlight some valuable uses which are 
currently precluded and to look for political change. 

A somewhat less obvious question concerns rights of access and confidentiality.  
How to reconcile, e.g. legal differences in what data a doctor may view in one country 
versus another?  Does the constraint apply to an individual irrespective of their 
location or does it apply to a location?  In other words, may a Scots doctor possibly 
view some data about her Scots patient (who has had some intervention in England) 
while visiting an English hospital which she would not be allowed to view in 
Scotland?  What if that data is available to be viewed over a grid? 

4.3   MammoGrid 

The Fifth Framework EU-funded MammoGrid project (2002-05) [16] aimed to apply 
the grid concept to mammography, including services for the standardization of 
mammograms, computer-aided detection (CADe) of masses and ‘microcalcifications’, 
quality control of imaging, and epidemiological research including broader aspects of 
patient data.  Clinicians rarely analyse single images in isolation but rather in a series 
or in the context of metadata.  Metadata that may be required are clinically relevant 
factors such as patient age, exogenous hormone exposure, family and clinical history; 
for the population, natural anatomical and physiological variations; and for the 
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technology, image acquisition parameters, including breast compression and exposure 
data. 

The MammoGrid proof-of-concept prototype provides clinicians with a medical 
information infrastructure delivered in a service-based grid framework. It 
encompasses geographical regions with different clinical protocols and diagnostic 
procedures, as well as lifestyles and dietary patterns.  The system allows, among other 
things, mammogram data mining for knowledge discovery, diverse and complex 
epidemiological studies, statistical analyses and CADe; it also permits the deployment 
of different versions of the image standardization software and other services, for 
quality control and comparative study. 

We may now imaginatively consider what may happen in the course of a 
consultation and diagnosis using the MammoGrid system.  A patient is seen and 
mammograms are taken. The radiologist is sufficiently concerned about the 
appearance of one of these that she wishes to investigate further.  In the absence of 
any other method, she may refer the patient for a biopsy, an invasive procedure; 
however, she also knows that in the majority of cases, the initial diagnosis turns out to 
have been a false positive, so the patient has been put through a lot of anxiety and 
physical trauma unnecessarily.  Given the degree of uncertainty, a cautious radiologist 
may seek a second opinion: how can the MammoGrid system support her?  She may 
invoke a CADe service; the best among these can identify features which are not 
visible to the naked eye.  Another possibility is to seek out similar images from the 
grid database of mammograms and examine the history to see what has happened in 
those other cases.  However, since each mammogram is taken under different 
conditions, according to the judgement of a radiographer (‘radiologic technician’) it is 
not possible to compare them as they are.  Fortunately, a service exists which 
standardizes and summarizes the images, provided certain parameters are available – 
the type of X-ray machine and its settings when the mammograms were taken.  
Perhaps at this particular moment the radiologist’s workstation is already working at 
full capacity because of other imaging tasks, so it is necessary for the image to be 
transmitted to a different node for processing.  Since our grid is distributed across 
Europe, it now matters whether the node which will perform the standardization is in 
the same country or not.  Let us suppose that it is a different country.  A conservative 
outcome is to ensure that, provided the regulatory conditions in the country of origin 
and in the country where the processing will take place are mutually compatible (i.e. 
logically consistent, capable of simultaneous satisfaction) that they are both complied 
with.  If one set requires encryption, say, but the other does not, the data must be 
encrypted.  If both sets of regulations allow the image to be transmitted unencrypted 
but one country requires all associated data transmitted with the image to be 
pseudonymized, this must be done.  These are human decisions, but it is clear that 
they can be automated.  Where will responsibility lie if something goes wrong in this 
process?  In any case, the story has further ramifications: the whole idea of 
MammoGrid is to build up a rich enough database of images and case histories to 
provide a sound basis both for diagnostic comparison and for epidemiology.  Once 
standardized and returned, is the image now to be stored and made available to others 
for comparative use, or is it to remain outside the system?  This is now a question of 
informed consent.  Will a service, in the sense we have already used the term, be 
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trusted to determine whether such informed consent as the patient has given covers 
this question?  There are, naturally, many more questions of a similar nature. 

A further question arises in this context as to professional competencies in different 
countries.  Imagine that a radiographer in one country, Italy say, is allowed to 
annotate an image (or to launch without medical supervision a CADe service to 
annotate an image) but then that mammogram with its annotation is used in another 
country, say the UK, by a radiologist to offer a second opinion. What should happen 
if in the UK a radiographer would not have had the ‘professional competence’ to 
annotate unsupervised?   Is the radiologist at risk for having relied on an unauthorized 
annotation? 

There is an almost invisible aspect of this initiative which deserves attention but 
will only be briefly touched on here.  How is such a system to fit into the modern 
conception of evidence-based medicine, i.e. medicine that is based on scientific 
results?  Evidence-based practice rests on three pillars: medical knowledge, as much 
as possible based on ‘gold standard’ (double-blind, controlled) clinical trials whose 
results have been peer reviewed and then published; knowledge of the patient, as 
complete as the record allows; and knowledge of the resources, procedures and 
protocols available in the setting where the encounter with the patient is taking place.  
However, the MammoGrid application we have described above plays a part in the 
‘dynamic’ construction of knowledge.  If images and histories are to be used as part 
of the diagnostic knowledge in new cases, it is imperative that they are collected with 
as much care and rigour as the cases in a controlled trial.  Therefore, it is essential to 
know the ‘provenance’ of the data with precise details of how it has been handled 
(e.g. if standardized and subjected to CADe, which algorithms were used, set to what 
parameters, by whom, and if capture and interpretation were subject to appropriate 
practice standards).  I have labelled this set of issues “the question of practice-based 
evidence for evidence-based practice”.  If this were to be accepted as an appropriate 
source of diagnostic information, the underlying grid services which maintain it 
would have to make quality judgements without human intervention. 

4.4   The ‘Whole Person’ and Genetic Medicine 

A major breakthrough in healthcare is anticipated from the association of genetic data 
with medical knowledge.  This would suggest that genetic information would have to 
be accessed routinely in the course of healthcare.  Viewing this as part of the 
information held on a patient raises a number of difficult problems.  Among these are 
the predictive value and the shared nature of genetic information.  Knowing a 
person’s genome could mean knowing what diseases they may or may not be 
susceptible to.  Knowing one person’s genetic map also reveals that of his or her 
siblings’ in large measure.  This introduces a range of questions, from confidentiality 
to ‘duty of care’ issues.  If physicians will be held liable both for what they do and 
what they do not do, is it necessary for the underlying knowledge technology to ‘be 
aware’ and to inform them of the possibilities? 

The grid could provide the infrastructure for a complete ‘electronic health record’ 
with opportunities to link both traditional patient data and genetic information to 
bring us closer to the ideal of genomic medicine.  Among many questions being 
investigated in current projects is a set concerning development and illness in 
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childhood, especially conditions in which genetic predisposition is at least suspected 
and in the diagnosis of which imaging is also essential.  Physicians want to know how 
certain genes impact the development of diseases and radiologists want to know what 
the earliest imaging signs are that are indicative of a disease.  For example, the 
Health-e-Child project [17] is investigating paediatric rheumatology, cardiac 
dysmorphology and childhood brain tumours using this approach. Consider its aims: 
 

(i) To gain a comprehensive view of a child's health by vertically integrating  
    biomedical data, information, and knowledge, that spans the entire 
    spectrum from genetic to clinical to epidemiological; 

    (ii) To develop a biomedical information platform, supported by  
          sophisticated and robust search, optimization, and matching techniques  
          for heterogeneous information, empowered by the Grid; 
    (iii) To build enabling tools and services on top of the Health-e-Child 
           platform, that will lead to innovative and better healthcare solutions in  
           Europe: 

- Integrated disease models exploiting all available information levels; 
- Database-guided biomedical decision support systems provisioning 

novel clinical practices and personalized healthcare for children; 
- Large-scale, cross-modality, and longitudinal information fusion and 

data mining for biomedical knowledge discovery. 
 
With major companies looking to translate research results into products, successful 
outcomes from this and other projects would bring the scenario described above 
closer to reality. 

A less obvious outcome from this research may be a reduction in the degree of 
invasive genetic mapping that may be necessary to address certain paediatric 
conditions.  If a strong association is established between an imaging feature and a 
genetic mutation, it may then be used to limit the need for blanket genetic screening, 
restricting attention to those with the give imaging telltale or eliminating the need 
entirely.  This would be a case where technology would at least indirectly contribute 
to reducing data protection issues, although the implicit conflict between duty of care 
and data protection remains (for example, in cases where findings may have 
implications for the health of siblings). 

5   Conclusions 

In light of the increasing use of technology in healthcare, and the likelihood of further 
significant use of technology in the future, it is important to take into account the 
ethical, legal and socio-economic issues (ELSE). This paper has taken three levels of 
perspective: foundational principles, formalising principles in law, and an application 
domain in the context of the grid (representing a new technological context). Through 
this approach we have highlighted the ethical principles associated with healthcare 
practice and medical research (and, by extension, their rationale), how the law 
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addresses issues pertinent to the medical profession in the digital domain, and how 
changes of context are relevant in the way they challenge existing cultural practice. 

To fully exploit the benefits of developing technologies, and to facilitate the 
mutual understanding of the impacts of technology on ethical principles and 
consequent regulation and practice, there needs to be a mutual engagement and 
exchange between technology developers, ethicists, and above all, – in the light of 
issues raised in this article – the medical profession. Cross disciplinary (and 
interdisciplinary) training would aid understanding. At a minimum, technologists 
need to be educated in the basics of ethical, legal and social considerations; these are 
issues they are apt to be unaware of at first, and to wish to ignore once aware of them, 
not for any malicious reason but because they are, or at least appear to be, an obstacle 
to technical development.  On the other hand, ethicists, lawyers, journalists and 
politicians need to understand what the technology can do in a far more textured and 
nuanced manner than is common at present; this requires exposure to the culture of 
technology as well as to the basics of what current and foreseeable technologies can 
do.  This discussion, resulting from this paper, is an opportunity to begin the 
exchange, and to open a dialogue aimed at reducing the gap between disciplinary 
cultures, different understandings, and divergent long term aims and intermediate 
objectives. 
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Abstract. Three computer-aided detection (CAD) projects are hosted at the 
Gifu University, Japan as part of the “Knowledge Cluster Initiative” of the 
Japanese Government. These projects are regarding the development of CAD 
systems for the early detection of (1) cerebrovascular diseases using brain MRI 
and MRA images by detecting lacunar infarcts, unruptured aneurysms, and 
arterial occlusions; (2) ocular diseases such as glaucoma, diabetic retinopathy, 
and hypertensive retinopathy using retinal fundus images; and (3) breast 
cancers using ultrasound 3-D volumetric whole breast data by detecting the 
breast masses. The brain CAD system achieves a sensitivity of 96.8% at 0.71 
false positive (FP) per image for the lacunar-infarct detection, and 93.8% at 1.2 
FPs per patient for the small unruptured aneurysm detection. The sensitivity and 
specificity for the detection of abnormal cases with arterial occlusions in MRA 
images are 80.0% and 95.3%, respectively. For the glaucoma detection using 
the retinal fundus CAD system, a sensitivity and specificity of 77.8% and 
74.5% are obtained in the analysis of the optic nerve head and a sensitivity of 
61.5% at 1.3 FPs per image is achieved in the detection of the retinal nerve fiber 
layer defects. Hemorrhages and exudates in diabetic retinopathy diagnosis are 
detected at a sensitivity and specificity of 84.6% and 20.6%, respectively, for 
the former and 76.9% and 83.3%, respectively, for the latter. For hypertensive 
retinopathy, the arteriolar-narrowing scheme can identify 76.2% of true 
positives at 1.4 FPs per image. For the breast CAD system, the image viewer 
that constructs the breast volume image data is developed, which also includes 
the CAD function with a sensitivity of 80.5% at 3.8 FPs per breast. The CAD 
schemes are still being improved for all the systems along with an increase in 
the number of image databases. Clinical examinations will be started soon, and 
commercialized CAD systems for the above subjects will appear by the 
completion of this project. 

Keywords: Computer-Aided Detection (CAD), Brain MRI, Brain MRA, 
Cerebrovascular Disease, Lacunar Infarct, Unruptured Aneurysm, Arterial 
Occlusion, Retinal Fundus Image, Glaucoma, Diabetic Retinopathy, 
Hypertensive Retinopathy, Ultrasound Breast Images, Breast Cancer.  
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1    Introduction 

Since 2002, eighteen knowledge clusters have been established in Japan under the 
“Knowledge Cluster Initiative” of the Japanese Government. These clusters are 
supported by the Ministry of Education, Culture, Sports, Science and Technology of 
Japan under a Grant-In-Aid for Scientific Research with a budget of USD 4.5 million 
per year per cluster over five years. The aim of the clusters is to promote industrial, 
academic and governmental cooperation in regional areas and to conduct innovative 
and technological research with a focus on the needs of industry. The clusters are 
based in universities and other research institutes in order to draw sources of 
advanced knowledge; hence, the name “knowledge cluster.”  

The Fujita Laboratory at Gifu University is part of the Gifu/Ogaki Robotics 
Advanced Medical Cluster with a focus on research in distinctive, new medical 
technologies and developing the state-of-the-art medical equipments such as surgery 
robots and medical diagnosis support equipments. Currently, there are three 
established cluster projects in the Fujita Laboratory, Gifu University, started since 
April 2004. These three projects are computer-aided detection (CAD) systems using 
brain magnetic resonance imaging (MRI) and magnetic resonance angiography 
(MRA) images, retinal fundus images and ultrasound breast images, and are described 
in the following sections. 

2    CAD for MR Brain Images 

2.1   Overview 

Cerebrovascular disease is the third leading cause of death by disease in Japan [1]. 
Therefore, the screening system, which is named Brain Dock, has been widely used 
for the detection of asymptomatic brain diseases. The prevention of this disease is of 
paramount importance. MRI and MRA are very useful for the early detection of 
cerebral and cerebrovascular diseases. Lacunar infarcts, unruptured aneurysms, and 
arterial occlusions can be detected using MRI and MRA. These medical conditions 
indicate an increased risk of severe cerebral and cerebrovascular diseases. The 
presence of lacunar infarcts increases the risk of serious cerebral infarction, and a 
ruptured aneurysm is the major cause of subarachnoid haemorrhage (SAH).  

It is important to detect lacunar infarcts, unruptured aneurysms, and arterial 
occlusions. However, visualization of these structures is not always easy for 
radiologists and neurosurgeons. For example, it is difficult to distinguish between 
lacunar infarcts and normal tissue such as Virchow-Robin spaces in MRI images. 
Small aneurysms in MRA studies are also difficult to distinguish from the adjacent 
vessels in a maximum intensity projection (MIP) image. CAD systems can assist 
neuroradiologists and general radiologists in detecting intracranial aneurysms, 
asymptomatic lacunar infarcts, and arterial occlusions and in assessing the risk of 
cerebral and cerebrovascular diseases. In this project, we use T1- and T2-weighted 
MRI brain images for the detection of asymptomatic lacunar infarcts [2, 3]. We also 
employ MRA brain images for the detection of intracranial aneurysms [4] and for 
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developing a new viewing technique to facilitate the detection of intracranial 
aneurysms [5] and arterial occlusions [6]. 

2.2   Detection of Lacunar Infarct 

The CAD scheme for detecting lacunar infarcts in MRI is shown in Figure 1. The 
cerebral region is first extracted from a T1-weighted image. Lacunar infarct 
candidates are extracted using a simple thresholding technique and a top-hat 
transformation on T2-weighted images. Twelve features are measured from each 
candidate and a neural network is used in the final classification of the lacunar 
infarcts [2, 3]. Using the above procedure for detecting lacunar infarcts, our 
developed CAD scheme can achieve a sensitivity of 96.8% at 0.71 false positive (FP) 
per image in a dataset of 132 studies.  
 
 

Extraction of cerebral parenchyma

Top-hat transformation

Neural network

Detection of lacunar infarcts

Multiple-phase binarization

Determination of features

Extracted cerebral parenchymaT1-weighted image

Rule-based scheme 
Top-hat transformation Multiple-phase binarization

Lacunar infarctInitial candidates

 
Fig. 1. Overall CAD scheme for the detection of lacunar infarcts [3]. Initial candidates are 
found in the three steps of image processing and then the FPs are reduced using the feature 
analysis of rule-based and neural-network techniques. The lacunar infarct(s) finally detected is 
marked with a small square on the T2-weighted image, in which it appears as tiny round-
shaped object with a “white” color, as shown in the bottom-right image. 

2.3   Detection of Unruptured Aneurysm 

For the detection of unruptured aneurysm, vessel regions are first extracted from 
MRA images using linear gray-level transformation. A gradient concentration filter is 
then used to enhance the candidate aneurysms and quadratic discriminant analysis is 
used for the final detection of aneurysms [4, 5]. In a dataset of 100 MRA studies, our 
current CAD scheme achieves a sensitivity of 93.8% at an FP detection of 1.2 per 
patient. 
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2.4   Detection of Occlusion 

The scheme for the detection of arterial occlusion in MRA studies consists of two 
parts, (1) classification of eight arteries based on the comparison of the target image 
with the reference image, and (2) detection of arterial occlusion(s) based on the 
relative lengths of eight arteries [6]. The sensitivity and specificity for the detection of 
abnormal cases with arterial occlusions are 80.0% and 95.3%, respectively, for the 
cases of 100 MRA studies including 15 arterial occlusions. 

3    CAD for Retinal Fundus Images 

3.1   Overview 

Retinal fundus images are useful for the early detection of a number of ocular 
diseases which, if left untreated, can lead to blindness. Examinations using retinal 
fundus images are cost effective and are suitable for mass screening. In view of this, 
retinal fundus images are obtained in many health care centers and medical facilities 
during medical checkups for ophthalmic examinations. Glaucoma, diabetic 
retinopathy, and hypertensive retinopathy can be detected on fundus images and are 
the targets in this project. The increase in the number of ophthalmic examinations 
improves ocular health care in the population but it also increases the workload of 
ophthalmologists. Therefore, CAD systems developed for analyzing retinal fundus 
images can assist in reducing the workload of ophthalmologists and improving the 
screening accuracy.  

3.2   Detection of Glaucoma 

In a population-based prevalence survey of glaucoma in Tajimi City, Japan, one in 20 
people who are aged over 40 was diagnosed with glaucoma [7, 8]. Around the world, 
the number of people with glaucoma is estimated to be 60.5 million in 2010 and 79.6 
million in 2020 [9]. Glaucoma is the second leading cause of blindness in Japan and 
also worldwide. Although it cannot be cured, glaucoma can be treated if diagnosed 
early. Mass screening for glaucoma using retinal fundus images is simple and 
effective. 

In the CAD system developed in this project, two different approaches are used 
for the detection of glaucoma. The first one is based on the measurement of the cup- 
to-disc (C/D) ratio. Blood vessels are first “erased” from the fundus image by image 
processing technique and the optical nerve head is located. The C/D ratio, which is 
the ratio of the diameter of the depression (cup) and that of the optic nerve head 
(ONH, i.e., disc), is evaluated for the diagnosis of glaucoma (Figure 2). Using 65 
cases (47 normal and 18 abnormal), the sensitivity and specificity are reported at 
77.8% and 74.5%, respectively. 

We are also developing a method for measuring the depth of the cup by using our 
new digital stereo fundus camera along with an automatic reconstruction technique 
[10, 11] in an extended project, as a part of the Regional New Consortium Projects 
from Ministry of Economy, Trade and Industry, Japan. 
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Fig. 2. Determination of the C/D ratio for the diagnosis of glaucoma. (Left to right; top to 
bottom) Blood vessels are first “erased” from the original image and the optic nerve head is 
located. A fundus image with a C/D ratio greater than 0.60 is considered to be abnormal. 

 
The second approach developed in this project for the diagnosis of glaucoma is 

based on the detection of retinal nerve fiber layer defects (NFLDs) using image 
processing techniques [12]. Blood vessels in the original fundus image are erased and 
the optic disc is located as described previously. The fundus image is then 
transformed into a rectangular array before enhancing the NFLDs with Gabor 
filtering. Using 26 normal and 26 abnormal fundus images with 53 NFLD regions, 
this approach can identify 61.5% of true positives at 1.3 FPs per image. 

3.3   Detection of Diabetic Retinopathy 

In Japan, the number of people with adult diseases such as diabetes and hypertension 
is increasing every year. Diabetic retinopathy is the leading cause of blindness in 
Japan; this is a complication associated with diabetes. The probability for diabetic 
patients developing diabetic retinopathy within 10 years of the onset of diabetes is 
high. To prevent this disease, people aged over 40 or those who are at a risk should 
attend mass screening or have regular eye examinations. In an ophthalmologic 
examination, ophthalmologists look for the presence of hemorrhages (including 
microaneurysms) and exudates in the retinal fundus images. 

For hemorrhage detection in the CAD scheme, the initial extraction includes both 
the hemorrhages and blood vessels. The blood vessels are subsequently identified and 
eliminated. In addition, the funicular shapes included in the initial extraction are also 
identified and eliminated. Further FP elimination is performed using feature analysis. 
A similar procedure is used in the exudates detection [13]. 

Using 113 fundus images (26 with hemorrhages and 87 normal), the sensitivity 
and specificity of the hemorrhage detection algorithm was evaluated to be 84.6% and 
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20.6%, respectively. Using 109 fundus images (13 with exudates and 96 normal), the 
sensitivity and specificity of the exudates detection algorithm was evaluated at 76.9% 
and 83.3%, respectively.  

3.4   Detection of Hypertensive Retinopathy 

Hypertensive retinopathy can also benefit from the analysis of retinal fundus images. 
With severe hypertensive retinopathy, the damage to the optic nerve or macula can be 
permanent. Figure 3 shows the hypertensive retinopathy detection scheme based on 
the measurement of the vascular diameter [14].  

 

 
 

Fig. 3. Detection scheme of hypertensive retinopathy [14]. (Left to right, top to bottom) 
Original retinal fundus image; magnified view showing the difference in the diameter between 
a vein and an artery; extraction of blood vessels; the ratio of the size of the artery to that of the 
vein (A/V ratio) is determined. An A/V ratio >0.67 is considered as abnormal. 

Our scheme comprises the extraction of blood vessels, classification of arteries and 
veins, and detection of arteriolar narrowing by the artery-vein diameter ratio (A/V 
ratio). An A/V ratio >0.67 is considered as abnormal. Using 39 normal and 44 
abnormal fundus images with arteriolar narrowing, this approach can identify 76.2% 
of true positives at 1.4 FPs per image.  

4    CAD for Ultrasound Breast Images 

4.1   Overview 

In Japan, breast cancer has the highest incidence rate among all the cancers in women 
[15]. It is also one of the most common causes of cancer death for women in many 
Western countries. Early detection of breast cancer is the key to simpler treatment and a 
better prognosis. In view of this, many countries, including Japan have introduced breast 
cancer screening programs. Mammography is widely used in breast cancer screening. 
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Its effectiveness in detecting breast cancer in women aged over 50, typically with less 
dense breast tissues, has been established. However, mammography is less effective for 
younger women or women with dense breast tissues.   

In Japan, women typically have denser breast tissues than their counterparts in 
Western countries. Consequently, the image contrast between cancerous breast mass 
tissues and the dense breast tissues in mammographic images is low; thus, the 
detection of breast cancer over a background of dense breast tissue is difficult. 
Ultrasonography, on the other hand, is effective in distinguishing and characterizing 
breast masses set in a dense-breast-tissue environment. Currently, breast ultrasound is 
primarily used for the diagnosis of breast cancer, as opposed to the screening of breast 
cancer. There is a growing need for ultrasound examination to be available for breast 
cancer screening in women with dense breast tissues.  

4.2   Whole Breast Scanner and CAD 

Current diagnostic ultrasound breast images are obtained using conventional hand-
held probes. Here, the results of the examinations are operator dependent and the 
reproducibility is poor. Moreover, the procedure is lengthy if the whole breast is to be 
scanned. 

An ultrasound breast cancer screening was developed in this project. In the system, 
an automatic whole-breast scanner (ASU-1004, Aloka Co. Ltd, Japan) is used in 
acquiring and screening breast images. The scanner is an automated water path 
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Fig. 4. Illustration of the detection of a low-echo breast mass. (a) Schematic diagram of 
structures in a breast ultrasound image where S is skin layer, SF is subcutaneous fat, MG is 
mammary gland, RMF is the retro-mammary fat, P is pectorals and VE is a near-vertical edge 
of the mass. (b) The original breast ultrasound image and the processed edge image are shown 
[16]. 
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system and can scan the whole breast in sweeps. A 3D volumetric whole breast data is 
reconstructed from the original scans in the workstation, which has a capability of the 
image viewer with CAD function [16]. 

Using a Canny’s detector, the edge information in the ultrasound images is 
enhanced and analyzed (Figure 4). Normal structures in breast ultrasound images 
typically do not contain vertical edges. The detection of vertical edges in the 
image suggests abnormal structures [16]. Using 109 whole-breast ultrasound 
patient cases, our CAD system for breast-mass detection achieves a sensitivity of 
80.5% at 3.8 FPs per breast. A CAD system that uses a bilateral subtraction 
technique to reduce the FPs detected by the mass detection scheme has also been 
developed [17]. It was found that a scheme for FP reduction based on the bilateral 
subtraction technique can effectively reduce FPs because 67.3% of the FPs was 
reduced without removing a true positive region. 

5   Summary 

In summary, all of the CAD projects are proceeding very well thus far and the clinical 
examinations will be started soon; according to our plan, commercialized CAD 
systems in the field of brain MR images, fundus images, and breast ultrasound images 
will appear by the completion of this project (March 2009). 
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Abstract. The incidence of liver diseases is very high in Asian countries. 
This paper introduces our computer-aided diagnosis (CAD) system for 
diagnosing liver cancer and describes the fundamental technologies employed 
in the system and its performance. The results showed that our system is 
useful for diagnosing liver cancer, and it is expected that employing CAD 
in clinical practice would reduce the mortality caused by liver cancer in 
Asian countries. 

Keywords: Computer-aided diagnosis, Segmentation, Liver, Tumor, Cirrhosis, 
Multi-phase CT, Edge extraction, Subtraction method, Shape and texture analysis. 

1   Introduction 

Primary malignant liver tumors, including hepatocellular carcinoma (HCC), cause 
1.25 million deaths per year worldwide. HCC is prevalent in Asia and Africa because 
of the presence of a large subclinical population with hepatitis C virus infection. 
Additionally, during the last 2 decades, the mortality rate from primary liver cancer is 
reported to have increased by 41%, and the proportion of hospitalization due to this 
disease has increased by 46% [1]. Although globally liver cancer is ranked 9th  as the 
cause of death due to organ cancer, it is ranked from 1st to 3rd in many Asian 
countries, particularly in the coastal regions of Japan, Korea, China, and Southeast 
Asian countries. Early detection and accurate staging of liver cancer is an important 
issue in practical radiology. Although multidetector-row computed tomography 
(MDCT) or MRI is widely used for the diagnosis of liver tumors, the amount of 
information obtained from MDCT/MRI is very large, and it is currently difficult for 
inexperienced radiologists or physicians to interpret all the images within a short 
timespan. 

The purpose of our study was to establish a computer-aided diagnosis (CAD) and 
surgery system for : aiding decision-making in regard to the diagnosis of liver cancer; 
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supporting radiologists and surgeons in the planning of liver resectioning anf 
facilating living donor transplantation using multiphase CT/MRI images. 

2   Methods and Experimental Results 

Three datasets from different hospitals were examined with different MDCT scanners. 
In the main dataset, an MDCT scanner (Aquilion; TOSHIBA, Japan) was used to scan 
a quadruple-phase protocol that included unenhanced, hepatic arterial, portal venous, 
and delayed phase images. Each patient received the contrast/bolus agent 
(Oypalomin370 or Optiray320) via a power injector at a rate of 3 ml/s, and the final 
average volume of the contrast material was 100 ml (range, 110–182 ml). Four 
complete acquisitions of the entire liver were obtained in a craniocaudal direction 
during one breath-hold with the following parameters: slice interval, 0.625–1.25 mm; 
bits stored, 16 bits; pixel-spacing, 0.50–0.625 mm; spatial resolution, 512 ×512; 165 
mAs; and 120 kVp. Non-contrast scanning (i.e., the first pass) was performed in all 
patients. The final average start time for the hepatic arterial phase was 37-s (range, 
35–40-s). The portal venous phase and the equilibrium phase (i.e., the third and fourth 
passes, respectively) scans were acquired at 65 s (range, 60–70 s) and 180 s, 
respectively, after the contrast material injection. These cases were categorized by 
experienced radiologists, as 12 normal cases, 32 cases with 44 HCC tumors, and 9 
other tumor cases were confirmed. 

Precontrast T1-weighted MR images are ordinarily obtained by using a spin-echo 
or gradient-recalled-echo sequence. In our experiment, the repetition time (TR)/echo 
time (TE) was set at 316 ms/11 ms. Further, fast spin-echo (FSE) T2-weighted 
imaging, which has been shown to play a key role in the characterization of liver 
lesions, was performed by using an FSE sequence. The signal intensities of 
metastases using T1- and T2-weighted images are variable but are usually prolonged. 
T2-weighted imaging is reported to be very effective in enabling radiologists to 
differentiate between cavernous hemangiomas and metastases. In this experiment, the 
effective TR/effective TE of an FSE T2-weighted image was set at 4615 ms/80 ms. 
We obtained the gadolinium-enhanced hepatic arterial and equilibrium phase images 
by using a phased-array body multicoil with the following settings: TE, 1.6 ms; TR, 
150 ms; flip angle, 90°; matrix, 512 ×512; and breath-hold acquisition, 26-s. Images 
were obtained after administering an antecubital intravenous bolus injection of 0.1 
mmol/kg gadopentetate dimeglumine (Gd-DTPA) (Magnevist; Schering AG, Berlin, 
Germany), followed by flushing with 15 ml of sterile saline solution. The scan timing 
was 18s and 3 min after initiation of the contrast injection. Using a 1.5 -T 
superconducting magnet (Signa Horizon; GE Medical Systems, Milwaukee, WI), 320 
MR images of 80 patients (4 images per patient) with focal liver lesions were 
obtained. These cases were diagnosed by 2 experienced radiologists, and a majority of 
these cases were pathologically confirmed by biopsy or surgery. Although it was 
impossible to diagnose all lesions pathologically, the remaining patients underwent 
angiography-assisted ultrasonography, CT, or follow-up MRI to confirm the 
diagnosis. We followed a stringent criterion for diagnosing malignancy and excluded 
cases in which the lesion size was very small. 
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Fig. 1. Segmentation of an abnormal liver region from MDCT, based on the edge detection and 
subtraction method [2] 

Based on the above CT/MRI datasets, our developed systems contained the 
following components: 

2.1   Segmentation of the Liver Region from Tumor Tissues 

We propose a fully automatic method to segment the liver and other organs on multi-
phase MRI or CT images, regardless of the presence of cirrhosis or tumors such as 
hemangioma, HCC or cyst within the liver [2]. Our method is based on edge detection 
[3] and combined with a subtraction processing algorithm that is independant of the 
intensity or noise of the CT-MR images. In comparison to other methods [4– 8], this 
“Press-One-Button” system is extremely user-friendly and can be used without any 
training; moreover, it provides highly accurate 3D images of different organs within 
an average of 12 min of running on a PC (Pentium M 1.0 GHz with 512 MB RAM). 
This time is reasonable and acceptable for clinical applications. All the liver regions 
in 53 cases were successfully segmented by visual evaluation, without losing any part 
of the hepatic lesions. A comparison of the gold standard for liver regions prepared by 
radiologists with our experimental results revealed that in 6 cases of the entire dataset, 
the average error rate of liver segmentation was within 4.3%. Eleven hepatic tumors 
(3 hemangioma, 4 HCC, 3 metastasis, and 1 cyst) showing distinct intensity 
difference from the liver scanned in the portal venous MDCT images were extracted 
successfully and integrated into the final region. Figure 1 shows an extracted 3D liver 
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(a) (b) 

Fig. 2. Extraction of HCC candidates is performed by subtracting the equilibrium phase image from the 
arterial phase image. The edge of the HCC is lost in the subtraction map (a) after edge detection by Sobel 
filter and LoG filter, and the final region of HCC (b) is obtained by the region growing method on the 
extracted candidate regions [9]. 

tissue in which a large lesion, caused by hemangioma appears as a huge hole. Other 
cases such as a normal liver, or HCC tumors with only subtle intensity differences are 
performed with high and stable results using our proposed method without losing any 
hepatic tissues. 

2.2   Computer-Aided Detection of Hepatocellular Carcinoma on Multiphase CT 
Images 

Following the enhancement with the contrast material, the presence of HCC is 
indicated by high- and low-intensity regions in arterial and equilibrium phase images, 
respectively. We propose an automatic method for detecting HCC based on edge 
detection and subtraction processing [9]. Within a liver area segmented according to 
our scheme, black regions were selected by subtracting the equilibrium phase images 
with the corresponding registered arterial phase images. From these black regions, the 
HCC candidates were extracted as the areas without edges by using Sobel and LoG 
edge detection filters, as shown in Fig. 2a. The false-positive (FP) candidates were 
eliminated by using 6 features extracted from the cancerous and the surrounding liver 
regions. Other FPs were further eliminated by opening processing. Finally, an 
expansion process was applied to acquire the 3D shape of the HCC, as shown in  
Fig. 2b. In this experiment, we used the CT images of 44 patients with 44 HCCs. We 
successfully extracted 97.7% (43/44) HCCs successfully by our proposed method, 
with an average number of 2.1 FPs per case. 

2.3   Application of an Artificial Neural Network to the Computer-Aided 
Differentiation of Focal Liver Diseases in MR Imaging 

The differentiation of focal liver lesions in MR imaging is primarily based on the 
intensity and homogeneity of lesions with different imaging sequences. However, in 
some patients, these imaging findings may be falsely interpreted due to the involved 
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Fig. 3. A multi-layer feedforward network used in LiverANN [14-16] can automatically find the 
internal relationship between inputs and outputs by learning from samples and employing a 
backpropagation algorithm. Note: T2H = homogeneity of T2-weighted imaging. HCC = 
hepatocellular carcinoma. 

complexity. Our aim was to establish a CAD system named LiverANN for classifying 
the pathologies of focal liver lesions into 5 categories by using the artificial neural 
network (ANN) technique, which has been proved useful in various medical fields 
[10–13]. On each MR image, a region of interest (ROI) in the focal liver lesion was 
delineated by a radiologist. The intensity and homogeneity within the ROI were 
automatically calculated to obtain numerical data that were analyzed by input signals 
to LiverANN. The outputs were the following 5 pathological categories of hepatic 
diseases, namely, hepatic cyst, hepatocellular carcinoma, dysplasia in cirrhosis, 
cavernous hemangioma, and metastasis. Of the 320 MR images obtained from 80 
patients (4 images per patient) with liver lesions, LiverANN classified 50 cases of 
training set into 5 types of liver lesions with a training accuracy of 100% and 30 test 
cases with a testing accuracy of 93% [14–16]. 

2.4   3D Volume Analysis of Cirrhosis 

Cirrhosis of the liver is one of the leading causes of death due to disease, killing more 
than 12,000 people in Japan each year. In the United States, about 26,000 people die 
from chronic liver diseases and cirrhosis each year. Liver MR imaging is useful for 
the diagnosis of cirrhosis. The enlargement of the left lobe of the liver and the 
shrinkage of the right lobe are helpful signs in MR imaging for the diagnosis of 
cirrhosis of the liver [17–20]. To investigate whether the volume ratio of left-to-whole 
(LTW) is effective in differentiating a cirrhotic liver from a normal liver, we 
developed an automatic algorithm for segmentation and volume calculation of the 
liver region in MDCT scans and MR imaging [21]. As shown in Fig. 4a, the 3D liver 
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is divided into left and right lobes along the umbilical fissure. The volume (V) of 
each part is calculated slice by slice. The degree of cirrhosis is defined as the ratio of 
LTW = Vleft/(Vright + Vleft), where Vright + Vleft is the volume in Fig. 4b and 
Vleft is the volume in Fig. 4c. 22 cases including normal and cirrhotic liver on MR 
and CT slices are used for 3D segmentation and visualization. The whole hepatic 
volume of the cirrhotic liver (931 ± 307 cm3) was slightly lower than that of the 
normal liver (1070 ± 412 cm3), while the volume of the left lobe in the cirrhotic liver (238 ± 
53 cm3) was larger than that of the normal liver (176 ± 69 cm3). The volume ratio of LTW was 
relatively higher in the cirrhotic liver (25.6% ± 4.3%) than in the normal liver (16.4% ± 5.4%). 

Umbilical fissure

 

                        (a)                            (b)                           (c) 
 

Fig. 4. 3D volume analysis of cirrhosis. (a) The liver is divided into left and right lobe by 
drawing an umbilical fissure. The volume ratio of LTW is defined as the ratio between the 
whole liver (b) and left lobe (c) volumes [21]. 

2.5   Improving the Classification of the Cirrhotic Liver by Shape and Texture 
Analysis 

Two shape features were calculated from a segmented liver region, and 7 texture 
features were quantified using the grey level difference method (GLDM) [22] within 
the small ROIs. The degree of cirrhosis was derived by integrating the shape and 
texture features of the liver into a 3-layer feedforward ANN [23], as shown in Fig. 5. 
The liver was regarded as cirrhotic if the percentage of ROIs with a degree of 
cirrhosis of more than 0.5 was greater than 50%. The initial experimental result 
showed that the ANN-based method classified liver cirrhosis with a training accuracy 
of 100% on the 100 ROIs included in the training set. In the testing of the whole liver 
region, 82% (9/11) cirrhotic and 100% (7/7) normal cases were correctly 
differentiated from 18 test cases using the shape and texture analysis as compared to 
55% (6/11) cirrhotic and 100% (7/7) normal cases using the texture analysis alone 
[24]. According to the ROC analysis, the Az  value (the area under the ROC curve) 
improved from 0.57 to 0.84 by integrating the shape features into ANN inputs [25]. 
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Fig. 5. ANN structure for calculating the degree of cirrhosis [25] 

3   Discussion 

The challenge of liver segmentation is to robustly extract the regions with lesions, or 
the regions that have received partial transplants. The liver not only has radiodensity 
that is similar to its surrounding structures, resulting in the common problem of 
connectivity to the heart, stomach, or kidney, but it is also affected by hepatic diseases 
that may change its shape and internal texture, or homogeneity. In addition, the image 
quality from different modalities varies in terms of signal-to-noise ratio, motion 
artifacts, etc. There are some reports on the segmentation of the abdominal organs on 
CT images using a thresholding method or, likelihood function. However, many 
reports address only the techniques involved in the segmentation of the normal liver 
tissue, and these techniques cannot usually be used for extracting the abnormal liver 
regions. In order to ensure that our software can be widely used in different hospitals 
for different modalities, we used edge detection in combination with a subtraction 
processing algorithm that is independent of the intensity or noise of the CT images or 
of the accuracy of the MR images. 

Although our affine-based registration method was useful for liver segmentation, 
the position of cancer in arterial phase images might be different from that in 
equilibrium phase images when rigid transformation is used alone. In particular, if the 
tumor is small in size, the subtraction process cannot enhance the cancer region in the 
same position. Therefore, the small HCC candidate was eliminated as FP after edge 
detection. In our study, this HCC could be detected by using the nonrigid 
transformation method [26, 27], even if the patient changed the duration of breath-
hold frequently during the period when the scanning was performed twice. 

Focal liver lesions can be accurately detected and characterized by MR imaging. 
The misdiagnosis by LiverANN might have occurred because some HCCs are mildly 
hyperintense in T2-weighted images, moderately hypervascular in the hepatic arterial 
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phase, and hypointense in the equilibrium phase. Hypervascular metastases such as 
renal cell carcinoma or carcinoid tumor have brisk arterial enhancement and may be 
indistinguishable from HCC. The broad spectrum of enhancement pattern or 
morphology of HCC makes it difficult to characterize this type of tumor using the 
CAD algorithm, and some overlap in imaging features is observed between HCC and 
metastasis in daily clinical practice. Information of other features such as the presence 
of fibrous capsules or cirrhotic changes around the focal liver lesions, elevated serum 
alpha-fetoprotein (AFP) level, or history of extrahepatic primary cancer is critical in 
differentiating HCC and metastasis; such supplementary information other than signal 
intensity and homogeneity of lesions is very helpful to radiologists in correctly 
interpreting the MR images. The presence of cirrhosis and the patient’s clinical and 
laboratory data are helpful in making the diagnosis. The integration of such additional 
information into LiverANN would be the next step of this study. 

The results of our study showed that the left lobe of the liver was enlarged while 
the right lobe was shrinked in patients with liver cirrhosis. No statistically significant 
difference was observed in the whole hepatic volume between the cirrhotic liver and 
the normal liver. However, the difference in the volume ratio of LTW between the 
cirrhotic liver and the normal liver was significantly improved by our proposed 
method, and the 3D feature performed better than the 2D feature [28, 29]. 

The two misdiagnosed cirrhosis cases had very similar shape feature values to 
those of the normal cases; this is because the shape of the liver may change in 
different sleeping postures, and the shape features may be affected by the scanning 
position when only one 2D slice is used. Our next step is to calculate the 3D shape 
features to solve this problem, since the dullness of the left lobe remains the same 
regardless of the variation in the shape. Furthermore, the CAD system is expected to 
differentiate micronodular cirrhosis, macronodular cirrhosis, and mixed types into 
different categories by using ANN.  

4   Conclusion 

In conclusion, we developed a CAD system for the detection and diagnosis of liver 
diseases on MR and CT images. The experimental results demonstrated that our 
system functioning as a computer-aided differentiation tool may provide radiologists 
with referential opinion during the radiological diagnostic procedure; the performance 
of our 3D segmentation technique was satisfactory for surgical use, and the 
agreement of the LTW ratio with shape and texture features may be effective for 
predicting cirrhosis on MR images. It is expected that employing CAD in clinical 
practice would reduce the mortality caused by liver cancer in Asian countries. 
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Abstract. We present a suite of computer aided-diagnosis (CAD) systems for 
acute ischemic stroke, hemorrhagic stroke, and stroke in emergency room. A 
software architecture common for them is described. The acute ischemic stroke 
CAD system supports thrombolysis. Our approach shifts the paradigm from a 
2D visual inspection of individual scans/maps to atlas-assisted quantification 
and simultaneous visualization of multiple 2D/3D images. The hemorrhagic 
stroke CAD system supports the evacuation of hemorrhage by thrombolytic 
treatment. It aims at progression and quantification of blood clot removal. The 
clot is automatically segmented from CT time series, its volume measured, and 
displayed in 3D along with a catheter. A stroke CAD in emergency room 
enables rapid atlas-assisted decision support regarding the stroke and its 
location. Our stroke CAD systems facilitate and speed up image analysis, 
increase confidence of interpreters, and support decision making. They are 
potentially useful in diagnosis and research, particularly, for clinical trials. 

Keywords: stroke, infarct, hemorrhage, penumbra, brain atlas, anatomy, blood 
supply territories, MR, CT. 

1   Introduction 

Stroke, or brain attack, is a sudden onset of neurological injury, vascular in origin 
disturbing cerebral perfusion. It is the second-leading cause of death in the world and 
the major cause of permanent disability. It has a great effect on public health and 
generates high costs for primary treatment, rehabilitation, and chronic care. In the US 
it happens every 45 seconds and its direct cost in 2006 was $58 billion. Despite a 
critical need, there is no computer-aided diagnosis (CAD) system for stroke, although 
there are a number of CAD systems in other fields including mammography [1], 
colonoscopy [2], chest [3] and brain cancer [4], among others. 

There are two types of stroke: ischemic and hemorrhagic. Ischemia is an effect of 
parenchymal hypoperfusion due to arterial occlusion existing long enough. The 
infarct (or core) is that part of the ischemic area that is irreversibly injured. The 
penumbra is a hypoperfused region at risk of infarction, which still can be saved by 
treatment. Hemorrhage develops as a result of bleeding directly into the brain. 
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Each type of stroke requires a different treatment. Thrombolysis is the main 
treatment for acute ischemic stroke by administering tissue plasmiongen activator  
(t-PA) intravenously and/or intra-arterially through a microcatheter. This procedure is 
allowed provided that the thrombolysis conditions are met and our acute ischemic 
stroke CAD checks them rapidly. 

There are several ways to treat hemorrhagic stroke. One of them is to evacuate the 
hemorrhage. This can be done surgically by performing craniotomy. This preferred 
approach additionally facilitates decompression. A less invasive approach is to insert 
a catheter into the ventricular system and lyses the blood clot by administering t-PA. 
Our hemorrhagic stroke CAD system supports the latter procedure. 

Neuroimaging plays a central role in stroke management. To make diagnosis and 
therapeutic decision, Computerized Tomography (CT) and/or Magnetic Resonance 
(MR) imaging are employed to: 1) Differentiate stroke from stroke mimicking 
conditions, such as brain tumor, brain abscess or encephalitis. 2) Distinguish between 
an ischemic and hemorrhagic stroke. 3) Identify any chronic infarct(s). 4) Identify in 
acute ischemic stroke the infarct, penumbra, and vessel occlusion, if any. 

CT scanning usually involves unenhanced CT first, followed, if necessary and 
available, by CT angiography (CTA) and CT perfusion. In addition, perfusion maps 
have to be calculated from the CT perfusion including cerebral blood flow (CBF), 
cerebral blood volume (CBV), mean transit time (MTT), and time to peak (TTP). 

Conventional and advanced MR multiple studies are usually acquired depicting 
anatomy, angiography, diffusion, and perfusion. They include MR diffusion-weighted 
imaging (DWI), MR perfusion imaging (PI), MR angiography (MRA), T1-weighted, 
T2-weighted, T2* GRE, and/or fluid-attenuated inversion recovery (FLAIR). 
Similarly as for CT, perfusion maps have to be calculated from the perfusion images. 

The current practice is to process all these studies individually by visual inspection. 
This causes the process to be time consuming in the situation when “time is brain” 
and not quantitative, while certain conditions have to be calculated accurately to make 
the therapeutic decision. 

The design and development of a CAD system, particularly in a research 
environment, is a difficult task. For acute ischemic stroke this difficulty amplifies as 
“time is brain”. It is estimated that during stroke about 1.9 million nerve cells and 14 
billion synapses die each minute, and the ischemic brain ages about 3.6 years each 
hour. Therefore, the speed of processing is a key requirement for this kind of a CAD 
system. 

Our focus is on research, design, development, and deployment of a suite of CAD 
systems for stroke. At present, three systems are at various stages of development: 

- CAD for acute ischemic stroke from MR and CT 
- CAD for hemorrhagic stroke 
- stroke CAD in emergency room (ER). 

The goal of this paper is to describe the progress in the design, development, and 
deployment of these CADs systems. 
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2   Methods 

Though each of the stroke CAD systems has its own functionality specific to its role, 
they are designed to have common software architecture to enable sharing of a library 
with core technology, brain atlases, and common tools. 

2.1   Software Architecture 

A common stroke suite software architecture is shown in Figure 1. 
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Fig. 1. Common software architecture of the stroke suite CAD systems 

This architecture includes the BIL-LIB library, brain atlas database, and common 
tools. A key component is the BIL-LIB library which contains core algorithms 
developed in our lab (BIL) for stroke image processing. It is written in C++ to ensure 
high performance. Other fundamental components are the brain atlas database and 
common tools applicable across various stroke applications. To facilitate use in a 
clinical setting, third-party components for PACS access are also included. 

2.2   Brain Atlas Database 

The brain atlas database for stroke contains three brain atlases previously constructed 
by us: atlas of anatomy, atlas of blood supply territories (BSTs), and atlas of cerebral 
vasculature. For anatomy, the Cerefy brain atlas [5], derived from Talairach-
Tournoux (TT) [6], is employed. This atlas is fully labeled with 138 white and gray 
matter structures including cortical areas. The construction of the Cerefy brain atlas  
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and its enhancements were addressed earlier [7-9]. The BST atlas fits the atlas of 
anatomy [10]. It is parcellated into seven BSTs: penetrating branches of anterior 
cerebral artery (ACA), terminal branches of ACA, penetrating branches of MCA, 
terminal branches of MCA, penetrating braches of posterior cerebral artery (PCA) and 
posterior communicating artery (PCoA), terminal branches of PCA, and anterior 
choroidal artery. The cerebrovascular atlas with arteries, veins and sinuses has been 
constructed from high resolution angiographic data [11, 12]. 

2.3   Common Tools 

The architecture comprises several common tools, including contour editor, 3D 
surface modeler, symmetric region of interests (ROIs) placement, histogramming, 
ellipse fitting for registration, and algorithm validation support. 

A powerful yet easy to use contour editor allows the user to edit the segmented 
structures, such as an infarct, penumbra, or blood clot. The user can edit interactively 
the outline of a structure by creating, moving and deleting contours as well as 
moving, adding and deleting contour points. This can be done very precisely by 
zooming into the edited region and enhancing the accuracy of structure delineation. 

A 3D surface model can be reconstructed from the 2D contours by generating a 
binary volume from the voxels encompassed by these contours and applying the 
Marching Cubes algorithm [13] to this volume. The 3D model can be displayed and 
manipulated (rotated, zoomed and panned) in 3D. 

3   Acute Ischemic Stroke 

The acute ischemic stroke CAD system supports thrombolysis. It checks rapidly three 
thrombolysis conditions on multiple individual studies. Our approach shifts the current 
paradigm from a 2D visual inspection of individual scans and maps to an atlas-assisted 
quantification and simultaneous visualization of multiple 2D and 3D images. 

3.1   Concept 

The method supports the thrombolysis algorithm [14], and provides quantitative 
image analysis and decision making support by checking the following conditions:  
1) The presence of diffusion-perfusion mismatch. 2) The size of the infarct versus that 
of the MCA territory. 3) The site of vessel occlusion, if any. 

The presence of a considerable diffusion-perfusion mismatch predicts treatment 
response, while a large infarct (taken in [14] as greater than a half of the MCA 
territory) predicts hemorrhagic transformation. These two conditions are quantitative 
and our method calculates them rapidly. 

The infarct and penumbra are segmented speedily by a combination of automatic 
and interactive approaches. 3D models of the infarct and penumbra are reconstructed 
and their volumes and mismatch measured. The brain atlases are employed to provide 
and quantify the underlying anatomy and BSTs. 
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3.2   Workflow 

The acute ischemic stroke CAD system supports the following workflow: 1) Open 
case (which may contain multiple studies). 2) View individual studies (to exclude 
hemorrhage and/or identify any previous infarct). 3) Process diffusion (to segment 
and quantify the infarct). 4) Process perfusion (to segment and quantify the 
penumbra). 5) Process MRA/CTA (to identify or exclude vessel occlusion). 6) 
Quantify the diffusion-perfusion mismatch. 7) Perform atlas-assisted analysis 
(including the infarct-MCA ratio calculation). 8) Generate report. 

The infarct and penumbra are segmented by a combined automatic-interactive 
approach and the diffusion-perfusion mismatch is quantified. Atlas-assisted analysis 
employs the atlases to quantify the infarct and penumbra. The size of the infarct 
versus that of MCA territory is calculated automatically by means of the BST atlas. 
The CAD system provides functions for image viewing; diffusion image processing; 
perfusion map processing; diffusion-perfusion mismatch quantification; 3D display 
and manipulation of the infarct and penumbra; atlas to scan mapping; and atlas-
assisted analysis. 

3.3   Infarct Segmentation 

Infarct segmentation from DWI is done in three ways (at three levels): global 
automatic, local semi-automatic, and local interactive. The automatic segmentation is 
based on processing of energy images followed by post-processing enhancement [15]. 
The local semi-automatic segmentation can subsequently be applied to the currently 
displayed slice or any ROI if the global segmentation is not accurate enough. Finally, 
the user can interactively fine tune the outline of the infarct by means of the contour 
editor. A 3D model of the infarct can be generated, displayed, and manipulated. The 
volume of the infarct is measured on the fly (i.e., also during its interactive editing). 
The 3D display of the infarct, showing the spatial relationship among the contours on 
consecutive sections, may eventually lead to an improvement of infarct’s delineation 
and quantification. 

As early ischemic signs in CT scans are subtle, infarct identification consists in 
comparison of the corresponding ROIs in both hemispheres. The system first 
calculates the midsagittal plane (MSP) and when the user draws an ROI in the studied 
area, the symmetric ROI is drawn in the opposite hemisphere and statistics calculated 
in both ROIs. Several ROI templates are provided with editable location, size, and 
shape. 

3.4   Penumbra Segmentation 

The penumbra is segmented from PI at two levels: global automatic and local 
interactive. The global automatic segmentation method thresholds (typically MTT) 
images. The thresholded images can further be edited by using the contour editor. 
Penumbra segmentation is facilitated by displaying the outline of the infarct and other 
perfusion maps (CBF, CBV, and TTP). 
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A 3D model of the penumbra can be reconstructed from the 2D contours, and 
displayed and manipulated in 3D to better understand 3D relationships and to 
enhance, if needed, penumbra’s segmentation. The penumbra’s volume is also 
measured. To better assess the mismatch, the 3D infarct and penumbra can be 
displayed together with a user-controlled degree of blending. 

3.5   Atlas to Scan Mapping 

Numerous methods have been developed for brain warping. A choice of a warping 
technique for atlas to scan mapping is application dependent. For acute ischemic 
stroke, when “time is brain”, we apply very fast dedicated techniques. 

We have earlier developed the Fast Talairach Transformation (FTT) which maps 
automatically the atlas onto a scan in about 5s [16]. The FTT is a rapid version of the 
Talairach transformation [6] with the modified Talairach landmarks [17] validated for 
T1-weighted scans. When an anatomical T1-weighted scan is not available, the atlas 
is fit directly to DWI and PI images by calculating the MSP [18] and employing a 
statistical approach which correlates the shape of the cortex with cortical and 
subcortical landmarks [19]. The same approach is used for CT scans. 

3.6   Atlas-Assisted Analysis 

After atlas to scan mapping, both atlases are superimposed (in image or contour 
representation) with a user-controlled blending onto the studied scans or maps and 
can be used to get the underlying anatomy and BSTs. The user can point to any 
location in the displayed image and get the anatomy and BST labels as well as inspect 
which anatomical structures and BSTs are within the infarct and penumbra. 

The concept of atlas-assisted analysis of acute ischemic stroke images has been 
introduced earlier [10] to speed up the process of analysis. The system automatically 
analyzes entire regions occupied by the infarct and penumbra and calculates: 1) 
names of all anatomical structures and blood supply territories within the infarct and 
penumbra, 2) volume of occupancy for each structure and territory, and 3) percentage 
of occupancy for each structure and territory. In addition, the system calculates the 
infarct-MCA and penumbra-MCA territory ratios. 

4   Hemorrhagic Stroke 

Our hemorrhagic stroke CAD system supports the evacuation of hemorrhage by 
thrombolytic treatment. The procedure requires a catheter to be inserted into the 
ventricular system, t-PA administered through it, and a series of CT scans acquired to 
monitor the outcome of clot lysis. The CAD system aims at progression and 
quantification of blood clot removal. The clot is automatically segmented on each 
scan and it can be further edited by means of the contour editor, Figure 2. It can be 
displayed and manipulated in 3D, and its volume measured. In addition, the system 
provides tools for stabilization assessment, progression assessment by analyzing time 
series, and visualization of the catheter along with the clot. 
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Fig. 2. Blood clot segmentation and its 3D display. A CT slice with the catheter and the 
segmented clot along with a pop-up contour editing window (right). The 3D clot along with the 
MSP and brain’s bounding box (left). 

5   Stroke CAD in Emergency Room 

A stroke CAD system in the emergency room (ER) supports rapid and automatic 
decision making and localization analysis. It analyzes, statistically, the differences 
between the left and right hemispheres in multiple ROIs delineated by the previously 
outlined atlases showing anatomical structures, blood supply territories, and arteries. 
This CAD system facilitates interpretation of stroke images by non-neuroradiologists 
in ER and increases the confidence of their interpretation by applying complementary, 
mutually co-registered brain atlases. 

6   Results 

The acute ischemic stroke CAD system was designed and developed in C++, and its 
successive versions have been demonstrated as an infoRAD exhibit at the 
Radiological Society of North America annual meeting RSNA 2005 [20] (awarded), 
informatics exhibit at RSNA 2006 [19] (awarded), stand alone computer exhibit at the 
American Society of Neuroradiology annual meeting ASNR 2006 [21], and as a novel 
solution at the IMAGINE exhibition, European Congress of Radiology ECR 2007 
[23]. This CAD system has already been installed or is in the process of installation in 
a number of hospitals in North America, Europe, Asia, and Australia for testing. 

The hemorrhagic stroke CAD is still in the research phase and algorithm development. 
It is planned to be applied in a large scale clinical trial in 2008. A prototype of the stroke 
CAD in ER is developed and will be presented at RSNA 2007 [22]. 
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7   Discussion 

The acute ischemic stroke CAD system is, to our best knowledge, the first developed 
for stroke. In addition, our approach shifts the paradigm in stroke image processing. 
This CAD system has several advantages. It supports the thrombolysis algorithm; 
provides rapid, automatic and quantitative assessment; and increases both accuracy of 
results and confidence in them. The first two conditions of the thrombolysis algorithm 
(i.e., the diffusion-perfusion mismatch and the size of the infarct versus that of MCA 
territory) are calculated rapidly and quantitatively. 

The ratio of the volume of infarct to that of MCA territory is calculated quickly and 
automatically by means of the BST atlas. This gives more flexibility in decision 
making regarding prediction of hemorrhagic transformation. For example, [14] 
predicts hemorrhagic transformation for the ratio greater than 1/2, while [24] greater 
than 1/3, and either situation can easily be checked by our system. In addition, our 
method calculates this condition with a higher BST parcellation, i.e., for the MCA 
penetrating and terminal branches as well as the other territories. 

The quantification of diffusion-perfusion mismatch is facilitated by a semi-
automatic extraction of the infarct and penumbra; interactive editing of the infarct and 
penumbra contours; 3D display of the infarct and penumbra along with the 
midsagittal plane and brain’s bounding box; measurement of volume of the infarct, 
penumbra, their ratio and difference; and a simultaneous display of multiple 
modalities as mutually blended images. Decision making is further facilitated by 
listing and quantifying all anatomical structures and BSTs within the infarct and 
penumbra; this additionally may lead to formulation of more advanced conditions 
uncovering the relationships among the infarct, penumbra, anatomy, and BST. 

The vessel occlusion condition is checked visually in 3D. Initially (the RSNA 2005 
version [20]), we extracted a 3D vascular model from the MRA. However our 
algorithm [24] may take several minutes (depending on data size and accuracy) so this 
solution is not acceptable. The recent version (RSNA 2006 [19]) provides volume 
rendering of MRA with a user defined volume of interest. 

3D display and manipulation of the infarct and penumbra with user-controlled 
transparency increases their segmentation accuracy. In addition, displaying the 3D 
models in relation to the MSP and brain’s bounding box with its orientation facilitates 
spatial correlation of the infarct and penumbra, which increases confidence. 

Processing of MR images is very fast, as almost all operations are near real-time 
(excluding interactive editing of infarct’s and penumbra’s contours). The most time 
consuming is the FTT taking approximately 5s. 

Having the first stroke CAD system developed and deployed facilitates our work on 
subsequent solutions. The work on the hemorrhagic stroke system is already 
advanced. In 2008, this CAD system is planned to be used for clinical trials. The 
stroke CAD in ER will be presented at RSNA 2007, and if the clinicians express 
interest in it, we will begin deployment. 

In summary, our CAD systems facilitate and speed up image data analysis and 
support decision making. They increase image processing accuracy and interpreter’s 
confidence. These systems are potentially useful in diagnosis and research, 
particularly, for clinical trials. 
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Future work includes enhancements of the atlases and employment of more 
accurate yet fast warping methods, construction of new brain atlases, validation of the 
methods on a larger number of cases, and deployment of our solutions. 
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