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Preface 

Attempts to understand motion control mechanism in living organisms have for a long 
time occupied minds of specialists in biomechanics. However, up to now this prob­
lem remains to be more of a riddle rather than an unravelled tangle. Experimental 
analysis and mathematical modelling encounter serious difficulties in resolving this 
problem. That is why up to now no sufficiently general exhausting theory of biome-
chanical systems motion has been developed. No exact control laws of complete 
motion act have been formulated nor anthropomorphic mechanism (AM) motions 
which kinematic and dynamic characteristics would satisfactorily resemble that ones 
natural for human beings with satisfactory quality have been formulated. 

The feeling of euphoria aroused among scientists in the 80-90s by fast develop­
ment of computer technology, which gave grounds for hopes for a serious breakthrough 
in the field of biomechanical systems modelling, seems to have been premature. 

Limited results obtained through at tempts of simulation of biomechanical sys­
tems are mainly due to the following reasons: 1) human skeletal-muscular apparatus 
(SMA) complexity; 2) insufficient development of mathematical methods intended for 
biological systems modelling and 3) limited opportunities of mathematical modelling 
methodology. The last reason is obviously the most important one because direct 
transfer of modelling methods and approaches traditional in technical sciences to 
more complex, intricate systems studied in biomechanics is hardly promising. There­
fore, despite important achievements in the field of mathematical modelling (Wit-
tenburg, Vukobratovich, Beletsky, etc.) and development of corresponding software 
(e.g. ADAMS software packages), no essential progress in human motion analysis 
and synthesis has been made. 

Presently we witness successful development of applied systems analysis methods, 
in particular, imitational modelling — a powerful tool of complex systems investiga­
tion. Imitational dynamic modelling allowed to make significant progress in research 
done by, for example, D. Forester, R. Shennon and N. Moiseev in studies of different 
large and complex economical, technical, ecological and manufacturing systems. 

Imitational dynamic modelling was for the first time employed for biomechanical 
systems motion analysis in the research done by the authors of this monograph. 
Results yielded by that research have been presented in our papers in the following 
scientific journals: "Biophysics" [105], "Cybernetics and computer technology'' [104] 
and in reports at international conferences on biomechanics in Rome (1992), Paris 
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(1993), Amsterdam (1994) and Jyvaskyla (1995). 
In contradistinction to traditional simulation where a model worked out before­

hand is employed in investigation of the object properties, in imitational modelling 
the process of model formation is evolutionary, i.e. development of the starting base 
model is just the first step of modelling. As research progresses — certain tasks are 
solved and new ones are formulated or/and it becomes an obvious necessity for a 
better reflection of the object behaviour by its model — the model is structurally 
and parametrically modified. Thus, imitational model is continuously corrected and 
adjusted in research so that it would meet requirements of the investigation being 
undertaken. 

Thus, imitational modelling is a special method of systems simulation based on 
"step-by-step'7, iteration-like adjustment of the model with an eye to reflect better 
real system behaviour. Hereafter we will be mainly employing the term "imitational 
modelling" instead of a more general term "simulation", because we have employed 
imitational dynamic modelling methodology of biomechanical systems motion simu­
lation throughout our investigations. 

Development of imitational models of biomechanical systems is to a great extent 
not "once and for all" defined procedure but an informal process which always draws 
on experimental data. The main goal of biomechanical system analysis is to single out 
from the whole system a subsystem which actually performs the motion which will 
interest researchers, to formulate subsystem selection principles. Since we are dealing 
with an open subsystem we have to define the influence of the discarded part on the 
chosen subsystem. Principles of models choice should take into account estimation of 
this influence in order to find a model of a certain complexity level and providing for 
maximum accuracy. The only way of imitational modelling realization is the creation 
of universal anthropomorphic models. 

Possibility of operation with a variety of models is a principal element of motion 
imitation. One gets this variety by variation of model parameters. The basis of imi­
tational modelling method consists in realization of iterational procedures providing 
for adjustment of the model so that its behaviour resembles more and more the be­
haviour of a real biomechanical system. We introduce adequacy criteria which serve 
as formal check of this resemblance. 

The adequacy of the model is the main problem of any modelling and its solution 
is possible only by utilization of experimental, mathematical and numerical methods. 

Human SMA modelling requires such initial data as mass-inertia characteristics 
of different parts of the body, characteristics of model element junctions, and the 
number of degrees of freedom. Most of the model parameter values are assessed 
by regression analysis with quite large error margins. These errors are passed on 
and practically devaluate modelling results because we use registered motion data 
for calculating dynamic variables from model equations. For simulation adequacy 
criterion we can take, for example, sum of norms of differences of corresponding 
calculated and measured values. This criterion is formulated in the most simple way 
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for a free fall phase of motion. In this case values of the ground reaction and external 
moment should be equal to zero, which is used for evaluation of number of degrees 
of freedom and links parameters. 

Already at the beginnig of our research work employing imitational dynamic 
modelling allowed us to find out that for simple motions performed at the speed 
convenient for the individual, the central nervous system forms optimal control in-
terelement moments. These moments are, in fact, solution of a complex variation 
problem — the problem of definition of minimum energy loss when repositioning 
SMA elements under constraints on velocities, maximum moment values, require­
ment of minimal oscillations of elements about the new position, etc. Thus, it was 
shown that elementary motions control moments are close to the optimal ones re­
ceived by solving the corresponding automatic control theory problem. 

Complex motions are characterized by presence of the so-called leading (con­
trolling) and compensating (stabilizing) interelement moments. During motion the 
peak of the leading moment passes in a wave-like manner along the kinematic chain 
starting from the element closest to the ground and successively to other elements. 
Results received by imitational modelling method and characterizing behaviour of 
control functions both for simple and complex motions agree with experimental data 
available. 

In our further research we concentrated on development of technology of imita­
tional modelling. The methodology of imitational modelling allows one to synthesize 
various "goal oriented" motions, i.e. determine control moments and forces behaviour 
necessary for realization of motion with certain goals. 

If under certain control, motion goal is achieved then it can be formalized, i.e. 
presented in the form of equations with respect to controlled object co-ordinates. 
The set of equations which express motion goal is called motion program. These 
program equations can be algebraic, differential or integro-differential. Developed 
by the authors software it provides for different ways of control formation. Three 
main factors are distinguished: interelement moments; external forces and moments; 
reactions of external and internal constraints. Real motions are performed as a rule 
under influence of two or all three from these factors. However, from interelement 
control moments synthesis point of view, realization of desired kinematics due to 
external forces and constraints only is possible. In this case interelement moments 
are determined from solution of the direct problem of dynamics. 

The monograph contains five chapters. In the first chapter a thorough review of 
the current s tate of human and anthropomorphic mechanisms motion control prob­
lem is given. On the basis of contemporary literature analysis (over 100 references) 
the importance of the problem solution for sciences such as biomechanics, robotics 
and medicine is shown. Methodological obstacles creating difficulties on the way to 
successive solution of some theoretical and applied problems in these fields are de­
scribed. It is also discussed that biomechanical problems can be treated only on the 
basis of system approach. 
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The second chapter is devoted to mathematical models of anthropomorphic mech­
anisms. Some necessary pieces of information from dynamics of solid and visco-elastic 
bodies are given. Main principles of modelling are reviewed in detail. The procedures 
of plane and 3-D human motion models development are described. We also address 
here the issue of various possible constraints which can be imposed on the model and 
write them in mathematical form. 

In the third chapter we first discuss expermental data processing and smoothing. 
Human SMA modelling requires such initial data as mass-inertia characteristics of 
different parts of the body, characteristics of model elements junctions, the number of 
degrees of freedom and one of the paragraphs from this chapter is devoted to model 
parameters ' estimation and to processing of kinematic picture of motion by means of 
iterational parametric adjustment. Then we address the issues of control structure 
and integration of motion equations with constraints (holonomic and non-holonomic). 

The fourth chapter contains basic principles and results of analysis of different 
human and anthropomorphic motions. 

The fifth chapter is completely devoted to motions synthesis and optimisation. 
Typical problems of synthesis of SMA motion with desired kinematics are considered 
(walking, gymnast and track-and-field sportsman motions, human motion in weight­
lessness and under overloads). Synthesis methodology essentially draws on usage of 
non-stationary constraint equations. Such an approach allows one to assess needed 
energy expenditures for performance of "record beating" locomotions. Therefore we 
also give description of typical non-stationary constraints. 

This monograph summarizes the results of the scientific research of the authors 
during the last ten years in the Laboratory of the Biocybernetics of the St. Petersburg 
State Technical University (SPSTU) which is headed by Prof. A. Zinkovsky. The 
experience of the authors in the fields of Applied Mathematics (Dr. V. Sholuha) and 
Theoretical Mechanics (Dr. A. Ivanov) led them to develop the main principles of 
analysis, synthesis and optimization of the human SMA motions and to implement 
it in the computer software. 

The results of these authors have been discussed in scientific seminars. The 
authors would like to thank all their colleagues, who took part in these seminars, 
especially Prof. V. Palmov (SPSTU, Russia), Prof. F. Kulakov (SPIIRAS, Russia), 
Prof. W. Gutewort (University of Jena, Germany), Prof. K.J. van Zwieten and Prof. 
P.L. Lippens (LUC, Belgium), Prof. R.M. Bartlett (MMU, England), and Prof. A. 
Voloshin (Lehigh University, USA). 

The main part of all the calculations and the computer design with TgX software 
of our monograph were made with assistance of the collaborators of Open System 
Laboratory (SPSTU). Using this opportunity, the authors would also like to thank 
their patient wives and children, who understand that the work is very important. 
The authors would especially like to thank Dr. Stanislav Zinkovsky and Dr. Evgene 
Zinkovsky who have made a number of valuable remarks on the text while preparing 
it for publishing in English. 
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CHAPTER 1 

H U M A N M O T I O N M O D E L L I N G 

1.1 S o m e History-

Interest on motions of animals and humans started long ago. In IV-th age B.C. 

Aristotel wrote a work on this subject [2]. Later Galen K. (131-201 A.D.) detected 

connection of muscles work with motions in joints [67]. 
In 1679 Borelli D. wrote a book entitled "De motu animal" [12], in which he 

summarised all the little information on animal motion that was known by that 
t ime. On the basis of achievements in mechanics Borelli considered conditions of 
equilibrium of animals bodies, defined and calculated position of the center of mass 
of human body. 

Human motions interested many scientists in the 17th and 18th centuries. Issac 
Newton was no exeption. He was interested in how human motions follow human will 
[68]. Systematic investigation of human and animal motion took place much later. 
In 1836 a fundamental work by Weber brothers [98] was published, which presented 
experimental material on human walking kinematics. Interest on investigating human 
motion increased upon discovery of photography. Much work done at that period was 
on photorecords of successive phases of human and animal motion and its kinematic 
characteristics analysis [57, 58]. 

First investigators of human motion dynamics were German scientists Braune B. 
and Fisher O. [14, 15, 29]. Their main achievement was that they did not restrict 
themselves to considering of kinematic picture of motion. These researchers modelled 
human body by a system of 14 rigid segments, connected by joints. In order to have 
their model as close to the real object as possible, Braune and Fisher conducted ex­
perimental measurements to find positions of centres of mass and moments of inertia 
of separate body parts and kinematic chains. Finally, they wrote down Newton-Euler 
motion equations of the model. Thus, Braune and Fisher for the first time, formu­
lated a mathematical problem the solution of which would fully describe motion of 
the chosen model of human body. 

In the beginning of the 20th century there were no real possibilities to carry out 
investigation on Braune and Fisher's model behaviour. This was due to absence of 
adequate motion registration devices, computers and methodology of experimental 
da ta processing. However, general ideas of the suggested approach are widely used in 
modern practice. As a new important stage in biomechanics development we should 
acknowledge work by Bernstain N. [7]-[9]. He formulated and investigated motion 

1 



2 Chapter 1. Human Motion Modelling 

equation of one element as a result of action of one muscle and of the gravity field 

M = F(E,et,a) + G(a), 

where F — moment of the muscle force; a — interelement angle; J — moment of 
inertia of the element; G — gravity force moment; E — function of inervation state 
of the muscle. This fundamental equation is a differential equation of the second 
order, which can be integrated if functions F and G are known. Solution of this 
equation, that is corresponding motion, will depend on initial conditions, that is 
initial position of the element (angle a0) and its initial angular velocity da0/dt. First 
of all, it should be noted that this motion equation points out cyclic character of 
link between muscle moment F and element position a. Element position is changed 
due to action of muscle force moment F, but the moment in its turn is changed 
due to changes in element position a. Therefore, we have a closed loop of causes 
and consequences. This loop would be ideal if the moment depended only on a and 
da/dt, that is if motion was absolutely passive (for example, hand dropping). But, 
in general, the muscle force also depends on value of muscle activation E. Muscle 
tension is function of, first, its tonic condition E, and, second, its length and velocity 
of muscle length change at a given point of time. In humans muscle length is in its 
turn function of interelement angle a. Thus, we see in the main motion equation 
superposition of two cycle links. The first cycle link is a mutual influence of position 
angle a and moment F, which is of a mechanic nature. The second link, link of a 
higher order, is a similar mutual influence of the angle a (and angular velocity as 
well) and muscle activation E. This link is closely connected with central neural 
system activity. It is easy to understand the principal meaning of these facts. An 
old, preserved (by many physiologists and clinicians), point of view considers skeletal 
elements as absolutely obedient to central neural system. According to this point of 
view central impulse a always causes motion A, and impulse b causes motion B. Such 
a view helps to create an image of cortex motion zone as a control desk. However, one 
and the same impulse E(t) (ignoring periphery) can lead to different effects due to 
various combinations of external forces and initial conditions. On the contrary certain 
motion effect achievement is possible only if impulse E is adjustable to various initial 
conditions and position of the body element. Experimental investigations, which 
followed later, confirmed conclusions made by Bernstain via analytical investigation. 
N. Bernstain for the first time formulated the problem of calculation of forces moments 
at leg joints during locomotion. 

After Bernstein's work was published N. Elfman made an a t tempt [24, 25] to 
calculate values of moments acting on the foot, shin, hip and body trunk during the 
support phase of walking. It was assumed that motion takes place only in the saggital 
plane. 

In investigations made by Bresler and Frankler [16], internal forces and moments 
at the hip, knee and ankle joints were determined. Kinetostatics equations were 
used for motion equations. Kinematic characteristics of motions were obtained via 
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double side chronophotography. Dynamographic platform allowed to measure the re­
action force. However, calculated joint moments and forces were apparently incorrect 
because researchers employed double graphic differentiation method. 

1.2 C o n t e m p o r a r y Sta te of the P r o b l e m 

Most active research in biomechanics started in the late 70s. This boom was due to 
intensive development of robotics, achievements in space nights, getting into fashion 
of healthy way of life, as well as by demands of medicine and sport. 

Many different types of works were carried out considering dynamics of systems of 
connected bodies. The number of bodies can be rather high and usually the problem 
is more complex than ones of classical literature which allow for solution in a closed 
form. Different parts of the body can be both rigid and elastic. The system can 
have the "tree' ' type topology or contain closed loops. Relative motion of body parts 
can be due to control forces and moments or simply inertial forces. When modelling 
human motions we have to deal with solving of one of the following problems: 

1. Direct problem of dynamics. In this problem moments and forces are found as 
functions of time (i.e. control pattern) based on 
given system motion character. 

2. Inverse problem of dynamics. In this case biomechanical system motion is syn­
thesized based on given control forces and mo­
ments functions and initial conditions. 

3. Mixed problem. In this problem direct and inverse problems of 
dynamics are solved in combination. One of the 
most frequently considered problems from this class 
is determination kinematic characteristics of a body 
motion in an inertial space under given relative 
motion of other system bodies and under given 
forces and initial conditions. 

4. Optimization problem. According to selected optimization criterion opti­
mal solution out of a set of possible solutions (on 
the basis of variational calculus) is found. 

Thus, modelling allows to solve motion analysis, synthesis and optimization problems. 
Along with modelling research development, studies on continuous development 

and design of various measurement devices intended for experimental studies of bio­
logical systems kinematics and dynamics: optical devices for kinematics registration 
(ELITE motion analyser, VICON system, EMED system), dynamometric platforms, 
accelerometers and passive measurement exoskeletons has also been carried out [11, 
22, 23, 52, 96]. 
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All these measurement devices allow to increase data accuracy and simplify 
biomechanical investigation process automatization. Usually, measurement devices 
can be hooked up to a computer, which allows to process information in "on-line" 
regime and present experimental data on motion screen. Then, this data can be ap­
proximated by special functions. Several investigators have recently made at tempts 
to develop a more accurate methodology of body mass-inertia characteristics estima­
tion [37, 76, 102, 103]. The most reliable method is considered to be the radioisotopic 
one [102]. On the basis of this method lies the physical law which states that monoen-
ergetic gamma-radiation beam is weakened by a known degree after passing through 
a layer of material of certain thickness. The studied object is scanned by gamma-
radiation. Special measurements allow to determine the object's mass, center of mass 
coordinates and moments of inertia. It became possible to use this technique for liv­
ing organisms and especially for body analysis after detector sensitivity was increased 
and a wide beam of gamma-radiation was proposed to be used. 

Investigations on phantoms have shown that mass estimation error for this method 
does not exceed 2% and moments of inertia estimation error is bounded by the level 
of 3-5%. Investigations on humans have shown high reliability of mass-inertia data 
obtained via radioisotopy method application. 

Recently, computer software packages intended to make easier investigation of 
biomechanical systems have been invented. These programme packages [65] are de­
signed for solution of concrete practical problems. 

It should be stated that despite vigorous at tempts of various scientists-experts 
in mathematics, cybernetics, biomechanics, engineering and medical sciences, and 
despite employment of contemporary scientific equipment, including supercomputers, 
problems of analysis, synthesis and optimization of biomechanical systems motion 
remain to a great extent unsolved. 

There is a whole set of difficulties which present serious obstacles for researchers 
in biomechanics. Biomechanical system motion is described by nonlinear differential 
equations. Analytical mechanics proposes many forms of motion equations for dis­
crete systems of solid bodies [46, 56, 94, 101]. However, as Lilov [54] justly notes, 
detailed consideration shows that classical motion equations often prove to be not 
the best to describe dynamics of a system of linked bodies. In particular, the well-
developed Lagrange approach brings us to a complex expression for system kinetic 
energy, requiring double differentiation — first, with respect to generalized velocities, 
second, with respect to time variable. This is not a simple technical problem even for 
a simple system. Next important aspect is that all various forms of motion equations 
are written for generalized variables, i.e. for a system of independent parameters 
which uniquely define biomechanical system state. It is easy to point out such gener­
alized coordinates for a system of solid bodies with "tree-like'' structure. For example, 
it could be the system of independent coordinates describing relative motion of con­
nected bodies of the model. However, these parameters are not independent for a 
system of bodies possessing closed loops in the kinematic chain (as, for example, in 
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classical biomechanics problem of two-support phase of walking). Therefore, the first 
question is which system of independent generalized coordinates to chose. In order 
to do so, one has to write down analytical constraints equations. Analytical me­
chanics does not suggest any general method of constraint equations derivation and 
they are usually considered to be given a priory. Holonomic system constraint equa­
tions are supposed to be satisfied simply via employment of generalized coordinates, 
while for nonholonomic systems an important suggestion that constraint equations 
are independent is usually made. 

The third essential aspect concerning employment of certain form of motion equa­
tions for biomechanical systems motion modelling is that they should be adapted for 
computer modelling. Usually, biomechanic system motion equations are so complex 
that their analysis is impossible without computer employment. 

The most general approach to investigation of kinematics and dynamics of sys­
tems with tree-like structure was proposed by Vereshagin [94], Lilov [54] and Wit-
tenburg [101]. Analytical mechanics methods combined with graphs employed for 
model structure description allowed one to study most general systems of connected 
solid bodies with "tree-like" structures with arbitrary number of bodies and junction 
types. Connections between bodies can be stationary, nonstationary, holonomic or 
nonholonomic. Much more difficult is to study motion of connected bodies systems 
with loops in the kinematic chain. One of the first and quite general investigations 
concerning this topic was one by Uicker [92, 93]. In his work on the basis of Lagrange 
equations of the 2-d kind he proposed an approach to investigation of dynamics of 
spatial mechanisms with closed kinematic loops. 

In Wit tenburg and Lilov's works it has been shown that decisive difficulties in 
this problem are connected with constraint equations. 

One of the possible approaches to constraint equations formulation for a system 
with closed kinematic chain is proposed in Refs. [54] and [101]. Correct formulation of 
constraint equations is important for kinematic and dynamic modelling of systems of 
connected bodies, but these equations can also serve as a means of formal expression 
of motion goal. Motion equations together with constraint equations form a system 
of equations of goal-oriented human motions. 

The possibility of such use of constraint equations in biomechanics was for the 
first time suggested by Korenev V.G. [47, 48] and then successfully used in our own 
research. 

Considerable difficulties in investigatipn appear on switching from continual, with 
respect to time, mathematical model to a discrete one. And this is always done when 
researchers want to use numerical methods of investigation. The integral in this case 
is substi tuted by a finite sum of terms and the derivation by certain approximation 
formula including function values at different node points. The main problem ap­
pearing in this case is stability of the calculation process. It is necessary to analyse 
behaviour of the integral error made from approximation and rounding off errors. 

One of the most widely used methods of approximations of functions given in a 
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table form is the method of smoothing spline-functions [81]. This method is used 
in biomechanics for processing of experimental data. The most difficult part of this 
method is sensible choosing of smoothing parameters, so as to provide for good ap­
proximation of the experimental table data and of the function derivation (which are 
needed for solution of dynamics problem). 

For biomechanical systems with large number of freedom degrees the complexity 
of the problem is increased proportionally to the number of approximated displace­
ments. It this case choice of smoothing parameters for different curves should be 
made in coordination with their contribution to the movement of the whole SMA. 
Here we should agree with Shennon [83] who noted that for overcoming of such dif­
ficulties good scientific knowledge, and, excellent skill and mastery of the researcher 
are essential. 

Therefore, it is helpful to have additional experimental data received by different 
methods (for example, accelerations of different points, registered by special devices). 
Smoothing of the trajectory received by some optical method (using say "ELITE" 
or "ARIEL" devices) and its further differentiation can then give experimental ac­
celerations, which can be compared with model ones for correction of smoothing 
parameters. 

However, it should be noted that the integral error, appearing as a result of 
numerical modelling of biomechanical systems, cannot be found analytically due to 
complexity of the modelling object and to necessity of approximations made when 
presenting skeletal-muscular apparatus by a system of anthropomorphic segments. 
Significant part of the integral error of numerical modelling is due to error of the op­
tical devices, error of coordinates calculation, rounding off and approximation errors. 

Therefore the error introduced by the whole information channel can be estimated 
only on the basis of a real experiment, when the whole system is checked on a test 
problem. Examples of such approach will be considered in Chapter 4. 

One of the most important problems to be solved in the process of systems of 
bodies motion modelling is the problem of system of differential algebraic equations 
integration. Presently for solving this problem various methods can be employed, 
implemented in software packages (e.g. LINPACK) or those described in appropriate 
literature (e.g. [38, 61, 66]). Software packages allow to choose between quite a 
wide variety of methods. Quite frequently the final decision on which method to 
choose depends on the structure of system of motion equations. This depends on 
number of bodies in the system model, inertia, rigidity-elasticity, viscosity and other 
system parameters, type of motion being modelled, and the character of constraints. 
Therefore, even some comparatively simple and wide-spread method can sometimes 
satisfy the investigator. It should be noted, that problem of adequate choice of the 
most universal and "quick" (in the sense of computation time required) method is 
not solved even in the biggest and well-advertised packages. In the reports of leading 
investigators in the field of numerical integration of system of differential equation 
(published by NATO [66]) authors describe current state of the problem and suggest 
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possible ways of its solution. Analysis of these reports show that , despite considerable 
achievements, the problem remains open and modelling of any concrete biomechanical 
system may be seriously impeded due to known obstacles. 

Analysis of general aspects and current state of the problem of human motion 
modelling and optimization allows one to make the following conclusions. 

(i) Human motion modelling proves to be an important, topical problem which is 
studied by specialists in biomechanics [1, 39, 40, 75, 109], robotics [17, 32, 53, 
82], astronautics [5, 108], orthopaedics and prosthetics [28, 36, 79, 100], sport 
[43, 59, 69, 70, 80]. 

(ii) In order to model human skeletal-muscular apparatus motion, usually simple 
open ramified kinematic chains, comprised of rigid rods of various mass and mo­
ment of inertia, which correspond to different body elements are used. Joints 
linking kinematic chain elements together are considered to be spherical or cylin­
drical hinges. Links between model elements are considered to be stationary. 
Constraints are holonomic. Mass-inertia and dimension characteristics are de­
termined on the basis of averaged anthropomorphic data and model experiments. 

(iii) In order to determine dynamic characteristics of modelled body elements, they 
are sometimes approximated by various geometric figures [36, 76], In other cases 
moments of inertia are determined experimentally by employing of mechanical 
[37, 91] or radioisotope method [102, 103]. In the majority of investigations 
optical motion registration data is used to determine control moments at joints 
(appearing during certain goal-oriented locomotion) via mathematical modelling. 

(iv) Mathematical apparatus of analytical mechanics is employed for the modelling. 
Differential equations of human motion are often written in the Lagrange form 
of the second order or in the kinetostatics form. Besides, general dynamics 
equations (Appel's equations system, center of mass motion equations and the­
orem of moment of momentum increment) are also used. However, expediency 
of employment of any of these equations depends on problem formulation and 
introduced motion constraints. 

(v) In human motion modelling it is important to obtain concrete numeric character­
istics of real forces causing motion. Therefore coordinate systems which allow to 
obtain control moments with respect to main joints of human skeletal-muscular 
apparatus can be called most "anthropomorphic". In case if such an approach 
makes mathematical analysis too complex, some convenient (from mathematical 
point of view) coordinate system with following variables substitution aimed at 
determination of the control moments at human joints (i.e. of such generalised 
forces which corresponding generalized coordinates are intrelement joint angles 
and which dimension is that of moments) should be employed. 
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(vi) The problem of motion synthesis is most effectively solved in robotics and pros-
thetics. In the basis of robots and manipulators creation lies the idea that motion 
control can be organised in the form typical for living organisms. Algorithms of 
autonomous control system in such artificial mechanisms are constructed as in 
human organism on the principle of closed loop of afferent and efferent impulses 
interaction. The control system itself is multilevel [71, 72]. 

(vii) Model investigations in the field of human motion analysis and synthesis so far 
have shown limited results. There are several reasons for it. First is human 
skeletal-muscular apparatus complexity; second — insufficient development of 
mathematical apparatus and third — deficiencies of the methodology which has 
been employed in most of these investigations. The last reason is obviously the 
most substantial because simple transference of modelling methods of techni­
cal sciences into such complex systems as biomechanical ones proves to be not 
efficient. 

(viii) One of the most important and complex problems is the problem of human mo­
tion optimization. Some theoretical and experimental data which can be derived 
from contemporary literature on this topic allow one to make a hypothesis that 
human motion is governed by optimality principle [60, 70, 105]. However, this 
data is available for instinctive motions, performed frequently by humans. It 
remains to be proven that this principle also holds for motions skills developed 
by humans in their professional and sports activities. 

1.3 S y s t e m Approach to Biomechanical Invest igat ions 

Summary of the available theoretical and experimental investigations on the biome­
chanical systems motion analysis and synthesis convinces one that the study of human 
motion should be viewed as complex systems investigation. The only methodology 
which can be successfully employed for such systems analysis (exempting experimen­
tal methodology) is the systems theory methodology. Let us therefore consider the 
most significant features which put biomechanical systems in the range of complex 
ones. Biomechanical systems are characterized by the high number of interconnected 
and interacting elements. Human skeletal-muscular apparatus includes about 150 
mobile bones and over 800 muscles. Number of freedom degrees for the whole system 
lies according to various researchers in the range from 244 to 500 [21, 29, 86, 102]. 

For biomechanical systems there is typical multilevel and multi-loop control. Ac­
cording to contemporary understanding human motion control consists of at least 4-5 
levels and incorporates multiple information loops [8, 35, 49, 50]. Moreover, diversity 
of elements junctions types and link patterns ("tree-like'', hierarchical) is observed, 
which causes much difficulties in structuring and analysing such systems. 

In biomechanical systems positive and negative feedback loops are present. Neg­
ative feedback loops serve for motion goal search and regulate biomechanical system 
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trajectory with respect to motion goal. Positive feedback loops serve for exponential 
deviation of biomechanical system from certain point of unstable equilibrium. 

For biomechanical systems there is characteristic high functioning adaptation, i.e. 
motion remains goal-oriented in changing environment and under influence of some 
random disturbances. 

Biomechanical systems are nonlinear systems: existence of nonlinear functional 
dependencies makes the system highly sensitive to values of number of its own char­
acteristics and parameters and at the same time resistant to disturbing impulses. As 
a result, biomechanical systems are very adaptive, reliable and energy-saving. 

Biomechanical systems functioning can be assessed via various criteria employ­
ment [60, 73] as is usually done for complex systems. In fact, adjustment of such 
systems will lead to adequate results only when various criteria of such work is used. 
For example, maximal output muscles power growth leads to an increase in human 
activity capabilities under various extreme conditions and therefore this character­
istic is an important biomechanical system functioning criterion. However, need in 
developing this maximal output power arises relatively seldom; usually it is more de­
sirable to have average output power but with maximal value of performance. Thus, 
it appears clear that biomechanical systems functioning quality criterion should take 
into account both of these requirements: output power and performances value max­
imization. 

Biomechanical systems, as all complex systems, possess certain characteristics 
which are, in general, unknown and also a set of inertial inter-element connections 
which principally cannot be taken into account. This leads to uncertainty in biome­
chanical system behaviour. One can say that these connections which are excluded 
from the model, serve as a source of random process influencing biomechanical system 
motion. Deviation from expected trajectory caused by this random process can be 
in some cases so significant that it will completely change motion pattern. 

All these features which characterize biomechanical systems as complex ones, 
along with insufficient development of analytical and numerical methods for analysis 
of such large-dimension systems makes it necessary to apply systems theory. 

Systems theory methodology implies integral analysis of the working system in­
stead of studying of separate inter-element connections and phenomena [10, 30, 62, 
64]. One of the features of systems theory is that it always considers any system as a 
subsystem of some larger system. The studied system is considered to be open with 
respect to the larger one [62, 83]. 

Another important aspect of systems theory is that any system is not simply a 
union of several subsystems but, in fact, a qualitatively new formation. In literature 
devoted to investigation of complex systems and systems theory numerous different 
definitions of the term "system" can be found. This variety of approaches to descrip­
tion of this term only proves that a complex system is characterised by many specific 
features. 

We believe that one of the best definitions of a complex system is given by Forester 
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[30]. According to him the term ''complex system" implies a multi-element struc­
ture of high dimension (with respect to unknown variables) with nonlinear feedback. 
The system dimension is determined by number of equations describing dynamic 
behaviour of the system. Application of the methodology of complex systems analy­
sis to human locomotions investigation presents an integrated approach allowing to 
determine intrinsic laws controlling the motion. 

System analysis is, in fact, a discipline combining different methods, based on 
the use of formalised models and informal procedures using verbal, qualitative de­
scription. System analysis implies building of imitational model of the object under 
consideration. 

In contradistinction, analytical models models developed by means of imitational 
methodology do not provide a ready solution but serve as a means for analysis of the 
system behaviour in conditions chosen by the experimenter. Therefore, as it can be 
clearly seen, imitational modelling is not a theory, but a methodology for problems 
solution [83]. In spite of insufficient mathematical elegance imitational modelling is 
one of the widely used qualitative methods used for control of problems solution. 

Distinct from traditional modelling which is widely used in biomechanics and is 
based on use of one concrete model, imitational modelling implies evolution of the 
model. Traditionally, one particular model is used throughout all investigations. Im­
itational modelling deals with a whole series of models. As soon as set problems have 
been solved new ones can be formulated. In case there is a need to increase the solu­
tion accuracy, the model is corrected and the problem is solved anew. Thus, during 
investigation, the model can be modified many times according to of requirements 
the investigation. The process of imitational dynamics model creation includes the 
following steps [30]: 

1). determination of the model purpose; 

2). determination as to which components of the object under investigation should 
be included into the model; 

3). determination of model parameters; 

4). determination of the type of functional relations between model components, 
parameters and variables. 

Deciding as to which object components should be included in the model depends 
on the number of variables that are to be taken into account. The number of output 
variables is usually easily determined according to investigation goals. Problems 
appear when choosing which input and state variables are of importance in the effects 
under investigation. On one hand it is convenient to have the model as simple as 
possible and thus simplify problem solution. On the other hand, the investigator is 
interested to have an accurate solution. The problem is to choose the model so as to 
satisfy both the model level of accuracy and make the solution possibly simplier. 
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This general problem of imitational modelling is also to be solved when modelling 
human skeletal-muscular apparatus motions. Most scientific works have a tendency 
to consider very simple models. Thus, they have a small number of model elements, 
the elements are considered as rigid, etc. As a result of this the following apprehen­
sion appears — all these simplifications can essentially distort the model behaviour 
in comparison with motion of the real object. However, increase of the model di­
mension leads to increase of computer time needed. Moreover, as a rule "the level of 
phenomenon understanding is inversely proportional to the number of variables used 
for its description" [30]. One has to agree with Beletski that "problem formulation 
has to be quite sensible, as to describe main effects and properties of the investigated 
process and, at the same time, as to allow for effective analysis" [4]. 

A rational compromise can be achieved only as a result of investigation of the 
model adequacy to the real biomechanical system. Estimation of the model adequacy 
is usually carried out in three steps: 

1). verification of correspondence of the model behaviour to principles put on it by 
the investigator; 

2). verification of the correspondence of the model behaviour to that of the real 
system; 

3). problem analysis, i.e. formulating of statistically significant conclusions on the 
basis of the data received by computer experiment. 

One of the advantages of imitational modelling is simplicity of the model sensitiv­
ity analysis. Sensitivity analysis implies investigation of influence of small variations 
of different model parameters or input variables on the output variables. Investigation 
of the sensitivity of the model can sufficiently help in determination of its adequacy. 

Since most of the data used for model creation are known to have certain levels 
of error, it is very important to find out the error margin, at which data received by 
modelling is not yet significantly distorted, and can be considered valid for further 
investigation. If the model is robust, i.e. its output variables do not change signifi­
cantly as a result of variation of some of the input parameters, then, there is no need 
to worry much about this input data accuracy. Otherwise, special attention should 
be paid to get accurate enough estimations of these parameters [30, 63, 83]. 

It is quite clear that the imitational model should suffice the following require­
ments. It must be: 

— simple enough and convenient for user; 

— goal oriented; 

— reliable (i.e. protected from absurd results); 

— complete (in respect to possibility of main problems solution); 
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— adaptive, allowing for easy transformations to new modifications. 

Imitational modelling allows one to control the speed of the process under investiga­
tion by its accelerating (or decelerating). In application to biomechanics this option 
makes possible analysis of motions evolution. The main advantage of the imitational 
modelling methodology is the possibility of solving problems of extreme complexity: 
the system under investigation can be described by cumbersome equations, exposed 
to influence of many stochastic factors of complex nature, comprised of both rigid 
and elastic elements, elastic-plastic bodies, etc. 

The basis of imitational modelling is a complex of mathematical models, describ­
ing the processes in real biomechanical system under investigation. The user software 
package should be organised such that each model is be easy to be employed for in­
vestigations; results of modelling can be visualised. Much attention should also be 
paid to creation of convenient information input and editing facilities. 

So, as it can be seen, imitation process implies creation of problem-oriented com­
plex mathematical models reflecting the investigated system behaviour. It is also 
necessary to work out a package of auxiliary programmes which together with special 
data base allow for fast and convenient realization of computer experiments. Due to 
the complexity of problems of analysis and synthesis of human locomotions, method­
ology of imitational modelling, employing general system theory techniques is the 
most promising approach to their solution. 



CHAPTER 2 

M A T H E M A T I C A L A N T H R O P O M O R P H I C M O D E L S 

The approach to description of human SMA as a system of interconnected solid 
bodies has been developed for over several decades. In the monograph of Wittenburg 
which has become classical motion equations are derived for a system of solid bodies 
mathematical model via skilful transformations accompanied by detailed discussion. 
The author notes that the results obtained independently repeat results of Fisher [29] 
published in 1906. Since Wittenburg's work was published (over 30 years ago), new 
studies on this topic have been carried out. Among them there are studies concerning 
development of universal software on modelling systems of solid bodies dynamics. 

The diversity of existing mathematical models of AM has been brought about by 
their applications demand and this reflects structurally the methodology of mathe­
matical modelling. New programs development and system design problems require 
mathematical models of the most general type which allow for variation of elements 
and joints characteristics, external forces and their nature, in particular, impact loads, 
thermal, chemical and other factors influence on AM mechanical characteristics. In 
the next sections we will describe some special and universal solid body mathematical 
models of AM. The first section contains some basics of solid dynamics. 

2.1 E x t r a c t s from Solid B o d y D y n a m i c s 

A solid body is the main element of all modern models of AM. Therefore, we begin 
our discussion from a simple solid body motion. Essential difference of a solid body 
dynamics from particle mechanics shows itself when we study body rotation. 

For a particle of mass m, momentum is defined as 

q = m'z, (2-1) 

moment of momentum with respect to point O 

ho = z x "12 , (2.2) 

and kinetic energy 
T=1-m\z\2. (2.3) 

Here z — is the absolute velocity vector (the sign of line under a letter appears when 
corresponding variable is a vector, a point over letter assigns a derivative with respect 
to t ime variable). 

13 
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If we consider a solid body to be an aggregate of particles of mass dm (mass 
differential), then its momentum, moment of momentum, and kinetic energy can be 
obtained by integration 

Q= (zdm, K0= ( zx zdm, T=- (\z\2dm. (2.4) 

m m m 

According to the solid body kinematics [55] 

k = kc + W x 1i 

where zc — is the center of mass C radius vector, u — vector of absolute angular 
velocity, r — particle radius vector with respect to the body center of mass. This 
nomenclature is illustrated in Fig. 2.1. 

Fig. 2.1. A solid body with some characteristic points (H —joint, B — another body 
point, P — active forces application point). 

Substituting expression for z into Eq. (2.4) we will have 

Q = mzc, Ko =mzcxzc+ rx(ioxr)dm, T = - ( m | i c | 2 + / \u x r\2dm). (2.5) 
m m 

Taking advantage of the following vector and mixed product properties: 

(y x r ) - ( w x r) = w - ( r x {u x r ) ) , 
r x (w x r) = u r ■ r — r r ■ u> = (E r2 — r r) ■ u , ' ' 
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(where g — is a unit tensor; r r — vector diad; and point stands for scalar product), 
one can obtain the final expression 

T = -(mz2
c + w ■ Jc ■ y ) , K0 = mzc x zc + Jc ■ w , (2.7) 

where Jc = f(g r2 - r r)dm — is a characteristic of the solid body inertia properties 
m 

with respect to point C (center of mass). It is called tensor of inertia with respect 
to point C. A solid body is represented by a system of fixed parameters: center of 
mass radius vector £c, inertia characteristics m, Jc and location of joints on the body 
surface. Center of mass motion theorem for a solid body is analogous to particle 
motion theorem 

mzc = E , (2.8) 

where F — resultant vector of external forces exerted to the body. Analogously 
rotational motion is governed by the theorem of moment of momentum variation 

to = Mo- (2.9) 

Here Mo — is resultant moment of external forces moments with respect to the 
point O. It will be of use further on to consider now a specific case when a body is 
exposed to gravity force mg, external force F" applied at a given point (with radius 
vector p) and Mp — moment of system of external forces with respect to point P 
Differentiating K0 in Eq. (2.7) and substituting Mo and F in Eq. (2.8), Eq. (2.9) 
with corresponding components we obtain 

mzc = mg+ Fa , (2.10) 

mzc x ~zc + u x Jc ■ u + Jc ■ u = mzc x g + (zc + p) x Fa + M"P (2.11) 

Substituting mzc in the second equation with the right part of the first one we 
get 

Jc ■ w + u> x / c - y = px F" + Mp ■ (2-12) 

Eq. (2.12) is a restatement of Eq. (2.9) where moment of momentum is calculated with 
respect to body center of mass C. By now we have addressed major solid body dy­
namics topics without paying attention to concrete representations of given equations 
in Cartesian or generalized coordinates (Euler, Cardan angles; Eulerian parameters). 
In applications, especially in case of small parameters, symmetry or other simplifying 
factors, some analytical solutions or solution estimates can be obtained [56, 101]. 

2.2 Descr ip t ion of a S y s t e m of Solid Bod ie s Stucture 

As soon as we assume that an anthropomorphic object dynamics can be modelled 
by a system of n solid bodies (which are usually connected) we should describe this 
system structure. The first stage of the description consists of identification and 
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ranging of the anthropomorphic model elements. Let each of the AM elements have 
a label (number). With no harm to generality, we can number all solid bodies from 
1 to n. For example, we numbered the body elements of a runner (see Fig. 2.1). Let 
the numbering be successive and such that for each element (solid body) vector bj is 
introduced, the beginning of which is located in arbitrary point B, on a body number 
i < j and the end is marked by point Bj of body number j . As for the vector bi, 
its beginning corresponds to point B0 belonging to the first element. It is clear (for 
example from Fig. 2.3) that such identification result is not unambiguous (i.e. there 
are many solutions of identification task), however it always leads to a structure which 
can be described by a "tree-like" unidirectional graph [26, 54]. Structure matr ix ft, 
which determines the order of graph nodes (i.e. points Bj of elements j), contains 
a unit (1) in line i and column j if point Bj is located on the way from point B0 to 
Bi and zero (0) if this is not so. On the left part of Table 2.1 (page 20), structure 
matrix for AM is given which consists of 11 elements (see Fig. 2.3). 

The structure matrix fi makes it possible to determine the position of any point 
of element number i according to the formula 

i 

Pi = Y,mk + &- (2-i3) 
!=1 

It should be noted that there is no need in multiplication by 1 or 0 in the process 
of summing. It is enough to use matrix / i a s a binary indication of participation of 
vector bj in the chain linking points Bo and Bi. 

If spatial system of disconnected solid bodies possesses n freedom degrees, then 
the number of freedom degrees of AM comprising these bodies is less than that and 
is determined, as follows from general theory of systems with internal links, by the 
number of geometric restrictions imposed on the system elements. Description of 
the elements links structure can be obtained via graph theory. Considering system 
elements (solid bodies of the AM) as graph nodes and links between them as graph 
arcs, we can introduce for each arc value 7;., = 0, 7 which will determine mobility of 
the links. (It is convenient to use numbers from 0 to 7 to enable to point out any of 
the possible links — from rigid link to absence of link between two solid bodies even 
by force interaction). 

As soon as we have introduced such characteristics the graph is called "weighted". 
It can describe an arbitrary structure which is not necessarily a "tree-like" one. More­
over, it can contain such subsets of arcs which form closed loops. It is not always 
a solvable task to choose independent characteristics for description of dynamics of 
such systems. Therefore, for modelling of systems with complex graph presentation, 
the approach used is some graph arcs are severed in order to obtain a subgraph with 
a "tree-like" structure. 

Construction of such subgraphs can be performed by means of successive num­
bering of AM elements as was described above. However, it is very likely that the 
number of freedom degrees for such arbitrary graph will be higher than it would be 
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Fig. 2.2. Bush-like graph of Microsoft Power Point "winner". 
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Fig. 2.3. Tree-like framework graph of Microsoft Power Point "winner" 
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for some other order of numeration. 
Let us define "weight" of the sectional arc joining two points as sum of weights 

which correspond to the arcs composing the sectional arc. Then the subgraph of 
minimal "weight" which incorporates all of such sectional arcs for different elements 
of AM is called optimal. This optimal subgraph is also called "framework" in graph 
theory. There exist effective algorithms allowing one to determine the framework of 
an arbitrary graph (e.g. algorithm of Kruskal [26, 51]). Thus we can partly describe 
an arbitary system of solid bodies structure by "optimal tree-like graph" Other links 
among bodies must be denned additionaly by link equaions. System graph forming 
can be done differently. We will see that later. 

2.3 Spat ia l M o d e l w i t h Spherical Joints 

2.3.1 Structure Description 

Let us model the AM as a system of solid bodies linked up by spherical joints. Each 
body in the system corresponds to a segment of the AM. Hereafter we will assume 
that any segment has two or less joints which location fixed in respect to the body 
coordinate system. This limitation, however, allows for coaxial cylindrical joints. To 
model a segment with more than two joints stationary confining constraints can be 
used in this model. 

Let us introduce a fixed coordinate system orthogonal basis e '0 ' , consisting of a 
set of three vectors el , k = 1,3. Herebelow the sign of a line over a letter stands for 
a vector array and over two figures separated by a comma stands for a range of an 
integer variable. 

Let us also introduce orthogonal bases e W each fixed in respect to corresponding 
AM segment i with basis vectors ejj. , k = 1,3, i=\,n. So we have 3(n + 1) basis 
vectors e'k, characterizing mutual orientation of our model segments (elements). 

Let us orient basis e'1 ' so that unit vector ej would be directed along the line 
joining joints of the element i and towards the joint furtherst from support with 
radius-vector r0 (towards the joint with greater cardinal number). Let unit vector 
ej ' ' lie in the plane containing e['' and the center of mass (CM), unless the CM lies 
on the line containing ej Then orientation is determined by corresponding element 
geometry. Hereafter we will assume that all bases are right-hand. 

For each segment i we shall assign vector r; joining joint points. Then 

r« = t ^ i , , » = T ^ » . (2.14) 

where i; = |r»| — so called "length" of segment i. 
Structure matr ix \i of ( n x n ) dimension will help us to describe ramified kinematic 

chain, i.e. how model elements are joined together. Each matrix element % can be 
either 0 or 1. If absolute displacement of the kinematic chain element i depends on 
coordinates of element j , fm = 1, otherwise [itj = 0. With no harm to generality of 
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analysis we will assume that elements are numerated in increasing order starting from 
r0 and along the kinematic chain branches. As a result of this, matr ix (i becomes 
triangular with units on its diagonal. An arbitrary AM point belonging to element i 
has radius vector P,-

i - l 

Ei = ro + X^<,Ti + *i, (2-15) 

where vector Zi belongs to basis e'1 ' . It is clear, that matrix fj, is the same as in 
Sec. 2.2. 

In Fig. 2.4 we give an example of an 11-element AM with spherical joints and the 
corresponding fi and ^ - 1 matrices are given in Table 2.1. 

Table 2.1. Structure matrix \i and matrix of incedency (inverse matrix of ft) 
( ( N = ft'1 

1 2 3 4 5 6 7 8 9 0 1 1 2 3 4 5 6 7 8 9 0 1 
1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
2 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 0 0 0 0 0 0 0 
3 1 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 0 0 0 0 0 0 
4 1 1 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 0 0 0 0 0 
5 1 1 1 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 0 0 0 0 
6 1 1 1 1 0 1 0 0 0 0 0 0 0 0 - 1 0 1 0 0 0 0 0 
7 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 0 0 
8 1 1 1 1 0 0 0 1 0 0 0 0 0 0 - 1 0 0 0 1 0 0 0 
9 1 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 - 1 1 0 0 

10 1 1 1 0 0 0 0 0 0 1 0 0 0 - 1 0 0 0 0 0 0 1 0 
11 1 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0-11 

V- p-J 

Components of matrix fi~x can be easily calculated either directly (according to 
definition of inverse matrix, taking into account the triangular form of the matrix ft) 
or with help of the following equations 

' n 

B, = r0 + ^TtHjrj - & , Si = Bi - ro + & , Si = Yl(ii3Ei > 
J = I j=i 

where R[ — radius-vector of element i end with respect to point H\ 
Let us introduce the following nomenclature R' = {Bi,- ■ ■, Rn)T , 7 = ( t i , . . . , rn)T 

Then, on one hand 
r = / i _ 1 S ' , (2.16) 
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Fig. 2.4. 11-element AM kinematic chain with spherical joints. 
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and on the other hand, for example, r4 = R'4 — R'3 which is obvious from Fig. 2.4. 
Such ordered elements numeration and triangular form of matrix p. allows one to 
somewhat reduce the volume of calculations for kinetic energy matrix assessment. 

Let us now introduce geometrical and mass-inertia characteristics of AM elements: 
/, — length, pc, — center of mass radius vector with respect to point Hf, m, — 
element's mass; J\— central tensor of inertia. Expressions for pci and J\ are defined 
as follows (Fig. 2.5) 

mtpct = f p'dm , Jc
t = f(§ p2- p p)dm , (2.17) 

m, mi 

where p, p' — radius vectors of mass dm, belonging to element i. They characterize 

Fig. 2.5. AM element basic nomenclature. 

the dm position with respect to the element's center of mass and joint / / , correspond­
ingly. Center of mass C; radius vector with respect to point 0 is Rd and 

i - i 

Ed = ro + ^fi.ktk + pd ■ (2.18) 
k=l 

n 
Let Mc = Y^ mi — be the total mass of AM. AM center of mass radius vector 

«=i 
and its derivatives can be obtained from the following equality 

n n n t— 1 

McRc = Y^miRci = Mcr0 + Y^pct + ^2Y^mi^ikrk ■ (2-1 9) 
• = 1 « = 1 j = l h=l 
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Hereafter we will need the following identities in order to be able to change the 
sum order (we give these identities without proof): 

n »—l n n n n 

EE a" = E E ^ = EE a « (2-2°) 
t'=l k=l k=l i=k+l t = l Jfc=i+1 

TI *'—1 t —1 n n i n n n \ 

J2 Z £ a ^ = Z Z Z °«* + Z Q"=* + £ °«* = 
t = l J = l i = l fc=l >=1 I >=t+l .=t+J I=J + 1 / 

\ J<* l=k ,>k I 

n n I n n n \ = Yl Z J2 aw + £ a»=" + £Q^- = 
i = l j = l \ *=■+! fc=i+l k=j+l / 

\ !<• ) = • J>> I 

n n i—l n n Jfc—1 n n J —1 

= E E E "o* = E E E a ^ - E E E «* • (2-21) 
fc=l i = t + l j = l i = l fc=i+l j = l i = l j=i+l k=l 

Using Eq. (2.20) we can reformulate Eq. (2.19) and also derive identities for 
derivatives of Rc : 

MC{RC - r0) = £ Gi , M%RC - r 0) = £ wi x C, , 
1=1 „ , = 1 (2.22) 

M c ( £ c - r 0 ) = £ [ & x C, + y , x ( W x C,)] , 

i = l 

where 

C, = rrup* + f ^ mfc/iw J r, (2.23) 
\ i t=i+i / 

— vector which belongs to element i and defines new center of mass position with 
recpect to point Hi on the basis e'1 ' taking into account added mass of bodies whose 
motion is influenced by the element i. We can define Qi as static moment with 
respect to point Hi of influenced by body % bodies. This expression for vector Qi is of 
use when studying mutual influence of external forces applied to AM. Gravity force 
applied to every AM element at point d is an example of such external force. Let 
us note that gravity force potential energy of the system can be expressed as follows 
(using the adopted nomenclature) 

U = -MCRC- g = -(Mcr0 + J2C,) ■ g. (2.24) 
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2.3.2 Expressions for Fundamental Dynamic Quantities 

Let us now derive system moment of momentum with respect to points O, Hi, C 
and kinetic energy in fixed basis e ' 0 ' and in bases e ' H l ' and e'c ' (center of mass basis). 
From the general definition of moment of momentum of a solid body we can write its 
expression for element i with respect to point 0 as 

Ko, =m,Rcx Rc + rm(So x id + td x Rc) + k, , (2.25) 

where k{ = mif^ x rct -f Jf - w; — moment of momentum of element i with respect 
to system mass center C. Summing all the elements of AM we obtain the total AM 
moment of momentum 

n 

Ko = E &°< = M°& x & + * ' <2-26) 
1 = 1 

where k — is total AM moment of momentum with respect to system mass center 
C. 

Due to ordered numeration of AM elements and the way we have introduced 
coordinate systems , expression for moment of momentum of system with respect to 
point H\ (K") takes the most clear and simple form in c ' ' ' basis 

K" = k + Mc(Rc-r0)x{Rc-r0) = 
n n 

= * + E E £ . * (=>; x £;)/Mc = 
i'=l 3=1 

n n 

i=l j=l 
n n 

= EE^-^- (2-27) 
t = i j = i 

Where components of tensor matrix Ai3 = {Ajj} are defined as follows 

( EiSid ■ ls)~ lj a^ , j < i ; 
Ji, i = » ; (2.28) 

l?(Si« ■ rO - s^ ti i i > « , «,i = l ,n , 
and 

} « 

n 

Ji= J-+ rrn{Ep2
ci - pci pci) + (J>? - r{ r<) E m ^ ' ' 

te=«+l 
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The coefficient by which r; is multiplied in expression for a^ is a sum of masses 
of those AM elements whose motion is influenced by element i and j simultane­
ously. First three expressions in Eq. (2.27) can be easily derived from the set above 
identities. Last equality is obtained by direct substitution of all variables with their 
expressions through AM elements characteristics and further implementation of iden­
tities of Eq. (2.21) type. In particular, we can denote a^ ; = mkUkjV-kil, x («j£j)-
The asterisk in Eq. (2.28) indicates tensor conjugation, i.e. change of diad product 
order. Kinetic energy of AM in bases e<0' , e(Hl> ,e ( c ) denoted hereafter T, T" , V 
correspondingly can be obtained from kinetic energy definition according to which 

T; = -miR2
cl + ~u%-Jc

i-ujt , 

and therefore 

T = E T i = \M*R2
C + £,T;= \MCR2

C + V , 
i = 1 , = 1 n n (2.29) 

T" = r + \M<\RC- r0|2 = § E E m ■ 4a ■ m ■ 
i=n=\ 

To understand how the last equality is derived one needs to follow transformation 
procedure analogous to one described above when explaining the last equality in 
Eq. (2.27). The most compact way to state Eq. (2.27), Eq. (2.29) is to write them in 
the matrix-tensor form 

* ■ - { ? ■ * • -fc = ' ^ (2.30) 

where u; = (u» i , . . . , o?„)T — column composed of absolute angular velocities vectors, 
I = ( 1 , . . . , 1 ) — unit line; multiplication of / and a tensor makes for convolution 
with respect to one of the indices (sum across one of the indices); G — tensor matrix 
which components are defined as follows 

§ij=Aij -(£(Q,-C3)-C, C})/Mc , i,j=T^ (2.31) 

In Eq. (2.30) we imply matrices product to be scalar product (such approach 
is heavily employed in Ref. [101]). These identities are analogous in their form 
to the classical expressions for_moment of momentum and kinetic energy of a solid 
body. It is quite obvious that A — is system kinetic energy matrix, expressed in the 
form which is invariant to the coordinate system. From Eq. (2.31) one can see that 
imaginary translation of the support point to the system center of mass C leads to 
transformation of kinetic energy matrix components according to the following rule 

Ati = Ga + (E(Qi ■ Qi) - fi C , ) / M c , (2.32) 
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where C,t] vectors play the role of displacements (though, of course, they differ in 
their dimension) in Huggens-Steiner theorem of tensor of inertia transformation [56]. 
By now we have considered aspects and general identities which shed some light on 
analysis of motion of systems of solid bodies. Let us turn at this point to derivation 
of motion equations. 

2.3.3 Equations of Motion 

A thorough comparison of various approaches to derivation of motion equations [6, 
17, 31, 32, 53, 56, 65, 82, 87, 94, 97, 101] allows one to combine several general tech­
niques employed by different authors. The most widely used variant has to do with 
the Lagrange equations of the 2nd kind, however it requires selection of one concrete 
system of generalized coordinates for derivation and further differentiation of the 
expression for kinetic potential. Analogous restraints are introduced when employ­
ing Hamilton, Gaussian and other variation principles of mechanics [95]. The most 
general approach was proposed by Wittenburg J. [101]. Application of D'Alambert-
Lagrange principle has allowed to write in vector form equations of motion of closed 
loop kinematic chains for arbitrary element joints and non-confining constraints. 

In this subsection we will give derivation of motion equation for open loop kine­
matic chains with spherical joints as this will allow to obtain expressions which have 
clear comfortable form and can be used for creation of computer software. The model 
we consider serves as a basis for creation of software aimed at adequate mathematical 
modelling of professional, industrial and sports movements of human SMA. The direct 
derivation of motion equations gives a chance to understand deeper the mechanics of 
model's elements interaction, provide for different variants of element configuration, 
external forces and moments applied to AM during motion performance. 

Let us start from writing down the center of mass motion theorem and moment of 
momentum variation theorem for each body of the system. Then, excluding internal 
forces and reaction forces we will obtain n equations in the Newton-Euler form. From 
the first theorem for the center of mass of element i we get 

mEci = mg + N$ + £, , (2.33) 

where Rci — center of mass absolute acceleration for element i, N* — joint reaction 
forces resultant, F , — external forces resultant. 

Such separation between forces applied to element i has to do with nature of their 
n 

influence on this element. Vectors N* satisfy the following equality Ni = Y] UaN* , 

i.e. in single-support phase these forces influence AM motion only by means of 
support reaction force Ni, whereas each of forces £ , is external with respect to the 
AM. Let us consider matrices-columns 

N = (Nu...,Nnf , N* = (N*,...,N*nf , (2.34) 
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where iV, — joint i reaction force. Let us note that force — Ni is applied to previous 
element and, using structure matrix fi, we can write 

N = pTW, W=fTTN, M = pTU, Z 7 = / i - T M , (2.35) 

where M = (Mu...,Mn)T , 17 = (Uu..., Un)T — matrices-columns comprised 
of interelement moments M; and resultant moments t/, applied to element i. Main 
nomenclature is presented in Fig. 2.6. 

Fig. 2.6. Element i (main nomenclature). 

Analogously to equality Eq. (2.12) theorem on moment of momentum increment 
in basis bound to point C, yields 

J1 ■ Ui + m x i\■ Ui = -p^ x Ni + (n - pa) x (N* - Ni) + zi xFt+Ui. (2.36) 

Employing Eq. (2.33) and Eq. (2.35) we get 
TI n 

(K* -Ei) = - J2 msmEej + Yl »ii(mj9 + Es) > 
J=i+1 J=l'+1 

and then expression Eq. (2.36) can be rewritten in the following detailed form 

Jc, ■ w, + Ui x Jl ■ Wj + n x Y, mJNiMcj + pd x miRct = 

= ( £ rn-jfijiri + miPci] x g+ (2.37) 
n 

+B x J2 Em* + (P« + ^) x Ei + Hi 
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Let us note that in the right-hand side of Eq. (2.37), the first i tem is the vector 
product of g and C, which allows to get rid of gravity force moment given certain 
position of joints on element i (passive unloading under condition (7, = 0 ). Substi­
tuting into Eq. (2.37) absolute accelerations expressed in AM elements characteristics 
and absolute angular velocities and omitting several derivation steps we can obtain 
the following (n + 1) vector equations of motion 

n n n 

Mcr0 + J2u?ix Qj = £ [ £ « • - vAm ■ Gi)\ + St + Mcg_ + E E i . 
3=1 3 = 1 3 = 1 

n 

Gixr0+Yl Aii ■ a, = 
(2.38) 

= T,(=>iMa - m x in) ■ m + Gi* g + Ui, 
3 = 1 

where 
n 

U* = U, + (pd + Zi)x Ei + nx ] T fijiFj , i = T~n . 
i-i+i 

Components of skew-symmetric matrix B = {Mij] a r e given below 

( Sii x Ej, i < * 
0, j=i (2.39) 

-Bjt , j > i, i,j = l , n . 

The first equation in Eq. (2.38) follows from the AM center of mass motion theo-

rem: Mc Rc = Mc g + Ni + ^2 Ej- The others are theorem of moment of momentum 
3 = 1 

with respect to joint i increment for subsystem influenced by body i. 
Equations (2.38) are of general form and further simplification will require intro­

duction of generalized coordinates. Presence of external forces in Eq. (2.38) allows 
one to describe multisupport phases of motion by giving concrete expression of F< 
dependence from absolute or relative velocities deviations, for example, by negative 
feedback principle implementation. Let us now focus our attention on some general 
equalities, characteristic for AM model. 
2.3.4 Quantitative Characteristics of AM Dynamics 

We will need several identities which will be given here without proof. Let 

a = uja x a, b = yt, x 6, P = £(g ■ b) — b a, 

then it can be shown that 
d{F ■ m)/dt = ( u , x a) x (ujb x 6) + P ■ Cjb + y 6 x P ■ ujb-

-m(a x 6) • m, 
d(uA P-ub)/dt = yja-P -ub + L3a-P y 6 + y a f-ub, ( W) 

uja ■ P ■ ujb = uja ■ (ojb x P - P x Loa - W(,(a x 6) + (a x 6) ua) ■ ub. 
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First, let us consider the theorem on moment of momentum increment. Summing 
Euler equation terms in Eq. (2.38) and omitting intermediate transformations we get 

" n n n 

i = l j = l , = 1 J = 1 

and thus 
K" = Mc(£c - r0) x(g- to) +M1 + M*. (2.41) 

n 

Here M* = 2 ( i ? c i + Si ~ to) x f j — sum of external forces moments with respect 

to the support point. For other bases analogous equalities take the following form 

k = ( to ~ Be) x El + M i + £ ( r d + Si) x f i, 
1=1 * (2.42) 

Ko = ro x Nj + Rc x Mc
? + Mi + E(& + r«- + si) x Ei-

i = l 

Let us be reminded here that M i — ' s a n external moment with respect to AM 
in contradistinction from other interelement moments. Further, let us consider the 
full energy increment theorem. Absolute derivative of potential energy is 

II = -MCRC ■ g. (2.43) 

Scalar multiplication of each of the equations in Eq. (2.38) by r0 and u>; from the 
left-hand side and successive summing up yields for terms containing g 

n 

Y, « ■ (& x i) + M°to ■ 9 = McRe ■ g = -IT, 
. = i 

and further 

J2(^x^-±o + MCro-Bc = M'~ ( to-SJ-^S , 
i = i L 

and taking into account Eq. (2.40) one can prove that 

n n 

i=l 3=1 

1 " * d 

i = l j—l Thus, taking into account given above equalities we get 

dE/dt = d(T + U)/dt = J2 » • K + £° • ( & + it £i ) ' 
«=1 V i=l / 
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or substituting {£* with its expression in bases e '0 ' , e ' H l \ e'c> we obtain correspond­
ingly 

E = J2m-Ui + i0 ■ Mi + E ( £ c + ki) ■ E, , 

E" = £ » • & + M<r0 ■ (r0 - Rc) + £(Rct + hi ~ t0) ■ Ft , (2.44) 
! = 1 !=1 

T> = £m- Hi + (r0 - Be) ■ m + tita + hi) ■ Ei ■ 
i=\ i=l 

In the last equality we imply that II' = 0 (AM center of mass). Let us introduce 
now vectors-columns of relative angular velocities ft = ( f t i , . . . , ftn)T, defined by 
relationships analogous to Eq. (2.35) 

ft = H^UJ , u-fM. (2.45) 

Then from expressions for power we get 

W = uTr • U = (/ift)T • fiTM = ft7" • M . (2.46) 

The energy relationships Eq. (2.44) in combination with motion equations (Eq. (2.38)) 
and general theorems Eq. (2.41), Eq. (2.42) allow to carry out comprehensive analysis 
of AM behaviour during performance of given real or synthesized motions. Energy 
relationships reflecting integral properties of the model can at least serve for checking 
of numerical methods employed for experimental data processing and motion equa­
tions integration. Directly from relationships Eq. (2.42) and Eq. (2.44), it follows 
that moment of momentum conservation theorem holds in supportless phase of mo­
tion under absence of external forces and moments. As for kinetic energy T" in basis 
e ' c ' , it satisfies under these conditions the following equation 

n 

t' = Y^, 0, ■ Mi , (2.47) 

which can be used in AM motion synthesis in supportless phase. 
System of Eq. (2.38) as equations for a general type link can be written in ap­

propriate generalized coordinates taking into account the type of each concrete link 
(junction) and conveniency considerations of the researcher. If links between solid 
bodies of the model are of a general type (i.e. when not only rotation of one body 
with respect to another is possible but also translational motion), then identities 
sy = const and pci = const in their own basis e*1' (see nomenclatures in Fig. 2.9 
on page 35) are eliminated from geometrical properties of system admissions and 
corresponding model relations are obtained. In Sec. 2.6 we have considered a model 
that structures and receives system of equations for generalized type constraints. But 
before the general case descripton we will consider application of Eq. (2.38) to a more 
simple model. 
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2.4 P lanar M o t i o n 

Human SMA planar model with cylindrical junctions (links) remains till now useful 
and effective for modelling and results interpreting. In fact it proves to be an optimal 
model according to many optimality criteria for investigation of numerous locomo­
tions. If the researcher uses a planar model he should of course make sure that he 
employes appropriate equations free from general suppositions which do not hold for 
plane parallel motion of a solid bodies system. 

Let us write equations for a planar model using results of Sec. 2.3. Motion 
equations and at tendant relationships will be written in scalar form in e ' 0 ' basis. 
Along with nomenclature we have been using to denote a vector basis ej , i = 1, n, 
in this section we will employ standard designation of unit vectors in 3-D basis i, j , k. 
Let us assume that the plane of motion is denned by a pair of unit vectors i, j , 
belonging to the fixed coordinate system. Then, for all variables-vectors and tensors 
considered in previous sections the following relationships hold true 

a = a j i + a2j + a3k , b = bii + 62j + b3k ; 
UJ = u>!i + u>2j + w3k , Q = b a , P = E(g ■ b) — b a ; 
0-3 = h = 0 , Wi = W2 = 0 , 

( b2a2 , — 6i<i2 0 \ / b-iOi , 6 ^ 0 \ 

- 6 2 a ! , ai&! , 0 I , Q = I b2a1 , a2b2 , 0 J 
0 , 0 , ajftj + a2b2 J \ 0 , 0 , 0 / 

and, therefore, 
P ■ y = (axbi + a2b2)u)3k = a • b w , u x f - u = 0 , 
c = (a x b) = (a,ib2 — a2bi)k , y c = (aib2 — a2bi)ui3k k , 
u Q ■ w = {axb2 — a2bi)ui3k = (a x b)u>3 

In Fig. 2.7 we give depiction of arbitrary AM element i with attendant generalized 
coordinates nomenclature which will be used hereafter. 

Let us determine the center of mass radius vector p„ and radius vector r; (which 
links joint points) projections onto basis unit vectors and express these projections 
in generalized coordinates y , . Let y>; be equal to zero when r, and (— efj) = — j 
are oriented in the same direction, then 

r,- = k(smtpii - cosipij) , e^ = r;//,- , e2'' = h X §[') I 

Pd = au§i} + «2.e2') = pci{sm(ipi + a{)i - cos(v?,- + cti)j) , 

where 
Pli = a\i + a2i » ai ~ arctan(o2,7a1,) . 
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Fig. 2.7. Planar model. 

Components of tensor matrix Aij can be written as follows 

3*3 = Qij " tj = ( 4 - 1 + 4 - 2 I ' 'j?2 ■ 

Here we have introduced designations with superscripts (see Fig. 2.8) 

n 
4 = aij/iijiTii +Ji 2_^ mkHkiUkj , 4 = a^fUjim ; 

k=i+l 

4 = « r c t a a { 4 / 4 ) , 4 = O W + ( 4 ) f ; (2.48) 
n 

A] = JCt + mip2
ci + l2

t 2_j rrtkUki 
k=i+l 

Taking into account that Bij = (o,j x rj) • k , we get 

r 4 c o s ( 9 ? , - - ^ + 4 ) , i < * 
A., = < 42 . i = i 

I 4 , i > ! 
f 4 s i n ( ^ - ^ + 4 ) , ; < z (2-49) 

B^ = < 0 , j = j 
I - % ; J > « 

t, j = l , n . 
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Fig. 2.8. Generalized coordinates and positions of reduced masses. 

Let us write vector C, components projections 

n 

Gi = rriipc + r< £ mkfihi = Cfe^ + C?tf = D{i - Cij , 
k=i+l 

where 
D, = C° rinfo + C]) ; d = C° cos(</>, + C,1) ; 

n 

Cf = ai ,m, + Z, 2__, mkHki ; C,4 = a.2imi ; 
fc=>'+l 

C? = [(Cf)2 + (C?)2}* , C] = arctan(C,4/Cf) 

Employing previously introduced designations, introducing some new ones (obvious 
in their meaning) and taking into account relationships of Eq. (2.38) we obtain a 
Newton-Euler system of equations of motion in plane XOY 

n n n 

Mci0 + ]T C& = J^ D-W2 + Nx + Y, F3X ; 
3=1 j=l J = l 

n n n 

Cy0 + £ D& = -Yl Ci$ -Mcg + Ny + Y, Fly ; 
j=l j=l 3=1 

n n 

dxo + Dm + J2 A*m = J2 Bw) ~ 9°' + u*> * = M ; (2.so) 
i=i J=I 
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where 
n 

u; = u, + Z'UF2, - z'2iFu + J2 v*pv ; 

and z'i = Zi + pd = z[,; ej' ' + 4 . e^'' — vector connecting joint i and origin of force F j 
(i.e. its point of application). For moments Pij we have 

Pi3 = *• ( r ; x F,-) = liFfsinfoj -<pi + F / ) = h(Fj:ecos<pi + F3y siny>i) , 

where F / = | F j | = [ (F w ) 2 + (Fy) 2 ]* , F j = a r c t a n ^ / F ^ ) — absolute value and 
inclination angle of F , in basis e ' J ' . 

Let us now reformulate for planar motion relationships for moment of momentum 
and kinetic energy for bases e '0 ' , e ' H l ' , e ' c ' correspondingly 

71 n n 

^o = E E Atm + E[(A«o - c^o)^ + Aio + c»xQ)i+ 
+MC7(a:o3/o - Stoio); 

^ , = E E Ann, k = ± t [An - {DtD3 + aC3)/Mc}<pf, , 

r = I E E ^ « v i + t(c,i0 + na*)<Pi + Wc{il + y0
2); 

i = i j = i 1=1 

T" = \ E E A w i , r = | E £ [ ^ i " {DiDi + CiCs)/M°\wPi' 
1=1 j = l 1=1 J = l 

And for potential energy 

n = I Mcj/o - J2 C< J9> n" = n - McgyQ. (2.52) 

Moment of momentum increment and full energy theorems under absence of external 
forces F, take the following form 

( k = x0Ny-y0Nx-Mcxc9 + M1, k = E ( ^ C , - NVD() + Mu 

{ . » i = 1 (2.53) 
E=Z<PiUi + i0Nt + y0Ny, V = £[tf,- ~ {C,NX + DtNv)IMc]^. 

V i = l i = l 

As a check on motion Eq. (2.50), we can proposed direct differentiation of kinetic 
potential L = T — II with generalized coordinates vector q = ( i O i J o , ¥ , i r " i f t ) T -
Here one should employ Lagrange equations of the 2 n d kind. 

Further, along with generalized coordinates tp = (y>j, . . . -,pn)T, we will use in-
terelement angles ip = (ipi,... ,4>n)T . Coordinates tp and xp are interrelated: 

xp = / i ~V . V = / # • (2.54) 
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Motion equations, Eq. (2.38) and Eq. (2.50) describe dynamics of an open kine­
matic chain with spherical joints for single-support phase of AM locomotion. These 
models are not too complex and therefore they can serve as preface to fuller and 
more complex models. The next section is devoted to more complex 3-D motion 
description. 

2.5 S y s t e m of Arbi trary C o n n e c t e d Bod ie s in 3-D Space 

Anthropomorphic model with spherical joints is simpler in description and its use 
often proves to be correct. However, when one investigates dynamics of separate 
parts and there is need to spot subtle effects, supposition that model bodies are 
connected by joints with one fixed point turns out to be inadmissible. 

Therefore, for description of a more complex model an "universal joint" is intro­
duced. Its universality consists of the fact that it can restrict to any degree both 
rotational and progressive motions of the neighbouring body. It can as well impose 
no restriction at all. 

For these purposes we will define two sets of vectors: {pci} — radius-vector of 
mass center of body number i with respect to joint number i, which connects it 
with the nearest preceding in structure graph body, {s\'} — radius-vector of joint 
number i with respect to mass center of body I, that precede body i in structure 
graph. Fig. 2.9 illustrates these definitions. 

Fig. 2.9. Body with arbitarary joints. 

It is clear tha t 6,- = p* - | ] fjjj"6' if'• We remind ourselves that the sum from 
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I = 1 to i — 1 is only a vector sf' choice rule. For vectors £d and s\ we assume 
that pci is defined in e W basis strictly connected with body i and s\ is defined in 
e ( , ) basis. The matrix fj, is constructed as in Sec. 2.4. A restriction used here is that 
point B{ coincides with mass center of body. The matrix /z'"10' is inverse with respect 
to fi. As soon as we have numerated elements of structure graph matr ix jjSmc' can be 
written very easily. Diagonal elements of pms> are units (1), element with subscript 
ij equals minus unit (-1) if body number j is nearest to the preceding body number 
i and zero (0) otherwise. 

Separate element motion equations, stated earlier (Sec. 2.3), do not depend on the 
type of junctions. In this paragraph we shall derive motion equations for a system of 
bodies connected by universal joints. In order to make references easier, let us write 
the main equations anew. Then, the center of mass motion equation is as follows 

mtSM = Y1 + m (2.55) 

and the law of resultant moment of momentum change with respect to the center of 
mass results in 

J « • ki + W x Jd ■ "i = Ma
ci + Ml + Ml. (2.56) 

In Eq. (2.55), just as before, Vf is the resultant vector of external forces, N* is the 
resultant vector of reaction forces at junctions Hai. In Eq. (2.56) M ^ is the moment 
of system of external couples and forces with respect to center of mass, M* and M" 
are the moment of system of couples and the moment of system reaction forces at 
junctions Has with respect to the center of mass. In accordance with definitions of 
Fig. 2.9 

n 

Ml = -fr x Ni + J2 ^C)& x g* (2-57) 
k=i+l 

Taking into account the following equations describing joint reactions and resultant 
reaction forces 

n n 

& = $ > « £ ! . i¥* = 5>i7c)iY*, (2.58) 
k=i k=i 

n n 

M « = X > H M ; , M; = Y,^c)Mk, (2.59) 
k=i k=i 

let us write the expression for M g 

MI = - £>«*< - E 4"°W#) ><m = J2 r« x m- (2.60) 
k=i l=i+l k=i 

Substitution of N* from equation of the center of mass motion Eq. (2.55) into 
Eq. (2.56) allows one to write system motion equations in terms of acceleration of 
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the center of mass v^ and angular accelerations y , of bodies. Upon this substitution 
Eq. (2.56) will take the following form: 

» 71 

E rnktkl x vck + Jd ■ y,. + y,- x J d • w, = M ^ + M* + ^ r w x V£. (2.61) 

Vectors rki, introduced when denning moments with respect to the center of mass 
of the body number i, are in fact either vectors connecting joint number i with the 
joints connecting the body with the succeeding one in AM structure, or zero vectors. 
Radius-vector of the center of mass of the body number i can be written differently: 

Be, = ro + E ^J(PCJ - E /"'r 'sf}) = 
i~i 1=1 

= ro + t ( w w - E pffWP) = (2.62) 
t > - l 

= ro + E r.j = ro + pd + E r«-
Comparing Eq. (2.62) with Eq. (2.18) it is not difficult to understand that 

Eq. (2.62) is a generalisation of Eq. (2.18). It is important for future discussions 
to note that first index of vector r t J corresponds to number of the joint at which it 
points whereas the second one corresponds to the number of basis in which it is de­
scribed. Using theorems of point velocity and acceleration summation for compound 
motion and taking into account the note which we have made about vector indexation 
formulas for body center of mass velocity, acceleration vectors can be rewritten in 
the following neat and clear form: 

i 

Vex = r 0 + E ^ « +Wj x r y ) , (2.63) 

i 

Ud = r 0 + E ^ " + 2 % x T%3 +LJJ x rn + Wj x {LO3 x m)). (2.64) 

In these equations we have used quite common way of designation of time derivative 
with respect to not fixed basis: e ^ . Substituting Eq. (2.64) into Eq. (2.61) we obtain 
a generalisation of the second equation in system Eq. (2.30) 

71 

Qi x r0 + Y,(=lj' ^j+ (-* x ='3 ~ -1 -^' -jS>+ 

7i k n 

+ E E m * £ * x £« +2 ^x U = Mt + Maa+Y, -r* x K , (2-65) 
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where 

fi = f>*r„, (2.66) 
k=i 

Aij = JdSij + ^2 mk{E Lkj ■ Iki - rki iki), (2.67) 
k=\ 
k>j 

Bij - ^2 mkrki x rki. (2.68) 
k=l 
k>j 

If we take into account Eq. (2.64) and Eq. (2.68), then Eq. (2.55) can be rewritten 
as follows 

■ i « 
mi'r0 + mi ] P u3 x ry + m,- J ^ ( W J Wj - § ">)) • ry + m, > J r y + 2 =>j x r y ) = 

j = l 3=1 J = l 

= iY* + if?- (2-69) 

Summing over index i we obtain a generalisation of the first equation in Eq. 
(2.30) which corresponds to the theorem of system (AM) center of mass motion in 
an inertial basis 

71 n n 

M c r „ + E y i x £ ■ = ^ ( ^ l - t t w J - e r E t ^ + 2 y j X t3)+N0+Ya (2.70) 
j= i j= i i= i 

The last equation establishes links between kinematic characteristics and external 
forces (active ones as well as constraint reaction force in point Bo)-

Analogous result can be obtained for Eq. (2.65) after summation over index i. 

n TI n 

E Gi x 't0 + Y, E ^ J ' • &j + {m x A» - w Ba) ■ m)+ 
i = i i = i j = i 

71 71 k 71 71 71 

+ E E E m ^ - x ( = < • + 2 « i x in) = M « + E « . + E E - ^ X K - (2-71) 
i = l k=i j—1 t = l i = l fc=i 

Equations (2.55) and Eq. (2.61) or Eq. (2.69) and Eq. (2.65) are based on the 
method of obtaining of closed system of equations describing motion of basic AM 
with tree-like structure. 

In order for the system of motion equations to be closed it is necessary to describe 
concrete type of AM bodies junctions, defining fy or N* and M*. 

It is clear that it is more convenient to determine internal forces N* and moments 
M* via determination of forces in junctions. In order to do so we can use Eq. (2.58) 
and Eq. (2.59) and substitute N\ and M? into, for example, Eq. (2.69) or Eq. (2.65). 
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However, substitution of Eq. (2.69) and Eq. (2.65) into expressions for JV, and M{ 

proves to be more effective: 

n n k 

5 3 Vkim,r0 + ^ 5 3 Vkim^Uj x rkj + {ujj y , - ELJ]) ■ rkj + ( ? « +2 Wj x r y ) ) = 

n 

= iYi + ^ ^ , r , , (2.72) 
fc=t 

n n n 

53 **«£* x r0 + 53 53 MW(̂ *J • y7 + («i x Ak, - m Bkj) ■ &)+ 
k=% k=i j=l 

n n k n n n 

+ 53 5 3 5 3 m*^«E«x (°4- +2 Ki x r(J) = Mi + J2 ^M*CX + 53 53 ^ « » x £*> 
(=,■ *=( j= i i=j ;=,- k=i 

(2.73) 
The system of equations obtained from Eq. (2.69) and Eq. (2.65) via transfor­

mations is a system of equations including theorems of conservation of moment and 
moment of momentum with respect to center of mass of AM subsystem, containing 
AM bodies located further in kinematic chain than joint i. 

For absolute angular velocities wj and their derivations, relations linking them 
with relative angular velocities (accelerations) calculated with respect to previous 
body in the kinematic chain can be stated as follows: 

i i 

w*=53w» s*' ^ = E ^ r c ) ^ > (2-74) 

i i i 

y< = 53/-ti"jt^*; = 53/i'*:(^fc + -* x -*) ' &*= 53^» -*• {2.75) 
k=l k=l Jfe=l 

The problem of system of solid bodies dynamics modelling has been studied in 
its various aspects by many researchers. These investigations were caused by the 
necessity for solving different and special problems of robotics, engineering, space 
technology and modelling of human motion in space and in different environment 
conditions as well as in connection with general problem consideration in the frame­
work of development of universal programs for CAD. Even the simplest model of 
human SMA remains a ramified kinematic chain only in the freefall phase and until 
there is no kinematic loops formed (as it can be, for example, when a sportsman 
holds with his hands to his shanks in somersault motion). 

Interaction with the environment and at tempts to model SMA by a more complex 
model make it necessary to consider closed kinematic chains. Special considerations 
require those constraints which are not satisfied due to current values of some gener­
alized coordinates. The next section is devoted to these questions. 
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2.6 Addit ional Restr ic t ions on the Base Mode l 

In the terms of analytical dynamics restrictions on displacements, velocities and ac­
celerations of the system points are called constraints. These constraints are classified 
according to the form of analytical description of restrictions. We shall be using this 
classification further on. In case the reader is not familiar with the terminology 
used, we recommend to read (or reread) one of the text books on classical mechanics 
fundamentals [55]. 

Let us assume that restrictions on the system of bodies of the base model, de­
scribed by a structural graph of the "tree-like" type, can be nonstationary restraining, 
holonomic and non-holonomic constraints of the first and second order. This means 
that in the most general case of those considered, the bind equation (called further 
on constraint equation) has the following form: 

* ; ( { * } . { « } , { * } . * ; {«.}) = 0. (2.76) 

Here {qi}, {<?;}, {%} are vector-columns of generalized coordinates, velocities and 
accelerations and {us} is vector-column of functions which form is denned when the 
constraint is described in detail. 

It should be noted that the system with non-restraining constraints can be con­
sidered as a system with changing in time structure of restraining constraints . There­
fore, in the framework of our approach to modelling of dynamics of system of bodies, 
Eq. (2.76) describes all possible situations. 

The problem of taking into account the constraints that bind the bodies of the 
base model has two aspects. The first one consists in formulating of possible con­
straints in quite a general form. It is obvious, that Eq. (2.76) has a form that is 
too general and cannot be used for description of kinematic or force restrictions on 
the system of bodies. Therefore it is important to carry out classification of possible 
restrictions and write them in a convenient for perception and analysis form. 

The second aspect of the problem is connected with creation of an effective proce­
dure which would take into account constraint equations of the form Eq. (2.76) when 
solving problems of analysis and synthesis of AM motions. Traditional separation of 
dynamics of system of bodies problems into the direct one (analysis) and the inverse 
one (synthesis) only in a few cases leads to the pure problems of differentiation of 
generalized coordinates or integration of system of differential equations. During ex­
periment observable coordinates of certain points, their velocities, accelerations and 
angles of rotation of body parts, usually do not correspond with the chosen system of 
generalized coordinates of the base universal model. The relation between the gen­
eralized coordinates and the observable ones often is described by implicit nonlinear 
equations. In order to change from one system of coordinates to the other, one should 
integrate a system of differential-algebraic equations (DAE). Methods of integration 
of such systems is at present an actively investigated field of numerical analysis [34]. 

In chapter 3 we overview the up-to-date state of the problem and present our own 
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approach to its solution. In the following section we shall give a brief description of 
typical constraints using introduced definitions. 

2.6.1 Linear Constraints 

Equations which introduce linear link between generalized coordinates, velocities and 
accelerations do not always have clear physical meaning, but due to their simplicity 
they prove useful in universal anthropomorphic model. One of the most general 
descriptions of such equations is 

71 

£ ( L0, qi + Lu qt + L2i q\) - fu(t) = 0. (2.77) 

Here Loi, Lu, L2i are rectangular matrices with fixed parameters elements. 

2.6.2 Preset Distance between Certain Points of Two Bodies 

This type of constraint determines character of preset behaviour of distance between 
certain points of two AM elements. In order to widen parametric scope of this 
constraint the corresponding equation is written as a linear combination of derivatives 
(with respect to time variable) of distance |r; — T>| 

Los $J + LIJ * i + L* ®i = °- (2-78) 

where 
* i = \ti - r»l - /*(*) = 0, (2-79) 

4 (»-»)• ( n - n ) . ^ a 0 i (2.80) 
It-, - tk\ 

I _ (JU - 2k) ■ ( S - rk) (VJ - gfc) ■ (VJ - vk) 
3 |r»-r*| |r«-a| 

- (a-^)-(r.--r*)(a-gfc)-(r.--rO _ -f{t) = Q (2 gl) 
\£* - r*| 

The preset behaviour pat tern of distance between a marker and some point is 
described by such constraint. If measurement accuracy is high enough, distance 
derivatives behaviour can be also included in the equations. Equations (2.79)-(2.81) 
can also be used for muscles modelling. 

2.6.3 Preset Behaviour of Certain Point Radius Vector Projection onto Fixed 
Direction in Selected Basis 

As in previous section, we will use Eq. (2.78) with an eye to universalise constraint 
description, but the role of $ j will play radius-vector projection onto fixed direction 
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If' in certain selected basise (c , ). Identities for $ j and its derivatives will be of the 
following form: 

• i = (r« - n ) ■ l<o) - f3j(t) = o, (2.82) 

#i = (a - s* - a- x (r, - rO) • lja) - /„■(*) = o, (2.83) 
# j = (wi - wk - ea x (r,- - rA) - uja x (e; - s * ) -

- a. x (a - s* - y„ x (r, - n))) ■ #° - /«(*) = o. (2.84) 
Such type of constraints allow to preset dynamics of marker position or velocity 

detector (accelerometer) reading with respect to selected basis. 

2.6.4 Preset Behaviour of Two Bodies Relative Angular Velocity Projection onto 
Fixed Direction in Selected Basis 

Constraints of such type allow to predetermine direction of relative rotation of two 
bodies of the system. Such constraints allow to describe the following motions: body 
rotation with preset pattern of behaviour of angular velocity or angular acceleration 
with respect to selected basis. 

« i = (m ~ H,0 • if ~ /<,"(*) = 0, (2.85) 

« i = (w* - ki - y» x (m - u>j)) ■ 4Q ) - fat) = 0. (2.86) 

2.6.5 Preset Surface Shapes of Two Adjoined Bodies 

Constraints of that type can be used as an additional possibility to describe two 
AM elements junction (e.g. joint contact surface shape) or external restrictions (e.g. 
shape of the surface, along which one of the system bodies can move) 

f j = (Eck + Pk3{uk,vk) - (RCI + ptJ{ui,Vi))) - f53(t) = 0, (2.87) 

t i = {Eck + Pk3{uk,vk) - (Ed + PiAvuVi))) - hj{t) = 0, (2.88) 

S i = (Eck + Pk3(uk,vk) - (Re, + Pij(ui,v,))) - f5j(t) = 0. (2.89) 

Here we assume as in differential geometry that 

Pkj = Pkj(uk,vk) (2.90) 

is a two-paramerical vector of contact surface. The next two equalities define its first 
and second derivatives: 

d pkj d pkj 
Pkj(uk,vk) = ujk x pk] + -£—Uk + -£— vk , (2.91) 

Ouk Ouk 

d pk] d pkj 
hj(uk,vk) = uk x pkj + uk x (wk x pkj) + 2ujk x (-^—iik + -^—ik)+ 

ouk ouk 
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,dpkj ,dm,. , &pkj .2 , n &m . . , d2
 Pkj _ 

C«i oufc du£ oukdvk dvl 
The equalities Eq. (2.87), Eq. (2.88), and Eq. (2.89) determine relative position, 

velocity, and acceleration vectors for surface points. In case /«,•(*) = 0 these are 
relations for contact point kinematics determination. Additional conditions are as 
follows: 

tangent contact 

relative slip absence in point of contact, if necessary, 

wBJ- = -j.—uk + -f—vk - {-^—Ui + ~Vi) ■ -^— = 0, 2.94 
V ouk dvk dui dvi J dui 

lT, (dPkj. , 9 PH. .dpij, dpn \ dPii 

V ouk dvk dui dvi ) dvi 

relative rotation bodies around normal in absence of contact point, if necessary, 

9am = (^ x %&) ■ (m - ui) = 0. (2.96) 
V duk dvk J 

2.6.6 Preset "Force'' Constraint 

A researcher can sometimes preset a priori behaviour pattern of constraints reactions 
or reading of force detectors. Being included in the set of constraints, these equations 
impose additional constraints on motions of the system of bodies. Linear combination 
of the model dynamic equations will allow us to obtain an identity for a force in 
certain point or a moment applied to certain body. Behaviour pattern of this linear 
combination is then the "force" constraint equation. Analytically such constraint can 
be writ ten as follows: 

KT{Aq + B-F)- Q{t) = 0. (2.97) 

It should be noted that requirement that such restriction be satisfied can, for example, 
be equivalent to satisfaction of the law of momentum increment, law of moment of 
momentum with respect to certain point increment, law of total energy of system or 
subsystem variation. 

2.6.7 Generalised Form of Constraint Equations 

Of course, these standard constraints do not describe all possible elements links and 
restrictions on their motion which can be encountered by a researcher. In this case it is 
possible to provide for individual description of these specific constraints by modelling 
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software user. We do not exclude from consideration such situations. Constraint 
equations of the first type will satisfy most peculiar requirements. Certainly, the user 
in this case bears responsibility for the quality of introduced constraint. 

On the other hand, combining of constraints determined as standards allows us 
to formulate and to solve variety of problems of mechanical and biomechanical sys­
tems modelling. Employment of standard constraints for systems varying with time 
elements linkage structure extends considerably the sphere of modelled phenomena. 

All these types of constraints can be written in the form of Eq. (2.76). However 
it is more convenient for further computer realisation to distinguish constraints as 
follows: equations which do not contain derivatives with respect to time variable 

*;({*}, *;K}) = o, (2.98) 

which contain first order derivatives with respect to time 

• i ( { * } . {«},<; { « * } ) = 0, (2.99) 

which contain second order derivatives with respect to time 

nj({»M»M«i},*;{«.}) = °. (2-100) 

2.7 A M Equat ions in General ized Coordinates 

We can write system of Eq. (2.72), Eq. (2.73) in view of relation between vectors of 
absolute and relative angular accelerations (Eq. (2.75)). We shall consider this system 

as a system of 6 x n vector linear equations with respect to vectors r 0 , ft^, (j = l , n ) , 
p ., (j = l , n ) , a £ , (k < n). Each of vectors p . can be submitted as linear function 
of not more than three generalized accelarations ti;a, ( a = l ,n ; , ra; < 3). The vectors 
°s £ can be written as functions of generalized accelerations u^p, (/? = 1, n^, n^ < 3) 
and <piky, (7 = l,riik, ny, < 3) — second derivatives of parameters determining 
angular orientation of the body with number i with respect to the element with 
number k. For each of the connections of two adjacent bodies, the total number of 
generalized coordinates does not surpass six, i. e. n, + n^ + ^it < 6. Let us project 
system of Eq. (2.72) and Eq. (2.73) in tangential space of generalized accelerations 
[78] w = ({v,ia}, {ukp}, {'Pik-i}), and we shall receive system of equations of motion of 
base anthropomorphic model of the following form 

A(y,t)w + B{y,v,t)-F(y,v,t) = 0, 

which structure we shall discuss in more detail in Sec. 3.3. 
At this point we finish description of generalized base model and its simpler 

modifications. In the following chapter we shall discuss additional aspects, arising in 
connection with construction of imitational dynamic anthropomorphic model. 
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3.1 E x p e r i m e n t a l D a t a Process ing 

Formalization of mathematical model in motion equations of the form Eq. (2.38) 
and Eq. (2.50) with constraints makes possible solution of direct and inverse prob­
lems of kinematics and dynamics if the researcher processes reliable information on 
model parameters, as well as forces and moments controlling the motion. Such in­
formation is, as a rule, available in robotics but in human SMA motion analysis AM 
geometrical and mass-inertia characteristics (GMIC) and controlling moments can be 
only estimated as statistical averages [102] obtained through regression analysis of 
data received from many people tested. Experimental data processing incorporates 
videoregistrated motion analysis, strain gauge and accelerometer monitoring plus ad­
ditional GMIC measurements. Let us consider in more detail data processing and 
analysis. 

3.1.1 Filmed or Video-taped Motion Processing 

Frames of filmed or video-taped motion shot at high speed are processed by means of 
automatic comparator (or scanned information is fed directly into computer). Anal­
ysis in the plane of motion gives 2(n + 3) numbers for each frame — Cartesian 
coordinates of AM joints in comporator basis (i,j). Frame axes (e i , e2) and com­
parator axes may not coincide and their mutual position may change from frame to 
frame which should be taken into account in determination of generalized coordinates 
ipi. Horizontal (G = 1) and vertical (G = 2) straight line sections of fixed length are 
used to determine scale and orientation in the frame. Main designations employed 
hereafter are given in Fig. 3.1. 

Let us introduce the following designations: xkokyk,XkOkYk — frame and com­
parator coordinate systems correspondingly; Rf, RH — radius vectors setting hori­
zontal and vertical directions correspondingly; Ri, i = l,n — radius-vectors of joints 
defined in comparator basis. Directly from Fig. 3.1 there follows 

x = r-ei, y=r-e2, h - | r j | ; 
ifii = arccos(— e^ ■ e2)sign((r,' x e2) • k), i = l,n, 

where 
k=e1xe2, arccos(o) € [O,TT], sign(or) = I _ 1 ' Q ~ Q ' 
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Fig. 3.1. Filmed or video-taped motion processing. 
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In order to determine x, y, /,, y>; values we shall rewrite some vectors in comparator 
basis (i, j). For the frame unit vectors we can write 

§G = {EH-E?)/\E«-E?\, e(3_G) = §G ■ eo, G = U , (3.2) 

where 0 G — is rotation tensor and 

©i = ©2 = ©J1 = -i i + ji+k k, 

with matrix 

/ 0 - 1 0 \ 
0 i = 1 0 0 

\ o o l / 
Taking into account expressions for rotation tensor we can rewrite relationships 

Eq. (3.2) in the following form 

§G = eG1i + eG2J, e(3_G) = ( - l ) G ( e G 2 ? - e G 1 j ) , (3.3) 

where 

eGi = (RH{ + Rri)/Lrv, e(3_G)(3_,) = (-l)G+1eG,-, 

Here index i corresponds to projection onto axis 0kXk (i=l) or 0kYh (i=2); 
LJ — horizontal or vertical straight line unit section length in comparator unit 
measure. Relationships allowing to determine r, in comparator basis are obtained 
from equation 

j 
/ J Viiti = Ej - Eo, j = 1, M, 
i=l 

from which it follows that 

B * £ / • » ( & - & ) - £ / • » & , * = V?i (3.4) 
Pi = fii — 2?o, r = Eo — RH. 

Substitution of expressions Eq. (3.3) and Eq. (3.4) into Eq. (3.1) allows to obtain 
final result for each frame. For initial data check we can propose calculation of average 
length of each AM element during frames processing according to equations 
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where k, k* — frame number and total number of frames correspondingly. It is 
not always possible to mark out the shooting zone during motion videoregistration, 
however surrounding objects can substitute marking lines. In such a case the following 
relationships serve to determine Re and RH: 

Br = R"- eH\Rr - £] =R"- E y E l , ■ ^\B4 - & | , EB = R". 

Here i ^ , R2 — radius vectors of two arbitrary points within frame positioned on 
one vertical line (and analogously for horizontal marking line); R3, R4 — radius 
vectors of so called standard AM element joints (standard AM element is the element 
which length can be most accurately measured and which motion is most strictly 
planar), Lct — standard element length (in meters), DL — distance between H and 
T points (in meters). 

In automatic processing of shot AM motion one can determine not only general­
ized coordinates of certain basic AM model (BM) but also assess relative (interele-
ment) velocities and, if they prove to be too small, recommend reduction of AM 
freedom degrees number. That will require GMIC reassessment for AM elements. A 
measure of relative displacement can be introduced as follows 

£[^(tJ)-V>,(iJ)]2 + (fi,T)2 

*? = — fc-T2 ■ <3-5) 

where ipi(t) — linear regression estimate of relative (interelement) displacement i 
with constant coefficients ft^, tj}°; r — observation time. If $ , — is relatively small 
we assume ft, = 0 which corresponds to imposition of confining constraint V>. = ipf-

3.1.2 GMIC and Reduction of AM Degrees of Freedom 

In the basis of algorithms described below lie results of statistical information pro­
cessing and elementary mechanics formulas. Let us assume that constraints can be 
imposed only on adjoining AM elements which have become adjoining due to imposed 
constraints. Complex AM locomotions characterized by constraints imposition/lifting 
during motion performance (walking, gymnast exercise on the horizontal bar or bars 
etc.) can be described by uniform dynamics equations due to redetermination of 
structure matrix and GMIC in case of support point transference. This consider­
ably facilitates such locomotions computer modelling. BM geometry is defined by: 
vectors r; linking joints; pci — center of mass radius vectors in basis e ' ! ' , rQ — sup­
port point radius vector. Hereafter we will also be employing the following variables: 
li, n%i, /» ,%,- , an which were introduced above. 
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BM GMIC assessment is carried out for instance by means of least squares anal­
ysis of experimental data received from considerable number of tests. Comparative 
analysis of various and quite numerous human GMIC determination methods is found 
in [102]. For example, this work gives description of the most accurate method — ra-
dioisotopy. According to research done by authors this method error averages about 
3-5%. Numerous measurements carried out on persons of different build allowed us to 
compile charts of multiple regression equations coefficients which in turn make possi­
ble to assess 16-element AM GMIC by given integral characteristics (height, weight, 
etc.). According to [102] GMIC are calculated as follows 

i 

*$=£***;, (3-6) 
, = 0 

where JP0 = 1, Fq, q = 1,1 — integral characteristics of the person tested (1-height, 2-
weight, 3, 4 . . . — other anthropomorphic data) ); k = 1,2 — corresponds to different 
sexes; i = l,n — AM element number, j = 1, / < 7 — element characteristic number; 
B*tJ — coefficients which values are given in Ref. [102]. 

Let us assume that there are S holonomic stationary constraints imposed on BM 
which confine mutual position of adjoining AM elements as follows 

<Pi - ipj - 4>ij = 0 , (3.7) 

where V\j — constants. Let us also assume that support point is located at the end of 
AM element k (k = 0, n) , (here k = 0 corresponds to standard support location, for 
instance, at the beginning of the first element). Constraints imposition and support 
point transference can occur simultaneously or in some arbitrary succession. Sys­
tem degrees of freedom number (without those due to possible support mobility) is 
q = (n — S). Constraints of the Eq. (3.7) type can be viewed as resulting in new AM 
which consists of reduced number of solid bodies, each of which has no more than 
two joints. Thus we can still use structure matrix for mechanism's elements and their 
arrangement description and remain in the framework of AM model which has been 
considered above. 

Let us designate GMIC values corresponding to this new AM model — result of 
Eq. (3.7) type constraints imposition on BM — with the following sign: ('). Algorithm 
of formation of new structure matrix //' and attendant chart of AM elements groups 
comprising new AM elements is obvious. Let us give an auxiliary formula for further 
GMIC calculation. Element i radius vector in structure fi is determined as follows 

t - i 

RVi = r + ^TfJ,ikrk+pri, i = l,n, (3.8) 
j t=i 

where p = {0 — the beginning | 1 — the end } of element i. 
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Element j center of mass radius vector in (i'.Rej = 2?° + Pcj, where R° = BPj 
when p = 0. Then element j center of mass radius vector in structure fj, with respect 
to the beginning of element i: 

i-i i-l 
Bcji = Bcj -B° = B° + Pcj -B° = £ ( « * - m)tk + Yl H*a> + N- (3-9) 

k-\ k=i 
With an eye to simplify working out of the algorithm and further calculation 

based on information on every group of elements comprising a new element (a solid 
body) we will form one-dimensional information array (Table 3.1). 

Table 3.1. Information array. 

1 2 3 4 S i + 2 
5, 52 53 54 Ssi+2 

In Table 3.1 we resort to the following designations: 

Si — total number of AM elements comprising a group; 

S2 — number of AM element one of which joints is at the same time a second joint 
of the new element (for new element length assessment); 

^3 — number of AM element which is the first in the group; 

Sk+3, k = l,Si + 2 — numbers of elements comprising the group. 

As soon as this group information vector is formed, weight, height and center of 
mass coordinates of the new AM element are determined. Its weight 

Si 

m; = ^ m S k + 2 . (3.10) 

If S2 = 0, the element's length can be adopted to be of arbitrary value because 
the element in this case is located at the end of kinematic chain and does not influence 
other elements displacement and as for motion equation of the end element it does 
not include elements length. If S2 / 0, then 

I? = IrSP, rf = R% - R°S3 = f ] ^hrk (3.11) 
k=S3 

in case if S2 = k (number of the element at which end there is the support point) we 
can write 

s2-i 
t'i = Yl VSijZj + rk. 

3 = S3 
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Center of mass radius vector 

Si S 3 - l S t + 2 - l 

= T,MSk+2 £ ) (/*S*+2i - MSsj')ri + £ Ps^r,+ p c S i + 2 • 

Its projections in basis e'1 ' 

Moment of inertia with respect to rotation axis 53 is determined as follows 

J[ = Z) [^s t+2 |i?cst+2s312 + Jcsk+2], ,3 13^ 

Vector Rcsk+2S3 is determined from formula Eq. (3.9). 
Quantities in relationships Eq. (3.10)-Eq. (3.13) are calculated for given (with 

accuracy of number of new degrees of freedom) AM configuration which depends 
on values of rpij from Eq. (3.7). These quantities are invariable with respect to 
new generalized coordinates. System of solid bodies GMIC assessment at discrete 
moments of t ime (for each frame of filmed motion) allows to plot how GMIC depend 
on time. Specifically, for each group of solid bodies position of its center of mass 
and moment of inertia change with time. Quantities J'(t) and p'c(t) can be used 
for approximate description of a group of AM elements motion. Linear regression 
est imate of Eq. (3.5) type makes possible to substitute a group of AM elements 
with one solid body with averaged across the sample characteristics if structure //' 
parameters are relatively stable. 

When support point is translated to the end of element k new structure matrix \ik 

is formed from fj,' according to the following algorithm. First, line k is considered and 
components fi'ki are analyzed for j = k, (—1), 1. If fi'kl = 1, then element j is given a 
new number in order of increase (starting from k = l ) and quantities ah, aL , J1-, y?* 
are recalculated according to obvious formulas as e'-7' basis position has changed. 
Structure matr ix components pfy are put equal to 1 for i = l , n i , j = l , i , where ni 
— number of non-zero components in line k of ft1. The rest of /J* components are 
put to be non-zero if fty and fi'k- values do not coincide for i, j = l,q (q — number 
of freedom degrees). 

In conclusion, let us note that the proposed approach, in contradistinction from 
traditional one employing Lagrange multipliers technique in order to describe con­
straints influence, allows to work out relatively simple solution algorithm. 
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3.1.3 Trajectories Smoothing 

Experimental data processing and motion synthesis problems are related to determi­
nation of model structure (number of freedom degrees, incidence matrix) and AM 
elements and interelement junctions characteristics parametrization. The most gen­
eral approach seems to rely on computer determination of ranges within which these 
parameters lie or possibly even their concrete values. At the same time we should note 
that most contemporary experimental units allow to monitor only displacements and 
obtain some additional fragmentary data from strain gauges and accelerometers. On 
the whole, question whether concrete AM model adequately reflects real human SMA 
motion remains open. Hereafter we suggest to consider some quantity depending on 
discrepancy of experimental data received from strain gauges (or accelerometers) and 
corresponding modelled data on AM behaviour as model adequacy criterion. 

Processing of experimental data often includes function derivatives calculation 
when the only information available is function value. In general case there are 
no exhausting recommendations as to how smoothly approximate a function which 
behaviour is given in table from. However, taking into account uniform character 
of measurements characteristics for filmed motion, let us employ cubic smoothing 
splines [89]. An essential feature of procedure proposed below is that spline coeffi­
cients depend on smoothing parameter p. Value of p lies within [0, oo) range which 
corresponds to a set of curves of class C2 — from interpolation curve to a straight 
line plotted according to the least squares method (LSM). 

Let us assume that y, — given values of function y(t) in v uniformly located at 
interval h nodes: £,- = t\ + (i — \)h,i = l,v. We will approximate y(t) behaviour 
at each of (i/ — 1) intervals with a cubic polynomial which coefficients depend on 
parameter p. 

fi(t) = a{ + bt(t - U) + a{t - u)2 + di{t - u)3, 
(3-14) 

t = i,tf-l, te[u,ti+1]. 
Let /,- belong to the class C2, i.e. for each internal node there hold true relation­

ships 
£[{U) = /? \U), fe = 0, 1, 2; i = V73T (3.15) 

and measurement error at each observation point is one and the same and equal to 
6 (equal accuracy). Then f(t) discrepancy and continuity of its derivatives criterion 
can be introduced as follows 

if 

I = p[lf{2Wdt + J2Wi) - v(U)}2/62 (3.16) 

Obviously, for interpolation spline (p = 0) and for least squares straight line 
(p —» 00) correspondingly second and first terms take their minimal value — zero. 
Intermediate values of parameter p allow to plot a smoothing spline which would 
combine derivatives continuity and closeness to experimental data t/̂ . 
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Let the following relationships be true 

MU) = fi{ti) = «i, U-i(tv) = /„(*„) = *», /f(*i) = &(**) = 0- (3.17) 
Then, taking into account formula Eq. (3.14), expression for functional / can be 

rewritten as follows 

i=p[tf\{t„)ti\{tv) - /i2)(<i)/ii)(t1)]+ 

+ £{P«.[/<3)('.) - fll\(t,)] + (a, - y,)2l82}- (3.18) 

Put t ing functional derivatives with respect to <Z{ equal to zero for i = 1, v we get 

PAJPKti) - f&(U)] = 2fo - «,), i = T^- (3-19) 
Finally we obtain a closed system of linear algebraic equations. To (4v — 2) 

unknown quantities aiy c,, i = 1, u, &,-, <f,-, j = 1, v — 1, (4^ — 6) Eq. (3.15), Eq. (3.19) 
and the additional four following equations correspond 

fv-\{tu) = a„, ff'(ti) = ci = constj, 

/ i2 )(*") —c^ — const2, fj?\(.ti>) = c<-

Omitt ing intermediate transformations we will write this system of equations in 
matr ix form. First, let us introduce v x (v — 2) matrix Q and (y — 2) x (y — 2) matrix 
T as follows 

/ 1 - 2 1 0 . . . 0 0 0 \ 
0 1 - 2 1 . . . 0 0 0 

Q T = 0 0 1 - 2 . . . 0 0 0 , 

^ 0 0 0 0 . . . 1 - 2 1 / 

/ 4 1 0 . . . 0 0 \ 
1 4 1 . . . 0 0 

T= 0 1 4 . . . 0 0 

^ 0 0 0 . . . 1 4 / 

and ( i / x l ) columns C** = ( - c ^ c ^ O , . . . ,cu, - c „ ) T , a = ( o i , . . . , au)T, y = (yi,...,yv)T, 
and ( i / - 2 ) x 1 columns C* = ( c i , 0 , . . . , 0 , c„ ) T , C = ( c 2 , . . . ,c„_i) . Then 

3Q T a = ft»(rC + C*), , „ „ m 

J a p ( 0 C + C " ) = % - a ) . l ^ Z U j 

From Eq. (3.20) we can obtain a system of linear algebraic equations for deter­
mination of column C 

(3PS2QTQ + h3T)C = 3hQTy - 3PS2QTC" - h3C\ (3.21) 
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It is obvious that matrix (3p62QTQ + h3T) is symmetric, positive definite and 
five diagonal which simplifies finding solution C. Let us note that if p = 0 matrix be­
comes there-diagonal which corresponds to the well-known cubic spline-interpolation 
problem [89]. From Eq. (3.20) we obtain the following expression for coefficients a 

a = y-P62(QC + C")/h, (3.22) 

and the rest of coefficients are found from continuity conditions 

6; = (a.i+i — a.i)/h — Cih — djh2, ,„ „o\ 
di = (c+i - C()/(3fc), i = l , v - \ . { ■ ' 

If p —* oo, cubic spline asymptotically transforms into a straight line plotted 
according to the least squares analysis. It is clear that in this case we should put 
ci = c„ = 0, and then Eq. (3.22) can be rewritten as follows 

a = [E - Q(QTQ)-1QT]y, (3.24) 

where E — identity matrix; coefficients 6; are found from Eq. (3.23). Spline interpo­
lation properties are characterized by quantity S. 

S = (a - y)T(a - y)/62 = p262(QC + C**)T{QC + C")/h. (3.25) 

The C\ and c„ values estimation (if they are not preset) is essential in spline coef­
ficients determination. Estimation can be done either by differentiation of formulas 
which directly interpolate experimental data yi or by setting initial values of c\ and 
c„ (e.g. equalizing them to zero) and preliminary smoothing of experimental data. 
However, thoroughness of boundary conditions evaluation is only necessary for small 
data samples {v < 10). Otherwise c\ and cv can be adopted to be equal to zero as 
their values significantly influence interpolation polynomial behaviour only as far as 
several nodes from the boundary (this fact has been proved by multiple test calcu­
lations). Most valuable in the spline coefficients determination procedure described 
above is that functional dependence is brought down to a single-parameter one which 
is highly important for a system with many freedom degrees. On the other hand, 
such approach may lead to excessive smoothing, i.e. disappearance of relatively large 
but actually present velocities and accelerations values. Bearing this in mind there 
can be suggested stipulation of parameter p value range or its calculation based on 
additional considerations and physical conditions described by experimenter. As for 
parameter optimal value, it should be determined from AM behaviour and human 
SMA real motion closeness criterion. 

3.2 Choice of the Opt imal M o d e l Parameters 

In practice, as a basis for optimal choice of parameters of mathematical models mostly 
serve different methods of minimization of functions of several variables. Most effec­
tive of them with respect to the convergence speed usually incorporate calculation of 
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the functional derivatives. These methods become less effective if the derivatives are 
to be computed numerically. In addition, due to the complexity of AM models, even 
for the simplest form of the functional its convexity cannot be established. The same 
reason leads to considerable errors in gradients calculation. Therefore let us consider 
two well-known methods which do not require derivatives calculation. 

So called regular methods which allow to carry out directional search do not 
work well when it is necessary to find the global extremum of a function of many 
variables. So, it is suggested to use a method of pseudo-stochastic search based on 
generation of LP-r sequences in the space characterized by the dimension of the field 
of arguments [88]. According to authors research this method gives best results in 
comparison with other methods generating sequences of uniform distribution and is 
effective in finding the global extremum or a starting point for regular methods. The 
simplicity of its realisation together with possibility of generating sequences meeting 
given constraints allow to use this method to get out of deadlock situations which 
may occur when using methods of directional search. 

Let us write out formulas for LP-r sequences generation using "numerators ta­
bles" r]c) [88]. First, we find the value of m = 1 + [ln(i)/ln(2)], where i — is the 
number of the sequence. Then we generate vector number i, which has n components 
and is in fact the current point of Kn space, 

?« = E 2 _ A : + 1 UEt2^2"'}]!2^'0 2* - 1 - '}]} - i = ^ - (3-26) 

In Eq. (3.26) symbols [z], {z} stand for integer and fractional part of z correspond­
ingly. Note, that when programming in FORTRAN, for effective use of Eq. (3.26) 
one should rather use one-dimensional array instead of a two-dimensional one and 
appropriate successive extracting of the array items coupled by explicit calculation 
of the 2-D address and addition in place of raising to a power (which is possible since 
we use addition instead of multiplying by 2). 

Use of pseudostochastic search methods is justified in case of absence of a priori 
information about possible behaviour of the function or some estimation calculations. 
The advantages of this method, which make it undependable on the topology of the 
problem under consideration (due to the independence of neighbouring stochastic vec­
tors) lead at the same t ime to some overestimation of the function being minimized. 
Moreover, with increase of the sequence number i, the total number of operations to 
calculate one pseudostochastic vector g„, j = l , n increases correspondingly to the 
change of the parameter m (this number becomes rather big when i = 1024). For 
continuation of sequence generation one should start from the number corresponding 
to the end of the previous sample, which leads to different computer time needed 
for realisation of neighbouring samples of the same length. It is worth mentioning 
that as a rule 1000 is in fact the limit "sensible" number of tests used in practice, 
especially for not very effective computers. 

In order to get more precise values of the extreme points we use a slightly altered 
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procedure from that given by Himmelblau in [42]. From the analytical geometry 
it is known that coordinates of vertexes of the regular simplex are defined by the 
matrix D. This matrix columns-vertexes are numbered from 1 to (n + 1) and its 
lines-coordinates can be presented as follows 

/ 0 di d2 ... d2\ 
0 d2 dt ... d2 d1 = -£-r(y/n+T + n-l), 

D= , n Y 2
/ (3.27) 

d2 = - M v ^ T T - 1), 
nv 2 

\ 0 d2 d2 ... di j 
where t = \di — d2\\/2 — is the distance between any two arbitrary vertexes. The 
modification of the regular simplex, allowing for change of the distance between 
different vertexes and resulting in adaptation of the method to the topology of the 
problem under consideration, was called the method of the deformed polyhedron. 

Let x f = ( x f j , . . . , xfn), i — l , n + 1 — be the i-th vertex in the En space at the 
fc-th search stage (k = 0 , 1 , 2 , . . . ) . Let / ( x f ) — be the value of the aim function and 

/ («{ ) = max { / ( i f )} , / ( x f ) = min_{/(xf)} . 
i = l ,n + I .=1,11+1 

Since a polyhedron in the En space has (n + 1) vertexes x l r . . ,xn+1, let x n + 2 be 
the centroid of n of them (except for xh), then its coordinates are 

<^ = i (E4-J -< • J =I^ (3-28) 
then the procedure of finding the vertex in the polyhedron where / ( x ) is minimum 
consists of the following operations: 

1. Reflection or projection of the x k through the centroid. 

< + 3 = *n+2 + a « + 2 - S t ) , " > 0 . (3.29) 

2. Expansion. If / ( x £ + 3 ) < / ( i f ) , then the (x£+ 3 — x}[+2) vector is elon­
gated: 

^ + 4 = *n+2 + 7 ( 4 + 3 " «£+»)■ 7 > 1- (3-30) 

If / ( i J + 4 ) < / ( * * ) , then xf is substituted by xf+4 and the procedure is 
carried out anew from the first operation (with k := k + 1). Otherwise xf 
is substituted by xJ;+3 (followed by the same switch to the 1-st operation 
with k = k + 1). 

3. Compression. If / ( x f + 3 ) > / ( x f ) , for all i ^ h, then the (xf — xf + 2 ) 
vector is shortened 

^n+5 = ^n+2 + P\^h ~ ^n+2>' (3.31) 
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where 0 < j3 < 1. Then we substitute x^ by £^+5 and switch over to the 
1-st operation for continuation of the search at step number (k + 1). 

4. Reduction. If / ( x * + 3 ) > / ( * * ) , then all ( i f - if), i = l,ra + 1 vectors 
are reduced two times starting from the xf 

zf = xk
t + (*J - i f ) / 2 , i = l , n + l . (3.32) 

Then we turn back to the operation number 1. 

For termination criteria the following ones may serve 

/(x?) < s, /(*£) - /(£?) < e, 
E E ( ^ - < 2 , , ) 2 < s , (ls{-3f||<«>, (3'33) 

1=1 j=i 

where || . . . || is the Euclidean norm of a vector. 

Concrete values of reflection (a), expansion (7) and compression (/?) parameters 
are chosen empirically. 

Combining of the pseudostochastic and directional search methods in one pro­
cedure allows for principal possibility of determination of the global extremum with 
the necessary precision level. Some technical problems, which may arise in concrete 
problems, can be resolved by introducing an interactive dialogue with the user or 
supplying periodical information on the current state of the procedure work with an 
option of its termination or switching to further stage of the problem solving algo­
rithm. Anyhow, there always should be a possibility of presetting of the maximum 
iteration number. An option of switching from one termination criterion to another 
Eq. (3.33) also helps very essentially in "dead lock" situations which happen when 
dealing with an arbitrary function with many local extremums. Later we will consider 
such an example when the aim function is a "convolution" of several criteria in the 
form of a linear combination. 

Modelling of human SMA motion by differential Eq. (2.50) implies certain ide­
alisation of the real motion of the human body. As it has been mentioned before, 
the main supposition is that SMA parts can be presented as a system of solid bodies 
connected by joints. The AM is modelled as a system with localised parameters. In 
case of a planar model these are the position of the center of mass of the body an, 
a2,-, its "length" U; mass m,- and the central moment of inertia Jct. 

GMIC measurement errors are passed on the generalised coordinates c/?;, rpi, i = 
l , n causing serious distortion of the motion energy and forces behaviour picture. 
Let us recall the AM motion equations. Let tp = (tpi,...,ipn)T, <j> = (^1 , • ■ ■,<pn)7', 
Ai&gipip = {ip\, ■ ■. ,< /^) r , where diagi^yp = {%^f} , % — the Kronecker symbol and 
C = ( d , . . ^ C n ) T , D = (D1,...,Dn)T, B = {Bt]}, A = {A,,}, where Ct, A , Ay, 
Bij, ij - l , n are denned by Eq. (2.49). Then from Eq. (2.50) 

Aq = Mi&gipip + gD + Q, (3.34) 
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where 
/ Mc 0 C \ / D \ ( 0 \ 

i = 0 M° D , B = - C , P = \ -M , 
\ C D A / \ B ) \ - D ) 

Q=UX+ t F* Ny + t F1V, Ut,...,uA , 

9 = (x0,j/o,¥>)T 

A is the kinetic energy matrix and its components, as well as of B and D, depend 
only on the generalized coordinates if. From Eq. (3.34) we get 

Q = Aq- B d i a g w " 9D, (3.35) 

i.e. the solution of the direct dynamics problem on condition that all variables and 
parameters on the right side of Eq. (3.35) are known. The matrices elements depend 
linearly on the GMIC measurement and calculation errors 

n 
Cf = aurrii + /,• £ ) rrikUki, O* = a2imi, 

k=t+1 (3.36) 
Afj = aufHj™* + ^ S mk^ki^kj, A*; = aannjtni. 

k=i+l 

Therefore, Q is also a linear function of these errors. As for the errors in if 
and q determination, which are due to numerical differentiation, they will appear 
in Eq. (3.35) with the factor l / / i2 , where h — is the observation step (l/h = v 
— the frequency of film recording). Thus, we can assume that when solving the 
direct dynamics problem, one should first of all estimate the trajectory smoothing 
parameters and only then choose the GMIC. Note that with the increase of the 
parameter v value GMIC calculation errors almost do not change (except possibly for 
\i if they are defined as sample averages, say, from the relation given above). On the 
contrary, estimation errors of if and q may grow due to the film recording frequency 
nonstability, decrease of the film resolution ability and other technical reasons. 

Use of smoothing splines depending on one parameter gives a chance to get 
through its variation best if, q and U*, i = l , n values estimations. We consider 
Nx, Ny, Fjx, Fjy values to be given or measured during the experiment. One of 
the most simple test experiments is when a free fall is shot. The AM center of mass 
moves along the ballistic trajectory and Nx = Ny = Fjx = Fjy = M\ = 0. First two 
equations of Eq. (3.34) can be used for experimental determination of Nx, Ny with 
estimation of the GMIC and trajectory smoothing parameters. The theorem on the 
system moment of momentum change can obviously be used in this case. During 
the motion moment of momentum should not change. This equation supplements 
essentially the adequacy criterion, since taking into account of only Nx, Ny leads to 
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demand of fulfilment of the theorem of the center of mass motion which does not 
depend on the errors of Jd estimation. 

Let us now consider a single-support phase of motion, supposing that we have 
information on the ground reaction N behaviour (i.e. we possess measurements of the 
force platform graduated and synchronized with the film record). We also suppose 
that except for the main shots and measurements, a few shots at the very beginning 
and the end have been made. This is necessary to avoid "boundary effects" when 
using splines and defining the start point velocity. Then for the center of mass (CM) 
coordinates we will have 

t T 

xc(t) = Xco + ic0(< ~t^JrTfcj / N*(9) M dr, 
to to 

t T 

».(*) = 2/c0 + M * - to) - g i l Z ^ + ~ J jNv{q) dq dr, (3.37) 
to to 

where Xco, ico, J/cO, J/cO are the starting coordinates and velocity projections. The 
integrals are calculated numerically using table values of Nx, Ny. Upon differentiating 
of Eq. (3.37) we get expressions for velocities and accelerations of the CM 

t 

xc(t) = irf, + jp I NX(T) dr, 
<0 

t 

Ut) = Vco- g(t - t ^ + jfcj Nv(T) dT> (3-38) 
to 

xc(t) = N,(t)/Mc, %{t) = Ny{t)IMc - g. 

On the other hand, their values can be expressed as functions of the AM param­
eters (further on we will use the tilde sign to designate them). Let us choose the 
criterion of adequacy of the model to the experiment as follows 

T-ti 

J= f {Ai(*c - ^ ) 2 + A2(2/c - Vcf) dt + 
to+ti 

T-i2 

+ f {A3(xc - xc)2 + A4(t/C - hf) dt + 

t0+(2 
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+ / {A5(ic - ic)2 + XeiVc - I)2 + A,(Jf, - MO 2 } * , (3-39) 

where (T - t0) — the observation interval; U — observation interval used for neu­
tralisation of the splining "boundary effect"; A,, i = 1,7 — weight coefficients. The 
integrals in Eq. (3.39) are calculated numerically. 

The functional value J of the adequacy criterion depends actually on the model 
dimension n, the GMIC parameters (in) and smoothing splines parameters (n + 2). 
The weight coefficients and values of U are set based on results of concrete research. 
The experiment yields directly only displacements. Therefore, the largest value in 
Eq. (3.39) will be that of the third item reflecting the difference in acceleration values. 
Apparently, in order to get a balanced criterion J behaviour, one should choose 
second and third integrals from Eq. (3.39) proportional to h and h2 correspondingly. 
Practical results show that for estimation of energy and forces behaviour picture one 
can leave only the third integral in Eq. (3.39) (i.e. differences in displacements and 
velocities values stay within measurement errors boundaries). 

Let us give here one practical recommendation. In order to process the displace­
ments received from experiments there should be a possibility of their correction by 
use of the criterion 

J1 = \1(xc-xc)2 + \2(yc-yc)2 (3.40) 

Minimization of this difference at each point of time is carried out through solving 
of the inverse kinematics problem with respect to coordinates taking into account 
constraints on phase coordinates. Specifically, using expressions for xc, yc (which 
depend on q = (x0,yo-,¥>)) we resolve the nonlinear algebraic system of equations 
xc(q) = xc, yc{q) = yc by the least square method, minimising J\, 

Naturally, this correction of experimental data brings about additional oscilla­
tions in the behaviour of generalized coordinates. However, this does not influence 
essentially the behaviour of generalized velocities and accelerations if we resort to 
smoothing splines. Moreover, xc, yc mean values correspond to those of the experi­
ment with a very high precision. 

Thus, the problem of AM optimal parameters estimation, which positive solution 
allows to confirm model adequacy to the real motion of human SMA, was reduced to 
a problem of multiparametric minimization with constraints. Methods of its solution 
have been described above. We find it necessary to underline once more the neces­
sity of parameter field ranging. The number of degrees of freedom of the system is 
chosen out of preliminary considerations, involving demand of smallness of relative 
angular displacements (see criteria Eq. (3.5)). This is one of the steps of the first 
stage which is carried out off-line, when the experimental data have been prelimi­
nary processed. Upon imposing of constraints of the Eq. (3.7) type, applying of the 
reduction procedure and calculation of new GMIC we get a new base model. 

Then follows correction of generalized coordinates (using Eq. (3.40) criterion) and 
choosing of trajectory smoothing parameters (n + 2). This stage is the most labori-
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ous, since for each new set of smoothing parameters new sets of splines coefficients 
are built. The upper bound for smoothing parameters values can be defined using 
relations for spline interpolation properties estimation Eq. (3.25). It can be shown 
that when S is set, the problem reduces to finding numerical solution of this equation 
with respect to smoothing parameter p (which can be done using for example the 
Newton method) . 

Search of the optimal GMIC is carried out in the diapason defined by the errors 
of their measurements. Since this diapason is as a rule quite small (3-5%) and for 
calculation of a new set of GMIC one only needs to calculate (using the Eq. (3.26) 
formula) the coefficients of motion equations, this stage takes much less time. 

Optimization can be continued to find more precise values of smoothing parame­
ters using the last iteration values as starting ones. Apparently, a conclusion cannot 
be made on the global conversion of this process, but practical investigations show de­
crease of the functional Eq. (3.39) value by several orders with respect to its "worst" 
value. This result can easily be detected numerically after estimation of the base of 
the initial simplex by the method of LP-r sequences, since then both best and worst 
combinations of the GMIC and smoothing parameters can be determined. This is 
another advantage of use of a pseudostochastic search method at the first stage. 

Results of direct dynamics problem solution can be verified by substitution of 
the calculated values in the Eq. (3.34) with following motion equations integration. 
This can be done also for estimation of adequacy of the model. The character of 
relation Q(t) should be such as not to cause "disintegration" of results of integration 
of differential Eq. (3.34). Note that since the experimental data is processed using 
an averaged model, Q(t) should correspond to some averaged motion. Experimental 
displacements derivatives oscillations will be surely passed on Q(t). This, however, 
should not cause nonstability of results of numerical integration of the motion equa­
tions. One of the methods used to improve stability of numerical integration methods 
is to introduce in the right part of the motion equations new items proportional to the 
generalized velocity and considered as addition to the generalized forces (i.e. they are 
calculated taking into account that the generalized velocities are functions of time). 
These items bring about some dissipation of the energy produced by the general­
ized forces but this improves stability characteristics of the AM and of the numerical 
solution as well. 

Successive solution of the direct and inverse dynamics problems allows to make 
conclusions on the model adequacy. It is important to underline here how the so­
lution of each of these two problems can be used for the other one. Importance of 
differentiation results verification (it is differentiation that brings about the largest 
errors) by use of integration has been shown above. As for the integration results, 
it is practically impossible to notice their "disintegration" without following differ­
entiation and substitution in the motion equations. This is due to the fact that all 
numerical integration methods in their choice of the integration step are based on 
local estimation and cannot guarantee precise solution. 
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Exchange of information between these two problems is also useful for testing 
of the procedure of search for optimal parameters based on results of processing of 
noise-damaged phase picture. We get this picture upon equations integration and 
introducing a uniformly distributed (within a circle of a preset radius) "noise" dis­
torting the real positions of joints of the AM. This distortion imitates measurements 
errors (in the process of the experimental film processing, etc.). In the same way 
the GMIC can be altered. By regulating the noise amplitude (or the distribution 
circle radius) one can assess effectiveness of both smoothing methods and procedure 
of multiparametric optimization as a whole. 

3.3 C o n t r o l S t r u c t u r e 

3.3.1 Stationary Control 

Solving of the direct and inverse dynamics problems for the AM mathematical model 
described by the system Eq. (2.38) is connected with the structure of the resultant 
moment vector U*, namely, with hypotheses of its dependence on external and in­
ternal forces and constraints reactions. When we have "accurate" information about 
the number of links n, their mass-inertia characteristics (m<, pci, r;, J c ; ) and all the 
joints are of the ball-and-socket type, the direct dynamics problem yields the U*(t) 
functions. However, the real motion is a result of action of both external and internal 
forces and moments, depending on the positions of links f = ( r l t . . . , rn)T, vectors 
r0 , w and constraint parameters. From the synthesis point of view (i.e. building 
of motion with preset kinematic characteristics) it seems expedient to provide for 
different ways of the moment U*(t,r,U) formation. Let us point out three of them: 
interelement moments M = )J.TU, external forces and moments, external and internal 
constraint reactions. 

Real motion of the AM can be a result of one of these three factors action. But 
from the point of view of interelement control moments synthesis it is possible to 
construct a motion with preset kinematic characteristics by correct choice of only 
external forces and constraints. Then one can get the M, value from the direct 
problem solution (in case of absence of other factors). This approach to simple 
motions synthesis seems to be the most "economical" (in comparison, for example, 
with solution of the inverse kinematics problem by use of nonlinear programming 
methods). Moreover, introduction of external forces into the equations of motion 
can serve as a stabilisation factor for the problem of numerical integration. Motion 
synthesis with help of interelement moments and/or constraint equations [53] can 
bring one to the problem of dealing with statically non-stable systems. Such problems 
as a rule are solved by use of general integration methods with an automatic choice 
of the method order and step. 

Let us consider some example of control formation. For model with sperical joints 
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the resultant moment vector is defined by formula 

& = Yl ^Mk + {Pd + St) x Fi + r,- x £ ^ F 4 + Q„ (3.41) 
fc=i+l fc=i+l 

where ftj£ — the components of the matrix inverse to the matrix fi, F, — external 
forces (the gravity force is taken into account separately), Mk — interelement mo­
ments, Qi — resultant moment of constraint reaction forces. Synthesis of kinematics 
with respect to inertial basis is typical for problems when the grip of a robot's arm 
should move along a preset trajectory with certain orientation in space. Synthesis 
of such a motion through variation of the Mk{t) moment is difficult without solu­
tion of the inverse kinematics problem. Use of external forces and moments acting 
on the principle of a negative feed-back with respect to absolute displacements and 
velocities brings additional oscillations into the system. Therefore errors in the mo­
tion performance are quite large. However, the advantage of this approach is that 
additional differential equations do not appear and one has to work with the system 
Eq. (2.38) alone. Additional equations appear if the system is subjected to holonomic 
and/or nonholonomic constraints which, however, results in essentially more precise 
performance of the preset grip motion. 

Results of analysis or, in other words, solution of the direct dynamics problem 
yields generalized forces, in particular, ground reactions as functions of time. Then 
supposing that they can be presented in the form 

Nx = -cxx - i3xx, Ny = -cyy - f3yy (3.42) 

(where x, y are projections of the relative displacement of the support point), we can 
assess the values of cx, Cy, 0X, f3y, for example, calculating them for each film frame 
and doing a linear regression estimation over the whole sample. 

For planar model motion we can consider an important specific case when there 
is only one external force Ek (except for support reaction N) applied to the AM at 
given point of element k. Bearing in mind the ordered numeration of AM elements 
and taking into account the triangular form of fi matrix we will see that Eq. (2.50) 
with z = 1, k — 1 contain moment Vf = Hki{ti x Ek) • k, equation number k contains 
moment £/* = {(pk + Zk) x Fk) ■ k. As for the rest of equations, they will not contain 
Fk in explicit form. Let us note that for a ramified kinematic chain fiki = 0 for those 
elements of AM which do not belong to the chain linking support and element k and 
this leads to exclusion of Fk from corresponding equation (equation i). Radius vector 
of the force origin (point of its application) in basis e ' 0 ' is defined as follows 

Ek = To + ^ /*aft + Pck + Sk ■ 
1 = 1 

Now, the simplest way to describe and study multisupport phase of AM locomotion 
consists in representation of Ek in the following form Ek = ~f{\Ek — Ej,\)> where 
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/ > 0 is arbitrary function. For f(\Pk - Pk\) = ck\Pk - Pk\ with ck > 0 this 
corresponds to negative linear feedback with respect to deviation Pk from nominal 
trajectory pk. Let us note that ck value, defining support stiffness coefficient, is 
chosen empirically with an eye to minimize maximum value of relative displacement 
\Pk — P_k\ and assigning to ck too high a value may cause undesirable free oscillations 
due to introduction of confining constraint. In order to model AM behaviour with 
additional support more adequately one can introduce feedback with respect to ve­
locity. Although this will lead to some AM motion energy dissipation, such a move 
allows to get rid of undesirable oscillations in the system and creates a stabilizing 
factor in numerical integration of motion equations. 

For interelement moments estimation formula such as Eq. (3.42) does not hold, 
since the AM model imposes certain constraints on the values of interelement angles. 
Let us consider one interelement moment model with non-linear elastic behaviour. 
Let the angle constraints have the form $ 6 {$i, fa], and let there be a stable point 
at fa € 0>i,fa)-

Let the interelement moment M satisfy the constraint: M £ [Mi,M%], where 
Mi < 0, M2 > 0 — are some constants specific for each joint (N.B. these constants 
not to be taken for M i , Mi, — first and 2-nd interelement moments). Now, let the 
moment M change according to equation 

M = -A tan(diV> + <h) ~ d3, (3.43) 

where A, d\, d2, d3 — are positive parameters, chosen so as to provide tending of the 
M value to its marginal value when t/> tends to its corresponding limit. This allows to 
avoid discontinuities in the right part of motion equations, which is important when 
integrating with an alternating step. Taking into account that periodical function 
tan(z) has discontinuities at x —> ±7r/2, let us write down equations for definition of 
unknown parameters from Eq. (3.43) 

d\fa + d2 = e2 = - arctan(M 2 /A) < 0, . . 
4ii>2 + d2 = ei = - arctan(Mx /A) > 0, <■ > 

where ei —> jr/2, e2 —> —TT/2, as the absolute values of M\, M2 increase. Then 

di = (ex - e2)/(V>2 - V"i), d2 = (el+e2-d1{xP1 + i>2))/2 (3.45) 

and out of the condition that M be equal to zero at 1/) = t/>0 

d3 = -A Un(diV>o + d2). (3.46) 

Then, when M, —► ±00 we get 

d3 = -A tan{7r[T/.0 - ( ^ + ^2)M/{i>2 - 4>i)}, 
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i.e. M will be equal to zero at the middle of the [t/'itV'z] interval. Let for simplicity 
M 2 = - M i = M* > 0. Then tx = - e 2 = e = arc tan(M*/M) and 

d3 = -Atan(d 1 V J o + <i2) = -Atan{2e[»/ 'o- (V ' i+V'2) /2] / (V '2-V' i )}- j 

Thus, setting for every hinge-joint values of M*, J4, $ J , V>2, /?, we get non-linear 
visco-elastic behaviour of the interelement moment 

M = ffl-A t an (d i^ + d2) - 4 , (3.48) 

where ,8 > 0 is a characteristic of energy dissipation in the hinge-joint. 
Control of the AM by means of interelement moments is in fact certain idealisation 

of the real forces that perform the useful work. In motions of human SMA the main 
propelling force is surely that of contracting muscles. So, the biomechanics of muscle 
contraction should be taken into account for determination of interelement moments 
limit values. Hill equations [41, 99] express a constraint on power of muscles work 
and have the form 

v{P + a) = b{P0-P), (3.49) 

v — is the velocity of the muscle contraction; P — the force at the time of observation; 
a — heat loses for a unit of the muscle length change; b — the coefficient reflecting 
type of muscles at work; PQ —> the maximum force value. Let us consider how 
the Eq. (3.49) formula can be used on example of two elements junction presented 
schematically on Fig. 3.2 and brought into motion by a flexor and extensor muscle 
correspondingly. 

Substituting into Eq. (3.49) v = I, where 1 — is the muscle length, and using 
designations of Fig. 3.2, pinpointing the places of muscles fixation, we will have 

QxW, i>) = [MW + hWQlWVM*) -1\ > o, ,, «i0x 

where 

ai(V>) = tSddsmW/h, bity) = &1f1/[Ciifsm(^)]; 

QlW = P^ddsmW/h, h = [Cl + (d)2 + 2Cidcm(i>)]S; 
a2(i,) = a

2C2dsin(y> - P)lh, 6j(0) = b2l2/[C2dsm{iJj - /?)]; 

Ql(j>) = P2C2dsin(^ - 0)/h, h = [C2
2 + (d)2 + 2C2dcos(rP - /3)]l; 

and parameters a', &', P£, i = 1,2 correspond to designations of the Eq. (3.49) equa­
tions. Derivation of Eq. (3.50) required implementation of some obvious geometrical 
relationships. 

Therefore, power constraints on the interelement moments will have the following 
form 

Q2&,i>) < M < Qxtyti,)- (3.51) 
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Fig. 3.2. Joint linking two elements. Flexor and extensor muscles. 

Let us note one peculiarity in the control synthesis problem setting. Motion 
equations depend linearly on the resultant moment of external forces U. So, the 
simplest way of the optimal control problem solution would be mere testing of different 
U values. It is assumed that u, must satisfy u] < ut- < u2 or in the matrix form 

f/1 < U < U2, (3.52) 

where U = ( % , . . . ,un)T — is the control vector; U1, U2 — its limit values. Since 
M = nTU', for interelement moments we get 

vrrMx <M< vTTM2, (3.53) 

and for their limit values 
^ - ^ ( M 2 _ M i ) > 0 . (3.54) 

This formula can be considered as a condition of static equilibrium in a single-
support phase. This means that amplitude values of the interelement moments should 
decrease as we move from the support to branches of the kinematic chain. Let for 
example - M 1 = M2 = M*, then 

H~TM* > 0, (3.55) 

and in the scalar form 
n 

M* > - Yl ^!M'k, i = M , (3.56) 
k=i+l 
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and after recalling tha t -fij£ is equal either to 1 or 0, and that M* > 0, i = l , n the 
sense of inequalities Eq. (3.54), Eq. (3.55) becomes obvious. Note that in a free-fall 
phase these conditions do not hold (in particular, the first interelement moment will 
be equal to 0). 

Solution of AM control synthesis problems implies integration of systems of ordi­
nary differential equations of the general type. Difficulties arising are of both mechan­
ical and numerical nature (e.g. non-linear oscillations with small energy dissipation 
and large system dimensions, wide parameters values spread). Numerical problems 
are caused by the fact that the expanded matrix of kinetic energy is ill conditioned. 
Methods used for solution of systems of differential equations of the general type are 
most fully presented in the monograph [61]. Universal methods can be used only 
after the system has been transformed to the standard form (i.e. to a system of equa­
tions of the first order). However, since this has been done, one can use well-tested 
integration packages with automatic choice of the order and step of the method being 
used. For robotics problems, when the behaviour of the generalized forces is well-
known one can use special methods [53, 87] which essentially speed up the procedure 
of the inverse dynamics problem solution. But the constancy of the integration step 
characteristic to these methods often results in the necessity of considerable efforts 
to choose the optimal step value. In the framework of the optimal control theory, 
synthesis problems solution includes numerous integration of motion equations of the 
Eq. (2.38) and Eq. (2.50) type. But in this case control variation, even within fields 
of a small measure, can "wreck" the integration procedure and cause essential distor­
tion of the optimality criterion value or phase constraints violation. This is another 
argument in favour of use of universal integration packages when developing software 
for analysis and synthesis of AM motions. 

3.4 Integrat ion of M o t i o n Equat ions for Mechanical S y s t e m with 
Constra int s 

The problem of mathematical (and computer) modelling of human motion has ex­
isted as one the mechanics problems since development of first human-like automatic 
mechanisms. With time anthropomorphic models have become more complex, how­
ever they are still based on the model of system of solid bodies connected by rigid 
and visco-elastic junctions [29, 101, 107]. Progress in development of adequate an­
thropomorphic models depends on the quality of motion videoregistration system, 
accuracy of determination of geometric and mass-inertia characteristics of human 
body elements, measurements of external forces appearing through interaction with 
environment, and internal forces, controlling muscle forces and joint reactions. There­
fore an open, sensitive to additional experimental data computer anthropomorphic 
model should allow for parametric adjustment and should be universal in the sense 
of possibility of modelling of wide motions variety. The problem of modelling can 
consists either in traditional analysis (determination of muscle forces from results of 
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videoregistration and tensometry) and synthesis (determination of motion character­
istics from given behaviour of motion controlling forces) problems or in the mixed 
problem solution. In development of contemporary computer packages for system of 
solid bodies dynamics modelling various systems of generalized coordinates are used 
and suppositions on the character of junctions between bodies can be either fixed 
or changed with time during motion performance. But even in the latter case it is 
often not possible to satisfy all the restrictions and constraints on motion. It should 
be also noted that even in solution of classical analysis problem registrated kine­
matics can seldom be presented in the form of explicit dependencies of generalized 
coordinates from time. That is why in creation of computer anthropomorphic mech­
anism model some base anthropomorphic model is used and a system of additional 
constraints and solution of set problems is brought down to integration of a system 
of differential-algebraic equations (DAE). One of the central points of modelling is 
choice of integration method. Universal optimal integration method choice problem 
remains open [66]. In this section we describe the original aproach to DAE solution. 
One is development of modern methods which have been used in codes for simulation 
systems bodies dynamics. 

3-4-1 Implicit Form of Equations for Mechanical System with Constraints 

System of differential equations, describing the dynamics of an open kinematic chain 
written for generalized coordinates is described by the following equation 

H{y,v,w;t) = A(y;t)w + B{y,v;t) - F{y,v;t) = 0. (3.57) 

Such a form of differential equations presentation is convenient for both plain model 
and universal model. Here H — matrix-column of n differential motion equations 
written in an implicit form, y = q,v = q,w = q — matrices-column of generalized 
coordinates, velocities and accelerations correspondingly, A — square nonsingular 
symmetric positive-definite matrix. B, F — matrices-columns of generalized inertia 
forces and external forces. Motion equations of a system restricted by constraints 
Eq. (2.98)-Eq. (2.100) can be represented in the form of differential-algebraic equa­
tions system 

Hw(y, v, w;t\X,(i,v) = Aq + B - F + C0X + Clfi + C2v = 0, (3.58) 

Hx{y,v,w;t) = n(q,q,q;t) = 0, (3.59) 

H„{y,v;t) = <i(q,q;t) = 0, (3.60) 

H„(y;t) = ${q-t) = 0. (3.61) 

Rectangular matrices C0, C j , C2 in Eq. (3.58) are correspondingly of the following 
dimensions: (n x nx), (n x raM), (n x n„). These matrices elements are result of partial 
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derivation of constraint equations Eq. (3.59), Eq. (3.60) and Eq. (3.61) 

C?= gfr(^) , (3.62) 

and A, ̂ , z/ — are matrices-columns of the following dimensions (n.\ x 1), (nM x 1) and 
(n„ x 1). The system of Eq. (3.58)-Eq. (3.61) is assigned with differential index 2 
according to the commonly accepted classification system DAE [34]. ft can be solved 
via employment of BDF methods [33] or Runge-Kutta methods [77]. It should be 
noted that the explicit integration method use requires calculation of inverse matrix 
of coefficients at generalized accelerations and Lagrange multipliers for each call of 
differential equations system right parts computing subroutine. Therefore implicit 
predictor-corrector methods are more attractive. Let us consider in detail algorithm 
of corrections calculation when DAE system Eq. (3.58)-Eq. (3.61) is solved. 

3.4-2 Corrections Calculation for Arbitrary Constraints 

Multistep method is described by the following equation 

v 
Vk = hk0yk + ^(ajyk-j + h^yk-j), (3.63) 

and we can always rewrite this equation as follows 

yk = hk/3Ayk + y*k, (3.64) 

were yk is an approximation of yk obtained on prediction step. 
For the following differential matrix equation of the second order 

H(y,v,v;t) = 0, 
v — y = 0 

application of Eq. (3.63) allows to write down formulas for correction process 

vk = u>k = £w + w%, vk = hk/3(w + v*k, yk = h\0*Zu + y*k- (3.66) 

Substituting Eq. (3.66) into Eq. (3.65) for t = tk leads us to the equation for £m 

determination 
H{y'k + h\p2(w, v*k + hkPU wl + U h) = 0. (3.67) 
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Application of the described approach to a system of differential- algebraic equa­
tions Eq. (3.58)-Eq. (3.61) brings us to necessity of solving of a system (n + nx + n^ + n„) 
nonlinear equations 

Hw(vl + hlP'U vl + hkfiU w'k + U tk; \k,»k,vk)=0, (3.68) 

HM + hlPUvt + hkp(w, wl + U tk) = 0, (3.69) 

HM + hlPUvl + hkfiU tk) = 0, (3.70) 

n„bl+hlPUth) = 0. (3.71) 

Solution of the system of Eq. (3.68)-Eq. (3.71) is found employing Newton-
Raphson method. Taking into account behavior of Hm,HxtH^,Hv as functions of 
fra, system of linear equations with respect to correction term £ = (Cw,(x, CMIC/) a ' 
one iteration step can be presented by the following system of equations 

A(w +CoCx + CiC + C2C +HW = Q, 

P2h2ci(;w +H„ = o. 

In Eq. (3.72) we used the following nomenclature: 

A = £r(Hw) + f3h£r(Hw) + /3W^(HW), 

Cl = Cl + /3h-£r(Hx) + ?h'-A{Hx), 
(3.73) 

£r{Hw) = A+£F(£(HxrX), 

^(Hw) = ^(B-F+ £(H^X + foBM, (3.74) 

W{Hw) = W{AW + B~F + £(H^X + foWl* + ly(H„Y») ■ 
It should be noted that parameter h may be not equal to actual integration step hk. 
We should consider now that h is a parameter of iterations. 

Transformation of the system Eq. (3.72) will give 

Cv, = -A~\HW + Co(x + d C . + CtC), (3.75) 



3.4. Integration of Motion Equations for Mechanical System with Constraints 71 

ffoo& + ffoiC + ffoak = //A - C ^ i " 1 / ^ , 
ffioC* + ffiiCn + ff«C» = HJ(ph) -ClA-1^, (3.76) 
oioC* + «1MC + » « C = HJiph2) -CIA^HU, 

where 
<r<i = CJA^CJ, i,j = 072. (3.77) 

Finally, solution of system Eq. (3.72) in matrix form 

C„= (ArlCer-C'~E)A-iBm- A-1C(a-(H, + HJ^h) + HJ(l32h2)) + Vu), 
C = -<r-CTA-lHw + a-{Hx + H„/(0h) + HJ(/32h2)) + Vu , 

(3.78) 
where 

— matrices columns of dimension (n\ + raM + n„), u — arbitrary vector of dimension 
n, V = (E — a~a) — matrix orthogonal to <r, and a~ — in general case, semi-inverse 
matrix to a, satisfying the following equation 

a = aa a. (3.79) 

If rank of a is equal to {n\ + n^ + n„), then a~ = <r_1, V = 0. Formulas of Eq. (3.78) 
give general expression for £„ acceleration correction terms and for Lagrange mul­
tipliers CxiCnC- a* the current s-th iteration of correction step. In correspondence 
with Eq. (3.66) values of unknown variables at each iteration are calculated by the 
following formula 

„W = jri) + # ) , VW = „ ^ D + M < M „W = ^ - D + h*0>^ (3.80) 

A« = xtl) + <iS\ tf = A - l ) + Cls\ & = 4s"1' + C« (3.81) 
3.^.3 Holonomic Constraints 

Let the constraints imposed on the system are holonomic and defined by Eq. (3.61). 
If smoothness conditions on function $ are fulfilled, we can impose additional to 
Eq. (3.61) constraint equations 

* = ^ ( * ) ? + ^ ( * ) = 0, (3.82) 

* = wm+*{wm+*W)+w{wm+i{m=°- (3-83) 
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For the type of constraints under consideration Eq. (3.73) and Eq. (3.74) can be 
presented as follows (using Eq. (3.82), Eq. (3.83) and Lagrange identities) 

A = A + phJj-(Hw) + W-M-(Ha), Cl = C0
T + 2phCZ + ph*6l 

° V (3.84) 

C\ = C0
T + fihCl, Cl = Cl 

(3.85) 
■§jj(Hw) = J^(Aw + B-F + C0\ + Cofi + C0v), 

where 
Cl = ^ ( $ ) , Cl = ^ ( « ) . (3.86) 

Let us write down equation setting the relation between the block matrix CJ and 
matrices CJ , CJ, CJ 

/ E, 2E, E \ I E, 0, 0 \ / Cl \ 
CT= [ E, E, 0 0, phE, 0 \ \ Cl ) =E3DCT

0, (3.87) 
\E, 0, 0 / V 0, 0, 0*h*B / \Cl ) 

where E — is unit matrix. Then a~ can be presented as follows 

o-- = (ClA-1C0e3)~D-1E^ = a-D~lE3\ (3.88) 

where e3 = (E,E,E). 
Substituting Eq. (3.88) in Eq. (3.78) we shall obtain the formula for (w and ( 

(w= (A-1C0e3a-Cl-E)A-1Hw- (fih)~2A-1C0e3{&-Hi + (ph^Vu), 
C = -a-ClA-^Hw+ (f3h)-2(a-Hc + (phyVu), l " ' 

where 

Hc = ( (*/Jfc - *)/{/?*) ) . (3.90) 
V ($(W2 - 2»(0fc) + *)/(W2 / 

The received form of solution presentation is convenient for further analysis and 
allows to assess effectiveness of possible variants of its application. Traditional for 
analytical solution approach to the problem with holonomic constraints is based on 
joint solution of system of Eq. (3.58) and Eq. (3.83). This is done under supposition 
that at any time, including the starting point, constraint equations Eq. (3.61) and 
Eq. (3.82) are satisfied. Repeating speculations for this particular case, or making 
necessary redefinitions directly in Eq. (3.88) and Eq. (3.89), we get 

U = (A-1C0a-0Cl-E)A-1Hw- A~lC0(a^+ Vu), 
(x = -<TwClA-1Hw+ a ^ + Vu, [ -9 ' 
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where <r0o = CQA^CO. 
If constraint equations in Eq. (3.83) are linearly independent then rank Co = «A, 

matr ix a00 is nonsingular and semi-inverse matrix CTQ0 = a^. If rank of matrix Co 
is less than number of constraints of equation then only a generalized solution can 
be found. And in case system Eq. (3.83) is compatible it will be the solution of 
the problem. Otherwise, problem of correctness (compatibility) of constrains system 
Eq. (3.83) should be studied. 

When dealing with integration of system of equations with holonomic constraints 
equations we face different variants of constraint equations formulation : Eq. (3.82) 
or Eq. (3.61). For Eq. (3.82) the solution is as follows 

C»i = {A-lC0cj-0Cl-E)A^Hw- (ph)-lA-lCo(a;oi> + 0hVu), 
C, = -a^C\A^Hw + {ph)-la^ + Vu, l ' j 

where <r10 = CJA^CQ, and for Eq. (3.61) it is of the following form . 

(w2= (A-'C0a-0C^E)A-1Hw- {fih)-aA~lG0{ai9 + (phfVu), 
C = -*;0CT

2A-lHw+ (/3h)-2a^ + Vu, l M> 

where a2o = CQA^CO. 
It should be noted that matrix a introduced in Eq. (3.88) due to redundance of 

system of constraint Eq. (3.61), Eq. (3.82) and Eq. (3.83) is singular even if rank C0 = 
n\ and solution of Eq. (3.89) is a generalized one. If we choose pseudo-inverse matrix 
for semi-inverse matrix to a 

a+ = \el(C^A'TC0CT
0A-1CQ)-lC^A~TC0, (3.94) 

o 

then solution at some iteration step 
Cw= (A-iC0e3<T+CZ-E)A-*Hw- (/3h)-2A-lC0e3a+Ho 

C = -a+CZA-*Hw+ ( W - 2 ^ + ^ c 

and satisfies system of equations Eq. (3.72) in sence of the quadratic norm minimum 
[13, 27]. The problem of convergence of iteration process for non-linear system of 
equations of the Eq. (3.68)-Eq. (3.71) type in case of their compatibility is quite well 
reflected in the li terature [20]. 

3.4.4 Nonholonomic Constraints of the First Order 

Equations of kinematic and nonholonomic constraints in general case can be described 
by relations Eq. (3.60). As in previous section, we suggest that these relations are 
differentiable with respect to time and require that the following identity holds 

* = ̂ (g>)*+ ~km + ̂ w = °* (3'96) 
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For the type of constraints being considered, equalities Eq. (3.73) and Eq. (3.74) 
take the following form (if Lagrange identity is taken into account) 

A = A + ph-£F{Hw) + pW-^{Hw), 

Cl = C* + 0h(C? + C&) + 02h2CJu (3-97) 

(3.98) 
Jp.(Hw) = g$r(Aw + B-F + CA + Cm), 

where 

Cf = ^ ( * ) , <£ = ^ W ) CS = £ < » ) . d £ = £ ( • ) . (3.99) 

Let us write in matrix form the link between CT and CJ, CJ, Cflt C^ 

«--(t*)(t^)(§:s§)-*^- <3IM> 
Then <r~ can be expressed as follows 

cT = {C\A-xC)-D-lE^ = a-D^E^1 (3.101) 

Substituting Eq. (3.101) into Eq. (3.72) we obtain formulas for determination of 
(w and ( : 

Cu, = (A^Cd-C\-E)A-'Hw - (0hrlA-lcfcHC2 + phVu), 
C = -b~blA^Hw + {/3h)-l^H(2 + Vu, 

where 

A° = {{iflh -*)/(w) (3J03) 

If we use pseudo-inverse matrix as a semi-inverse one, we obtain results similar in 
form to Eq. (3.95). It is also clear that using one of the two equations: Eq. (3.60) and 
Eq. (3.96) we can derive classical solution (for the case of the system of independent 
constraint equations) analogous to solution Eq. (3.91). 



3.4. Integration of Motion Equations for Mechanical System with Constraints 75 

3-4-5 Regularization According to Baumgarte 

If we use system of constraint equations in differential form, equations for correction 
terms (Eq. (3.83) and Eq. (3.96)) yield classical solution. However, there appears 
problem of keeping point on the constraint surface (in case of nonholonomic constraint 
the constraint surface is considered in the phase space). Employment of redundant 
system of constraints Eq. (3.61), Eq. (3.82) and Eq. (3.83) or Eq. (3.60) and Eq. (3.96) 
is one of the approaches to solution of this problem. However, as it is clear from 
previous results, this approach leads to necessity of generalized solution utilization. 

Alternative approach, suggested by Baumgarte is based on usage of a regularizing 
operator and substitution of Eq. (3.83) or Eq. (3.96) by the following one 

$ + 2 n $ + fc2$ = 0 (3.104) 

or by equation 
tf + 2ra* = 0. (3.105) 

Substi tuting Eq. (3.104) in the generalized solution of Eq. (3.78) and making 
supposition that Co is non-singular we get 

(3.106) 
r a'1^ A~XH 4- j - i <l> + 2n$ + fc2$ 

where 

and , , 

CB* =CO+ l + 2flhn + P*h>VCo + 1 + 2/Jfcn + p W ° 9 ' ^ 1 0 7 J 

Substituting Eq. (3.105) in the generalized solution of Eq. (3.78) and making 
supposition that C\ is non-singular we get 

(3.108) 
/ - I A T 2-1 u -u T - i fl + 2n>P 
C = -°B,CB,A «« + *B* 1 +2n$h ' 

where 
°~B<, = Ce» ^ ^11 

a n d Rh R2h2 

CB9 . ft + *«?„ + ^ f t + ^ C n . (3,09) 
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Comparison of Eq. (3.91), Eq. (3.92), Eq. (3.93) and Eq. (3.106) brings one to 
conclusion that under supposition 

Co = C\ = CB* = Co , 

Baumgarte reqularization consists in calculation of the correction term as weighted 
average of these solutions according to the formula 

C <" 8 = 1+2^ + W 2 ' [ } 

If we choose n and k in accordance with researchers recomendations [74], then 
the weighted average will be 

( Cu,o + V2k/3h(wl + k2/S2h2Cw2 ( s m ) 
U ° ~ l + V2kh/3+k2h202 ' 

Choice of parameters value recomended in paper [3] gives 

> (wo + STp/3(wi + STvj3 h(W2 C^ i i9 '> 
U E " 1 + STvf} + STv02h ■ l ; 

And finally we can compare these results with solution given by the least squares 
method (LSM) under traditional suppositions about matrix C T = C T = eJCg : 

> _ û>0 ~r (,wl "r W 2 /q -I -IQ\ 

s^p — o • {■a.l.i.a) 

It is clear that when n = l/(2/3h) and n = k/2 the regularization method according 
to Baumgarte is equivalented to LSM. 

Describing in this chapter some aspests of imitational dynamic anthropomorphic 
model we aspired to reflect those difficulties and peculiarities which arise in model 
application. We did not aspire to give the detailed description of all used algorithms 
and methods and their detailed logic interrelation. We have only stopped at those 
aspects, which from our view have importance for adequate physical interpretation 
of results of modeling. In particular these are problems of smoothing of experimental 
data, description of muscular "drives", of multicriterial optimization and numerical 
integration of systems of differential-algebraic equations. In the following chapters 
results of employment of our system of imitational modeling of anthropomorphic 
mechanisms for the analysis, synthesis and optimization of some human motions are 
discussed. 



CHAPTER 4 

A N A L Y S I S 

Experimental da ta analysis is one of the main tools of adequate mathematical mod­
elling of human motion. Part of this data can be used for calculations reliability 
control and parametric adjustment of mathematical model (MM). Employement of 
ramified kinematic chain dynamics equations with constraints as MM can be taken 
as a basis for solution of the direct, inverse and mixed (direct and inverse problems 
in combination) problems of dynamics. 

Creation of MM of skeletal-muscular apparatus starts, as a rule, from motion 
video-registration, estimation of model elements velocities and accelerations via video-
frames processing. Then follows solution of the direct dynamics problem with an eye 
to estimate energy-force picture of motion. Such an approach to experimental data 
analysis is historically accepted. Quality of such analysis essentially depends on 
quality and quanti ty of experimental data and researcher expertise in choice of an­
thropomorphic model (AM) structure. In this chapter there will be considering some 
examples of such analysis and examples of MM parametric adjustment methodology 
employment. 

4.1 Bas ic Pr inc ip le s 

Development of mathematical model (MM) of skeletal-muscular apparatus (SMA) is 
based on analysis of data obtained through registration of real motion and follow­
ing processing of this information. Analysis includes several stages and, as a rule, 
is an iteration procedure. In previous chapters problems of development of MM re­
flecting characteristic features of SMA, possible types of its motion, methodology of 
structural and parametric MM adjustment have been considered. In this chapter we 
consider several examples of the proposed methodology employed for processing of 
real experimental data and of sythesized motions data as well. 

In the analysis examples there are reflected main features of employment of ade­
quacy criteria of the Eq. (3.39) type. Influence of dynamic components of the criterion 
on energy-force characteristics of modelled motion is also shown. These examples also 
prove applicability of criteria of the Eq. (3.39) type. Combination of motion synthesis 
and the following analysis under various assumptions about synthesized data distor­
tion allows one to come closer to correct formulation of the problem of development 
of adequacy criterta which allow to solve MM identification (i. e. its structural and 
parmetric adjustment) problem for minimal additional information about the motion. 

77 
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Before considering calculated results let us name the main varied quantities. Di­
rect motion observation or its video-registration allow to give preliminary estimate 
number of SMA model elements needed for adequate modelling, which relative mo­
tion produces SMA motion as a whole. Hereafter we imply that MM used is a model 
of system of bodies. The number and position of markers should be predetermined, 
which coordinates allow to calculate generalized coordinates for each video frame. 
It is obvious that for various types of motion minimal required number of markers 
is different. The number of markers is closely linked with the number of freedom 
degrees of chosen MM. 

If videoframes are processed with employment of a computer, it is possible to 
automate the process of freedom degrees number determination. This can be done, 
for example, on the basis of criterion Eq. (3.5), if we take for the basis model a system 
of bodies with redundant number of freedom degrees. Such an approach requires 
development of automatic markers recognition procedure. Besides, there appears 
need in large memory for storage of digital information on position of markers for 
each frame. 

It is clear that the number of freedom degrees is one of the main parameters 
influencing the model adequacy. There certainly exist some upper and lower limits 
of optimal freedom degrees number, which depend on measurements accuracy and 
the type of motion modelled. Usually, however, this number is chosen judging from 
model capabilites (structure of the basis model) and computer resources. 

Other important parameters are the number of markers and frames frequency. 
These parameters depend on the video-registration systems capabilities. Standard 
frame frequency is about 100 frames per second. Necessary frames frequency de­
pends on maximum values of generalired velocities and accelerations. Estimates of 
velocities increments allow to determine acceleration values, which, in turn, allow to 
assess energy-force characteristics of motion. Let us consider, for example, pushing-off 
phase of the long running jump. Observation time is approximately 0.13 s, maximal 
values of angular velocities and accelerations of the thigh of the swinging leg are 
correspondingly 25 rad/s and 300 rad/s 2 

Empirical estimate of minimal motion registration frequency corresponds to the 
value of maximal angular acceleration. For pushing-off phase of the long jump at 
least 30 frames should be shot, which approximately corresponds to frames frequency 
of 300 rad/s . It is important to note that even motions performed within short period 
of t ime can be of significantly heterogenic structure. For example, at the moment 
of landing in long jump an impact-like interaction, of SMA with the ground is ob­
served, which is characterized by a sharp increase of vertical component of the ground 
impulse. This rapid process of landing takes up about 0.01-0.02 s only. Certainly, in­
vestigation of this phase of motion requires increase in the frames shooting frequency 
to at least 1000 frames per second and more. 

Video-registration of motion allows to estimate generalized coordinates behaviour. 
Numerical differentiation of coordinates allows one to assess generalized velocities and 
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accelerations. One parameter of numerical differentiation is the weight coefficient in 
the functional of the Eq. (2.22) type. It is also called the splining parameter. Its 
direct choice for each generalized coordinate cannot be practically realized because 
its value influences behaviour of other generalized coordinates and their derivatives 
as functions of time. Received estimation of generalized velocities and accelerations 
distribution should yeild reliable assesments of such integral characteristics of motion 
as displacement, velocity and acceleration of the center of mass, increment of moment 
of momentum, full energy increment. 

Special additional measurements for one or several generalized coordinates al­
low for coordinate-wise decomposition of the numerical differentiation procedure. 
When creating corresponding universal software, these additional measurements can 
be taken into account in the functional of the Eq. (3.39) type, analogously to Mi. 
Essential corrections in the smoothing procedure for a finite number of measurements 
can be achieved by estimation of boundary conditions for the smoothing spline. In 
this case additional information can prove to be especially useful (for example, an­
gular velocity at the boundaries of the observation interval). As it has been noted 
earlier, the effect of rough boundary conditions setting disappears at the interval of 
about 5-10 reading points from the boundary, which can prove to be too ''expensive'' 
if the frames number is limited. 

One more point showing the necessity of boundary conditions setting is that 
there is a possibility of "appearing of velocities leap" (especially for a low frequency 
of measurements). It this case motion (for example, the foot landing on the support) 
is processed by splitting into several observation and analysis intervals. Then, the 
accuracy of velocities and/or accelerations estimation at the boundaries is very essen­
tial. In practice, for increasing of displacements numerical differentiation accuracy we 
recommend widening of the observation interval. This can be done upon condition 
that the character of motion remains the same over this interval. 

Thus, for example, for the support phase of motion, prolongation of the obser­
vation interval over some period of time after taking-off is acceptable, because it 
does not involve any shock (in contradistinction to landing on the support). All 
mentioned parameters are connected with assessment of motion kinematics and their 
choice influences a grate deal adequacy of motion description by means of MM. 

For MM with given structure and kinematics varied parameters are geometric 
and mass-inertia characteristics (GMIC). Namely, these are the mass, coordinates of 
the center of mass and tensor of inertia components for each solid body considered as 
an element of the SMA. Let us note, that positions of spherical joints are verified at 
the stage of calculation of generalized coordinates from markers positions. Variation 
of GMIC within their error margins should be considered as precision increasing 
procedure, since influence of these errors on the value of the adequacy criterion of 
the Eq. (3.39) type is essentially less than influence of errors in kinematics. This fact 
is due to actual noncorrectness of the numerical differentiation procedure. 

Let us also note, that GMIC variation (even within their error margin values) 
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should be carried out under additional condition that the integral mass and moments 
of inertia (for some fixed SMA position) remain the same. As one of the variants for 
finding more precise GMIC values, frame by frame minimization procedure can be 
suggested with criterion of the Eq. (3.39) type followed by averaging of the GMIC 
values over the whole sample. This approach can prove to be much more effective 
for a large number of degrees of freedom and processed film frames. It should also 
be mentioned that for Eq. (3.39) adequacy criterion Rc, Rc, and Rc values do not 
depend on values of tensor of inertia components and, therefore, moments of inertia 
variation has sense only if A7 ^ 0, or if additional experimental data are available 
depending on this tensor components values. 

Except for the varied parameters mentioned above Eq. (3.39) criterion contains: 
intervals of nonsensitiveness (£j) of the criterion items; weighted coefficients A,-, al­
lowing to receive a weighed sum of different criteria. Analysis and choice of these 
parameters depends essentially on quality and quantity of additional measurements. 
It seems a priory obvious that for estimation of dynamic characteristics of motion 
the adequacy criterion should contain components depending on generalized acceler­
ations (for example, A, ^ 0, i = 5,6, 7 for Eq. (3.39)). Analysis examples considered 
further on prove acceptability of the proposed criterion and its parameters. 

Estimation of parameters influence depends essentially on the reliability of ad­
ditional measurements with respect to which MM identification is carried out. For 
elimination of influence of errors of this type, let us use results of computer sythe-
sis of goal-oriented motions in supposition that the sythesized motion is distorted 
by noise. In other words, functional dependencies (displacements) and parameters 
(GMIC, shooting frequency) are stochastically varied. Obviously, such analysis can 
be carried out without synthesis problem solution, but in this case, considered mo­
tion can prove to be not anthropomorphic or of too simple structure (small number of 
freedom degrees, inadequate interelement displacements). Therefore, it will be hard 
to interpret results of such analysis with respect to real motions. 

4.2 Analys i s of the Synthes ized M o t i o n 

First, let us consider a 7-element AM which motion kinematics is presented in Fig. 4.1. 
Modelled GMIC values can be found in Table 4.1. 

Motion begins from a half squating position, toe stand. Motion goal is a jump 
at a small height of Ah = 0.3 m. Time before taking off is restricted by At = 0.6 s. 
It is assumed that there is no friction at the support point, which does not distort 
dynamics but allows for better kinematics presentation (Fig. 4.1). AM dynamics 
at the support phase was controlled by the value and form of vertical component 
of the ground reaction force (#„) , presented in Fig. 4.2. Its horizontal component 
and interelement ankle moment were set equal to zero (Rx = 0, Mi = 0). As a 
result of synthesis of this goal-oriented motion distribution of interelement moments 
controlling the motion of the open kinematic loop was received. In Fig. 4.3 graphics 
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Fig. 4.1. Kinematic scheme of the 7-element model motion (high jump, arms motion 
is preset beforehand). 

Fig. 4.2. Horizontal (1) and vertical (2) components of the support reaction force. 
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Table 4.1. 7-element model GMIC distribution (elements numeration from support 
point: 1-feet, 2-shanks, 3-thighs, 4-trunk, 5-shoulders, 6-forearms, 7-head). 

TV link mass, kg length, m <*H, m a2i, m Jri, kg-m2 

1 2.00 .20 .14 .0 .1 
2 5.18 .36 .21 .0 .26836 
3 23.29 .44 .27 .0 1.08616 
4 34.16 .52 .27 .0 3.58974 
5 5.37 .27 .13 .0 .09725 
6 4.3 .27 .14 .0 .03172 
7 3.52 .17 .17 .0 .20627 

of the shin-ankle (2), knee (3) and hip (4) moments (Mi = 0) are presented. Other 
moments have considerably smaller amplitudes and do not play principal role for the 
motion considered. 

It is essential to note that initial horizontal position of AM center of mass was 
Aa;c = —0.01 m with respect to the support point. Because of absence of horizontal 
component of the ground reaction, this relative position did not change. As result 
of this and of zero value of the interelement moment Mi , moment of momentum 
increment ( kc increment) with respect to the AM center of mass behaves as it is 
depicted in Fig. 4.4. This behaviour is in exact correspondence with Eq. (2.53) 
relations. Positive value of kc at the moment of push-off is in accordance with the 
technique of rotational motions with one point of support. 

Kinetic energy increment (Tk) is given in Fig. 4.5. Taking into account kinetic 
energy of horizontal motion of the whole AM with the velocity of Va = 2 m / s , total 
kinetic energy at the moment of push-off Tk = 240 J. 

Synthesized motion was used as experimental data for the analysis problem. Joint 
coordinates data was for test purpose distorted by noise equally distributed in a circle 
of given radius (~ 0.01) m. Acceleration of the center of mass and data on Mi 
were used without "noise" addition as additional "experimental" da ta for adequacy 
criterion of the Eq. (3.39) type. 

Generalized coordinates with noise and their estimates obtained by means of 
smoothing splines are given in Fig. 4.6-Fig. 4.8. 

As a result of application of parameters of trajectories smoothing optimization 
procedure when all additional information was used (A5, A6, A7 ^ 0 in Eq. (3.39)), 
distribution of relative angular velocities (Fig. 4.9) and accelerations (Fig. 4.10) was 
obtained which minimize noise discrepancy caused by the ground reaction and first 
joint moment. 

Final distribution of interelement moments M1-M4 is given in Fig. 4.11. Small 
oscillations of Mi about zero practically cannot be eliminated using splines on the 
whole observation interval because of the integral form of the criterion. Let us note 
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Fig. 4.3. Synthesised ankle (2), knee (3) and thigh (4) moments behaviour. 

Fig. 4.4. Moment of momentum with respect to the centre of mass. 
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Fig. 4.5. Kinetic energy chart taking into account horizontal component of centre of 
mass velocity. 

Fig. 4.6. Vertical displacement of the support point (experimental and smoothed 
curves). 

http://cha.it
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Fig. 4.7. Behaviour of inter-element angle in the neck joint (experimental and 
smoothed curves). 

Fig. 4.8. Behaviour of inter-element angle in the first joint (experimental and 
smoothed curves). 
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Fig. 4.9. Absolute velocities distribution. 

Fig. 4.10. Inter-element anguiar accelerations distribution. 

86 
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that for this example 61 points of observation were used which corresponds to frames 
frequency of 100 frames per second. In order to cope with the boundary effect, it was 
assumed tha t generalized accelerations at interval ends are known exactly. Results 
of this idea application are demonstrated in Fig. 4.11. In Fig. 4.12 we presented 
interelement moments behaviour without this supposion. Acceleration components 
of the center of mass are depicted in Fig. 4.13. 

Fig. 4.11. Smoothed inter-element moments (A5, A6, A7 ^ 0). 

Let us consider now the case of partial or complete elimination of dynamic com­
ponents from the adequacy criterion. Successively putting A; in Eq. (3.39) equal to 
zero for i = 7; i = 5,7; i = 3, 7, we obtain different smoothing procedure results. 
Characteristic behaviour of the center of mass acceleration is given in Fig. 4.14-
Fig. 4.16. Corresponding changes in interelement moments values are reflected in 
Fig. 4.17-Fig. 4.19. 

Analysis of obtained curves shows that at tempts to assess energy-force character­
istics of motion require inclusion of dynamic components into the adequacy criterion. 

For accelerations estimation in examples considered above, double smoothing by 
means of cubic splines was used. Figure 4.10 reflects smooth character of acceler­
ations behaviour for this method. Second smoothing parameter value can be also 
varied with an eye to achive better adequacy. However, this parameter does not sig­
nificantly influence the adequacy criterion value, so that computer resources required 
for realization of this idea prove to be too large with respect to the effect obtained. 
Variation of GMIC, as it was noted above, also allows to improve processing results 
from the point of view of the adequacy criterion J (Eq. (3.39)), but for the phase 
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Fig. 4.12. Smoothed inter-element moments (Xs,\e, A7 ^ 0, boundary angular accel­
erations are not preset). 

Fig. 4.13. Smoothed centre of mass accelerations ( A5, A6, A7 ^ 0, boundary anguiar 
accelerations are not preset). 
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Fig. 4.14. Smoothed centre of mass accelerations (A7 = 0, boundary angular acceler­
ations are not preset). 

Fig. 4.15. Smoothed centre of mass acceleration components (\i = 0, i = 5,7, bound­
ary angular accelerations are not preset). 
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Fig. 4.16. Smoothed centre of mass acceleraiion components (A, = 0, i = 3,7, bound­
ary angular acceleraiions are not ppeset). 

Fig. 4.17. Inter-element momenss behaviour (X7 = 0, boundary angular aacelerations 
are not ppeset). 
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Fig. 4.18. Inter-element moments behaviour (Xi = 0, i = 5,7, boundary angular 
accelerations are not preset). 

Fig. 4.19. Inter-element moments behaviour (A, = 0 , i = 3,7, boundary angular 
accelerations are not preset). 
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picture distorted by noise, preliminary determination of kinematic quantities, even 
for exact GMIC values, does not minimize J value to zero. Futher variation of GMIC 
can lead to decrease in J value with respect to value calculated from exact GMIC 
data. 

Therefore GMIC variation is sensible when these characteristics are known within 
large error margin. For the example being considered, interelement moments values 
after GMIC variation are given in Fig. 4.20. Despite decrease of J value, calculation 
results show significant redistribution of moment maximums with respect to original 
moments behaviour. 

Fig. 4.20. Smoothed inter-element momenss after GMIC variation (K = 0, i = 3 J , 
boundary acceleraiions are not set) for 7-element mode,, arms motion is 
not preset. 

In the considered example infuence of different parameters was shown, except 
for the freedom degrees number (n) and the frequency of motion registration (v), on 
computer motion analysis. As for u variation, it is easy to show that some relative 
error in this parameter value leads to corresponding relative errors in coordinates 
values, the influence of which on motion analysis has been already considered. 

Variation of n is a much more difficult procedure because it means AM structure 
variation and, correspondingly, variation of the structure of motion equations sys­
tem. Increase of n value gives proportional increase in number of parameters which 
variation allows to improve MM adequacy, but there also appear additional errors, 
which elimination is our main goal. 

We will come back to the question of n variation in the next chapter when we will 
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be considering synthesis of adequate models, where increase of number of freedom 
degrees is not linked with additional measurement errors (although numerical calcu­
lation errors grow) and, therefore, can be used for improvement of MM adequacy. 

In the next example we consider previous model performing similar motion (see 
Fig. 4.21), but with essentially different form of the ground reaction (Fig. 4.22). 

Fig. 4.21. Kinematic scheme of 7-element model motion (high jump; arms motion is 
not preset). 

Sharp leap of vertical component of the ground rection Ny (under noise distortion 
with noise level of 0.01 m for joints coordinates) cannot practically be "reconstructed" 
(modelled ) even if accelerations are known without error at the observation interval 
beginning and end. One of the possible variants of ground reaction behaviour after 
optimization of smoothing parameters is given in Fig. 4.23. 

Behaviour of interelement moments according to analysis results is depicted in 
Fig. 4.24. Knee moment sign change (with respect to Fig. 4.3) is connected with 
intensive swing back of arms and with presence of horizontal component of ground 
reaction. Practical impossibility of "reconstruction'1 of the sharp leap of the vertical 
component of the ground reaction is due to relatively low frequency of frames with 
respect to rapid accelerations change. 

4.3 Analys i s of a Real Exper iment 

Let us now consider results of real experimental data processing. This data is obtained 
via motion video-registration and measurement of the ground reaction with help of 
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Fig. 4.22. Horizontal (1) and vertical (2) components of the support reaction force. 

Fig. 4.23. Smoothed horizontal (1) and vertical (2) components of the support reaction 
force. 
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Fig. 4.24. Smoothed inter-element moments behaviour after GMIC variation (bound­
ary anguiar accelerations are preset). 

the force platform. We investigated a jump down from relatively small height onto 
the force platform with a successive jump upward approximately 0.5 m high. Mass-
inertia characteristics of the motion performer (his height was 1.6 m, weight — 60 kg) 
calculated by means of regressional estimates [102] are given in Table 4.2. 

The motion was filmed with frequency of 54 frames per second. Force platform 
readings were registered with frequency of 250 Hz. As a result of preliminary analysis 
of relative motion in AM joints, a 6-element model was selected. Its motion kinemat­
ics is depicted in Fig. 4.25. Maximal error of coordinates determination was observed 
for the ankle joint. Charts of experimental and smoothed displacements are given 
in Fig. 4.26. Among specific features of this motion impact-like interaction of the 
AM with the support at the moment when the heel touches the ground should be 
noted. This was registered by the force platform (Fig. 4.27), but was not reflected 
in the model motion due to low frequency of video-registration. Graphics depict­
ing smoothed behaviour of the center of mass acceleration components are given in 
Fig. 4.27. Support phase period of motion was about 0.4 s, which corresponds to 
approximately 22 points of coordinates readings for frames frequency of 54 frames 
per second. 

As a result of optimal smoothing parameters search, distributions of relative 
angular velocities and accelerations which are depicted in Fig. 4.28 and Fig. 4.29 
correspondingly were obtained. Comparison of these charts with previous examples 
(Fig. 4.9, Fig. 4.10) shows that values of variables are of the same order. Interelement 
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Fig. 4.25. Kinematic scheme of 6-element model motion (high jump, arms motion is 
not preset). 

Fig. 4.26. Ankle joint displacement (experimental and smoothed curves). 
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Table 4.2. 6-eJement model GMIC distribution (elements numeration from support 
point: 1-shanks, 2-thighs, 3-trunk, 4-shoulders, 5-forearms, 6-head). 

N element mass, kg length, m an, m a2„ m Jci, kg-m2 

1 7.18 .36 .21 .0 .26836 
2 23.29 .44 .27 .0 1.08616 
3 34.16 .52 .27 .0 3.58974 
4 5.37 .27 .13 .0 .09725 
5 4.3 .27 .14 .0 .03172 
6 3.52 .17 .17 .0 .20627 

moments behaviour is given in Fig. 4.30 (for the ankle, knee and hip joints). 
Qualitative behaviour of moments completely coincides with the one for Fig. 4.3. 

Greater amplitudes of moments are due to the higher jump upward (Ah ~0.2 m 
higher), which can be seen from energy losses comparison (1400 J and 800 J corre­
spondingly). 

This example is one of the classic experiments allowing to assess possibilities of 
employment of AM with low number of freedom degrees for estimation of the energy-
force picture of real motion. Calculations show that even when there is additional 
data available accuracy of such estimation is not high because motion registration 
frequency is limited, which leads to serious errors in velocities and accelerations. 

If we also take into account errors in GMIC values, then we finally face necessity 
of finding of a principally different approach to experimental data analysis. Specifi­
cally, we can refuse from direct experimental data processing and use this data, along 
with possibly other data, for constraint equations in the mixed problem of dynamics 
(inverse and direct problems in combination) solution. Modelling error problem be­
comes especially acute when the researcher tries to assess contribution of small solid 
bodies to general motion. For example, this is the case when we at tempt to model 
AM motion taking into account foot motion (foot can be modelled by one body or 
a system of solid bodies). Serious errors in measurement of the foot displacement 
lead to necessity of strong smoothing, which distorts significantly total energy-force 
picture of motion. 

4.4 Ana lys i s of Grand Circles on the Horizontal Bar 

Grand circles on the horizontal bar can serve as one of the most speaking examples 
of small displacements influence. Due to the necessity to differentiate experimental 
data, a t tempts to take into account motion of the bar lead to large values of the first 
interelement moment Mi (the moment between the palm and the bar). For example, 
for a 3-element model Mi can attain a higher value than other joint moments, which is 
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Fig. 4.27. Horizontal (1) and vertical (2) components of the centre of mass accelera­
tion. 

Fig. 4.28. Inter-element angular velocities distribution. 
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Fig. 4.29. Inter-element angular accelerations distribution. 

Fig. 4.30. Smoothed inter-element moments after GMIC variation (boundary angular 
accelerations are preset). 



100 Chapter 4. Analysis 

apparently a result of significant errors in determination of the bar position, velocity 
and acceleration. 

The degree of influence of errors in joint coordinates can be investigated anal­
ogously to the approach described in the first example of this chapter. Let us also 
note that absolute error in determination of joints coordinates is of the same order 
for all joints. However, joint angle value error is in inverse proportion to the distance 
between the joints, as it is clear from Fig. 4.31. 

Fig. 4.31. Joint displacements measurements error influence on the joint angle value. 

This fact makes clear necessity of construction of AM model from a set of ele­
ments with close values of geometric and mass-inertia characteristics. In the example 
considered below, most interesting is analysis of the bar position error influence on 
values of interelement moments. As experimental data we used results of backward 
grand circles synthesis for the 3-element model, which kinematic scheme is presented 
in Fig. 4.32. Corresponding GMIC can be found in Table 4.4. 

Table 4.3. 3-element model GMIC (elements numeration from the horizontal bar: 1-
arms, 2-trunk, 3-legs). 

N element mass, kg length, m ttu, m a2„ m Jci, kg-m2 

1 7.02 .63 .39 .0 .26126 
2 33.24 .67 .21 .0 2.08912 
3 19.74 .84 .35 .0 1.30985 

Visco-elastic properties of the bar were regulated by linear coefficients of vis-
cousity [0 =500 N s/m) and elasticity (C =18000 N / m ) . Synthesis of grand circles 
was carried out by presetting of the hip joint angular displacement. Synthesized 
values of interelement moments are presented in Fig. 4.33 (moment Mj = 0). As it 
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Fig. 4.32. Kinematic scheme of the 3-element model motion (grand circles on the 
horizontal bar, first circle). 

is seen from charts of interelement moments power increment (Fig. 4.34), most sig­
nificant contribution in kinematic energy increase (Fig. 4.35) is due to the hip joint 
moment. 

Synthesized "accelerating" circle and additional data on the bar reaction force 
behaviour (Fig. 4.36) were used for testing of the analysis problem solution. It was 
adopted that joints coordinates data is distorted by equally distributed (within a circle 
of given diameter) noise. Results of the optimization procedure (for frames frequency 
of 20 frames per second and noise amplitude approximately equal to 0.006 m) are 
depicted in Fig. 4.37. 

Obviously, these results can be considered satisfactory. However, optimal param­
eters values have been received for A7 / 0 in the adequacy criterion (that means 
that the value of Mi was used). If the Eq. (2.47) criterion is used, optimal values 
of smoothing parameters for A7 = 0 give the best result for the reaction force dis­
crepancy, although, they yield essentially less exact values of interelement moments. 
As one of the reasons of such nonsatisfactory smoothing we see low frequency of 
displacements registration (20 frames per second). 

An important advantage of the considered analysis example is possibility of vari­
ation of "measurements" parameters in order to estimate significancy of errors of 
different parameters groups in calculation of interelement moments. Thus, by GMIC 
variation it can be seen that their measurement error is about 10 times less "im­
portant" than tha t for velocities and accelerations of given displacements. We also 
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Fig. 4.33. Synthesized inter-element moments behaviour. 

Fig. 4.34. Power of synthesized inter-element moments. 
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Fig. 4.35. Energy balance and kinetic energy behaviour. 

Fig. 4.36. Behaviour of horizontal bar reaction force components. 
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Fig. 4.37. Smoothed inter-element moments. 

found out that an essential error in moments calculation is due to nonstability of 
the registration frequency, which can be easily explained by distortion of the whole 
kinematic picture. 

Most significant errors, as mentioned above, appeared in data on the horizontal 
bar position. Imitation of such errors can be easily done by increasing the lower 
boundary for values of smoothing splines parameters for components of the bar dis­
placement. It is important to note that in relative values the bar position change 
of 0.01 m does not influence significantly the center of mass position. In Fig. 4.38 
initial and smoothed values of the bar displacement components are given. Increase 
of the lower boundaries for smoothing parameters leads to displacement of the bar 
towards its neutral position (in other words, decrease of the bar displacement along 
the whole trajectory (Fig. 4.39)). Results of the smoothing procedure, taking into 
account mentioned above constraints, are presented in Fig. 4.40-Fig. 4.42. 

Good coincidence of the initial and modelled center of mass accelerations (see 
Fig. 4.40) obviously provides for good coincidence of velocities and displacements. In 
particular, moment of momentum increment kc (Fig. 4.41) coincides almost exactly 
with that for the initial nondistorted motion. 

In Fig. 4.42 interelement moments as functions of time are presented. They show 
large amplitude value of the wrist interelement moment (max \MX\ ~ 160 N- m) . The 
amplitude values of M2 , M3 almost repeat that of Fig. 4.33. 

Let us demonstrate the reason of such essential change in Mx in contradistinction 
with Mi = 0 (Fig. 4.33). Directly from the theorem of increment of the moment of 
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Fig. 4.38. Initial and smoothed behaviour of the bar displacement components (with 
respect to time variable). 

Fig. 4.39. Initial and smoothed horizontal bar trajectory. 
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Fig. 4.40. Behaviour of centre of mass acceleration components. 

Fig. 4.41. Moment of momentum with respect to the centre of mass. 
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Fig. 4.42. Smoothed inter-element moments behaviour. 

momentum with respect to the center of mass Eq. (2.42), taking into account the 
reaction force Ni and external moment M\, we have: 

Mi + (to - Bo) x Hi = L (4-1) 
where To, Be — vectors of the bar position and the AM center of mass, correspond­
ingly. Let r̂ 'o = r0 + Ar0 — be a new bar position. 

Then, supposing that Hi = —Cr0 — f3r0, where C = 18000 N / m we receive: j3 = 
500 N-s/m, jV'j = JVi + ANi = Hi - CAro-

Then, directly from Eq. (4.1) we have 

Mli - Mi = AMi = C(r0 - Be) x Aro- (4.2) 
Received expression Eq. (4.2) allows one to estimate behaviour of the error in 

Mi calculation. For the case of planar motion, which is being considered, we have 
|ro— Bc\ ~ l m , | A r 0 | 2± 0.01 m. At the moment of t ~ 1 s the angle between vectors 
( r 0 — Rc) and A r 0 is approximately equal 37r/2. Therefore Mi projection on the axis 
2 (perpendicular to the motion plane) Mu ~ -18000-1 • 0.01 = -180 N-m. Change of 
the interelement moment sign at t = 1.4 s corresponds to a new relative position of 
the vectors under consideration. 

Let us also note that from the kc behaviour graphic (Fig. 4.41) it follows that 
at i — I S, kc reaches its maximal value. Then, at this moment kc as 0 and error 
A M , is mostly due to the error in calculation of A Hi = —cAr0. The analysis carried 
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out shows that most significant errors are ones appearing when calculating positions 
of joints, among which, for one-support phase, essential contribution to the integral 
error is due to errors in position of the support point determination. 

4.5 S o m e Conclus ions 

Let us summarize the examples considered above of AM motion experimental data 
analysis. 

Traditional aproach to this data processing implies calculation of generalized 
coordinates from motion videoregistration data for MM with a fixed structure and 
GMIC. Then follows coordinates differentiation in order to obtain full kinematic 
picture of motion. 

Numerical differentiation is connected with smoothing process and can be carried 
out for each generalized coordinate independently. However, most reliable smoothing 
criterion seems to be direct comparison of corresponding calculated and measured 
quantities. 

Obtaining reliable estimates of dynamic motion characteristics requires additional 
measurements of dynamic quantities or trustable suppossitions on their behaviour (as, 
for example, in supportless phase of motion). 

Minimal frequency of motion registration depends on maximal values of AM 
accelerations increment, i.e. on the third derivative of coordinates. 

For a short time series of AM coordinates functions, knowledge of boundary 
velocities or/and accelerations (or approximation of their values) proved quite useful. 
This allows to essentially lessen negative boundary effect for approximating splines. 

Influence of errors in GMIC values calculation is considerably less significant 
in comparison with that of errors in determination of markers coordinates, because 
generalized coordinates are differentiated twice. Differentiation error is in inverse 
proportion to motion registration frequency. 

Maximal error, when calculating interelement (motion controlling) moments, is 
observed for the external moment value (first interelement moment) . It is especially 
so when there are real external forces applied to MM. These forces values satisfy 
equation Eq. (4.1) and even a small error (up to 5°) in value of the angle between 
the vector connecting the center of mass with the support point (r0 — Rc) and the 
vector of the support reaction j¥ j , leads to a significant error in M j value. 

Mentioned above peculiarities of the problem of analysis of experimental data 
should be taken into account when working with computer programmes for choice of 
adequate anthropomorphic model. Most suitable variant of such software creation is 
reserving of MM of maximum structure complexity. Then follows parametric adjust­
ment of the MM by the criterion of coincedence of main integral (over the observation 
period) characteristics calculated from model and experimental data. This procedure 
is carried out for minimal possible number of freedom degrees. 

Most resourses-requiring blocks of software realizing these ideas are connected 
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with: 
a) building of smooth approximations of generalized coordinates given in the table 

form; 
b) solution of the direct dynamics problem for each time point, which is included 

in the estimation of the MM integral adequacy; 
c) realization of the procedure of multicriteria optimization; 
d) user interface development. 
Let us note that upon solution of the analysis problem according to the classical 

scheme, practically all MM parameters and functions do not coincide with corre­
sponding values of the real AM. This is due to integral character of the adequacy 
criterion of the Eq. (3.39) type and abundant number of MM parametes with respect 
to the number of criteria in the multicriteria approach. 

In the next chapter we will consider one more possible approach to creation 
of an adequate AM. It is based on solution of the mixed dynamics problem with 
non-stationary constraints, which can be formulated on the basis of additional exper­
imental data. 



CHAPTER 5 
SYNTHESIS 

In this chapter main attention is paid to formulation and solution of anthropomorphic 
mechanisms (AM) motion synthesis problem. Such synthesis can be carried out if 
we have developed mathematical model (MM) in the form of differential-algebraic 
motion equations system, which was considered in the previous chapter. Variation 
of generalized forces, with employment of various forms of external and internal 
forces and moments parameterization, allows to synthesize required kinematics of 
AM at several points of time as well as for the whole interval of motion. Proposed 
approach to AM motion synthesis is based on solution of mixed problem of dynamics. 
Parameterat ion of constraint equations allows to discuss ways of goal-oriented motion 
optimization problem solution. 

Employment of kinematic and/or dynamic characteristics of motion for imposi­
tion of constraint equations makes possible such parametric MM adjustment which 
takes into account results of various additional measurements. Considering motion 
synthesis problem as an iteration of MM identification process we state the necessity 
of superelement approach to MM structure description. Thus, formulation and solu­
tion of AM motion synthesis problem appears to be one of basic elements of a more 
general problem — MM identification, which the topic this book is mainly devoted 
to. 

5.1 Genera l Po in t s (Fundamenta ls ) 

Mathematical modelling of human and animal SMA (skeletal-muscular apparatus) in 
various biomechanics problems is aimed at solution of motion analysis and synthesis 
tasks and construction of new anthropomorphic mechanisms. Classical field of MM 
application is motion analysis, i. e. processing of experimental data obtained through 
motion videoregistration and, possibly, other additional measurements (data on ve­
locities, accelerations, forces values). This processing allows one to obtain kinematic 
and energy-force picture of motion which reflects real motion at certain level of ade­
quacy. Choice of the adequacy criterion is usually based on comparison of kinematic 
and dynamic quantities of common dimension which values are obtained through 
measurements and calculations. 

Presently measurement devices capabilities are essentially widened via employ­
ment of computers in experiments proper. Therefore problems concerning use of 
additional measurements for adequate modelling become topical. Only development 
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of reliable procedure of complexly coordinated motion synthesis allows to realize a 
regular approach to formulation of the problem of the best adequacy criterion and 
choice of MM with minimal number of parameters. Possibility to synthesize AM 
motion with required kinematic and dynamic characteristics gives all the necessary 
data for analysis problem or, to be more precise (taking into account varying model 
structure), identification problem. As soon as a researcher has synthesized certain 
motion, he can consider the problem of minimization of variety and volume of ad­
ditional measurements required for development of MM adequately describing real 
SMA motion. 

In this chapter main attention is paid to "technology" of dynamic modelling of 
human SMA which is intended not only to enable employment of complex MM but 
also to structurize control so that motion goal would be used directly as control 
factor. In the simplest case this is programmed motion. In general case MM is a 
system of differential-algebraic equations, reflecting dynamics of a system of bodies 
with constraints [54, 101]. 

Problems of control structurization in biomechanics have common points with 
principles of control formation in problems of system of bodies dynamics [46, 107]. 
Consideration of these problems is necessitated by requirement on SMA motion syn­
thesis that constraints on controlled quantities be not only satisfied but also mutually 
coordinated and realizable through strictly internal (e. g. muscular) control. 

Proposed approach to SMA motion control formation will be considered for a 
MM of general type. We will represent SMA as a system of bodies [101], but it is 
suggested to employ superelement description of the model structure, i. e. SMA is 
considered to consist of a set of bodies [101], each of which can itself consist of some 
other set of bodies and so on. This approach can be realized most easily for two-level 
model. At the first stage number of elements and their mutual configuration are set 
in order to reflect main freedom degrees of SMA. Then AM elements are presented as 
successive kinematic chains of certain form. Examples of systems with such structure 
will be given in the following sections. 

Superelement approach simplifies the process of model initial data formation 
(preparation) and also allows to employ parametric control under condition of small 
deformations in "internal" joints of superelements. Besides, if we introduce viscousity 
and elasticity in these "internal" superelements joints, then we can model elastic 
behavior of superelements while remaining in the framework of dynamics of solid 
bodies systems. 

One of the possible variants of realization of concentrated in superelements joints 
visco-elastic properties is to use non-linear (with respect to generalized coordinates) 
dependency Uk(q,q) 

Uk(q,q) =-Pk<ik-Akta,n{dikqk + d2k) ~d3h, k = l,n, (5.1) 

where coefficients /3^, A/t, in,, d2k, d3k are chosen in the same way as corresponding 
coefficients in relation Eq. (3.43). 
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Different values of the coefficients can be chosen for various AM positions. Re­
lation Eq. (5.1), for example, allows to model visco-elastic character of superelement 
model contact with external obstacles described as geometric constraints. In par­
ticular, human SMA interaction with nonlinear visco-elastic support is described as 
a set of external forces acting upon AM when a set of points of AM "attempt" to 
cross geometric line corresponding to support level. If this set of points consists of 
superelements joints then the character of interaction depends on structure, shape 
and internal visco-elastic properties of superelements. One of the simplest variants 
of superelement modelling consists in description of interaction of an elastic rod of 
given shape with visco-elastic support. Motion equations of general type with non-
stationary constraints can be stated as follows: 

( A(q)q = B{q,q,t) + U{q,q,t), 
{ F(q,t) = 0, (5.2) 
I G(q,q,t) = 0, 

where q — {qi,..., qn} — vector-column of generalized coordinates, q,q — its deriva­
tives with respect to time; A(q) — (n x n) — matrix of kinetic energy; B(q, q, t) — 
(n x 1) — vector-column of inertia items; F(q,t), G(q,q,t) — (m x 1),(Z x 1) — 
vector-columns, describing holonomic and non-holonomic non-stationary constraints, 
U(q,q,t) — (n x 1) — vector-column of generalized forces. Method of formation of 
this column determines capability of motion synthesis process. Let us note that in 
relation Eq. (5.2) it is implied that via method of multipliers constraint equations 
enter expression for U(q, q, t). Details of this method are given by Wittenburg [101]. 

Differentiation of constraint equations, calculation of P' — Jacobian matrix of 
these equations and following solution of system of linear algebraic equations: 

(P'TA-lP')\ = P'1A~lB + D(q,q,i), (5.3) 

where P' = (F'G'A — (n x (m + 1)) — Jacobian matrix of constraint equations, 
A = ( A i , . . . , Am+/) — vector-column of Lagrange multipliers, allows to deal with 
linearly-dependent constraints. Solution of the system Eq. (5.3) by means of mod­
ernized Gauss method makes necessary calculation of only A = ( A j , . . . , Ar) Lagrange 
multipliers (where r < (l + m), if matrix M = (P' A'^P') rank is equal to r) because 
( m + / _ r ) constraint equations follow from the first r of them. Additive structure 
of items corresponding to each constraint in expression for U(q, q, t) allows to put 
A; = 0, i = r + l , m + /. In relation Eq. (5.3) column D(q,q,t) is of (m + I) dimen­
sion. This vector-column consists of items which do not depend explicitly on q. It is 
obvious that D can be divided into 2 items as follows 

D(q,q,t) = D,(q,q) + Da(t), (5.4) 

where Z?2(*) corresponds to program motion with respect to various freedom degrees, 
as well as combination of such program motions intended for realization of some 
motion goal. 
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Let us return to the discussion on item U(q,q,t) in relation Eq. (5.2). Inverse 
problem of dynamics solution requires that U be of the form U = U\(t). Paramentric 
control of SMA model via selection of characteristics of springs and dampers in joints, 
in its turn, requires that U be of the form U = U2(q, q). And, finally, non-stationarity 
of constraint equations actually requires that equation U = Ua = —P'X be satisfied, 
where A is calculated from Eq. (5.3) for each moment of time t, that is A = \(q,q,t). 
Thus, structure of generalized forces column U(q,q,t) should be as follows: 

U(q,q,t) = Di(t) + U2(q,q) - P 'A(9 , <?, f). (5.5) 

Solution of the direct problem of dynamics (analysis problem) yields U only as 
U(t). Any futher steps can be done if we take certain hypothesis on U(t) structure. In 
particular, it can be of such structure as in Eq. (5.1) or Eq. (5.5). However, reliability 
of the hypothesis can be checked only if there are made additional measurements of 
quantities being calculated. 

Let us consider in more detail the third item in Eq. (5.5). Modeling of certain 
motion with use of non-stationary feed-back allows us to formulate a problem of syn­
thesis in a space of geometric and kinematic of parameters, which are more natural 
for the researcher. From analytical mechanics point of view we are speaking of solu­
tion of the mixed problem of dynamics. Most universal approach to its solution is to 
write down desired (program) motion in the form of constraint equations and then 
to solve differential-algebraic system of equations. Peculiar feature of human motion 
is that SMA transition is performed only by means of internal control. Therefore, for 
motion synthesis it is required not only to write down kinematic constraint equations 
but also to solve them jointly with equations of dynamics theorems of SMA motion. 

As result of differentiation of constraint equations we obtain a system of differ­
ential equations of the second order (additional to system Eq. (5.2)). According to 
this method let us link up to Eq. (5.2) theorem of center of mass motion and theorem 
of moment of momentum increment written for the whole SMA and for any set of 
its elements. This will allow to obtain synthesized motion with desired behaviour of 
ground reaction and/or external with respect to SMA moment (e. g. we may require 
that this moment be equal to zero). 

Employment of this approach to synthesis of supportless phases of motion will 
thus imply that along with kinematic non-stationary constraint equations, we should 
write (as additional constraints) theorems of center of mass motion and moment of 
momentum preservation. In this case among possible realizations of certain kine­
matics, the one which can be performed only by means of "internal" control will be 
chosen. 

In conclusion, let us underline importance of non-stationary items in constraint 
equations of Eq. (5.2) type. It is due to the non-stationarity that there appears pos­
sibility to synthesize motion with required ground reaction behaviour and/or relative 
displacements of selected SMA points. This motion can by dynamically corrected, 
i. e. motion goal can be changed during motion. 
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The proposed approach to motion synthesis does not require pre-setting of gen­
eralized forces values (for example, interelement moments) which allows to increase 
number of freedom degrees and vary SMA structure. Thus we obtain a number of 
sets of test problems used in idenfication algorithm of analysis problems. 

In the next section we will consider examples of various non-stationary con­
straints. 

5.2 Typica l N o n - S t a t i o n a r y Constraints 

Before we start considering typical constraint equations that were used for synthesis of 
most number of motions, let us give some useful formula allowing for direct realization 
of non-stationary item D2(t) in Eq. (5.4). Realization of a preset absolute or relative 
displacement is often described by only boundary conditions on initial (t = 0) and 
final (t = T) displacements and velocities (x0, v0, XT, VJ — correspondingly). When 
investigating periodical motions for variation parameter, oscillation amplitude (i») or 
position of a generalized coordinate at given time point (for example, x(j) = x0 + xr) 
can be taken. For realization of conditions mentioned above in form of time function 
a polynomial function of the 4-th order can be suggested: 

x(t) = at* + bt3 + ct2 + v0t + x0, (5.6) 

where o, b, c — coefficients depending on above mentioned parameters T, x0, v0, XT, 
VT, x,. Differentiating of function Eq. (5.6) with respect to time variable t and taking 
into account of additional boundary conditions will yield 

aT* + bT3 + cT2 = du 

4aT3 + 3bT2 + 2cT = d2, (5.7) 

aT4 + 2bT3 + 4cT2 = 16d3, 

where di = XT — x0 — v0T, d2 = vT — v0 and d3 = x, — v0j. Solution of the system 
of linear algebraic equations Eq. (5.7) gives the following formula 

a = (-8di + 2Td2 + 1 6 4 ) / T 4 , 

b = (14dx - 3Td2 - 3 2 4 ) / T 3 , (5.8) 

c=(-5d1+Td2 + m3)/T2 

In particular, if v0 = vj and xm = (xT — x0)/2, but x0 ^ XT then a = 0. This 
means that x(i) = 6bt + 2c. It can be seen that acceleration is, in this case, a linear 
function of t ime and 

T3b = -2(xT - x0) + 2Tv0, T2c = 3{xT - x0) - 3Tu0- (5.9) 
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In another example of start-stop motion (periodical with respect to position and 
velocity) we have x0 = xj, v0 = vT = 0, but x , ^ 0, and therefore 

T4a = 16x„ T3b = - 3 2 x „ T2c = 16a;.. (5.10) 

Then acceleration can be written as follows x{t) = 32x„(6i(i - T) + T2)/T4 

In case of a less number of parameters, for example, if x t is not known, Eq. (5.8) 
take a simpler form, and, omitting several relations, we will have 

a = 0, 

-T3b = 2(xT - x0) - T{vT + v0), (5.11) 

-T2c = - 3 ( x T - x0) + T(vT + 2v0). 

Linear dependence of accelerations on time in Eq. (5.9) and Eq. (5.11) allows for 
realization of typical start-stop trajectories. However, when modelling some complex 
motions by a combination of start-stop trajectories there appear disruption points 
in acceleration functions at points of different trajectories linking (with respect to 
displacements and velocities). There are no conditions of accelerations continuity 
directly in Eq. (5.8). However, it is possible to provide for their continuity by use of 
parameter x , , which for given 5(0) can be determined from the following relation 

16x, = 0.5T2x(0) + 5(xT - x0) - T(vT - v0) + 3u0T, (5.12) 

which can be received directly from the formula for coefficient c in Eq. (5.8), taking 
into account definitions introduced in Eq. (5.7). Substituting Eq. (5.12) in formula for 
coefficients a, b we receive polynomial coefficients values, providing for acceleration 
continuity when modelling trajectories are characterized by a set of parameters. 

The relations given above are very useful for synthesis of complex motions employ­
ing a consequence of fixed coordinates and velocities values at fixed time moments. 
Meanwhile, acceleration values are usually not set. However, for motion smoothness it 
is neccesary to have continuous accelerations at trajectories linking points. As gener­
alization of relations considered, polynomial spline approximations can be employed. 
However, for large number of equations the data volume needed for approximation 
essentially grows. 

Polynomial character of non-stationarity for trajectories described above can ob­
viously be enriched by other nonlinear functions if we take into consideration, for 
example, nonlinear behaviour of the ground reaction and/or controlling moments. 
Thus for description of ground reaction behaviour there, for example, can be used 
following functions 

Rx{t) = A„ • Ai ■ sin(ax27ri/T), 
(5.13) 

Ry(t) = A i ( ( « ( T - t)/T2)"i - A2(it{T - i ) / T 2 ) " 2 ) . 
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By choosing different combinations of parameters Ai, Ax, a%, 0:2, ax values one 
can receive a wide diapason of possible variations in the ground reaction behaviour. 
In particular, ground reaction function Ry characterized by two peaks (which is typ­
ical for walking, running, jumps etc.) can be received. Obviously, if measurements 
of the variable being modelled is available, in the table form, one should employ 
spline approximation method or some nonlinear regression estimation algorithm. For 
example, for this purpose least square method can be used, which realization details 
can be based on the minimization procedure described in the third chapter. Some 
concrete examples of non-stationarity will be analyzed further on. 

Let us now describe several variants of constraint equations for the AM from 
Sec. 2.6. One of the simplests variants is based on programming of motion for every 
generalized coordinate or closed set of coordinates. The "closed set" term implies 
that the number of constraint equations is equal to the number of coordinates present 
in them. Let us show how such type of constraint equations will influence general 
equations Eq. (5.2) and Eq. (5.3). 

With no harm to generality let us assume that m constraints are imposed on first 
m generalized coordinates. Otherwise, the coordinates can be remunerated. Then we 
can rewrite Eq. (5.2) as follows 

(5-"Lj ( t )=( t , )+ ( t . ) w <5-»> 
where Fqm — (m x m) non-singular Jacobian matrix of constraint equations; 0„_m 

— zero column of length (n — m). According to general methodology of taking into 
account of constraint equations, let us transform first m motion and constraint equa­
tions in Eq. (5.14) 

qm = A^(Bm - cqn-m + F,mAm) , 
(5.15) 

FliA~1(Bm - cqn-m + Fqm\m) = Dm. 

From which we receive the following formula for Am 

Am = (FlA^Fqm)-1)(Dm - FlA~l(Bm - c? n _ m ) ) . 

Then, taking into account that Fqm is a square, non-singular matrix we can write: 
[FT A^F^Y1 = F~^AmF~J And, therefore, substituting Am in first m equations 
of Eq. (5.15) we shall have qm = F~jDm. 

Thus, having employed general technology of constraint equations utilization, we 
obtained that programmed motion along qm coordinates will take place. This motion 
corresponds to the following "closed" system of constraint equations: F^ijm = Dm. 
In particular, for m = n we receive solution of the direct dynamics problem upon 
condition that Fqn = diag(c*i) or Fqn = En, (Fq„ is a diagonal or unit matrix). In 
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particular most simple type of constraint equations / ; = g, — qi(t) = 0, where qi(t) — 
is programmed motion along coordinate number i, is characterized by diagonal form 
of Fqm. 

For the AM considered in paragraph 2.5 for generalized coordinates absolute 
elements rotation angles g; = tpt were taken. If desired interelement angles be­
haviour is given, constraint equations take the following form tf>k — ?/>*(<) = 0 or 
fk — fvk — ipk(t) = 0, where vk — is a component of structure vector, containing 
information on elements linking order. Thus, as a good generalization constraint 
equations, containing linear combinations of generalized coordinates can be consid­
ered: 

fk - aktp„k - Tpk{t) = 0, (5.16) 

where ak > 0 — parameter determining fixed increment of interelement (ak = 1) or 
absolute (a* = 0) rotation angle of element number k. 

Behaviour of generalized coordinates as functions of time is, as a rule, known for 
relatively simple models of human SMA. The most general case is when absolute or 
relative motion of certain AM points, for example, its joints is preset. If the number 
of freedom degrees is large, then a researcher can introduce fictitious elements in MM, 
which makes possible to control motion of any AM point under supposition that it 
is a joint point. Thus, constraint equations in form of linear combinations of joints 
coordinates allow to realize desired kinematics of AM arbitrary point. 

In particular, for two arbitrary joints with corresponding numbers k and j , vector 
constraint equation is: 

Rk-akRj- R°k(t) = 0, (5.17) 

where Rk, Rj — radius-vectors of joints k and j \ ak > 0 — parameter, used analo­
gously to the parameter in relation Eq. (5.16), R°{t) — non-stationary item, which 
actually corresponds to desired motion. For planar model with cylindrical joints (see 
Sec. 2.4) we can write: 

i 

B, = r0 + J2fiikri. (5.18) 

Taking derivative of constraint Eq. (5.17) twice and taking into account Eq. (5.18) 
we obtain 

k 1 

fo(l - <*k) + ]T /**»•& - ak Y^, Pfiii - i " W = 0- (5-19) 

If we use generalized coordinates x0 , 3/0, <Pi, i = l , n then r0 = x0ix + y0iy, 
r, = li(smipiix — costpiiy), where ix, iy — unit vectors of absolute (inertial) basis. 
Differentiation in this case gives: 
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fo = iQix + y0iy, J ° = x°k(t)ix + y°k(t)iy, 
(5.20) 

ii = li({- sinipup? + cos<pwi)ix + ( c o s ^ ? + smy5j)j s). 

Substituting expressions from Eq. (5.20) directly into Eq. (5.19) we obtain projec­
tions of differentiated constraint equation onto unit vectors of intertial basis (ix, iy): 

i 0 ( l - ctk) + £ ) fikilt cos ifiifi -akY, fijiU cos ipwi = Dkx(t, ip, ip), 
1=1 i = l 

(5.21) 
* i 

Vo{l - a*) + 2 likilisinipiipi - ak J2 PjiUsin^, = Dky(t,ip,<p), 
i = l t '=l 

where Dkx, Dky — functions of time, generalized coordinates and velocities (see also 
Eq. (5.4)), which contain all items which did not enter the left part of differentiated 
constraint equations — Eq. (5.21). Rectangular Jacobian matrix of dimension (2 x 
(n + 2)) contains elements which can be taken directly from Eq. (5.21) — these are 
factors which generalized accelerations (x0, yo,<Pi, i= l , n ) are multiplied by. 

Jacobian formation can be most conveniently realized algorithmically via succes­
sive accumulation of algebraic sums of components, which corresponds to summing 
over k and j indexes. Such algorithmic approach allows to easily handle arbitrary 
linear combination of joints coordinates: 

n 

J2 aki& - £*(*)=°> k^n- (5-22) 
i = l 

Here aki > 0 — components of a rectangular matrix. In particular, for R°k = 0, 
k = l , n and {aki} = diag{a,j}, that is in case of diagonal form of this matrix, it is 
assumed that if an / 0, then the position of corresponding joint with radius-vector 
Ri is fixed. 

Let us consider one essential aspect concerning constraint equations. It is obvi­
ous that even for such relatively simple forms of constraint equations as Eq. (5.14), 
Eq. (5.17) and Eq. (5.22) degeneracy of constraint equations and/or their incompat­
ibility can occur. Degeneracy of constraint equations can be caused by, for example, 
linear dependency of some constraint equations. 

One of the ways to handle such a situation was considered above. Much more 
difficult to handle is the case when constraint equations are mutually incompatible 
with kinematic capabilities of MM. As an example, we can consider the situation 
when ;Sfc(<) sets joint position out of AM reaching zone. This situation practically 
cannot be predicted beforehand. Thus, there appears neccesity to introduce in the 
software an additional block which would allow one to analyze whether constraint 
equations are solvable or not. If the system of constraints is not solvable those which 
impede motion realization should be dynamically eliminated. 

http://Non-Sta.tiona.ry


120 Chapter 5. Synthesis 

As a sign that system of constraint equations is incompatible it can serve ''end­
less'1 decreasing of integration step in the procedure of numerical integration of motion 
equations together with the constraint equations. In particular, geometric incompati­
bility of constraints makes it impossible to carry out numerical integration. Dynamic 
incompatibility (which, as a rule, is observed in some vicinity of the points of geo­
metric incompatibility) shows itself in sharp decreases and increases in velocities and 
acceleration values which requires periodic check of their values with respect to max­
imal and minimal allowable values, especially if procedure of numerical integration is 
relatively slow. 

Special cases of geometric and dynamic incompatibility of constraint equations are 
due to writing these equations directly in differentiated form, for example, in form of 
motion equations corresponding to general theorems of dynamics of the whole system 
and/or its subset. In this case energy expenditures of AM necessary for realization 
of desired change of external forces and moments (taking into account AM current 
configuration and elements velocities distribution) can serve as motion realizability 
criterion. 

Let us further consider some variants of constraint equations in differential form. 
Directly from theorems of center of mass motion and increment of moment of mo­
mentum with respect to radius-vector r0 (named support point) we obtain: 

{Rc-g)Mc-N1=0, 
(5.23) 

k" - MC(RC - r 0) x (g - £o) - Mi = 0. 

Relations in Eq. (5.23) contain nomenclature used in derivation of Eq. (2.39) 
under supposition that there is only one external force N\ (support reaction) and 
one external moment M i applied to SMA. 

Employment of generalized coordinates in Eq. (5.23) allows to consider these 
relations as non-stationary constraint equations. Non-stationary part is determined 
by Mi = Hi{t) and M1 = Mi(t). Relations in Eq. (5.23) yield six scalar constraint 
equations. Formally JVj = Ni{t,q,q), and M i = Mi(£, q,q), i. e. jVi and M i can be 
arbitrary functions of phase variables. For example the case when Ni = —cr0 — /3f0 

corresponds to linear visco-elastic behaviour of reaction force. 
Most clear is how to use constraint equations of Eq. (5.23) type for modelling of 

supportless phases of motion with kinematics described by constraint equations of 
Eq. (5.22) type, where Ni = Mi = 0. Absence of additional constraint equations 
in Eq. (5.23) in general case leads to non-zero values of N\, Mi, which, obviously, 
cannot be realized in the supportless phase. 

As one more useful vector constraint equation, theorem of increment of moment 
of momentum with respect to the center of mass can be proposed: 

* - ( r o - Be) x Ni - Mi = 0. (5.24) 

This constraint allows to directly control value of moment of momentum k, for 
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example, through variation of mutual position of vectors (r0 — Rc) and JVj when 
Mi = 0 in single-support phase of motion. It is especially important to be able to 
control value of k when we consider combination of supportless and single-support (or 
multi-support) phases. As follows from Eq. (5.24) k = const if NT = M1 = 0. This 
constant determines potential for performance of rotational motions in supportless 
phase. 

Concrete forms of constraint equations depend on generalized coordinates choice. 
For example, for planar AM (see Sec. 2.7) system of constraint equations consists of 
two equations from Eq. (2.50) and a third one which is a sum of the rest of motion 
equations: 

M<x0 + £ dtp} = £ D&) + Nx(t,w), 

Mcy0 + £ D^ = - £ CM] - M'g + Ny(t, y, <p), (5.25) 

£ Cix0 + £ DiVo + £ ( £ A*)w = £ £ Bur] -g±Dt + M,( t , <p, ^ ) . 
• = i 1=1 j = i i = i i = i j = i i = i 

Jacobian matr ix elements can be, as it is clearly seen, calculated simultaneously 
with calculation of components C,, Di, Aij. This essentially helps to save time re­
sources. 

One of the first two vector equations in Eq. (5.23) for N\ =£ 0 should be combined 
with one of the equations in Eq. (5.22). For example, it can be r0 = r 0 ( t ) , which de­
termines motion of the support-point and behaviour of reaction force (Ni = Ni(t)). 
If we use only force constraint, the resulting motion will be determined by action of 
all external forces (including gravity force) and force constraint, which can lead to un-
desired displacement of some points of AM (for example, support point). Analogous 
consideration can be related to the second equation in Eq. (5.23). 

On the whole, peculiarities of constraint equations realization determine to a 
great extent the constraints set for concrete software employed by a researcher. It 
is clear, that additional calculations in order to take into account constraint equa­
tions are needed. However, constraint equations can often even precipitate modelling 
(integration) process due to stabilizing influence on motion with respect to some gen­
eralized coordinates. In particular, stabilization of AM strongly oscillating motion 
with respect to one of the coordinates frees numerical method being employed from 
neccessity to make calculations with small integration step (interval). 

Practical recommendations on constraint equations realization were mainly pre­
sented in Chapter 3. Let us only note here that classical variant, when constraint 
equations are written in form of Eqs. (5.2)-(5.4), can also be realized quite efficiently. 
Basically, at each integration step it is necessary to decompose the kinetic energy 
matr ix A and present it as multiplication of two triangular matrices LU. This is 
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done in order to find constraint multipliers. Then we have to solve one system of 
equations of the form AH = B and (m + /) equation systems of the form AY = P', 
where Y — (nx(m + l)) solution matrix and P' corresponds to nomenclature used in 
Eq. (5.3). Later we should also solve system of Eq. (5.3) characterized by potentially 
degenerate matrix M = (P'T A^P') (as it has been noted above) and then we finally 
find corrected values of accelerations by solving system of equations Aq = B — P'\ 
(LU decomposition of kinetic energy matrix is already known by this t ime). 

It should be noted that dealing with constraint equations according to this 
methodology should take place after formation of column B(t,q,q), that is all ex­
ternal and internal forces and moments must be already taken into account. Con­
straint equations just correct values of accelerations. This can be used for parametric 
correction of constraints action distribution. Right-hand side of Eq. (5.3) depends 
on B = B{t, q, q) and therefore parametric form of visco-elastic generalized forces, 
for example of the Eq. (5.1) type, makes possible redistribution of values A through 
variation of parameters in Eq. (5.1). Thus, motion with required kinematics can be 
formed via variation of parameters which determine visco-elastic properties of joints. 

What actually such variation can yield depends essentially on number of redun­
dant freedom degrees and number of simultaneously "active" constraint equations. 
Alongside with parametric corrections, corrections based on the principle of local 
variations can also be carried out. It consists of introducting some time-functions 
in the right-hand side of motion equations. However, for high number of freedom 
degrees this method proves to be not very effective and difficult for solving. 

The realization of typical constraint equations in mathematical model considered 
above allows one to deal with various possible cases of MM applications to adequate 
modelling of human SMA. Methodology of this modelling is oriented on a multi-level 
superelement model with the following possibilities: 

1) parametrical description of visco-elastic properties of joints; 

2) constraints on displacements of some points (which are realized by means of a 
feed-back with respect to displacements and velocities); 

3) parametrical equations of geometric, kinematic and force (e.g. of Eq. (5.23)) 
type constraints. 

It should be noted, that among the possibilities listed above of MM parameters 
variation, constraint equations allow one to receive most constructive results in syn­
thesis of new motions as well as for adequate modelling of concrete motions (since 
the adequacy criterion implies employment of additional measurements which can be 
used as constraint equations). 

Hereafter we shall consider some examples of application of the methodology 
described above. 
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5.3 Synthes i s of Grand Circles on the Horizontal Bar (3-e lement mode l ) 

Modelling of grand circles on the horizontal bar is one of the classical problems 
employing motion equations of rigid bodies. Interest to this motion is, first of all, 
due to possibility to describe precisely enough a complex motion using a model with 
a few number of elements and MM freedom degrees. Assessment of the quality of 
grand circle performance is connected with requirement of preservation of relative 
position of body elements. 

Obviously, such motion is possible only under certain initial conditions. If we take 
into account energy losses, due to the viscosity of the bar, friction and air resistance, 
it becomes clear that there is need in energy restoration which is possible only as a 
result of coordinated motion of AM elements at "internal" joints. The problem of 
grand circles synthesis includes necessity of building of motion control, which would 
provide at least for cyclic character of this motion with minimal dissipation of energy 
due to external factors (viscosity, friction, air resistance etc.). 

Since these energy losses can be estimated beforehand (at least their order can be 
estimated) the problem actually comes down to synthesis of so-called "speeding-up" 
circles, which provide for certain energy increment if we do not take into account 
external factors. Modelling of the gymnast body by successive kinematic chain with 
cylindric joints (in other words by a planar AM) allows for essential simplification of 
the problem of synthesis. Mechanical energy losses in such a model (for zero value of 
the wrist moment Mi) can be estimated as follows 

T 

Em= JY^Mt-i>,dt, (5.26) 
o i = 2 

where M,(£), ipi{t), * = 2, n — functions of interelement moments and angular veloc­
ities correspondingly; T — period of one grand circle. 

Analysis of this formula shows that energy increment depends not so much on M, 
values as on the sign of momentary power value P,(<) = M;(2) • ipi{t) for each degree 
of freedom and also on their sum over all "internal" joints. So, the term "coordinated 
motion of AM elements" means such distribution of moments signs which provides for 
positiveness of the sum in Eq. (5.26). It this case, the mechanical energy increment 
will be also positive. 

The problem of AM energy losses optimization usually is connected with the so-
called biomechanical criteria, calculated according to relations of the following type: 

T T n 

E, = f J2 \Mi ■ M at, E2= f £ (M, ) 2 eft, (5.27) 
{ i=2 { .=2 

where Ei does not always have the dimension of energy. 
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Analysis of the formula Eq. (5.26) shows that coordinated behaviour of interele-
ment moments provides increase of integral energy. At the same time biomehanical 
criterion Ei drops to its minimal value, since there are no elements characterized by 
negative sign of M;V>, value. Let us note, that coordinated behaviour of interelement 
moments is most simply realized when we have alternating joints and intervals of 
motion with Mi > 0 if */>; > 0 and Mt ~ 0 if ipi < 0. This means, in particular, use 
of flexor-muscles during flexing and relaxing of these muscles for straightening under 
inertia forces. 

The example considered below was used in paragraph 4.4 for analysis of param­
eters of adequate modelling. Let us explain some details of synthesis of grand circles 
by means of a 3-element model (Fig. 4.32). 

Visco-elastic properties of the support were described by a linear function with 
rigidity coefficient C =18000 N / m and viscosity coefficient /3 =500 N-s/m, which were 
chosen from constraints on statical displacement of the bar and damping of proper 
oscillations of the bar-AM system. 

Concentrated at joints non-linear dampers and springs of the Eq. (5.1) type pro­
vided for stable behaviour of so-called uncontrollable degrees of freedom. For the 
3-element model this is shoulder joint. It is assumed that in the first (wrist) joint 
there are no external forces or control moments. As for external moments (friction, 
resistance, etc.), they were also taken equal to zero by setting of corresponding pa­
rameters. However, zero values of active (stationary and non-stationary) components 
do not necessarily result in zero value of integral wrist moment, since the AM geo­
metric constraints of the Eq. (5.16) type were also imposed. Therefore, for realization 
of condition Mi = 0, we also used the theorem of moment of momentum behaviour 
Eq. (5.23) (second relation). 

Formation of preset AM motion for grand circles was actually provided by 3 
successive time periods characterized by different behaviour of function V'sW- Differ­
entiated constraint equations and non-stationary relations of the Eq. (5.6) type were 
also used. Presence of three successive periods can be, for example, seen in graphics 
of function il>3(t) (Fig. 5.1, t £ [0,2]). From the same figure it follows that grand 
circles were performed with */>i(t) > 0 and ^{t) — 0 over the whole t ime interval 
<e[o,4] . 

In Fig. 5.1 graphics of interelement angular velocities, corresponding to two cir­
cles with periods of Tj ~ T2 ~ 2 s are presented. Actually the motion was controlled 
by changing of ip3(t), that is by flexing and straightening at the hip joint performed 
at given time moments, corresponding to adopted technique of this motion perfor­
mance. The leap in «/>3(<) value at t = 2 s corresponds to the start of the second 
circle (vertical position of the gymnast) and shows necessity of working with disrup­
tions in acceleration functions, which was reflected in interelement moments graphics 
(Fig. 5.2). 

Programmed motions for the first and second circle almost coincide (Fig. 5.1). 
However, as it can be seen from Fig. 5.2, Mz{t) has a smaller peak value for the 
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Fig. 5.1. Angular velocities in model joints (two circles interval). 

Fig. 5.2. Inter-element moments (two circles interval). 
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second circle, which resulted in decreasing of area under the power function graphic 
(Fig. 5.3), and since P2 = M2 ■ i>2 « 0 ( i>2 s 0, Fig. 5.1), decreasing of P3 leads to 
a smaller increment of kinetic energy over the second circle in comparison with the 
first one ( A 7 £ n ~ 100 J, AT%in ~ 50 J correspondingly, see Fig. 5.4). The described 
effect is reflected to some extent in Fig. 5.1, where maximum ^ I at* ~ 3 s. (lower 
position of AM) is less than ipi at t ~ 1.2 s. 

Fig. 5.3. Behaviour of power of the hip joint moment (two circles interval). 

The analysis conducted above, shows in particular, that the technique of grand 
circles performance with equal increments of absolute velocity (energy) over every 
circle should vary depending on the initial angular velocity (V>i(0) = I s - 1 , i/>i(2) = 
2 s - 1 ) of the whole body. 

Let us note one more important moment, connected with employing of the quality 
criteria Eq. (5.27) for assessment of effectiveness of the performance technique. In 
Fig. 5.2 it can be seen that M2(t) / 0 over the whole motion interval. However, since 
ip2(t) ~ 0 (Fig. 5.1), Ex and E2 criteria (Eq. (5.27)) will be of significantly different 
values. 

Obviously, the fact that M2 ^ 0 plays the role of counterbalance against dynamic 
bending moment, which, no doubt, requires energy expenditures from real motion 
performer. However, this is not taken into account in calculation of mechanical (Ein) 
or biomechanical (E\) energy losses. 

The considered above example, in spite of simplicity of the AM, allowed to un­
derline basic principles of synthesis of grand circles employing variation for formation 
of given motion. As an alternative approach to this motion synthesis variants of 
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Fig. 5.4. Kinetic energy (two circles interval). 

Mi(t), i = 1,3 formation are often considered. In spite of small number of freedom 
degrees (n — 3) this methodology implies variation of time functions, which essentialy 
complicates the process of construction of the given motion. 

The main difficulty of this variant of modelling is estimation of initial distribution 
of M*(t), which is usually then varied during the synthesis process. Attempts to 
receive distribution of M*(t) from experimental data have already been assessed in 
the fourth chapter, where it was noted that Mi(t) can be significantly distorted. For 
this method of variation there are simply realized constraints on M,(t). However, 
there appear difficulties with fullfillment of geometric (relative position of bodies) 
and kinematic (velocities distribution) constraints. 

For experiments conducted in laboratory conditions, values of ground reaction 
components and of the first interelement moment can be quite accurately measured, 
which allows one to consider two variants of using this additional information. A 
researcher can either vary parameters of AM and trajectories smoothing procedures 
(Chapter 4), or use constraint equations of Eq. (5.23) type for exact coincidence of the 
measured experimental data with corresponding values calculated from the model. 
Errors in measured experimental data (for example, result of videoregistration data 
conversion to digital data) can be used for parametric adjustment of the AM. 

Let us note, that we have just described a principally new conception of AM 
parametric adjustment which allows one to use experimental data depending on their 
quality. Obviously, the basis of the suggested method of synthesis is the procedure 
of numerical integration of the system of differential-algebraic equations, which has 
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been considered in detail in preceeding paragraphs and in Chapter 3. As it has been 
noted above, difficulties here are expected in connection with possible local incom­
patibility of constraint equations which depends on the character of non-stationarity 
in constraint equations. In this case, there is need for a procedure for ranging of 
additional experimental data and its successive employment as constraint equations. 

Hereafter we will consider some more examples of synthesis and optimization of 
motions, in which we discuss some details of problems of synthesis and optimization 
solution. 

5.4 S ingle-Support M o t i o n (7-e lement mode l ) 

As it was noted in Sec. 5.1, control U(q,q,t) structure (Eq. (5.2)) determines motion 
synthesis prospects. In this section we will consider some details of synthesis process 
which was already considered in Sec. 4.2. Let the seven-element AM, which kinematic 
scheme is depicted in Fig. 4.1 and mass-inertia characteristics are given in Table 4.1, 
perform jumping motion to a relatively small height. In initial position, the legs are 
half-bent at knees. Let us, for example, set initial (i = 0) AM pose to be as in Fig. 4.1 
(left picture). Let initial generalized velocities be equal to zero, toes in initial pose 
touch support under zero value of support reaction. 

These restrictions are not of principal character. However, they allow us to assess 
main motion parameters. During jumping-up to a small height or simply raising-up 
from squatting position the motion performer easily controls vertical position of his 
body (even if he wears rollers), which means that near zero value of moment of 
momentum (with respect to the center of mass) is preserved. Even for this rather 
simple motion we note that it can be performed with different trajectories of various 
AM parts. For example, palms can move along various trajectories and even fingers 
motion can be taken into account. As a rule, complexly coordinated motion can 
be decomposed in an obvious way, which is achieved by man in complex motion 
performance studying process (that is during multiple at tempts to perform it) . 

Synthesis of motion for anthropomorphic model is linked with alteration of control 
as function of time. For example, for the 7-element model M{(t), i — 1,7; t € [0,T], 
i.e. control moments in joints should be determined. Direct variation of Mi(t), 
i = 2,rc; (Mi = 0), as noted above, is possible only for low n ( < 3), because it 
becomes very difficult to choose coordinated behaviour of M,(t) so that the AM would 
not push-off the support or even fall down before straightening up. This problem is 
not simple even for a two freedom degrees case. 

Functions of time variation is reduced, as a rule, to parameters variation, which 
leads to some increase of the upper limit of n value. As one of the possible variants 
we can propose to use relation Eq. (5.1) if we assume that neutral position of non­
linear springs corresponds to straightened-up position of the AM. Then, the initial 
AM position corresponds to a compressed spring position and the task is to choose 
distribution of joint springs and dampers parameters to ensure anthropomorphic 
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character of motion and its integral characteristics behaviour. 
Difficulties of such approach to motion synthesis are connected with possible 

achievement of limit value by one or several joint angles "ahead of schedule", because 
parameter values of various joints springs and dampers are not interconnected. Be­
sides, parameters being varied do not determine support reaction value (N%). Then, 
according to Eq. (4.1), even for M i = 0, increment of moment of momentum with 
respect to the center of mass is determined by relation kc — JYi X (Rc — r0), which 
leads to its uncontrollability. As a result of this for relatively low number of freedom 
degrees (n < 5) it is possible to obtain required kinematics of motion employing 
coordinate-by-coordinate descent method (variation of two-three parameters when 
the rest are fixed). However, support reaction projection values and time of push-off 
phase (T) can significantly differ from experimental data. 

In this approach question of AM foot interaction with the support is left out. It is 
obvious tha t this significantly influences synthesized motion characteristics. However, 
even in supposition of one-point contact with the support (for example by toes), 
introduction of visco-elastic parameters which describe support reaction significantly 
complicates synthesis of goal-oriented motion of AM. 

Considered variants of motion synthesis are successfully used when good initial 
approximation M*(t) of M,(f) is available, especially in problems of optimal control 
with relatively low number of freedom degrees and when motion characteristics under 
small joint displacements and high number of freedom degrees are assessed. Visco-
elastic properties "concentrated" in joints and determined by relations of Eq. (5.1) 
type allow to model the so-called superelements of elastic constructions and, in par­
ticular, to solve problems of interaction of the foot with the support [107], to assess 
values located at joints and distributed along elements shearing forces and bending 
moments. 

Returning to the theme of this section, let us underline that goal-oriented varia­
tion of parameters of interelement controls requires introduction of constraints which 
realize this goal. 

As first constraint equation, vector equation of the type £o = 0, which implies 
fixation of the support point can be proposed. Moment of this constraint lifting (T) 
can depend, for example, on value and sign of A^j, (vertical projection of N^ or can 
be fixed. Various standing-up motion can be organized because angular displacements 
are varied as functions of time. The main criterion which allows to choose one of the 
multiple variants is positivity of the support reaction. To be more precise, active 
raising of the center of mass will take place until the support reaction is greater than 
the gravity force ( for the support reaction of the form depicted in Fig. 4.2). Active 
zone of the support reaction action lies in the interval t € [0.12,0.48]. 

Let us use the center of mass motion theorem in the following form: 

Mc{Rc-g) = N (5.28) 

to carry out formal analysis of the support reaction N action. 
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It is obvious that intensity of motion performance depends on the form and value 
T 

of base impulse P(T) = J N(t) dt. Support point is fixed and no work is performed 
o 

at it. After scalar multiplication of Eq. (5.28) by Rc and integration over all interval 
of motion we obtain: 

t 

]-McRc
2{t) - Mcg ■ Rc(t) = f N- Rcdt + E0, (5.29) 

o 

where E0 = \McRc
2(0) - Mc g ■ Rc(0) — full energy of the "freezed system" at the 

initial moment t = 0. 
Relation Eq. (5.29) gives exhausting information for analysis of influence of sup­

port reaction N upon AM motion. The term "freezed system" implies absence of 
internal motion (with respect to relative generalized coordinates). This means that 
AM center of mass motion is considered as motion of a particle with mass Mc. 

It is obvious that if motion goal is achievement of maximal velocity or maximal 
distance (for example, in jumping), then the center of mass motion determines main 
trajectory characteristics. 

Potential and kinetic energy of the "freezed system" can be written as follows: 

Ek(t) = l-McRc\t), Ep = -Mcg ■ Rc(t), (5.30) 

and Ez(t) = Ek{t) + Ev(t). It should be noted that Ev{t) is not the full potential 
energy of AM because the system includes springs (located elasticities) described by 
relations of the type Eq. (5.1). Thus, it follows from Eq. (5.29) that condition of 
increase of full energy Ez{t) is that momentary power of the "freezed system" 

Q(t) = N(t) ■ Rc{t) (5.31) 

be mainly positive. That means that the quantity 

A(t)= fQ{h)dti (5.32) 
0 

should be positive. If we take into account that the motion being considered implies 
that Rcy > 0, then it follows that condition Ny > 0 ensures increase of energy Ez(t). 

Conducted analysis of this concrete motion gives a priori obvious result, because 
the model and motion considered are very simple. However, the relations written 
above hold for AM with arbitrary structure complexity. Therefore, relations of the 
Eq. (5.29)-Eq. (5.32) type allow to assess strategy of AM motion control formation. 

Possibility of addition of non-stationary vector constraint equations of the Eq. (5.28) 
type into motion equations system allows to synthesize motion so that the support re-
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action behaviour corresponds to the desired one. Then, if we model support reaction 
behaviour according to the following law: 

m ~ ^ R ^ T ' (5-33) 

where p(t) > 0, t € [0, T], we will obtain a priori known value of full energy increase 
T 

for the "freezed system" because EZ{T) = / p d t + E0. 
o 

Later we will consider results of synthesis of such "optimal" motions, but first let 
us describe the rest of constraint equations for the example being considered. 

If there are no kinematic constraints of the Eq. (5.17) type imposed upon AM 
motion, then preset behaviour of the support reaction yields necessary results — the 
desired motion. In particular, if Nx = 0, Ny(t) is of the form depicted in Fig. 4.2 and 
horizontal position of the center of mass is close to zero, then, according to Eq. (5.24), 
kc ~ 0 if M i = 0. Tha t means that the employed constraint equations will provide 
for strictly vertical ascent of the center of mass with zero value (due to chosen initial 
conditions) of moment of momentum. Situation changes if additional constraints 
upon AM motion are imposed. It could be, for example, constraints concerning palm 
motion during raising-up. Constraint equation for the considered model will be as 
follows: 

R7(t) - R*7(t) = 0, (5.34) 

where Br(t) ls expressed in scalar form as function of generalized coordinates, R7(t) 
— desired trajectory of palms. 

Constraint of the Eq. (5.34) type is equivalent to application to AM of exter­
nal force which is a known function of time. Such constraint can lead to non-zero 
value of first interelement moment Mi in an open kinematic loop. We considered 
single-point support , therefore, in order to "neutralize" constraint Eq. (5.34) effect, 
additional constraint of the Eq. (5.23) type (second equation) where M\ = 0 should 
be introduced. 

Thus, we finally impose 4 geometric constraints (similar to r0 = 0 and Eq. (5.34)) 
and 3 force constraints (center of mass motion theorem and moment of momentum 
increment theorem) upon system with 9 freedom degrees (planar motion of 7-element 
model). It is obvious, that the left "reserve" of freedom degrees will not allow the mo­
tion to be quite arbitrary. In particular, palms motion in some calculations variants 
was constrained by only one equation or, under intensive character of N(t) behaviour, 
we even had to "free" palms motion. 

The example discussed above allowed us to show some details of constraint equa­
tions employed which was aimed at ensuring anthropomorphic and goal-oriented char­
acter of motion. It is important to note that in contradistinction to independent 
parametric method of motion synthesis (see above), increase of AM freedom degrees 
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number widens possibilities of performance by AM of multiple-goal functions formal­
ized via constraint equations. This creates a base for a principally new approach to 
parametric adjustment of AM, including AM structure variation. 

Second, no less important aspect of constraint equations application consists in 
possibility of AM motion optimization with clear strategy of control variation through 
motion goal variation. Let us consider this on concrete examples. 

In the two examples considered below, of synthesis of a high jump from standing 
position we employ the same 7-element AM. These examples illustrate possibilities 
of consequtive development of optimal motion. No additional constraints on arms 
motion are imposed. For the initial slow motion t E [0,0.6], which kinematics is 
depicted in Fig. 5.5, such constraints on arms motion would not bring any essential 
changes, whereas for the second motion (t G [0,0.25], Fig. 5.6), such constraints lifting 
allows to significantly precipitate optimal motion synthesis process. 

Fig. 5.5. Kinematic scheme of the 7-element model motion (slow motion, high jump, 
arms motion is not preset). 

Let us make parallel analysis of both motion synthesis results. In both cases 
upon 7-element AM, 5 non-stationary constraints (2 geometric of the r0 = 0 type 
and 3 force constraints of the \Mi\ = 0 type; N(t) is available) were imposed. Charts 
reflecting behaviour of support reaction are given in Fig. 5.7 and Fig. 5.8 for slow and 
rapid motion correspondingly. Form, amplitude and time of action of the support 
reaction were the main parameters being varied in order to increase height of the 
jump. 

It is obvious that under condition of preservation of moment of momentum, which 
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Fig. 5.6. Kinematic scheme of the 7-element model motion (fast motion, height jump, 
arms motion as not preset). 

Fig. 5.7. Vertical component of the support reaction force (slow motion). 
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Fig. 5.8. Vertical component of the support reaction force (fast motton). 

value is near zero, the main strategy of optimal motion choice consists in achievement 
of maximal velocity of the center of mass, before distance between the center of mass 
and toes acquires its maximal possible value (total straightening-up). Taking into 
account constraint on horizontal motion of the center of mass (Nx = 0), we see that 
for the model being considered relative position of the center of mass corresponds to 
the absolute one because it is positioned strictly on one vertical line. Center of mass 
elevation achieves its maximal value for fully straightened-up postion of AM (with 
hands up). 

Optimization of the reaction impulse form requires that N()) be close in be­
haviour to the law of the Eq. (5.33) type. However, center of mass velocity Rc 

depends on N()) by itself. Therefore, in order to decrease the time interval when 
Rcy < 0 (in Fig. 5.9 it corresponds to t g [0,0.25]), steepness of the reaction impulse 
at the beginning of motion should be increased. 

On the other hand, in order to decrease the center of mass velocity loss at the 
moment of push-off (Ny < Mcg,, steepness of reaction impulse Ny at the end of 
pushing-off phase should be increased. Results of correction of the forefront and 
backfront of Ny are reflected in the chart of vertical velocity of center of mass for the 
fast motion (Fig. 5.10). Direct comparison of Fig. 5.9 and Fig. 5.10 shows a decrease 
in velocity loss from ~ 1 m / s to ~ 0.1 m/s , i. e. by about ten times. Amplitude 
value of velocity at the moment of push-off increased correspondingly by 3.5 times 
(from 1.3 m / s to 4 m/s ) . 

Amplitude value of velocity wholly depends on intensity of support reaction im-
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Fig. 5.9. Behaviour of vertical component of the centre of mass velocity (slow mo­
tion). 

Fig. 5.10. Behaviour of vertical component of the centre of mass velocity (fast motion). 
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pulse i.e. impulse amplitude divided by impulse duration. It is obvious that decrease 
of impulse duration brings AM interaction with support nearer to impact-like inter­
action (At < 0.01 s corresponds to impact) which under condition of positiveness of 
impulse amplitude leads to positive velocity increment with no disruption in displace­
ments. Such an impulse is called in mechanics an impulse of the first order. There 
are a number of research works devoted to this aspect of AM motion formation [31]. 
In the case being considered, minimal time of interaction with support is limited 
by AM power reserve and motion goal. However N(t) behaviour should be close to 
impact-like which means that push-off phase interval should be decreased, whereas 
impulse amplitude should be increased, which allows to satisfy the main geometric 
constraint upon center of mass relative displacement. 

Naturally, such mechanical analysis of control formation strategy should include 
integral energy constraints and energy-force constraints for each controllable degree. 
Besides, analysis of feasibility of each optimization iteration step can include analysis 
of values of shearing forces and bending moments in superelements of the model. 

For the considered motions behaviour of kinetic energy increment and mechanical 
work A(t) 

T , 

/
n 

Y, Miin dt (5.35) 
o k=1 

is depicted in Fig. 5.11 and Fig. 5.12. Full energy Ez(t) and kinetic energy Eu{t) 
gains for the "freezed systems" are given in Fig. 5.13 and Fig. 5.14 correspondingly. 

Analysis of these charts allow, in particular, to assess AM performance coefficient 
in support-phase for each of the two motions. If we consider useful energy to be 
the energy which contributes to the height of jump, spent energy — full energy 
of AM, then relation k(t) = Ek(t)/Tkin(t) will help assess "unproductive" energy 
expenditures during performance of work A(t) from Eq. (5.35). From kinetic energy 
increment charts (Fig. 5.11—Fig. 5.14) we can state for the push-off moment: 

A£fc 200 - 160 760 - 160 
s " ATk " 260 - 160 ~ ' S ~ 1560 - 160 ~ ° 3 ' 

where ks, kj correspond to slow and fast motions (remind that Tkino = 160 J because 
Vx = 2 m/s ) . 

Obtained values of coefficients show that even for the case of significant increase 
of the jump height (to about 1 meter) synthesized motion coordination (technique) 
is analogous to the initial one. Coefficient of "unproductive" energy expenditures 
remains approximately the same. 

Analysis of charts reflecting behaviour of interelement moments (see Fig. 5.15 and 
Fig. 5.16) confirms time concertion of main peaks of interelement moments. However, 
in Fig. 5.16 significant change in values of hip (M3) and arm (Mj) moments before 
pushing off the support (t g [0.18,0.25]) is observed. Especially important appeared 
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Fig. 5.11. Kinetic energy (1) and mechanical work (2) (slow motion). 

Fig. 5.12. Kinetic energy (1) and mechanical work (2) (fast motion). 

137 
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Fig. 5.13. Increment of full (1) and kinetic (2) energy of the "freezed" system (slow 
motion.. 

Fig. 5.14. Increment of full (1) and kinetic (2) energy of the "freezed" system (fast 
moiion.. 
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to be contribution of M4 at the final stage of motion to the total mechanical energy 
gain because P4{t) = M4(r)V>4(i) > 0 for t 6 [0.19,0.25] (see Fig. 5.17 and Fig. 5.18 
depicting interelement moment power behaviour). 

Fig. 5.15. Inter-element moments behaviour (slow motion). 

On the other hand, significant scattering of power over joints at the end of sup­
port phase which can lead to non-feasibility of motion is observed. From the point 
of view of motion optimization or simply new motion synthesis every feasibility con­
straint should be taken into account either by variation of already imposed constraint 
equations parameters or by introduction of new constraint equations accompanied by 
possible increase of AM freedom degrees number. 

Optimal motion synthesis in the push-off phase is not a simple problem even 
for relatively simple motions. At the end of this section let us consider one of the 
motion synthesis variants. Motion synthesized is the same as before, but there is no 
constraint on horizontal displacement of the center of mass. Support point fixation 
constraint is preserved. 

Introduction of such freedom in AM motion under preservation of the form of 
the vertical component of support impulse leads to non-zero value of its horizontal 
component (Fig. 5.19) and consequently non-zero moment of momentum kc with 
respect to the center of mass even if constraint providing for \Mi\ = 0 is not lifted. 
Finally, distribution of interelement moments depicted in Fig. 5.20 shows significant 
redistribution of moments peaks positions and values. Consequently, in considered 
example by the moment of push-off AM received increment of horizontal component 
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Fig. 5.16. Jnter-eiement moments behaviour (fast motion). 

Fig. 5.17. Behaviour of inter-element moments power (slow motion). 

140 
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Fig. 5.19. Support reaction components behaviour (slow motion, horizontal compo­
nent is not preset). 

Fig. 5.18. Behaviour of inter-element moments power (fast motion). 
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of velocity AV ra ~ 0.2 m / s . Moment of momentum kc(0.6) ~ 15 k g m 2 / s (m-N-s) 
caused anticlockwise AM rotation during flying phase of motion. 

Fig. 5.20. Inter-element moments behaviour (slow motion, horizontal component of 
support reaction is not preset). 

Analysis of graphics of power of interelement moments (Fig. 5.21) and their com­
parison with corresponding ones in Fig. 5.17 show significant "effectiveless" energy 
losses at the knee joint (M3) and especially at the hip joint (M4) (if the motion 
goal is still vertical jumping up at a small height with no body rotation during the 
free-fall phase). Besides, uncontrolled amplitude and phase changes of the ground 
reaction force component Nx(t) (Fig. 5.19) resulted in the fact that at the moment 
when Nx ~ -200, Ny turns to zero (t = 0.6 s). But this cannot be realized for usual 
non-confining support and dependency of the friction force on Ny value. 

Thus, conducted detailed analysis showed necessity and effectiveness of employ­
ment of constraint equations of different types for realization of goal-oriented motions. 
The most vulnerable point of this methodology is that there can be such systems of 
constraint equations which are locally incompatible. But this can be taken into ac­
count in computer model of AM with constraints. 

The incompatibility problem can be partially solved if one employs for constraint 
equations real experimental data of human motion. Amplitude and phase characterit-
ics of such motion and additional measurements (for example, accelerations measur­
ing units, force platform data) correspond to displacements of real ramified kinematic 
chain. It is especially important to use information of this kind for synthesis of unique 
(record) motions, since they, as a rule, are performed with maximum employment of 
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Fig. 5.21. Inter-element moments power behaviour (slow motion, horizontal compo­
nent of support reaction is not preset). 

human capabilities. Examples of such motions synthesis will be considered further 
on. 

5.5 W a l k i n g 

Solution of the problem of two-leg walking is connected with several aspects of motion 
synthesis by means of AM. From one hand walking is a cyclic motion, from the other 
hand starting moments are characterized by significant non-stationarity, depending 
on intensity of the motion. From the point of view of walking synthesis, it is important 
that we have a two-support phase of motion, which relative duration depends on the 
average motion velocity. 

Let us now consider two examples of walking synthesis, considering starting phase 
and the basic regular cycle of motion. Kinematic scheme of the AM performing first 
step is presented in Fig. 5.22. Mass-inertia characteristics of 11-element model are 
given in Table 5.1. 

Numeration of AM elements starts from the foot of the support leg and corre­
sponds to the following human body parts. Support leg: 1—foot; 2—shin; 3—thigh. 
The body consists of the loin (element 4) and the chest (5), which can be presented 
as superelements consisting of two and more subelements. The swinging leg, just as 
the support one, consists of the thigh (6), the shin (7) and the foot (8). The last 
three elements are the head (9), the shoulder (10) and arms (11). 
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Fig. 5.22. Kinematic scheme of the 11-element model motion (walking, 1-st step). 

Table 5.1. Mass-inertia characteristics of the 11-element model (elements number 1, 
8—feet; 2, 7-shanks; 3, 6—thighs; 4, 5—trunic parts; 9—head; 10—shoulders; 11— 
forearms and palms). 

N element mass, kg length, m «i»i m a2., m Jct, kg-m2 

1 1.0 .18 .09 .0 .5e-2 
2 5.0 .5 .30 .0 .1500 
3 10. .5 .30 .0 .2500 
4 1.0 .1 .05 .0 .le-3 
5 26. .52 .26 .0 .5000 
6 10. .5 .30 .0 .2500 
7 5.0 .5 .30 .0 .1500 
8 1.0 .18 .09 .0 .5e-2 
9 2.0 .14 .07 .0 .le-1 
10 7.0 .36 .18 .0 .2000 
11 5.0 .36 .18 .0 .1000 
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Any element (for example, the feet) can be presented by a superelement with 
successive or ramified structure. As it has been noted above, presentation of elements 
by a superelement with visco-elastic distributed over its joints properties at least 
allows us to estimate distribution of stresses appearing in the element due to shifting 
force and bending moment action. 

For two-leg walking significant interest presents problem of modelling of motion 
on artificial protheses. Thus, for example, modelling of phothesis insert by a ramified 
superelement allows us to solve problems of the insert form optimization for different 
gates, running and jumping. For example, in Fig. 5.23 four variants of insert for 
artificial foot, corresponding to constructions of the flex-foot type [28] are presented. 

Fig. 5.23. Insert shape variants for artificial foot of fiexfoot type. 

For investigation of dependance of recuperation properties of the insert on its 
form a ramified superelement, consisting of up to 21 superelement [85] was used. 
Analysis of these calculation results does not belong to the framework of this work, 
but let us only note the principal possibility of such cases when the upper part of 
AM models general human body motion (macro-motion), whereas the element under 
detailed consideration (for example, a foot) is presented as an independent system of 
bodies. 

Employment of constraint equations for macro-motion synthesis, for modelling 
approach when AM is described by a single system of motion equations, is connected 
with certain difficulties since displacements of AM points depend on changes of gen­
eralized coordinates of the superelement. This results in the fact that constraint 
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reactions in the motion equations correspond not only to main controllable degrees 
of freedom, but also to joints of visco-elastic elements. For correct problem solution, 
in this case, important additive components of generalized forces in motion equations, 
which provide for visco-elastic control of the Eq. (5.1) type are present. 

Choice of coefficient values in these relations allows to realize a differential ap­
proach to control formation. As it has been noted, the influence of constraint equa­
tions on the AM motion is analogous to imposing of external and internal forces and 
moments. Therefore, qualitative analysis allows one to make the conclusion that con­
straint equations will be first of all fulfilled due to those joint displacements, which 
result rather from constraint reactions then from the action of none generalized forces. 

When these joints displacement values reach their natural (depending on the joint 
type) or artificial (additional constraints) margins, the main constraint equations will 
be fulfilled by means of action of reaction forces at "uncontrollable" joints. Thus, the 
basic strategy of motion control formation for such combined AM consists of, for ex­
ample, employment of essentialy different visco-elastic characteristics at controllable 
and uncontrollable joints and satisfying of constraints on motion realization ability. 

Therefore, methodology of modelling can be split at least at two stages. The 
first stage is modelling of the basic motion in supposition that all elements are rigid 
bodies. At this stage it is essential to have so-called "motion margin" If small 
variations of constraint equations lead to the loss of motion ability to be realized, 
additional freedom degrees should be introduced into the system. The second stage 
is presentation of certain element (e. g. a foot) by a superelement. At this stage, as a 
rule, a small correction is needed in constraint equations, depending on how adequate 
are the initial element and the superelement. 

Regularization of the procedure of superelement introduction consists of succes­
sive increase of its degrees of freedom. For adequacy criterion of parameters of motion 
of the current model and the reduced one (that is the one which corresponds to one 
of preceding models) can serve as comparison. 

The motion under consideration (walking) belongs to the class of non-intensive 
ones (in contradistinction with support phases of running and jumping) and can be 
performed by a large number of different ways. This implies wide range of variation 
of parameters of constraint equations and of the superelement form. 

In spite of great variety of gaits, there are some common features characteristic to 
all of them, which are quite well described in the scientific literature. Let us consider, 
so-called, normal walking, which is characterized by a certain form of ground reaction 
function, rhythm and tempo. Let us concetrate on modelling of one-support phase of 
walking. Modelling of the two-support phase of motion, which takes place from the 
start of motion to about 20% of the walking cycle period, can be realized either by 
employment of additional constraint equations, or (which is simpler) by application to 
the second foot of distributed external force, appearing when the foot support point 
crosses the support surface of a given form. In a general case the contact problem of 
elasticity theory should be considered. 
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The first step of the motion can be performed by many different ways. Let at the 
first moment AM be motionless and the needed first step length be about 0.4 meter. 
For performance of this motion, presented in Fig. 5.22, seven constraint equations 
were introduced. Three stationary constraints provide for stillness of the support foot 
toe ( r 0 = 0) and zero value of external interelement moment ( |Mi | = 0), which is 
very important , since on the ankle joint of non-support leg non-stationary constraint 
is imposed providing for motion of the ankle along a given trajectory with zero value 
of absolute velocity at the final moment. 

Fixing of the support foot toe is realized by employment of pre-set non-stationary 
functions of ground reaction components (Fig. 5.24) for constraint equations. If 

Fig. 5.24. Support reaction force components behaviour (walking, 1st step). 

the support point is not fixed, there appear additional problems analogous to those 
considered at the end of the preceding section. Presence of two peaks in the graphic 
of vertical component of the support reaction is usual for the main motion cycle as a 
result of foot rolling from the heel to the toe followed by taking off of the heel from 
the support . In our case such character of function Ny allows to provide for necessary 
vertical displacement of the center of mass. The function Ny can be changed for real 
experimental data. 

Presented in Fig. 5.24 behaviour of the horizontal component of the ground re­
action force (Nx > 0) provides not only for transference of the non-support leg for 
0.4 m forward, but also for certain reserve of the horizontal component of velocity 
(Fig. 5.25) and, correspondingly, kinetic energy (Fig. 5.26). This energy reserve is 
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sufficient for "rolling" of the leg over the foot upon touching of the leg on the support. 

Fig. 5.25. Centre of mass velocity components behaviour (walking, 1st step). 

Modelling of the described motion faces difficulties of bringing into concertion of 
constraint equations requirements with traditional description of AM elements mo­
tion, when they are not subjected to constraint equations. In particular, requirement 
of zero velocity at the moment of landing should be in coordination with the step 
length. In case of a relatively long first step (> 0.7 m) impactless walking is achieved 
by means of active motion of body and arms. As support reaction form is to some 
extent arbitrary, motion in this case can be essentially different from traditional step 
technique. 

Distribution of interelement moments for the considered step motion is given in 
Fig. 5.27. Peak values of interelement moments reflect, on one hand, the necessity 
to realize desired support reaction and, on the other hand, ensure impactless step. 
It is quite important that relative motion of hands is almost negligible (Fig. 5.22), 
which shows that there is enough "motion reserve" for gait variation. Characteristic 
behaviour of interelement moment (M2) is mostly due to simple foot model (one 
element model), which directly transmits impulse form (Fig. 5.24) under zero value 
of moment Mj . 

Let us now consider the second step (or so-called double step), which determines 
rhythmical gait. Naturally, we use the same AM which kinematic scheme is depicted 
in Fig. 5.28. 



5.5. Walking 149 

Fig. 5.26. FuJi and kinetic energies of the "freezed" system (walking, 1st step). 

Fig. 5.27. Inter-element moments (walking, 1st step). 11-element model: walking, 
second step. 
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Fig. 5.28. Kinematic scheme of the 12-element model motion (walking, second step). 

Walking cyclicity requires repetition of the AM pose and relative velocities dis­
tribution at the moments of step beginning and ending. Certainly, some deviation of 
coordinates and velocities values is possible, which is easily corrected via interelement 
moments values variation. Kinematic scheme depicted in Fig. 5.28 corresponds to a 
single-support phase of motion (from the moment of separation of the swinging leg 
toe from the support to the moment when the swinging leg heel touches the support 
surface). It will be shown later that double-support phases of walking motion (at the 
beginning and at the end of the step) can also be considered in the framework of this 
motion. 

Initial distribution of interelement angular velocities (Fig. 5.29) for fixed posi­
tion of the support leg toe allows for the horizontal component of the center of mass 
velocity Vcx to achieve a value of 1.8 m / s , which exceeds regular walking velocity (ap­
proximately 1.5 m/s ) . Motion was mainly synthesized by employing non-stationary 
constraint equations, which allow to preset the swinging leg shank-foot motion and 
behaviour of support reaction components (depicted in Fig. 5.30). Synthesized foot 
motion determines the step length (~ 0.7 m) and allows for impactless swinging leg 
foot landing. It is clear, that such constraint equations actually act like an external 
force, applied to the shank of the swinging leg. Therefore, for synthesis of anthropo­
morphic motions (controlled by means of interelement moments) constraint equations 
were added with relations Eq. (5.23), first of which describes preset behaviour of the 
ground reaction, and the second one describes absence of external, with respect to 
AM, moment M i (in case we put M\ — 0). 
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Fig. 5.29. Inter-element anguJar velocities distribution (walking, second step). 

Fig. 5.30. Support reaction force components behaviour (walking, second step). 
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For two-leg walking start of the double-support phase of motion corresponds to 
the moment of taking off of the support leg "heel" and landing of the "heel" of the 
swinging leg. End of this phase corresponds to the moment of taking off of the "toe 
of the support leg and landing of the "toe" of the former swinging leg. Of course, 
the technique of walking can vary, but we should note that single-support phase is 
modelled not till the moment when the vertical component of the reaction turns to 
zero, but till the moment of its decrease after the second peak of the double peak 
graphic of this reaction component. Therefore, in Fig. 5.30 the end of modelling is 
connected with a "slump" of the ground reaction components. 

Obviously, the period of the double-support phase is closely connected with 
the horizontal velocity of motion and can decrease to such a limit value as zero 
(Vex ~ 12 m/s ) . Finally, for synthesis of the necessary motion, 4 geometric and 3 
force constraints were imposed on the initial 12-link model possessing 14 degrees of 
freedom. 

The rest of freedom degrees allow one to make a conclusion on the level of com­
patibility of constraint equations upon condition of preserving of cycle character of 
motion. In particular, let us note, that absence of constraint equations on motion of 
arms or trunk can lead, for certain combinations of constraint equations, to intensive 
motion over all freedom degrees. The AM in such case performs aimless swinging of 
arms and trunk motion. Meanwhile, normal walking is characterized by absence of 
such motions. This means that parameters of constraint equations should be varied 
so as to exclude parasite motions. 

Of course, one can decrease the number of freedom degrees to its minimum (for 
example, take hands, the trunk and the head for one element), but these will make it 
impossible to satisfy constraint equations, which, as it has been noted above, takes 
much effort to overcome when creating software packages meant for employment of 
different models and modelling of different motions. Therefore a sensible arm motion 
can be used as an indicator of a good choice of constraint equations parameters. 

Cycle character of motion, except for Fig. 5.28, can be noted from the graphic of 
moment of momentum kc increment with respect to the center of mass (Fig. 5.31). 
Result of synthesis problem solution is a set of interelement moments behaviour 
curves, depicted in Fig. 5.32. Amplitude values of interelement moments, taking into 
account angular velocities distribution (Fig. 5.29), can be presented graphically (see 
Fig. 5.33). 

As it is obvious from Fig. 5.33, largest contribution to mechanical energy E{n 

(see Eq. (5.26)) and, correspodingly, biomehanical (Ex in Eq. (5.27)) energy is due 
to moments at the hip joint of the swinging leg (at the beginning of motion) and at 
the ankle joint of the support leg. Charts depicting behaviour of mechanical (Aj , , ^ ) , 
kinetic (T^n) and biomehanic (A(,;0) energies are given in Fig. 5.34. Characteristic 
value of Aku w 200 J for a cycle of two steps corresponds to data obtained by other 
authors [6, 28, 31]. However, it should be noted that this value can be yet corrected. 
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Fig. 5.31. Increment of moment of momentum with respect to the centre of mass 
(walking, second step). 

Fig. 5.32. Inter-element moment (walking, second step). 
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Fig. 5.33. Inter-element moments power behaviour. 

Fig. 5.34. Kinetic energy of the "freezed" system and biomechanical work (walking, 
second step). 
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As it was noted above, charts depicting behaviour of interelement moments 
(Fig. 5.32) are obtained in supposition that motion was performed by an open kine­
mat ic chain with preset motion (fixed position) of the support point. Under this 
supposition, distortion mostly concerns interelement moments values at joints closest 
to the support point. Let us show how the ankle moment M2 should be corrected, if 
the support reaction moves during step motion from the heel to the toe. Let us also 
analyze character of M2 behaviour if additional external support is present. 

Correction term values can be assessed from the following model. Let us assume 
that the foot is a superelement which is linked to the shank of the support leg and 
rests on the support surface. There are external forces applied to this superelement 
(one-element foot is the simplest version). These are: support reaction N with radius-
vector pi with respect to the superelement center of mass C 1 ; shank reaction force 
— R.2 and ankle moment — M°. Introduced nomenclature is reflected in Fig. 5.35. 
Behaviour of M°(t) value for one-element foot model is given in Fig. 5.32. 

Fig. 5.35. Foot, nomenclature. 

Let us employ moment of momentum k\ increment theorem for the whole su­
perelement (foot model): 

h = -Ml - f t X & + f i X J V , (5.36) 

In Eq. (5.36) it is taken into account that external, with respect to AM, moment 
Mi is equal to zero. M° value corresponds to open kinematic chain model with fixed 
point of the support reaction N application. 

Let us further consider the case when N = F + f i , where f i is applied to one 
of the foot elements at point with radius vector p, and F is the sum of all external 
forces (except for F i ) applied to AM elements (except for foot elements). 

According to general rules of taking into account of external forces Eq. (2.39), 
the foot will be under action of additional force F applied at the ankle. Therefore, 
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corrected formulation of the theorem of moment of momentum increment will have 
the following form 

ki = -Ml - P2 x ( & - £ ) + p x En (5.37) 

where M\ — corrected value of the ankle moment for a different behaviour from 
Eq. (5.36) of the ground reaction force. Directly from Eq. (5.36) and Eq. (5.37) we 
have 

Ml = M° + (p3 -pi)xF+(p- pi) x Fi, (5.38) 

Let us denote ri = (p2 — p\) — radius vector, connecting certain point (not 
necessarily fixed one) with the ankle joint; r\ = (p — pi) — radius vector of varied 
length, pointing at the instant support point of the foot. Then, moments of external 
forces El and E c a n D e P u* down as follows MF = — r\ x E a n ( i MF± = ~t\ x Ei-

Finally, we shall have the following structure of the ankle control moment 

M° = Ml + MF + MFl. (5.39) 

For the case of planar motion, in projection on the axis perpendicular to the 
motion plane, we have 

M° = M\ + MF + MFl. (5.40) 

Let us return to the analysis of contribution of interelement moment M° to motion 
formation (Fig. 5.28). Positive value of M\ corresponds to straightening at the ankle 
joint. It is essential to note that , if E\ is directed to the foot along the normal vector 
of the contact surface, then MFl > 0 (M° is equal to zero when p = pi ). That means 
that part of the positive value of M$ can be modelled only by a more adequate model 
of Ei influence in single-support phase. 

Let us suppose that E is P a r t of ground reaction force of the second foot, then it 
is obvious that MF > 0 (MF = 0 if \F\ = 0 or if vector F is colinear with vector r i ) . 
It is important to note that in this case value of MF does not depend on position of 
the second support leg (ahead or behind) and for usual walking disposition of vectors 
r-i and F moment MF gives a positive contribution in relation Eq. (5.40). 

From the carried out analysis, it follows that values of Ei a n d F can be chosen 
so that M\ will be equal to zero. Considering the chart of Abi0 (Fig. 5.34) it can be 
shown that distracting of area under curve reflecting behaviour of iV2 (i. e. about 
60 J see Fig. 5.33) from total energy expenditures we obtain that energy required 
for one cycle of walking is about 140 J, which corresponds to some physiological 
investigations [6, 31]. 

Conducted analysis of ankle moment correction procedure can be checked in an 
obvious way, because, as it was noted in the beginning of this example, motion 
synthesis was actually conducted by means of variation of Ei and F values, except 
that there was variated ankle position of the swinging leg instead of F, and Ei w a s 
considered to be applied at the fixed support point. 
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Let us also note that conducted analysis of influence of N = TJ Ft distribution 

upon change of interelement moments distribution can be applied to any element 
(superelement) if we take into account that relative position of support point can 
change according to the given law (support point is not fixed). The most significant 
correction require values of moments in joints which are close to the point which is 
considered to be immovable (support point). For example, for the considered walking 
motion moments of F and F\ decrease with increase of distance from ankle because, 
in particular, new superelement center of mass position and mutual position of vectors 
I i i Eii E, JFj significantly change, so that vector product of multiplication of F by 
F\ tends to zero. 

Analysis of relations Eq. (5.39) and Eq. (5.40) allows one to make one more 
important conclusion from synthesis point of view. Namely, M° value cannot be 
negative, because from inequalities Mp > 0, MF\ > 0 it follows that negative value 
of M\ would necessarily lead to even higher negative values of M, which is possible 
only for actually fixed toe of the support leg (as, for example, in skiing). 

Considered examples of the first and second step of walking allowed to carry out, 
along with the two-leg anthropomorphic walking synthesis problem, estimation of 
the necessary distribution of interelement control functions, energy losses and make 
conclusions on role of distributions of real external forces on AM motion control. 
Analysis also showed essential influence of the support superelement construction 
when calculating external (with respect to the superelement) interelement moment. 
The number of supports plays its role here only with respect to formation of the value 
and direction of external (with respect to the superelement) component (F) of the 
resultant vector of all forces applied to the AM. 

5.6 G y m n a s t i c Exerc i ses 

In the previous section main principles of goal-oriented motions formation by means 
of non-stationary constraint equations were considered. Alongside with motion syn­
thesis realization assessments of energy-force motion characteristics were made. On 
the whole, considered motions are characterized by low intensity (level of intensity is 
determined from momentary power value) necessary for motion performance and by 
significant variability, i. e. possibility to perform one motion differently. As intensity 
of the motion being performed grows, control parameters variation range becomes 
more narrow. Hereafter, in this and following sections we will consider synthesis of 
some unique (record beating) AM motions. 

Alongside with motion intensity coefficient, typically used for push-off phase of 
various j ump motions, quite essential motion characteristics are general energy ex­
penditures and motion coordination. They can be assessed as optimal correlation 
between the "freezed system" kinetic energy (see Sec. 5.4) and moment of momen­
tum at given point of t ime (for example, at the moment of hands letting off the bar 
during performance of grand circles with successive jump-off). 
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Let us consider now synthesis of double backward somersault performed in grouped 
position after running up. Kinematic scheme of motion of the 7-element AM used in 
this modelling problem is depicted in Fig. 5.36. AM mass-inertia characteristics are 
given in Table 4.1 (see Sec. 4.2). 

Fig. 5.36. Kinematic scheme of the 7-element model motion (backward double som­
ersault). 

After two-leg push off the support during support phase (t € [0,0.15] s), center 
of mass moved along parabolic trajectory raising up to 2.2 meters above the floor 
and with horizontal displacement of 4 meters. Center of mass velocity projections 
at the moment of push-off were: V^ w -2.7 m/s , Vcy « 4.8 m / s . During the flying 
phase of motion (duration approximately 1 s) non-stationary constraints upon AM 
were imposed, which allowed to model the needed grouping at the beginning in order 
to perform double somersault and landing onto feet toes at the end of motion. 

At the moment of push-off moment of momentum was about 75 N-s/m, its value 
increased during support phase by about 45 N-s/m (Fig. 5.37). According to the 
law of moment of momentum preservation average value of central moment of inertia 
must be the following: J=75/(47r)~6 k g m 2 , which can be easily realized for the given 
flying phase time reserve. From Fig. 5.36 it is clear that grouping was not complete. 

Main difficulties arise in synthesis of support phase of motion, i. e. in formation 
of required support reaction impulse and moment of momentum. In Fig. 5.38 charts 
reflecting behaviour of support reaction projections are depicted, where important 
sign change of horizontal projection, corresponding to the direction of motion being 
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Fig. 5.37. Increment of moment of momentum with respect to the centre of mass 
(backward double somersault). 

performed (backward somersault) is observed. Interelement moments behaviour is 
depicted in Fig. 5.39, from which it follows that maximal moments are developed in 
joints of support leg and shoulder. As it has been mentioned several times above, the 
very moment values do not much characterize motion dynamics as to give a set of 
momentary values of bending moments. Only analysis of relative angular velocities 
behaviour charts (Fig. 5.40) in combination with moments charts (Fig. 5.39) allows 
to make conclusions on contribution of motion in joints into energy balance. 

Interelement moments power behaviour charts are given in Fig. 5.41. These 
chart analysis show individual contribution of work performed at each joint (areas 
under corresponding curves) into total energy balance. It is also seen from these 
charts that maximal values of joint power are "scattered" over all interval of motion. 
This shows that AM motion power in support phase is distributed pseudo-uniformly, 
which is bet ter from the point of view of possibility of synthesis of this motion with 
interelement moments similar to that ones depicted in Fig. 5.39. 

Energy expenditure in support phase is reflected in Fig. 5.42. It follows from there 
that biomehanical energy expenditure is about 2600 J, which requires biomehanical 
power value of about 15000 Wt if motion performance time is 0.15 s. Therefore, such 
motion is high-intensity motion, as similar quantity for walking motion is only about 
400 Wt . 

In order to make internal joints of AM "work" two constraint equations were 
imposed, fixing foot toe position and equalizing external moment to zero, with respect 
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Fig. 5.38. Support reaction force components behaviour (backward double somer­
sault). 

Fig. 5.39. Inter-element moments (backward double somersault). 
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Fig. 5.40. Jnter-eieznent angular velocities distribution (backward double somersault). 

Fig. 5.41. Inter-element moments power behaviour (backward double somersault). 
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Fig. 5.42. Full and kinetic energies of the "freezed" system and biomechanical work 
(backward double somersault) 

to AM. Difficulty of necessary arms motion coordination synthesis (arms swing) is 
solved by imposing corresponding constraints on palms motion. Required positive 
increment of moment of momentum is achieved due to "right" mutual position of the 
vector joining the center of mass with the support point and the support reaction 
vector. 

In supportless phase the main synthesis problem consists of grouping motion 
formation so that the AM would land onto its feet. Several iterations of motion 
synthesis are enough for finding appropriate joint angles behaviour. 

The scheme of double-somersault synthesis considered above can be employed for 
synthesis of record-beating types of motion (multisomersault motion, for example). 
It is important to take into account restriction on AM motion possibilities as well as 
initial distribution of elements positions and velocities. 

In the next example we will consider synthesis of backward grand circles on elastic 
bar with following jump-off with performance of double-somersault in stretched out 
pose or four backward somersaults in grouped position. 

Kinematics of 8-element AM motion in both cases is depicted in Fig. 5.43 and 
Fig. 5.44. Mass-inertia characteristics are given in Table 5.2. Elements numeration 
starts from arms (1st element), then shoulders — second element, chest and the rest 
of body — third and fourth elements, thighs, shanks, feet — correspondingly fifth, 
sixth and seventh elements, head — eighth element. 

The 8-element model being considered possesses 10 degrees of freedom, which is 
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Fig. 5.43. Kinematic scheme of the 8-element model motion (two backward grand cir­
cles with following backward double somersault in stretched-out position). 

Fig. 5.44. Kinematic scheme of the 8-element model motion (two backward grand 
circles with following four backward somersaults in grouped position). 
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Table 5.2. Mass inertia characteristics of the 8-element model (element number 1-
forearms and palms; 2-shoulders; 3,4-trunk parts; 5,6,7-thighs, shanks, feet; 8-head). 

N element mass, kg length, m aw, m a2l', m JC1, kg m2 

1 4.3 .27 .14 .0 .03172 
2 5.37 .27 .13 .0 .09725 
3 34.16 .52 .27 .0 3.58974 
4 2.00 .05 .02 .0 .10000 
5 23.29 .44 .27 .0 1.08616 
6 5.18 .36 .21 .0 .26836 
7 2.00 .20 .14 .0 .10000 
8 3.52 .17 .17 .0 .20627 

quite important for accelerating circles phase and phase of grouping during jump-off 
(extent of grouping depends on required value of central moment of inertia). Let us 
note here that for the two motions being modelled, AM motion in support phase is the 
same. Variation in jump-off phase is achieved due to appropriate motion coordination 
during AM flying. 

Linear visco-elastic properties of the bar lead to its deformation during grand 
circles performance (see Fig. 5.45). Viscosity coefficient /3=500 N-s/m and elasticity 
coefficient C=20000 N / m are chosen so that under support reaction maximal value 
of about 4000 N (Fig. 5.46) bar displacement would not exceed 0.2 m (Fig. 5.45). 
Center of mass velocity projections behaviour for the motion considered in support 
phase is given in Fig. 5.47. It is seen from it, in particular, that motion was performed 
from handstand initial position with initial angular velocity of about 2.5 rad /s . 

Analogously to earlier considered example of the 3-element model (see Sec. 5.3), 
initial energy reserve in this case is not sufficient for performance of a full grand 
circle. If we take into account that performance of somersaults during jump-off also 
requires additional energy reserve, it becomes obvious that there is a need in energy 
inflow into the system, which is possible only through concerted motion in system 
"internal" joints. 

Theoretical fundamentals for synthesis of accelerating circles were considered ear­
lier on the 3-element model. In that example kinematic control in hip joint and shoul­
der joint angle were subjected to variation, which is reflected in the charts of relative 
angular velocities depicted in Fig. 5.48. During support phase of motion AM should 
be accelerated intensively. For example, first element angular velocity increment after 
first circle was about 2 rad/s , while kinetic energy increment was about 200 J. 

During second circle performance interelement angles at shoulder and hip joints 
were changed in such a manner that kinetic energy increased further as it is shown 
in Fig. 5.49. Interelement moments charts are given in Fig. 5.50. One can see, 
in particular, that shoulder moment significantly increased during the second circle 



5.6. Gymnastic Exercises 165 

Fig. 5.45. Tie bar trajectory (two grand circles interval). 

Fig. 5.46. Support reaction force components behaviour (two circles interval). 
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Fig. 5.47. Centre of mass velocity components behaviour (two circles interval). 

Fig. 5.48. Interelement angular velocities distribution (two circles interval). 
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with respect to its value after the first circle and with respect to all other interelement 
moments. This is due to requirement of increase of relative angular velocity at the 
shoulder joint with respect to the first circle (see Fig. 5.48). 

Fig. 5.49. Energy balance and kinetic energy behaviour (two circles interval). 

This increase of angular velocity leads to trunk lagging behind arms (decrease 
of the shoulder joint angle with zero palm joint moment) which, in case of radial 
direction of the bar reaction N (when N is directed from the current bar position to 
its initial position), leads to positive value of product of multiplication of the center 
of mass relative position vector (r0 — Rc) by the support reaction vector. In other 
words (see Eq. (4.1)) it leads to increase of positive value of moment of momentum 
with respect to the center of mass, which is important in supportless phase of motion. 

Comparing synthesis of the motion being considered with synthesis of the 3-
element model motion (see Sec. 5.3) one observes principally different structure of 
energy expenditures distribution. Main contribution into energy increase of the 8-
element model is due to interelement moment work at the shoulder joint, which is 
obvious from charts of interelement moments powers, depicted in Fig. 5.51. From 
these charts we can also see significant increase of positive contribution into the total 
energy of the hip joint moment over the second circle with respect to the first one 
(Fig. 5.50). 

After performance of almost two accelerating circles during time interval t g 
[0,2.5] s, at the moment of letting off the bar horizontal and vertical velocity pro­
jections are: Va - 1 m / s > Vcy — 5 - 5 m / s ( s e e F i S- 5 - 4 7 ) i m o m e n t of momentum, 
with respect to the center of mass, kc ~ 90 J s. In Fig. 5.52 moment of momentum 
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Fig. 5.50. Inter-element moments (two circles interval). 

Fig. 5.51. Inter-element moments power behaviour (two circles interval). 
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kc increment chart is depicted, initial value k° is about 20 J s. From Fig. 5.52 it is 
seen that in the flying phase of motion, moment of momentum is preserved (in this 
example the bar is located 2.5 meters above the floor, flying phase duration is about 
1.25 s). 

Fig. 5.52. Increment of moment of momentum with respect to the centre of mass (two 
circles interval). 

At the moment of letting off the bar AM is slightly bent. Motion in the flying 
phase is determined by parameters of non-stationary items in constraint equations 
imposed for AM grouping and landing on the feet (see Fig. 5.43 and Fig. 5.44). 
Synthesis of considered motion was carried out as synthesis of one (support phase, 
flying phase, landing phase) complexly coordinated motion. In the synthesis process 
there were successively imposed (by groups) 23 constraint equations upon AM with 
10 freedom degrees. 

5.7 R u n n i n g Long J u m p 

Having considered some examples of complexly coordinated motions synthesis us­
ing non-stationary constraint equations, let us now look at more intensive motion 
synthesis. Namely: running up phase of running long jump. 

Support phase duration for experimental jumps is about 0.11 s. Increment of 
vertical projecion of the center of mass velocity is about 4 m/ s which, for an ath­
lete of 80 kg weight, means average value of support reaction vertical projection 
about 3000 N and minimal value of power about 7000 Wt. Motion is performed with 
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horizontal velocity of about 10 m/s . Necessary support impulse can be developed 
only by means of concerted work of "internal" joints. Negative energy expenditures 
are inevitable, in particular, because it is necessary to preserve AM pose and mo­
tion performance technique (which should be kept in accordance with competitions 
requirements). 

As it was shown above (see Sec. 5.4), support phase of the jump is most effective 
in case of vertical direction impact-like contact of AM with the support, followed by 
vertical velocity projection increase, but not accompanied by internal displacements 
in AM (impact of the first order). Therefore, mechanical and biomechanical works 
are equal to zero. Certainly, such ideal situation is practically impossible because 
the support cannot perform positive work. However, it is obvious that AM contact 
with the support is most effective when it is close to impact-like one, i. e. when the 
time period of contact is decreased and the support impulse amplitude is in its turn 
increased. 

Two aspects should be underlined. First aspect is that during that short period 
of contact time AM motion should be highly coordinated, i. e. velocities and relative 
positions of elements should be governed by one goal — maximum value of vertical 
projection of the support impulse. Second aspect is that due to general restrictions 
on AM motion power the support impulse value should not be too sharply raising 
and falling afterwards, but it should rather be of a rectangular form. 

In the example of synthesis considered below a 12-element AM with mass-inertia 
characteristics from Table 5.1 (see Sec. 5.5) is considered. Kinematic schemes of mo­
tion in support and flying phases are depicted in Fig. 5.53 and Fig. 5.54 correspond­
ingly. Initial and final AM position in the support phase depend on the technique of 
pushing-off. Maximal motion amplitude is observed at the hip joint of the swinging 
leg and at the shoulder joint. Center of mass velocity projections bechaviour is given 
in Fig. 5.55, from which it follows that horizontal velocity V^ — 8.6 m / s , vertical 
component increment is Vcy ~ 4 m/s . 

Concerning stabilization of general AM rotation in the flying phase of motion, it 
is important that moment of momentum with respect to the center of mass (Fig. 5.56) 
receive positive increment Akc ~ 20 J s, because during impact-like contact with the 
support, AM receives negative increment of general angular velocity and, correspond­
ingly, the value of kc decreases. Such slump in kc value can lead to AM falling forward 
if there was no general AM rotation in the opposite direction before contact with the 
support (see Fig. 5.53). 

Analysis of angular velocity increment sign can be carried out on the simplest 
model of impact of a solid body against the support. 

Let po = Ti + Pi be the center of mass radius-vector of a solid body in inertial 
basis e, where fi — radius vector of possible impact contact point (with respect to 
the origin of basis e) and pi — relative position of the center of mass O. Let the 
body move in one plane. Impact takes place at point 1 and non-confining constraints 
of the following form are introduced: X\ < X\, §ft > Y\. At the point of impact there 
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Fig. 5.53. Kinematic scheme of the 11-element model motion (support phase of the 
running long jump). 

Fig. 5.54. Kinematic scheme of the 11-element model motion (support and free-fall 
phases of the running long jump). 
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Fig. 5.55. Centre of mass velocity components behaviour (support phase). 

Fig. 5.56. Moment of momentum increment behaviour (with respect to the centre of 
mass). 
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appear constraint reactions A,,, \ y . 
Integrating motion equations in the interval from (t- At) to t, if At tends to zero, 

we obtain variation equations, which are linear with respect to velocities increments: 

J0Aip = Kjn ~ Km' 
mAx0=-\x, (5-41) 
mAyQ = A„, 

where m, J0 — mass and central moment of body inertia, C = m(yi — t/o), D = 
m(x0 - Zi), A x 0 = i f - io i A!/o = 3/o" - Jfo > A(fio = <f>Z ~ <Po, " + " and " - " signify 
moments of t ime directly after and before the impact. 

Let us assume that the impact is non-elastic in both directions, then x* = yf = 0. 
Employing this hypothesis further, we obtain: 

■+ c - + 
xZ = —tp+, 

m 
y+ = -<p+. (5.42) 

m 
Solving systems Eq. (5.41) and Eq. (5.42) with an eye to find unknown quantities 

A i o , At/o, A<p, \ x , Aj,, we obtain: 

Aip = ^ - ( - ( y o - yi)ii + {xQ - x^y-) = —(Cx- + Dy~), (5.43) 

where J% = J0 + (C 2 + D7)/m — moment of body inertia with respect to the impact 
point. 

Analysis of this relation allows one to make a conclusion on the sign of Aip after 
the impact. Its sign corresponds to the sign of mixed product e^ ■ (pi x r^~), where 
e3 — unit vector orthogonal to the plane of motion. It is obvious that if pi and r̂ ~ 
(absolute velocity of the contact point) are colinear, then A<p = 0. However, for the 
running long jump one can usually write: fj" = V_\ = Vt~ei + V^ e2, where V{~x > 0 
and |yx~| > > \Viy\. Besides, pi = plxe! + plye2 where plx « -0.5 m, ply ~ 1 m. 

Thus, obvious assessments show that Af> < 0 and, therefore, during support 
phase AM attains negative increment of moment of momentum with respect to the 
center of mass. These assessments can be illustrated by the example of a tall solid 
body sliding on ice and meeting a horizontal obstacle, which can lead to falling over 
or jumping up of the body. 

Let us write down some more useful relations for the considered model of impact­
like contact with the support. Expressions for the impact impulses \ x , \y are as 
follows: 

Q 
\ x = — A C x i + Di/i) + m i i ~ i 

J\ 

K = T(C*I + W ) ~ m^- <5-44) 
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From inequalities Xx < 0, Xy > 0 (non-confining constraint) one can calculate 
what limitations are imposed on velocity projections of the support foot at the mo­
ment of meeting the support (i. e. landing velocity projections): i j " , yf If C < 0, 
D < 0, then solving system of inequalities with respect to xf, yf, we obtain that 
when i j " > 0, yf must satisfy at least one of the two inequalities 

._ mJ0 + D2._ ._ CD ._ . . . . . 
^ < ~CD—X^ ' or Vl < W o T c ^ 1 ' (5-45) 

Taking into account that \D\ = \m(x0 — x i ) | is close to zero, more essential is the 
second from the two inequalities in Eq. (5.45), which implies that yf < 0, if Z) > 0 
(at the moment of impact horizontal coordinate of the center of mass lies behind the 
support point). 

Let us now assess kinetic energy losses connected with impact-like contact with 
the support. According to the theorem of Carnot (see for example [55], v.2), kinetic 
energy loss (T+ — T~) is equal to kinetic energy of lost velocities TA with the in-
versed sign. One can calculate T& from variation equations Eq. (5.41) and relations 
Eq. (5.44): 

2TA = JoAtp2 + m(Axl + Ay2) = 

= - A x ( A i 0 - mAlP) + A,(Ayo - ^A<^>) = 
(5.46) 

= \xx- - Xyy- = -j^{Cx- + Dfc)2 + m({i-)2 + {y-)2) = 

= - J 1 A ^ + m((ir)2 + (yD2). 

Using relation Eq. (5.46) we finally obtain estimation of kinetic energy T + after 
the impact 

T+ = T-+
J±^2_rn{{._)2 + {._]2) {5A7) 

This relation shows that for non-elastic impact with the support part of kinetic 
energy corresponding to translation motion with the velocity of the contact point 
(ii,y^) is always lost, but kinetic energy of rotation increases, independently on 
the sign of Ay>. It should be noted that JiAip2 < m( ( i , " ) 2 + (y^)2), since T& > 0. 
Relation Eq. (5.47), just as relation Eq. (5.43), confirms transformation of translation 
motion to rotation as a result of non-elastic impact. 

Relations Eq. (5.41 )-Eq. (5.47) hold true for impact of a system of bodies [56, 
97]. Main theorems of dynamics of a system of bodies should be used then, instead 
of variation equations Eq. (5.41). Then, x0, y0 will stand for coordinates of the AM 
center of mass, J0 — momentary value of the AM moment of inertia with respect to 
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the center of mass. Then, Aip will correspond to increment of angular velocity of the 
vector gx, connecting the center of mass and the contact point. 

All this allows to chose the strategy of the foot setting on the support when 
performing running jump. Significant difficulties in this strategy realization arise 
when constraints on maximum values of forces realizing conservation of the AM 
position at the impact moment are reached. Impact time of the support phase of 
the running jump is about 0.02-0.03 s and, in spite of possible positive influence of 
correct foot setting, this process is actually uncontrollable. 

The rest of time of the support phase lasts for about 0.1 s and control functions 
should have simple structure. For motion synthesis trajectories of joint points and, 
correspondingly, angular displacements must have monotonous character, that is dis­
tribution of angular velocities should be quite smooth. In Fig. 5.57 distribution of 
angular velocities of the support leg and trunk elements is shown and in Fig. 5.58 
— distribution of relative angular velocities of the rest of model limbs (arms, second 
leg) is shown. 

Fig. 5.57. Inter-element angular velocities distribution (support leg and trunk ele­
ments) . 

For initial approximation of synthesized motion results of real running jump for 
7.5 meters were used. The strategy described above of the jump length optimization 
actually consists in successive increase of the vertical component of "the support 
impulse", presented in Fig. 5.59, with parallel decrease of the support phase duration 
from 0.15 s to 0.1 s. There were preset trajectories of motion of the ankle of the 
swinging leg and arms with variation of values of velocities of these joints at the end 



176 Chapter 5. Synthesis 

Fig. 5.58. Inter-element angular velocities distribution (arms and swinging leg ele­
ments). 

of motion. 
Main difficulties of synthesis, inspite of the short period of observation (~ 0.1 s), 

are connected with combination of kinematic constraint equations (regulating limbs 
motions) and force ones (ground reaction, moment of momentum). Not significant, 
at first glance, variations of constraints lead to impossibility of motion realization 
and essentially non-monotonous distribution of angular velocities. 

In Fig. 5.60 is presented the final distribution of interelement control moments 
which resulted in achievement of the maximum value of the vertical component of 
the center of mass V^ = 4.1 m/s , and jump length of 9.65 m. As it has been noted 
in preceding examples, the most informative value with respect to contribution to 
increase of mechanical energy is change of interelement powers, which graphics are 
presented in Fig. 5.61 (support leg and trunk elements) and Fig. 5.62 (other limbs). 
Analysis of these graphics shows that the most essential aspect with respect to energy 
losses is motion of the swinging leg at the hip joint (Fig. 5.62). 

During the process of motion synthesis it turned out that increase of the maximum 
value of the ground reaction, along with decrease of the time period of the support 
phase, should be coupled by increase of the angular velocity of the swinging leg. By 
analyzing this fact we can conclude that increase of angular velocity of the swinging 
leg leads to increase of the inertia force pressing the model down and, therefore, 
allows to increase the work of the support impulse. 

In Fig. 5.63 graphics of different energy functions are presented, among which 
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Fig. 5.59. Support reaction components. 
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Fig. 5.60. Inter-element joint moments. 
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Fig. 5.61. Inter-element moments power (support leg and trunk elements). 
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Fig. 5.62. Inter-element moments power (arms and swinging leg elements). 
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a strictly monotonous increase of kinetic energy of the "freezed" system should be 
noted, which means that direction of the ground reaction vector is close to that of 
the center of mass velocity. For ideal motion these directions should coincide (see 
paragraph 5.4). Availabihty of the biomehanical work function behaviour allows one 
to est imate average biomehanical power needed for performance of the support phase 
of motion, which turns out to be equal to about 25 kWt. 

Fig. 5.63. Full, kinetic energy of the "freezed" system and biomechanical work. 

Upon taking off of the AM from the support, the main synthesis problem consisted 
in compensation of the negative value of moment of momentum (about -50 J-s) by 
means of an intensive clockwise swing by arms (Fig. 5.54). Besides, in order to 
provide for the best position of AM elements at the moment of landing, equations of 
non-stationary kinematic constraints for flexing at the hip and knee joints were used. 
Synthesized motion is presented in Fig. 5.54. 

For the considered motion, the problem of optimal control during the support 
phase of the running jump for non-confining constraints on interelement moments 
and constraints on kinematics was actually solved. It is essential to note, that for 
the considered approach it is possible to receive a continuous picture of interelement 
moments behaviour for increasing jump length (from 7.5 m up to 9.65 m and more), 
as well as for variation of the model structure by change of some elements for su-
perelements. Strategy of control formation is based on including of integral motion 
characteristics into non-stationary constraint equations, which allows to find neces­
sary directions of change of values of varied parameters, so as to provide for increase 
of the jump length. 
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5.8 H u m a n M o t i o n in Weight lessness and under Overloads 

Results of investigation of human motions under zero-gravity and overloads show that , 
in spite of the change of the gravity field, the motion coordination is soon regained 
[18, 19, 90]. This motion coordination recovering is carried out by the human central 
neural system by means of control functions reconstruction. This leads to a change 
of inter-element moments. 

In previous sections we have considered synthesis of a wide class of motions under 
gravity force. Main attention in motion modelling was paid to kinematic and dynamic 
constraints formulation. Energy-force characteristics of motion were assessed via 
solution of the direct problem of dynamics for open kinematic chain. This problem 
solution allows to assess controlling forces and moments in joints. However presence 
of external forces (e.g. in multi-support motions) brings about essential alterations 
in resulting values of joint moments. 

Relations considered in this section allow to assess necessary correction terms for 
interelement joint moments for the case of external forces application directly to AM 
element which motion control should be corrected, as well as to an arbitrary AM 
element which motion is influenced by interelement moment being corrected. 

One of the external forces is gravity force, which is distributed along all elements 
and depends on the value of gravity force acceleration g. Variation of g leads to 
significant redistribution of interelement controlling moments if we want to preserve 
motion kinematics. Relations, which are given in this section, allow to assess values 
of external forces and moments needed for compensation of gravity force acceleration 
g alteration. In the second chapter we considered how should external forces be taken 
into account in a general case. In this section we will concentrate on relations for a 
2-element model, but they can be easily generalised. 

Suppose that 2-element model depicted in Fig. 5.64 is subjected to external forces 
Mi i M%> applied to the first element, and force F, applied to the second element. 
The latter force application point is pinpointed by vector r2. 

Relations which we give here partially repeat in their succession motion equations 
derivation. In particular, using theorems of centre of mass motion and moment of 
momentum kci, i = 1,2 increment, we can write 

Fkl=P1 + N1 + N2-R2, 
Fk2=P2+R2+F, (5-4 8) 

where for i = 1,2 : Fki = m,iRa, Pt = rmg — gravity force; R2 — joint reaction 
force; 

Hi = kcl = M i - M2 + pii x N% + p x N2 - p12 x R2, 
U2 = kc2 = M2 + pn x R2 + p22 x F. ~ [ 9 j 

In the last relations Ui, i = 1,2, is estimated from AM kinematics analogously 
to Fkl, i— 1,2, in Eq. (5.48). The nomenclature employed is reflected in Fig. 5.64. 
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Fig. 5.64. Two element model (basic nomenclature). 

Directly from the second relation in Eq. (5.49), if we take into account Eq. (5.48), 
it follows: 

M 2 = U2k + p2\ x Pi - r2 x F, (5.50) 

where C/2/t = V_2 — p2\ x Fk2 — quantity calculated from AM motion kinematics. 
Equation (5.50) gives the general structure of relation between interelement moment 
Mi and external forces E2, F. The structure of this relation becomes more obvious 
upon receiving of analogous formula for M\. Analogously to preceding speculations, 
summation of Eq. (5.48) and Eq. (5.49) with following substitution of Nt by corre­
sponding combination of N2 and other external forces gives us 

M i = Ul+U2- pu x ( £ „ + Fk2 - P1 - P2 - F - N2)-
-(P21 - P12) x (Ek2 - E2 - E) - p22 x F = 
= \L\k - ( f - Pu) x M.2 + pu x £ 1 + ( p n + P21 - £12) x P2+ (5.51) 
+ {PU + P21 - P\2 - f>22) X F = 
= Uik ~{p- Pu) xN2- &xP~rFx F, 

where P = Pi + P2 — gravity force acting on the AM, rp = r^ + r2 — radius-
vector of the point of application of the force F with respect to the fixed basis; Rc 

— radius-vector of the AM centre of mass. 
In Eq. (5.51) the following variable is introduced: 

Ulk = U1 + U2- Pnx Fkl-(pn + P21- Pi2)x Fk2 = kcl+kci + McRcxRc, (5.52) 

where Mc = m.\ + m2 — AM total weight. It is obvious that Un, also depends only 
on AM kinematics. 

Finally, we can put down for M\. 

Mi = Ulk + {pu - p)* Hi- 5c x P-rpX F. (5.53) 
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As it was noted above Eq. (5.53) and Eq. (5.50) are of analogous structure. This 
allows to easily consider also the case when external forces are applied to that AM 
part which motion is influenced by variation of interelement moments Mj, j = l , n . 
Let us introduce set fi,- which includes numbers of all elements linked with joint j . 
Then 

where M? fi^ — total weight and centre of mass radius-vector of elements which 
numbers belong to fl,; r'F, F* — radius-vectors of application points and external 
forces applied to the AM part under consideration. 

Relation Eq. (5.54) allows to make final correction of joint moments which were at 
first calculated for kinematic chain under no external forces. In particular, variation 
of g brings about necessity to vary rp and F in order to compensate changes in M\ 
value if we want to preserve motion kinematics. 

For investigation of motions under zero-gravity and overloads two approaches 
can be used. The first one, traditional for biomechanics, is solution of the direct dy­
namics problem, when from given motion kinematics forces and moments controlling 
this motion are found. The second approach utilises the methodology of imitational 
dynamic motion modelling described above, which allows for computer synthesis of 
goal-oriented human motions. Joint application of traditional methods and methods 
developed by researchers increased hope for reception of results illustrating changes 
in control moments behaviour providing for motion coordination preservation in the 
gravity field of varied intensity. 

In the framework of the direct dynamics problem the following motions have been 
investigated: first — translation of objects of varied mass by the forearm; second — 
successive speeding up and slowing down as a result of interaction with the support, 
push off from the support. 

The first motion is an elementary one, which is very common for astronauts phys­
ical activity. This simple example illustrates the general changes of control muscle 
moments for gravity fields of different intensity. The second motion is a j ump off a low 
stand with a following jump up. This motion can be easily repeated for experimental 
purposes during the flight. 

Both motions were registered by a special film-shooting equipment in the earth 
environment. The first motion was performed with arm fixation. The angle between 
the forearm and the arm was registered as a function of time <p(t). For the second 
motion the behaviour of hip, knee and ankle interelement joints were registered. 

Then mathematical investigations were carried out in order to solve the problem 
as to how the control moments should be changed, so that the motion kinematics 
remains the same under overloads and in weightlessness as it was in normal (earth) 
conditions. In Fig. 5.65 graphics of the control moment for arm flexion with a mass 
of 2.5 kg for gravity fields of different intensity are presented. 

The performance of the model motion in a gravity field of increased intensity is 
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Fig. 5.65. Controlled moments for arm flexion with mass of 2.5 kg. 

characterized by increase of the amplitude of the joint moment. This increase value is 
proportional to the level of overloads. The performance of motions with pre-set kine­
matics in weightlessness is fulfilled by restructuring of the motion control functions. 
Thus, in earth conditions deceleration of a moving element is performed by equalising 
the muscle and gravity forces. In weightlessness for the same purpose a change of 
the joint moment sign is needed. In other words, analogous work is performed by 
the muscle-antagonists. Deceleration of a moving body against a fixed support with 
a following push-off is the space-flight analogue of the second model motion. Ankle 
and knee interelement moments' are less than these for the model motion, but the 
hip moment value is greater. This is due to the fact that this interelement moment 
performs additional work for the motion stabilisation (prevention of rotation with 
respect to the support point). During the push-off phase in weightlessness motion 
is performed due to the kinetic energy stored in the system, since the values of the 
ankle and knee moments practically do not change. The hip moment once again 
performs the stabilizing function. If acceleration and push-off from the support are 
performed without previous adaptation, the so-called redundancy (in weightlessness) 
and insufficiency (for overloads) of motion control appear. This is characterized by 
kinematics and coordination distortion (Fig. 5.66). 

As examples of computer synthesis of goal-oriented motions, let us consider two 
test motions raising up from a semi-squatting position in case when 5=9.8 m/s 
and o=0 m / s 2 . As it can be seen from results of investigation both methods give 
practically analogous results. 

Kinematic scheme of the synthesised motion is depicted in Fig. 5.67, mass-inertia 
characteristics are given in Table 4.1. 

Centre of mass moved strictly vertically in start-stop regime. In Fig. 5.68 and 
Fig. 5.69 centre of mass velocity and interelement angular velocities are depicted cor­
respondingly. As it should have been expected one and the same motion performance 
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Fig. 5.66. AM centre of mass horizontal displacement in different gravity fields (up­
ward jump). 

Fig. 5.67. Kinematic scheme of the 7-element model motion (raising up from a semi-
squatting position, preset kinematics). 

184 



Human Motion in Weightlessness and under Overloads 

Fig. 5.68. Vertical component of the centre of mass velocity (g=9.8 m/s2) 

Fig. 5.69. Inter-element anguiar velocities distribution (g=9.8 m/s2). 

185 
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requires much less energy expenditures under weightlessness. 
Let us compare energy-force characteristic for value of 5=9.8 m / s 2 and perfor­

mance duration t=l s and for the case when g=0, £=0.5 s. In the latter case motion 
performance velocity is doubled, which leads to increase of power and energy expen­
ditures required for motion performance up to corresponding values of the first case. 
In order to preserve energy-force picture of motion in weightlessness considered test 
motion should be performed two times quicker than in the case of normal gravity. 

In Fig. 5.70 curves reflecting interelement moments behaviour in earth conditions 
are shown. Influence of gravity force upon control structure is obvious. As one can see 
from the figure, the main motion controlling moments do not change sign which is due 
to decelerating action of gravity force, whereas phases of acceleration and deceleration 
are connected with change of moments signs in weightlessness (Fig. 5.71). Moments 

Fig. 5.70. Inter-element moments (g=9.8 m/s2, t=l s). 

maximal and minimal values coincide for the two problems. In Fig. 5.72 and Fig. 5.73 
curves which reflect interelement moments power behaviour are depicted. It can 
be seen that under normal gravity no "unproductive" motions in joints (moments 
powers values do not take negative value) was performed, i.e. minimal required 
biomechanical work (about 300 J) needed for the centre of mass lifting up to 0.4 m 
higher was performed. 

In weightlessness joint moments power was spent on successive acceleration and 
deceleration; total biomechanical energy losses proved to be less than in the case of 
normal gravity: compare Fig. 5.74 and Fig. 5.75. Depicted in the same figures 
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Fig. 5.71. Inter-element moments (g=0.0 m/s2, t=0.5 s). 

Fig. 5.72. Inter-element moments power (g=9.8 m/s2, t=l s). 
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Fig. 5.73. Inter-element moments power (g=0.0 m/s2, t=0.5 s). 

Fig. 5.74. BiomechanicaJ work and power (g=9.8 m/s2, t=l s). 
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Fig. 5.75. Biomechanical worJc and power (g=0.0 m/s2, t=0.5 s). 

biomechanical power behaviour reflects, in particular, that energy expenditures are 
approximately the same for both motions. 

Let us also give joint forces charts (Fig. 5.76 and Fig. 5.77 — horizontal com­
ponents, Fig. 5.78 and Fig. 5.79 — vertical components). Vertical components of 
joint reaction forces are of essentially different character for acceleration and decel­
eration phases, whereas horizontal components, are qualitatively similar, but differ 
quantitatively. 

Investigation showed that human motions in weightlessness are characterized by 
the absence of shock-like dynamic loads. This fact shows that such a phenomenon 
as washing out of calcium salts from the bone tissues of astronauts is in fact a result 
of not only weightlessness, but is a consequence of absence of adequate mechanical 
loads on the human SMA. Truly, under earth conditions every step is accompanied 
by the shock-like interaction of the feet and the support. By shock-like interaction 
we understand, as it is common in theoretical mechanics, such interaction when the 
body velocity (and, correspondingly, the momentum of this body) is changed in a very 
short period of t ime over a certain finite value. There appears a shock force, acting for 
a short t ime, but characterized by a large value. These shock forces apparently serve 
as a mechanical stimulus providing for a sound morphological and functional state 
of the bone tissue. Special investigations of bones and joints of sportsmen showed 
that dynamic and shock loads provide for growth and strengthening of the human 
skeletal apparatus. During the space flight such loads are almost excluded, except for 
the t ime of training on a treadmill (to which the astronaut binds himself by rubber 
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Fig. 5.76. Horizontal components of joint reaction forces (g=9.8 m/s2, t=l s). 

Fig. 5.77. Horizontal components of joint reaction forces (g=0.0 m/s2, t=0.5 s). 
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Fig. 5.78. Vertical components of joint reaction forces (g=9.8 m/s2, t=l s). 

Fig. 5.79. Vertical components of joint reaction forces (g=0.0 m/s2, t=0.5 s) 
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strips). In our view the lack of this dynamic and shock loads is the main reason 
of the deterioration of the skeletal apparatus functional and morphological state of 
the astronauts. The investigation conducted by means of imitational modelling of 
astronauts motions provides ground for the conclusion that preservation of the human 
motion coordination under varying gravity force is given by reconstruction of the 
control of the muscle forces, which consists in a characteristic change of the joint 
moments amplitudes (in accordance to the change of the gravity field). The possibility 
of a quick rehabilitation of the motion coordination [18, 19, 90] once more confirms 
Bernstains words that " . . . motion is possible only in case of subtle and continuous, 
not beforehand foreseen, coordination of control neural impulses with phenomena, 
taking place in outlying areas" [9]. 

5.9 S o m e N o t e s and Conclusions 

In preceding paragraphs, methodology of synthesis of complex motions of AM con­
sisting of a ramified system of bodies with constraints was considered. Suggested 
technology of taking into account of constraint equations was illustrated on exam­
ples of modelling of human motions performed by the whole AM. When considering 
separate elements of the AM (or joints), types of constraint equations introduced 
above can be used for superelements of complex construction, modelling of ramified 
and/or closed-loop structures (e. g., foot, spine models, etc.). Principles of adequate 
substitution of elements or joints were discussed in Sec. 5.5. 

One of the main results of considered synthesis examples consists in demonstra­
tion of possibility of modelling of dynamic behaviour of AM with given kinematics 
by a system of bodies of variable structure, and, therefore, varied number of elements 
and freedom degrees. 

Possibility of AM structure variation conserving main energy-force characteris­
tics of motion, by means of imposition of corresponding equations of non-stationary 
dynamic constraints, presents a basis for realization of new principles of adequate 
modelling of concrete motions of human SMA. 

In all considered examples of synthesis as a final result graphics of interelement 
joint control time functions for ramified kinematic chains are presented. In other 
words, control laws for all generalized coordinates were received. This can serve as a 
ground for the next stage of adequate modelling, namely, calculation of actual forces 
acting at SMA joints due to muscles contraction, elasticity and damping properties of 
SMA joints and elements. This recalculation is obviously one of the main problems of 
biomechanical modelling because it is connected with problems of modelling of SMA 
joints and elements ' 'construction" and motion "drivers'' (muscles). 

As one of the simplest examples, let us write relations for calculation of one joint 
interelement moment from its muscles contraction forces. In Fig. 5.80 is given the 
main nomenclature for kinematic scheme of flexing and extending forces at the joint. 
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Fig. 5.80. Kinematic scheme of joint flexing and extending forces action. 

Here Oj., a2, £>i, 62, c stand for positions of fixation points of joint muscles. Let us 
take the angle (AiOC) to be right. Then, taking into account variation of the interele-
ment angle xj>, we can write expressions connecting velocities of muscle contraction 
Vi (flexor), V2 (extender) with the increment of angular velocity ip: 

1> = -Vi , k . . = V2
 h (5.55) 

aibismip cb2 cos ip 

where l\ = a\ + b\ + 2a161cos^i, l\ = c2 + b\ + 2c62sinV> determine behaviour of 
muscles length depending on contraction forces F\, F2-

Analogously with relations of Eq. (5.55) expressions connecting forces F%, F2 with 
Mi , M2 ( M = Mi + M 2 . — interelement moment) can be obtained: 

ML = F i ^ - s i n ^ , M2 = -F2^cos^. (5.56) 
h l2 

Since Fi and F2 > 0, let us give possible "distribution" of the moment M in 
supposition that if Mi ^ 0, then M2 = 0 and vice versa (i. e. at any moment of time 
there is only one group of muscles acting at the joint). 

Flexing: ip > 0, Vi < 0, V2 > 0, then for M > 0, we put M = Mi and for M < 0, 
M = M2. 

Extending: ip < 0, Vi > 0, V2 < 0, then for M > 0, we put M = Mu and for 
M < 0, M = M 2 . 

Finally, for M > 0 we put F2 = 0 and Fx = M/i / (a i6] sint/>), for M < 0 we put 
Fx = 0 and F2 = —Ml2/(cb2 cos tp)- Sign of the momentary power N{ = FM, i = 1,2 
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depends on the sign of Vi and, correspondingly, one can assess whether muscle works 
in "flexing" (Ni > 0) or "extending" (Nt < 0) regime. 

These relations only illustrate one of variants of real joint work realization. Prac­
tical recommendations on this subject lie outside of this monograph framework and 
are reflected quite fully in literature [44, 45]. 

In conclusion, let us underline that successful solution of complexly coordinated 
motion synthesis problem should be based on well-working procedure of numerical in­
tegration of a system of differential-algebraic motion equations which reflects adopted 
mechanical and mathematical model of SMA with non-stationary constraints. The 
idea of multilevel superelement approach allows to make MM step by step closer 
to adequate description of SMA motion and its characteristics. Correspondingly, a 
researcher too step by step approaches adequate assessment of general energy-force 
picture of motion from the biomehanical point of view. 



Conclusion 

In this monograph we have addressed the main aspects and problems of anthropo­
morphic biomechanical systems motion analysis and synthesis. The difficulties and 
obstacles which numerical methods of human motion modelling face include at least 
all those which can be met in modelling of complex physical systems. The process of 
biomechanical modelling starts from analysis and is followed by development (in ac­
cordance with analysis results) of mathematical models of different complexity. The 
final stage consists in comparing of characteristics obtained through model calcula­
tions with experimental data. Actually a great number of factors determine whether 
results of physical and computer experiments will agree or disagree. This brings 
us to understanding that biomechanical computer model must be not only full and 
adequately complex, but also self-testable and should easily allow for modifications. 
Authors of this book have endeavoured to satisfy these requirements in developing of 
computer programs package SIMAM — intended for imitational dynamic modelling 
of human motions [84, 106]. 

In the basis of biomechanical model lies a system of differential-algebraic equa­
tions of dynamics of ramified kinematic chain under non-stationary constraints. Sys­
tem of constraint equations can be divided into two subsystems, one of which sets 
restrictions of geometric and kinematic character and includes conditions of joint 
AM elements motion, constraints which are imposed by external environment and 
constraints imposed for motion goal realization. The second subsystem of constraint 
equations includes restrictions on reaction forces and moments. This subsystem can 
include equations of conservation laws: conservation of momentum vector, moment 
of momentum and energy of a mechanical system, which can include either all bodies 
of the model or some of its subsystems. External moments and forces play the role 
of boundary conditions which can be formulated on the basis of experimental data. 

The approach developed by researches to formation of internal control on the 
basis of data on behaviour of certain system points or bodies coordinates, external 
active forces and constraint reactions allows one to synthesize a goal-oriented motion 
of the imitation model. New experimental data and additional measurements can 
be easily fed into the modelling system. All this allows for creation of a trustable 
adaptive imitational dynamic model of human skeletal-muscular apparatus. 

A peculiar property of imitational dynamic modelling of biomechanical systems 
consists in possibility of structural and parametric adjustment of the imitational 
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model to real human motion. Model structure choice is carried out by imposing of 
constraints (holonomic, non-holonomic constraints of the first order and linear non-
holonomic constraints of the second order). Parametric adjustment of the imitational 
model is necessary due to errors in measurements of kinematic and dynamic motion 
characteristics of biomechanical systems. 

Modelling of human motion on the basis of motion equations of a system of bod­
ies suggests presence of a large number of parameters for description of structure 
and kinematics of motion. Choice of these parameter values significantly depends 
on available experimental data. Concrete combination of parameter values allows to 
conduct calculations and compare values received by computer modelling and corre­
sponding experimental data. In this work a new approach to parametric adjustment 
of the imitational model is presented. For models describing real human motions the 
number of parameters can be over one hundred. Therefore it becomes an obvious 
necessity for formulation of adequacy criteria which would provide for parametric 
adjustment of the imitational model to concrete human motion. Presence of non-
stationary constraint equations allows one to use part of the experimental data as 
such constraints. 

Main feature of the suggested approach consists in possibility of imitation of part 
of the experimental data and following comparison of corresponding experimental 
and modelled (received by solution of synthesis problem) parameters. Most signif­
icant motion characteristics can be synthesised with necessary error level by their 
introduction into constraint equations. The computer model allows for motion mod­
elling using a priori information of practically arbitrary form. Kinematics of markers, 
force platform and acceleration measuring units data can serve as a ground for syn­
thesis of a goal-oriented human-like motion. 

Investigation results presented in the monograph testify that employment of imi­
tational dynamic modelling for human motion simulation has wide prospects. In all of 
the considered motion synthesis examples, interelement moments behaviour in time 
is depicted. That means that imitational modelling allows one to assess required con­
trol functions value with respect to all of the generalised coordinates, which provide 
grounds for the next stage of research at which one can obtain from generalised forces 
value estimates of actual muscle forces and reactions in model joints. This recalcu­
lation of real forces value from generalised ones appears to be one of the important 
biomechanical modelling problems. 

Finally let us name the main promising fields of application of the developed 
imitational dynamic modelling approach: 

• development of imitational models of man-machine systems; 
• development of imitational models of human motion under extreme conditions 

(motion of astronauts, sportsmen, complexly coordinated operators motion); 
• development of imitational models of robots control systems; 
• development of imitational models intended for investigation of strength prop­

erties of human skeletal-muscular apparatus. 
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