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Preface

Cellular membranes are crucial for the survival of organisms and maintaining the
lipid membrane structure is therefore paramount for the proper functioning of
cells. Many efficient strategies for damaging membranes have evolved and pore
formation is one of the most intensely studied and best understood. Pore formation
is frequently used in toxic attack on cells, as it can lead to efficient disruption of
cell metabolism or even cell death. There are several different ways in which
proteins efficiently attach to lipid membranes, oligomerize, and punch holes in
them. This book describes the functioning of two important pore-forming protein
families, cholesterol-dependent cytolysins (CDC), and proteins of the membrane
attack complex/perforin (MACPF) family, which are nowadays understood to
belong together. Cholesterol-dependent cytolysins are key virulence factors of
many pathogenic bacteria, while proteins of the membrane attack complex and
perforin family enable removal of unwanted cells from organisms. CDC and
MACPF proteins represent perhaps the best studied pore forming protein families
and in the last couple of years we have witnessed a significant increase in our
understanding of how they function. Perhaps the most surprising discovery was the
realization that MACPFs and CDCs are evolutionarily linked through a common
domain that forms the basis for transmembrane pore formation, and the two
protein families are now collectively referred to as the MACPF/CDC superfamily.
Many new members have been described and functionally characterized in recent
years and the different contributors to this book provide a comparative analysis of
the structure and function of a diverse range of MACPF/CDC superfamily
members.

The introductory two chapters by Gregor Anderluh, Robert Gilbert and col-
leagues, and Masaru Nonaka set the stage for the rest of this book by providing an
overview of the MACPF/CDC members and their evolutionary relationships. Next,
the book deals with the structural properties of the cholesterol-dependent cytoly-
sins (Robert Gilbert) and MACPF proteins (chapter by Andreas Sonnen and
Philipp Henneke). The chapter by Benjamin Johnson and Alejandro Heuck pro-
vides a mechanistic explanation of membrane interaction and pore formation by
perfringolysin O, one of the best-studied MACPF/CDCs. The next part of the book
describes functional properties of MACPF/CDC proteins. A general chapter by
Gregor Anderluh and colleagues provides an overview and general information
about membrane interactions, pore formation, and effects on cells. Functional
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properties and the biological role of several MACPF/CDC members are then
described in more detail: pneumolysin (by Tim Mitchell and Catherine Dalziel),
listeriolysin O (by Stephanie Seveau), perforin (by Judy Lieberman and Jerome
Thiery, and Apolonija Bedina Zavec and colleagues), MACPF proteins of api-
complexan parasites (by Robert Menard and colleagues), and chlamydial MACPF
proteins (by Lacey Taylor and David Nelson). Next, an interesting group of
MACPF proteins from fungi that require a second, accessory protein for efficient
pore formation is described by Peter Maček and colleagues. This book finishes
with a chapter on fluorescence imaging of MACPF/CDC proteins by Michael
Senior and Mark Wallace. This will be an important biophysical approach for
study of MACPF/CDC interactions with the membrane, their assembly mecha-
nism, and the properties of the final pore.

We hope that this book will set the stage for future studies on the evolution,
structure, and function of MACPF/CDC members, particularly those that are as yet
not so well known. There is certainly a lot more we need to learn and understand
about these proteins, and it will be especially interesting to see what is discovered
in the coming years about their roles in development, as part of the toxic arsenal of
marine organisms and in the pathogenic mechanisms of bacteria and apicomplexan
parasites. We enjoyed editing this volume and would like to thank our contributors
very much for their involvement in the project, and for providing excellent
chapters and enabling this book to offer fresh insights into the subject. We thank
them for their engagement and hard work toward their contributions and are also
grateful to Gisou van der Goot for her historical overview of pore-forming pro-
teins. We would also like to express our sincere gratitude to the production staff at
Springer, particularly to Thijs van Vlijmen for his patience and answers to our
endless inquiries.

Ljubljana, December 2013 Gregor Anderluh
Oxford Robert Gilbert
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Chapter 1
Introduction: Brief Historical Overview

Gisou F. van der Goot

Abstract Membranes are essential in defining the border and ensuring function of
all living cells. As such they are vulnerable and have been a preferred target of
attack throughout evolution. The most powerful way of damaging a membrane is
through the insertion of pore-forming proteins. Research over the last decades
shows that such proteins are produced by bacteria to attack bacterial or eukaryotic
cells, vertebrates to kill invading organisms or infected cells, and by eukaryotic
cells to ‘‘kill’’ mitochondria and trigger apoptosis. The breadth of effect of these
proteins is bringing together, in a very exciting way, research communities that
used to be unaware of each other.

Keywords Pore-forming � Toxins � Bcl � Perforin � Aerolysin

Abbreviations

CDC Cholesterol-Dependent Cytolysins
PFO Perfringolysin O
PFPs Pore-forming proteins
PFTs Pore-forming toxins

Whether life has originated from an RNA-world [7] or a lipid-world [17], there is
no doubt that ancestral cells possessed a lipid bilayer separating their inside
environment from the outside. By defining the limits and the integrity of the cell,
the plasma membrane emerges as an ideal target for attack from others cells. Not
surprisingly many organisms have evolved the ability to produce molecules that
have the capacity to affect cellular membranes. These include peptides as well as
proteins with diverse activities such as hydrolysis or clustering of lipids. Arguably
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Global Health Institute, Ecole Polytechnique Fédérale de Lausanne (EPFL), Station 19, 1015
Lausanne, Switzerland
e-mail: gisou.vandergoot@epfl.ch

G. Anderluh and R. Gilbert (eds.), MACPF/CDC Proteins - Agents of Defence,
Attack and Invasion, Subcellular Biochemistry 80, DOI: 10.1007/978-94-017-8881-6_1,
� Springer Science+Business Media Dordrecht 2014

3



the most powerful of the membrane affecting molecules are pore-forming toxins
(PFTs) [2, 9]. These are synthesized as rather large soluble proteins by the pro-
ducing cell but have the intrinsic capacity to change their conformation, often
following multimerization, to convert to a transmembrane pore structure. While
these pores are often meant to permeabilize membranes to ions of varying sizes,
some have evolved to translocate proteins and are used by bacteria to introduce
proteins with enzymatic activity into the cytosol of targets cells. Examples include
the translocation domain of diphtheria toxin [4] and the protective antigen of
anthrax toxin [5].

PFTs and toxin translocation domains have been studied in the bacterial world
for many decades [1], initially based on the observation that many pathogenic
bacteria have the capacity to lyse red blood cells, hence the name ‘‘hemolysins’’.
This has led to the discovery of a variety of protein folds that allow the conversion
of soluble proteins to transmembrane pores. The first to be solved was the pore-
forming domain of colicin A, an alpha helical bundle which shelters a central
hydropbophic helical hairpin involved in membrane insertion [14], a fold that was
subsequently also found in the translocation domain of diphtheria toxin [4]. In the
early 1990s, it was however appreciated that hydrophobic helices might not be
the only means to cross a lipid bilayers and that certain PFTs might cross the
membrane as b-barrels, as do outer-membrane bacterial porins [12]. The X-ray
structure of the soluble form of the pore-forming toxin aerolysin indeed soon after
revealed that some PFTs are largely composed of b-strands [13]. The structure of
the soluble form of PFTs is however not always predictive of the secondary
structural elements, a-helix or b-strand, with which the toxin pore will cross the
membrane. Indeed when the structure of the cholesterol-dependent hemolysin
Pefringolysin O (PFO) was solved it was unclear which segment of the protein was
responsible for membrane perforation [16]. Using cysteine-scanning mutagenesis
combined with fluorescence quenching techniques, Tweten and colleagues made
the surprising finding that the membrane spanning segments adopt an alpha-helical
fold in the soluble form, but convert to a b-conformation upon membrane insertion
[18, 19]. Although still rare, such a conversion had at that time only been reported
for the transition between the native and the pathological, scrapie, form of Prion
protein [3].

The production of pore-forming proteins (PFPs) is however by no means
restricted to bacteria, and in particular the mammalian immune system produces at
least two pore forming systems, perforin and the membrane attack complex. While
in particular the early work of late Jurg Tschopp and his group [21] had not
escaped researchers studying bacterial pore forming toxins, the fields of immu-
nology and bacterial pathogenesis largely ignored each other until 2007 when the
structure of a bacterial MACPF protein, Plu-MACPF from Photorhabdus
luminescens [15] revealed the similarity in fold between the MACPF domain and
members of the cholesterol-dependent-cytolysin (CDC) family of which PFO has
been, in terms of structural biology, the leading member [8].

Although possibly the most charismatic example, the MACPF-CDC similarity
is not the first between bacteria and vertebrate pore-forming proteins. Based on the

4 G. F. van der Goot



structure of the membrane-spanning domain, PFTs have classically been divided
into two large families, the a- and the b-PFTs. Since their ability to be trans-
membrane can be detected using bioinformatic means, i.e. identification of
hydrophobic stretches, a-PFTs were initially better characterized and indeed the
first PFT structure to be solved was that of the pore-forming domain of colicin A.
The big surprise came, when in the field of mammalian apoptosis, the structure of
Bcl-xL was solved and revealed that is had a fold similar to that of the diphtheria
toxin translocation domain [10]. The mechanism of action of Bcl2 family members
was at that time unknown, but based on years of research in the PFT field, it was
then rapidly demonstrated that these proteins could, in a regulated manner, insert
into membranes in order to favor or inhibit apoptosis.

More is however to come. Indeed the b-PFT family contains at least 3 sub-
families based on their structure: the CDCs, the S. aureus hemolysin like proteins
and the aerolysin superfamily [9]. While eukaryotic members of the second family
have so far not been found, bioinformatics analyses have revealed that proteins
with an aerolysin fold can be found in all kingdoms of life [20]. Interestingly, the
existence of aerolysin family members in vertebrates was recently confirmed. It
was indeed found that the frog species, Bombina maxima, expresses a protein
complex, named betagamma-CAT, which contains an aerolysin-like protein sub-
unit and two trefoil factor subunits [6]. It has been proposed that betagamma-CAT
might be a component of the B. maxima immune system, which is very similar to
that of mammals [22], and would help the frog live in harsh environments, such as
microorganism-rich mud pools.

Maybe the reverse will also happen, i.e. that a pore forming protein found in
vertebrates is later found in bacteria. Will the pore-forming antibacterial human
intestinal C-type lectins of the RegIII family [11] have a bacterial counterpart that
affects mammalian cells?
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Chapter 2
Distribution of MACPF/CDC Proteins

Gregor Anderluh, Matic Kisovec, Nada Kraševec
and Robert J. C. Gilbert

Abstract Membrane Attack Complex/Perforin (MACPF) and Cholesterol-
Dependent Cytolysins (CDC) form the MACPF/CDC superfamily of important
effector proteins widespread in nature. MACPFs and CDCs were discovered
separately with no sequence similarity at that stage being apparent between the
two protein families such that they were not, until recently, considered evolu-
tionary related. The breakthrough showing they are came with recent structural
work that also shed light on the molecular mechanism of action of various MACPF
proteins. Similarity in structural properties and conserved functional features
indicate that both protein families have the same evolutionary origin. We will
describe the distribution of MACPF/CDC proteins in nature and discuss briefly
their similarity and functional role in different biological processes.

Keywords Cholesterol-dependent cytolysins �MACPF/CDC protein superfamily �
Membrane attack complex � Perforin � Protein evolution
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Abbreviations

APC-b Apicomplexan perforin-like proteins C-terminal b-pleated domain
ASTN Astrotactin
BRINP Bone morphogenic protein/retinoic acid inducible neural-specific

protein
CDC Cholesterol-dependent cytolysins
MAC Membrane attack complex
MACPF Membrane attack complex/perforin
Mpg-1 Macrophage-expressed gene 1
PFN Perforin

General Overview of Structural Similarity of MACPF/
CDC Protein Families

MACPF and CDC proteins are important effectors in the immune system and
bacterial pathogenesis, where their observed effects are primarily mediated
through membrane interactions and the formation of transmembrane pores. Their
activity is, however, not restricted to membrane interactions and it will be
important to determine the exact role and molecular mechanism of action for many
representatives. MACPF proteins were initially defined by the sequence similarity
among proteins of the Membrane Attack Complex (MAC) of the complement
system and perforin (PF) [59, 83, 93]. These proteins have crucial roles in immune
defence against viral and bacterial pathogens and in removal of cancer cells. For
example, perforin is the only molecule of the human immune system that allows
entry of granzyme into the target cells and initiation of apoptosis. The MAC is the
terminal stage of the complement system of innate immunity. On the other hand,
CDCs are predominately found in Gram-positive bacteria [29, 94], although a
recent report indicates that this protein family may be more widespread as they are
at least present in Gram-negative bacteria too [41] and diatoms and plants (see
below). Because they were discovered separately, in quite separate niches, there
was originally no sequence similarity apparent between the proteins of MACPF
and CDC families. The realisation that these two families are evolutionary related
was the result of intense structural work on MACPF proteins; in particular crystal
structures of Plu-MACPF from bacteria Photorhabdus luminescens [77], Bth-
MACPF from bacteria Bacteroides thetaiotaomicron [104], the MACPF domain of
complement components C6 [5] and C8 [35, 62, 85] and mouse perforin (PFN)
[57] revealed their similarity to the CDC protein family. Both protein families are
now collectively referred to as the MACPF/CDC pore forming proteins [30, 78].
Structure-based alignment allows the identification of very limited sequence
conservation of glycines present in all family members [30], which in fact
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represent a continuum in sequence space (see below) and several other shared
features can be identified (see also Chap. 4).

The structure of CDCs is traditionally divided into four domains, each with
particular functions during the pore-forming process (Fig. 2.1a) [29, 94]. The
C-terminal domain 4 is used for the attachment of the protein to the lipid mem-
brane, domain 1 is primarily used for contacts between the monomers, domain 3 is
used for the formation of the final transmembrane b-barrel pore and domain 2 is a
linking structure that provides flexibility needed during the process of pore for-
mation (Fig. 2.1a) [29, 42]. See Chaps. 4 and 5 in this volume for description of a
detailed understanding of the CDC mechanism of action. Structural similarity
between MACPFs and CDCs is centred on the central bent b-sheet composed of
four strands and flanked on the sides by clusters of a-helices (the MACPF/CDC
domain) [35, 77] (Fig. 2.1). From the structural comparisons it seems that domains
1 and 3 of CDCs could be seen as a single functional unit with a fold that is
conserved throughout the tree of life (Fig. 2.1b). The universally-conserved gly-
cines permit conformational rearrangements of this region of the protein to allow
insertion of part of it into the lipid membrane, forming a transmembrane pore.

Fig. 2.1 Structure and similarities of CDC and MACPF proteins a Crystal structure of
perfringolysin O (PFO), the first CDC to have its structure determined (left) [79] and mouse PFN
(right) [57]. The original domains of the CDC are labelled D1–D4. The MACPF/CDC domain is
shown in magenta, with helical regions that refold to form the transmembrane b-barrel coloured
in orange. The membrane interacting domains in both proteins, immunoglobulin-like domain in
PFO and C2 domain in PFN, are labelled red. The conserved MACPF residues in PFN are
labelled with spheres (see below). b Structural phylogenetic tree of determined MACPF and CDC
structures. The PFN structure is shown in blue and each MACPF/CDC structure in orange. The
figure was adapted from [30]
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Distribution of MACPF Proteins

The MACPF protein family (Pfam PF01823) is the biggest family of eukaryotic
pore-forming proteins and the current version of the Pfam database (version 27.0)
[75] contains 1,329 unique sequences. The MACPF-containing proteins are
widespread in nature and may be found in all domains of life [30]. Proteins with
the MACPF domain are most abundant in metazoans and many representatives
may be found in higher eukaryotes. Some organisms possess large numbers of
genes containing MACPF domains—for example amphioxus (Branchiostoma
floridae) possesses 29 such genes [43]. In this organism approximately 10 % of all
genes are defence-related and since MACPF proteins represent an important part
of the immune system such a high number is not surprising. MACPF proteins are
also abundantly represented in Apicomplexans, where they have a crucial role in
tissue and cell invasion and egress [47]. MACPF proteins were even found in
anguilid herpesvirus 1 [96].

Prokaryotic representatives, primarily from the taxonomic groupings Chla-
mydia, Proteobacteria and Bacteroidia, may be found in various habitats and come
from the following genera: bacteria of the human microbiome (Alistipes, Bacte-
roides), bacteria from the sea (Dokdonia, Leeuwenhoekiella, Plesiocystis,
Zunongwangia), from land waters (Beggiatoa), plant pathogens (Calvibacter,
Ralstonia), bioluminescent pathogens of insects (Photorhabdus), human pathogens
(Chlamydia, Chlamydophila, Chryseobacterium, Filifactor, Porphyromonas),
cyanobacteria (Trichodesmium), etc.

MACPF proteins are abundantly represented in mammalian genomes. In the
human genome, for example, there are at least 12 genes that code for a MACPF
domain (Fig. 2.2). Complement proteins C6, C7, C8a, C8b and C9, perforin and
macrophage-expressed gene 1 (Mpg-1) have important roles in the immune sys-
tem, while astrotactins (ASTN) 1 and ASTN2 and bone morphogenic protein/
retinoic acid inducible neural-specific protein (BRINP) 1, BRINP2, and BRINP3
have important roles in the neuronal system (see below). Some of these MACPF-
containing proteins have relatively simple domain structures, for example Mpg-1
and the BRINPs have a MACPF domain at the N-terminus and a C-terminal region
of unknown structure and function. Mpg-1 is an interesting example of a MACPF
protein that is permanently tethered to the membrane in contrast to other well-
known MACPF proteins such as complement proteins and perforin. Some of these
have a complex structure containing many different associated domains (see
Chaps. 6 and 10 for a detailed domain organisation of complement proteins and
perforin, respectively), while ASTN1 and ASTN2 are the largest human MACPF
proteins with multiple domains. They are composed of two N-terminal trans-
membrane helices, three epidermal growth factor-like domains in the central part
followed by the MACPF domain and finally a fibronectin type-III domain on the
C-terminus.

Although family membership is simply identified, there is in fact only limited
sequence conservation in the MACPF family, as the sequences are around 20 %
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identical (Fig. 2.3a). The most conserved amino acids are within the so-called
MACPF motif [73] (Fig. 2.3b). This motif may be found in the structure at the top
of the twisted b-sheet and particularly conserved are two glycine residues at the
hinge between the upper and lower segment of the b-sheet (Fig. 2.1a). Other
amino acid residues are not so well conserved (Fig. 2.3b). Thus the low sequence
conservation presents a great challenge in discovering novel MACPF-containing
proteins, as is highlighted by the fact that the original discovery of MACPFs in
mammals and of CDCs in Gram-positive bacteria hid their deep evolutionary
relationship until their structures were solved. This is demonstrated nicely by our
recent analysis of MACPF proteins in fungi detailed in the next section.

MACPF Proteins in Fungi

Proteins with a MACPF/CDC domain are present in fungi as well. It is believed that
more than 1.5 9 106 fungal species exist, with diverse lifestyles. They are important
pathogens, saprophytes and symbionts. A huge expansion of available fungal

Fig. 2.2 Maximum-likelihood phylogenetic tree of human MACPF proteins. Protein sequences
from UniProtKB (www.uniprot.org) were aligned using PSI-Coffee on T-Coffee server [51] and
the phylogenetic tree was constructed with RAxML BlackBox [87]. The tree was depicted using
Archaeopteryx [37]. Sequence names ASTN1 (Astrotactin 1, O14525), ASTN2 (Astrotactin 2,
O75129), CO8B (complement component C8b, P07358), CO8A (complement component C8a,
P07357), CO9 (complement component C9, P02748), CO6 (complement component C6,
P13671), CO7 (complement component C7, P10643), MPG1 (macrophage-expressed gene 1
protein, Q2M385), PFN (P14222), BRINP1 (BMP/retinoic acid-inducible neural-specific protein
1, O60477), BRINP2 (Q9C0B6), BRINP3 (Q76B58)
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genome data will enable identification of proteins with major impacts for health and
biotechnological applications. BLAST or PSI-BLAST algorithms were used to
search databases at NCBI, JGI Mycocosm [32] and the Aspergillus genome database
AspGD [13] with perforin or pleurotolysin B [92] sequences. Due to low sequence
conservation of the MACPF domain hits with low significance (E = 2) were
included in the further analysis. The hits were analysed for the prediction of the
MACPF/CDC domain fold by using the PHYRE2 server [50]. Hits with the predicted
MACPF/CDC fold were combined with already identified MACPF sequences from
the Pfam database (version 27.0). Redundant sequences were removed after analysis
of alignments generated using ClustalW. Altogether we identified 181 proteins in

Fig. 2.3 Sequence conservation of MACPF domain a Alignment of the most conserved region in
MACPF domain of various representatives. The numbers in brackets denote the length of the
segments that are not conserved between the sequences. The numbers on the right are according
to mature proteins. Adapted from [30]. b The MACPF motif. The table shows the motif as found
in sequences of different taxonomical groups in Pfam database. The canonical MACPF motif is
shown in the first row [73]. Below is the HMM logo representation of MACPF motif [81]. The
data for generation of HMM logo was downloaded from Pfam website. The numbering below the
motif is according to PFN (Uniprot P14222)
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fungi with a filamentous growth form (Fig. 2.4). A short signature sequence Y/F-G-
X2-F/Y-X6-G-G was identified in 151 of the putative MACPF-containing proteins
(Fig. 2.3b), verifying their identity. Some MACPF coding genes have a large number
of introns, 8–13, in comparison to two introns in an average fungal gene and, con-
sequently, annotation was difficult (interestingly, note that the MACPFs of Api-
complexans are all mono-exonic except one, PPLP1/SPECT2, which has seven
exons). The phylogenetic evolutionary tree was generated by using MAFFT [48] and
a Neighbor-Joining approach. The sequences fall into two groups (Fig. 2.4). The first
contains primarily sequences confirmed by Pfam and they are grouped together with
PFN. In the second group are mostly sequences confirmed only by PHYRE2 but
containing the typical MACPF/CDC signature as well.

We found the distribution of putative MACPF proteins in filamentous fungi
uneven and with no clear correlation to taxonomy (Fig. 2.4). For example, in
Agaricomycotina MACPF proteins were identified in 45 % of species, while in
Eurotiomycetes they were present in 69 % of species (Table 2.1). The numbers of
putative MACPF proteins present in a single fungal species are from one and up to
nine. Some MACPF/CDC proteins within one species group together in the
phylogenetic tree, while some do not, as is marked on Fig. 2.4 for 9 putative

Fig. 2.4 Grouping of putative fungal MACPF proteins in relation to taxonomy, neighbour-
joining tree without distance corrections was constructed after aligning sequences by using
MAFFT algorithm. Taxon representation is according to JGI Mycocosm [32]. The distribution of
9 putative MACPF proteins from Aspergillus wentii is marked with blue branches and 11 putative
MACPF proteins from Fusarium graminearum in green. Orange background highlight branches
of MACPF protein-containing genes that are in neighbourhood of aegerolysin protein. The
position of functionally characterised proteins is denoted by names
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MACPF proteins from Aspergillus wentii (blue branches on Fig. 2.4) or for 11
putative MACPF proteins from Fusarium graminearum (green branches).

Among the strains with putative MACPF domains are those with declared
pathogen lifestyles, like plant pathogens Cochliobolus carbonum (Northern Corn
Leaf Spot), C. heterostrophus (Southern Corn Leaf Blight), C. miyabeanus (Brown
Spot of rice), C. victoriae (Victoria Blight of oats), Fusarium graminearum
(Wheat head blight), F. oxysporum (Panama disease) and Moniliophthora
perniciosa (Witches’-broom disease), or animal pathogens like: Arthrobotrys
oligospora (Nematode trapping), Cordyceps militaris (Caterpillar fungus), Trich-
ophyton equinum (Horse ringworm), T. rubrum (Athlete’s foot) and T. tonsurans
(Scalp ringworm). Some are also saprophytic, like soil fungus Chaetomium
globosum and Aspergillus nidulans, Postia placenta (Brown rot) or edible Oyster
mushroom Pleurotus ostreatus (White-rot), Pleurotus eryngii (Boletus of the
steppes) and food producing Aspergillus oryzae (Yellow koji).

SpoC1-C1C from Aspergillus nidulans is among those rare fungal MACPF
proteins with assigned function, as a conidium-specific member of the SpoC1 gene
cluster [33]. It has been shown for some fungal MACPF proteins, like pleurotolysin
B or erylysin B, that they act in concert with additional smaller proteins, the ae-
gerolysins [71, 82, 92]. It is interesting to note that in some cases these two com-
ponents are found as neighbouring genes in the genome. The subsets of MACPF
proteins with an aegerolysin component as a neighbour are denoted by an orange
background on Fig. 2.4. The interactions between the components and pore-forming
capacity of fungal MACPF proteins are described in detail in Chap. 14.

In conclusion, only a little is known about the function of MACPF proteins in
filamentous fungi. From the taxonomic distribution one can clearly conclude that
they are definitely not part of the core proteome. Fungal MACPF proteins most
probably contribute to different specific processes, while some of them were found
in secretomes (without a typical signal sequence recognised) [18], others being
intracellular, and some of them may be involved in pathogenesis, however, most
probably not all of them. Large intron number, sporadic taxonomic distribution,
and different numbers of diverse MACPF proteins per fungal species may imply
involvement of horizontal transfer mechanisms in specific environmental niches.

Table 2.1 Taxonomic distribution of MACPF proteins in fungi

Taxon Number of
species in
taxon

Number of species
with MACPF
sequence

Percent of species with
MACPF sequence (%)

Number of
MACPF
sequences

Agaricomycotina 37 17 45 38
Pezizomycotina 4 3 75 3
Eurotiomycetes 42 29 69 60
Dothideomycetes 39 18 46 34
Lecanoromycetes 1 1 100 3
Leotiomycetes 6 2 33 2
Sordariomycetes 35 16 46 40
Ascomycetes 1 1 100 1
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Domain Organisation of MACPF Proteins

In most cases one MACPF/CDC domain exists per protein, although some
examples with two or even three MACPF/CDC domains have been identified [30].
It is not however uncommon for other protein domains to be associated with
MACPF proteins. The domain architecture is quite simple in bacteria, where
MACPFs are located N-terminally to other domains and as a rule there is only one
additional domain present. Metazoan MACPF/CDC proteins have much more
complex architectures and several other domains may be present on either side of
the MACPF domain. These domains are quite often involved in molecular inter-
actions needed to exert the biological function of a particular MACPF protein. For
example many MAC proteins contain additional domains that are important for
regulation of MAC assembly at the surface of the target cell (see the details in
Chap. 6). Many MACPF-containing proteins are involved in membrane interac-
tions and pore formation and, therefore, there is quite a large number of small
b-sheet rich domains associated with membrane interactions. For example, the C2
domain is present at the C-terminus of PFN and is used for calcium-specific
membrane attachment [74, 99]. In other proteins such domains may facilitate cell
attachment through interactions with sugars, such as the MIR domain, Jacalin
domain (a mannose-binding lectin domain), B-lectin domain, MABP domain, etc.
Apicomplexan MACPF proteins contain 1–3 so-called APC-b domains (Api-
complexan Perforin-like proteins C-terminal b-pleated domains) [47]. These are
small modules of *55 amino acids and, according to sequence comparisons at
least, are unique to apicomplexan proteins (though see discussion in Chap. 4). For
many of these cases the functional significance of particular domains for
cell-surface interactions remains to be verified.

There are, however, many MACPF-containing proteins that do not possess addi-
tional domains (such as torso-like protein from Drosophila melanogaster). In such
cases it needs to be determined whether these proteins are able to interact with lipid
membranes and if such interactions are needed at all to exert their physiological
activity. However, it is known that some MACPF proteins associate with other
components in order to successfully complete formation of pores. For example,
complement monomers of C9 associate with the C5b-8 complex [4, 5, 36, 62] (see
Chap. 6). The MACPF protein pleurotolysin B from the fungus Pleurotus ostreatus
needs a smaller component, pleurotolysin A for efficient membrane interactions and
pore formation [71, 92] (see Chap. 14); also, an interesting combination of disulphide
linked MACPF and lectin domains was reported recently [23].

Functional Properties of MACPF Proteins

Some of the described functions of MACPF-containing proteins are listed in
Table 2.2. The most studied and understood role is that of MAC proteins and
perforin in the immune system. These proteins help with the removal of unwanted
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cells from the organism, either microorganisms [72], virally infected cells or cancer
cells [98]. The removal is achieved through efficient formation of transmembrane
pores at the cell membrane surface or within endosomes and is described in detail
elsewhere in this book (Chaps. 6 and 10). In plants a MACPF protein CAD1 was
shown to have a role in plant responses induced by pathogens [67].

The MACPF protein family is, however, characterised by a variety of functions
that may not always be linked to pore formation or membrane association
(Table 2.2). One prominent role of MACPF-containing proteins is in the devel-
opment of insects [88], sea urchins [34] and mammalian neurons [1, 49, 106]. In
apicomplexansMACPF proteins are implicated in parasite invasion of tissues and
egress from cells [47] (see also Chap. 12 for a more detailed description of
MACPF protein function in apicomplexan parasites). In bacteria it was proposed
that they are important for pathogenic bacteria (e.g. Chlamydia), however their
role in pathogenicity is not yet entirely understood [73, 77] (see also Chap. 13 for
the role of MACPF protein in Chlamydia). MACPF-containing proteins were also
suggested to have a role in protein secretion, nutrient uptake systems or to have a
preventive role through molecular mimicry [104].

Involvement of MACPF proteins in the native immunity of lower eukaryotes
and as a toxic arsenal for water-borne organisms is described in more detail in the
following sections.

Macrophage-Expressed Gene 1 (Mpg-1)

Mpg-1 protein, termed also perforin-2, was originally identified by differential
screening of a murine macrophage cDNA library. It showed macrophage and

Table 2.2 Functions of MACPF proteins

Biological
process

Function Examples

Immunity Membrane attack complex of vertebrates C6, C7, C8a, C8b, C9
Killing of unwanted cells Perforin
Killing of bacteria and innate immune defence in

invertebrates
Mpg-1 and homologues

Pathogen-induced immune response CAD1
Development Neuronal development Astrotactin1, BRINP

proteins
Insect embryo development Tsl
Sea urchin embryo development Apextrin

Pathogenesis Tissue invasion and cell egress Apicomplexan MACPF
proteins

Bacterial pathogenesis Plu-MACPF
Toxins PsTX-60A

For references see text.
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differentiation stage-specific expression and its expression was increased upon
transition of murine fetal liver hematopoietic cells into macrophages [86]. Mice
contain another Mpg-1 homologue, termed EPCS50, which is primarily expressed
in trophoblast giant cells in the ectoplacental cone and the parietal yolk sac [39]. It
was also shown that Mpg-1 is increased in prion-inoculated brain tissue of mice,
however the physiological function of Mpg-1 in mice brains was not clarified and
is not known [55]. Thus, very little was known about the function of Mpg-1 until
recently, where two studies demonstrated its importance for the killing of intra-
cellular bacteria. In one, it was shown that Mpg-1 has an important role in
elimination of intracellular bacteria [64] because the expression of its mRNA in
mouse embryonic fibroblasts and a fibroblast NIH-3T3 cell line was shown after
exposure of cells to several cytokines (IFN-a, IFN-b and IFN-c). The same study
showed that Mpg-1 mRNA was induced by exposure of fibroblasts to Escherichia
coli and Mycobacterium smegmatis. Increased levels of Mpg-1 mRNA were
associated with increased bactericidal activity and Mpg-1 also increased the sus-
ceptibility of intracellular bacteria to lysozyme. The second recent report showed
that Mpg-1 is needed for elimination of intracellular Chlamydia trachomatis cells
in macrophages [25]. Chlamydia infection caused an increase in Mpg-1 mRNA
and in protein levels of Mpg-1 in murine macrophages. Production of Mpg-1
mRNA could also be induced by heat-killed Chlamydia in HeLa epithelial cells
but not with viable bacteria and this led to the realisation that Chlamydia can
actively suppress the production of Mpg-1 mRNA in such cells. This study also
showed that Chlamydiae were susceptible to killing by ectopically expressed Mpg-
1. In summary, these results demonstrated that expression of the Mpg-1 gene can
be induced in other cells than macrophages, i.e. fibroblasts and HeLa cells, and
that it is required for elimination of intracellular bacteria.

Mpg-1 represents an important constituent of innate immune defence in evo-
lutionarily lower organisms. For example it was discovered in the sponge Suberites
domuncula [103], cnidarians [65], the planarian Schmidtea mediterranea [6],
molluscs, oysters [38] and abalones [52, 63, 100]. The Mpg-1 protein is evolu-
tionarily very conserved, for example sponge and human Mpg-1 share 46 %
similar and 28 % identical residues [103]. However, the evolutionary history of
Mpg-1 is not clear, as it is not found in the genomes of Drosophila or Caeno-
rhabditis. Its presence in gastropods and bivalves indicates that it may originate
from an ancient ancestral gene that was lost in insects and nematodes [38]. Recent
studies on perforin evolution are in agreement with this proposition and suggest
that Mpg-1 is the precursor of perforin, which arose from duplication of an ancient
Mpg-1 gene [21].

Marine invertebrates are in constant contact with bacteria and many genome-
encoded effectors are an important constituent of their innate immunity. Haemo-
cytes are specialised blood cells of the mollusc’s cellular immune response. They
circulate in the hemolymph and are able to recognise foreign antigens through
specific pattern recognition motifs. Pathways for pathogen destruction include
specific transduction pathways that are similar to vertebrate pathways [44]. It was
observed that Mpg-1 is kept at very low levels in haemocytes and is upregulated
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upon stress or infection with bacteria [52]. In different experimental settings the
up-regulation of Mpg-1 was found upon challenge with bacteria [38, 52, 100, 101],
ostreid herpesvirus 1 [76], parasite Schistosoma mansoni [45] or lipopolysaccha-
rides in sponges and planarians [6, 103], further indicating its important and ancient
role in innate immunity. Kemp et al. also showed that the protein levels of Mpg-1
were upregulated upon stress with bacterial exposure and that protein levels were
upregulated in a similar manner to mRNA levels [52]. This was shown also for
Mpg-1 protein from sponge [103]. Some Mpg-1 homologues have been expressed,
purified to homogeneity and tested for antibacterial activity. Mpg-1 from Pacific
oyster Crassostrea gigas was shown to possess antibacterial activity against Gram-
positive and Gram-negative bacteria [38], while recombinant Mpg-1 protein from
sponge exhibited antibacterial activity against Gram-negative bacteria [103].

Toxins with the MACPF Domain

MACPF proteins were described also as a part of the toxic arsenal of lower
eukaryotes. Cnidarians evolved special organelles called cnidocysts, which are
considered as one of the most complex cellular secretory products. It is widely
believed that cnidocysts serve for storage and active delivery of toxic compounds
in cnidarian venom [53, 61, 91]. Many different cytolytic protein families were
identified in Cnidaria [9, 11, 28]; for example Nagai et al. have reported isolation
of two toxins, PsTX-60A and PsTX-60B, from the nematocysts of the sea anemone
Phyllodiscus semoni. These two proteins represent major venom toxins and were
haemolytic (ED50 values 300 and 600 ng/ml using 0.8 % suspension of sheep red
blood cells) and lethal to shrimps (LD50 value around 800 lg/kg for intraperitoneal
injection) [68]. A similar protein was purified from the nematocyst venom of
another sea anemone Actineria villosa. This toxin, termed AcTX-60A, was lethal
to mice (minimal lethal dose for intraperitoneal injection less than 250 lg/kg). Its
primary structure was determined from mRNA and for the first time these proteins
were recognised as members of the MACPF family [70]. A subsequent report of
the full length sequence of PsTX-60B reconfirmed similarity to MACPF domains
[80]. Proteins similar to PsTX-60A were found by proteomic analysis also in
nematocyst venom from the jellyfish Olindias sambaquiensis [102] and similar
proteins were found in the genomes of the hydrozoan Hydra magnipapillata, sea
anemone Nematostella vectensis and in coral Acropora millepora [65]. Further-
more, EST clones, publicly available in GenBank, of sea anemones Aiptasia
pallida [89] and Metridium senile also contain PsTX-60A homologues. It was
shown previously that M. senile contains an 80 kDa polypeptide cytolysin me-
tridiolysin, reminiscent of CDCs based on functional and structural properties [14]
and it is tempting to suggest that metridiolysin belongs to the MACPF protein
family. It seems that MACPF-containing protein toxins are not only restricted to
sea anemones, but are present also in other cnidarians and they clearly represent
another family of cnidarian pore-forming toxins [11].
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The domain organisation of cnidarian MACPF domain-containing toxins
resembles that of perforin. A MACPF domain is placed at the N-terminus and it is
followed by an EGF-like domain. There is, however, a notable exception that the
C2 domain is missing at the C-terminus and it will be interesting to determine the
molecular details of membrane attachment and which parts of the protein allow
initial interaction with the membrane. The PsTX-60A protein has also a typical
signal sequence and a propeptide at the very N-terminus, a structural organisation
that is shared by other nematocyst toxins [10]. However, it is not clear if all
cnidarian MACPF-containing proteins are toxins expressed in cnidocysts. As
noted by Miller et al. it is unclear if Hy-MAC, a homologue of PsTX-60A in
Hydra, is an orthologue, since the overall sequence identity is low [65]. Further-
more, expression of Hy-MAC was restricted to gland cells in the endoderm and not
nematocytes [65]. In another study, a differentially expressed PsTX-60A homo-
logue gene, termed anklet, was also shown to be expressed in the newly
differentiated gland cells of the basal disk and it was suggested that this gene is
involved in the formation and maintenance of the basal disk in Hydra by exerting a
cytotoxic role [7].

Another toxin that contains the MACPF domain was reported recently in an
aquatic snail [23]. Protein PcPV2 from Pomacea canaliculata is a perivitellin
involved in egg defence against predation. PcPV2 is a neurotoxin with strong
lethal effects against rodents and is used for defence purposes [23]; it is glycos-
ylated and is composed of four 98 kDa heterodimers yielding a 400 kDa complex.
The smaller 31 kDa component is similar to tachylectin-1, while the larger 67 kDa
domain is similar to the MACPF domain [23]. Both domains are linked with a
disulphide bond [27] and since the tachylectin-1 component of PcPV2 allows
binding to cells this domain combination resembles the A-B toxin combination
found in bacterial and plant lectins [23].

Distribution of CDC Proteins

CDCs (Pfam PF01289) were originally identified in a number of Gram-positive
bacteria from the genera Bacillus, Clostridium, Streptococcus and Listeria where
they are associated with invasion of and replication within animal hosts [29, 94].
The most well-known such CDCs include perfringolysin O from Clostridium
perfringens, streptolysin O from Streptococcus pyogenes, pneumolysin from
Streptococcus pneumoniae and listeriolysin O from Listeria monocytogenes
[29, 94]. In each case the CDC has a distinctive role. Perfringolysin O is
responsible for Clostridia gaining access deep into tissue to protect anaerobic
respiration, leading to gangrene [40], pneumolysin is required for pneumococcal
virulence via the effects it has on cell membranes that permit host invasion [97],
and listeriolysin O is used to enable invasion and growth within cells [17]. There
are, however, many less well-known examples and to snapshot the current state of
knowledge we performed a protein sequence database search using the whole
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perfringolysin O sequence, on the UniprotKB (http://www.uniprot.org). Of the
1,000 hits studied we found 40 unique sequences, and subsequently added the
enterolysin from the Gram negative bacterium Enterobacter lignolyticus as iden-
tified alongside the CDC from Desulfobulbous propionicus by Tweten and col-
leagues [41], and the CDC identified in Enterolobium contortisiliquum (a member
of the pea family, from South America) [26]. We pre-aligned the sequences in
Uniprot and then used Clustal Omega [84] to perform alignments of the
amino-terminal region of each protein (up to the end of the MACPF-homologous
domain). We used the output alignments to construct phylogenetic trees using
ClustalW2 Phylogeny [31, 56], which we then depicted using the program
DRAWTREE (part of the PHYLIP package) [24] (Fig. 2.5). There are a number of
interesting observations to be made on the basis of this analysis.

Fig. 2.5 Sequence-based phylogenetic tree of CDC proteins, B. mycoides and B. weihenste-
phanensis are not shown but share a branch with B. anthracis. S. canis shares a branch with S.
dysgalactiae
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Firstly, in addition to the previously-identified CDCs from E. lignolyticus and
D. propionicus we identified three more Gram-negative organisms which possess
family members: one, Oxalobacter formigenes is a commensal human bacterium
which relies on the degradation of oxaloacetate for most of its energetic and carbon
needs and which (at 2,100 genes) has one of the smaller bacterial genomes [54]. By
contrast, Rubrivirax gelatinosus and the Algoriphagus species PR1 are aquatic
organisms; R. gelatinosus is a photosynthetic and nitrogen-fixing aquatic beta-
proteobacteria [69], while Algoriphagus PR1 (marchipongonensis) is distinguished
by the fact it is the prey of the choanoflagellate Salpingoeca rosetta [2, 3].
Choanoflagellates are the closest known relatives of animals, species of eukaryote
of which some are unicellular and some multicellular colonies [95]. Even more
surprisingly, we identified a form of CDC produced by the diatom Thalassiosira
oceanica [60], which, after enterolobin from E. contortisiliquum is the second
identified eukaryotic CDC. Genomic analysis of this species demonstrates 5 %
gene acquisition from diverse taxonomic groups and so is consistent with the
acquisition of a CDC by horizontal transfer from an aquatic bacterium [60].
The percent identity between the CDC of T. oceanica and that of D. propionicus is
23.9 %, that with the Algoriphagus PR1 26 % and that with C. perfringens
perfringolysin 27.5 %. Its identity with the human-specific intermedilysin from
S. intermedius is 25.2 % and to enterolobin, its neighbour in the phylogeny, is
13.9 % (see Fig. 2.6 for examples of alignment). The greater difference between the
CDCs in T. oceanica and E. contortisiliquum reflects the much more developed
evolutionary history of the plant versus the diatom, and the relative stasis in lifestyle
and selective pressure experienced by bacterial lineages. The fact that sequences of
CDCs in prokaryotic organisms which have not encountered each other for millions
of years remain relatively stable at *25 % identity suggests a strong selective
pressure which is also, of course, reflected in the much greater conservation dem-
onstrated by the MACPF/CDC fold [30]. The fact that the T.oceanica CDC is not
more similar to those of bacteria nearby in ecological niche and within the phylo-
genetic tree than it is to those of bacteria much more distant phylogenetically and in
ecology suggests that the diatom either acquired its CDC from the nuclear genome
of its ancestor heterotrophic eukaryote, or due to an endosymbiotic event, or that
any horizontal gene transfer that occurred was very ancient.

How ancient was the acquisition of a CDC by an ancestor of T.oceanica?
A version of this phylogeny lacking just enterolobin did not present a single root,
but instead a series of branches from a central common line. It is very interesting
that this phylogenetic analysis based solely on sequence positions the diatom and
plant CDCs adjacent to one another, and branching from a single point close to the
origin of species. This leads to four of the five Gram negative CDCs alongside the
diatom and plant CDCs forming a clade distinct from all other known family
members, rooted at the origin of the tree. The absence of CDC proteins in many
species argues against its presence in the genome of the last universal common
ancestor and, therefore, the CDC gene transfer to diatoms and plants appears to
have occurred from (endosymbiosis of) an ancestor of these Gram negative species
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of which the evolutionarily closest example now known is D. propionicus.
Another possibility is that a CDC was present in the last universal common
ancestor as some sort of a housekeeping gene and was subsequently lost if not
needed in particular species.

Diatoms evolved via a two-stage endosymbiotic process [12]. First, a cyano-
bacterium was captured by a eukaryotic heterotroph and this generated the origin
of plants and red and green algae. Second, a red alga was captured by a different
eukaryotic heterotroph and this gave rise to the stramenophile lineage that includes
diatoms (emerging about 250 million years ago), macroalgae and plant parasites.
Since our plant and diatom examples of CDCs derive from a single root this
suggests that the CDC in diatoms (and in E. contortisiliquum) derives from the first
endosymbiosis and thereby from an original cyanobacterium which shared a
common (non-photosynthetic) ancestor with D. propionicus. In their paper on the
D. propionicus and E. lignolyticus CDCs, Tweten and colleagues [41] discuss the
possibility that a CDC may have helped to fend off endocytosis of primitive

Fig. 2.6 Two regions of CDCs aligned. The first two sets of sequence comprise the core of the
MACPF homology domain including the TMH helices; then final sequence comparison
encompasses the carboxy-terminal domain (domain 4) undecapeptide. ILY intermedilysin from S.
intermedius; A* the Algoriphagus species CDC; T* the Thalassiosira oceanica CDC; D* the
Desulfolobus CDC and PFO perfringolysin O from C. perfringens
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bacteria. It seems plausible that diatoms and plants result from a successful
endosymbiotic event involving a prokaryote possessing a CDC.

Overall, the pore-forming (MACPF) domain phylogeny for CDCs shows a
structure strongly consistent with the lifestyles adopted by the producing organ-
isms. Thus, one clade encompasses the majority of the Streptococcal species (those
of the mitis grouping) [19, 66, 105] alongside others infecting humans such as
Gardnerella vaginalis and Lactobacillus iners. Here, S. mitis stands out as a species
of bacterium expressing three different CDC proteins: lectinolysin, mitilysin and
the platelet aggregation factor. Its clade shares a common root to the centre of the
phylogeny with other bacteria with similar or the same hosts (Arcanobacterium
haemolyticum, first isolated from Pacific islanders, and T. pyogenes) [16, 90] and
separate branches containing the intracellular Listeria bacteria and the originally
commensal bacterium Enterococcus faecalis now found also as a drug resistant
pathogen [58]. The position of the mitis grouping of Streptococci at a location
distant from the pyogenic group (S. pyogenes, S. canis, S. urinalis and S. dysga-
lactiae) [20] is in line with their relative distance based on a published analysis of
seven housekeeping genes that confirmed the phylogenetic positioning of the
dysgalactiae species, among others [46].

Interposed between the two groups of Streptococci lie an isolated Gram neg-
ative example (from E. lignolyticus) and anaerobic bacteria (Clostridium novyi,
C. botulinum and C. tetani) which can also cause human disease [40]. This
common grouping matches the shared anaerobic ecological niche of E. lignolyticus
and the Clostridial species. The Clostridium producers of CDC proteins also
include P. alvei, C. perfringens and C. butyricum which are similarly anaerobic
and associated with plants, humus and rotting material and again are potential
human pathogens. These share an ecological niche with the spore-forming bacilli
infecting livestock (B. antracis) and insects (B. thuringiensis, L. sphaericus, B.
latersporus and Brevibacillus) [15, 22].

Evolutionary Implications

While CDCs are primarily cytolytic proteins, not all MACPF proteins have lytic
activity and other biological functions are possible. This echoes the situation with
eukaryotic proteins of the Bcl-2 family, which are similar to bacterial colicins.
Although some Bcl-2 proteins are able to interact with membranes and form pores
they do not all exhibit lytic activity and function at different stages of apoptosis—
some to promote it, others to inhibit [8]. Various proteins that contain the MACPF
domain are clearly evolutionary extremely conserved. For example Mpg-1 is
present in sponge where it has a clear role in the immune response [103]. Similarly
apextrins are widespread in cnidaria, echinoderms and apicomplexans [65].
Interestingly, apextrins seem to be specifically expressed in the ectoderm during
metamorphosis in two distant evolutionary groups, cnidaria and echinoderms [65].
It is, however, extremely difficult to reconstruct the evolutionary history of the
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MACPF/CDC superfamily with the current set of available genomic information
and protein structures (see for example the distribution of MACPFs in fungi in
section ‘‘MACPF Proteins in Fungi’’). Until recently there were no examples of the
two protein families that could be retrieved by sequence searches. However, now
one can find MACPFs and CDCs with 20 % identity. For example the CDC of the
diatom Thalassiosira oceanica is 22 % identical in its MACPF/CDC domain to the
MACPF of T. pseudonana. The former was identified as a CDC by searching with
the perfringolysin O sequence, the latter as a MACPF by searching with a Plas-
modium yoelii perforin-like protein.

When reconstructing a CDC phylogeny we have identified not only known
prokaryotic examples but also examples of eukaryotic proteins which, in our view,
are likely to have arisen due to an endosymbiotic event. Mirroring the finding of
eukaryotic CDCs, a preliminary phylogenetic study of 82 examples of MACPFs
from unique genera highlights several bacterial examples of MACPFs as well as
examples in coelacanths, a sea squirt, fungi (Arthrobotrys oligospora and Fusar-
ium oxysporum) and even the diatom T. pseudonana. Indeed, the bacterium
Enterococcus faecalis appears to have a MACPF-lineage protein 19.9 % identical
to its CDC (data not shown). This level of similarity alongside a pairwise align-
ment of the CDC from T. oceanica and the MACPF from T. pseudonana that
suggests 22 % sequence identity indicates the possibility of constructing a single
sequence-based phylogeny for the MACPF/CDC superfamily but this is outside
the scope of this chapter. The analysis we have been able to perform does,
however, show that there was indeed one original protein domain now found in at
least two different sequence families, and that it was present at a point in extreme
antiquity before the lineages giving rise to current bacteria, diatoms, plants, ani-
mals and fungi diverged.

Although MACPF/CDC proteins may belong to at least two different sequence
families, they belong to one structural class, which has been conserved throughout
evolution. Understanding why the structure has been so deeply conserved will
require further work but to a first approximation it is reasonable to conclude that
the capacity it has to refold from an aqueous monomeric conformation into an
oligomeric membrane-inserted conformation lies at the heart of the matter. The
CDCs and MACPFs may not be considered as ‘‘just’’ toxins or even exclusively
toxins: in many cases of pathogenic bacteria, for example, they are not the dis-
tinctive protein at the heart of the mechanism of disease (e.g. not in anthrax, not in
botulism). Perhaps we should, after all, think of the MACPF/CDCs as house-
keeping genes, genes that conferred the capacity to remodel membranes in fun-
damentally helpful ways, for example in establishing colony formation and as seen
today in developmental processes, and that only subsequently did they get co-
opted as agents of attack and defence in bacteria, apicomplexans and humans,
among other cases [30].

Elsewhere we have reported a structural phylogenetic analysis [30] and it is
worth highlighting the fact that however useful such an analysis is in terms of
tying together shared fold and function, it does not provide a measure of evolu-
tionary distance in time. In that case, because there is no simple concept of a
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‘‘mutational clock’’ in play (as there is in the sequence data we have studied here,
albeit one running faster or slower in different organisms with different nucleotide
base biases, accuracies of genome replication and environments) it is very hard to
know what the meaning of a tree branch length is. The sequence analysis we
describe here gives a more informative measure of the evolutionary process;
alongside each other the sequential and structural phyogenies provide a compelling
case for understanding the unity of the CDC and MACPF families. Further
structural work and novel genomic information will aid in understanding further
the evolutionary history of this interesting protein superfamily.
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Chapter 3
Evolution of the Complement System

Masaru Nonaka

Abstract The mammalian complement system constitutes a highly sophisticated
body defense machinery comprising more than 30 components. Research into the
evolutionary origin of the complement system has identified a primitive version
composed of the central component C3 and two activation proteases Bf and MASP
in cnidaria. This suggests that the complement system was established in the
common ancestor of eumetazoa more than 500 million years ago. The original
activation mechanism of the original complement system is believed to be close to
the mammalian lectin and alternative activation pathways, and its main role seems
to be opsonization and induction of inflammation. This primitive complement
system has been retained by most deuterostomes without major change until the
appearance of jawed vertebrates. At this stage, duplication of the C3, Bf and
MASP genes as well as recruitment of membrane attack components added the
classical and lytic pathways to the primitive complement system, converting it to
the modern complement system. In contrast, the complement system was lost
multiple times independently in the protostome lineage.

Keywords Complement � C3 � Factor B � Gene duplication � Mannan binding
protein associated serine protease � Membrane attack complex � Thioester
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EGFCA Calcium-binding EGF-like
FIMAC Factor I membrane attack complex
iTEP Insect TEP
LDLa Low-density lipoprotein receptor domain class a
MAC Membrane attack complex
MACPF Membrane attack complex/perforin
MASP Mannan binding protein associated serine protease
MG Macroglobulin domain
PZP Pregnancy zone protein
SR Scavenger receptor Cys-rich
TCC Terminal complement component
TED Thioester domain
TEP Thioester-bond containing protein
Tryp_SPc Trypsin-like serine protease
TSP1 Thrombospondin type 1 repeats
VWA Von Willebrand factor type A

Introduction

The mammalian complement system is composed of more than 30 components
present mainly in serum and cell membranes and plays essential roles in innate
immunity [1]. The proteolytic activation of the central component C3 (the third
component of complement) by the C3 convertases is the pivotal step in comple-
ment activation, and most major physiological functions of the complement sys-
tem are induced by the two activation fragments of C3, the larger C3b and smaller
C3a. Upon activation, C3b forms a covalent bond with the surface molecules of
microbes using its intrachain thioester bond, and bound C3b functions as a
molecular tag for foreign particles enhancing phagocytosis by macrophages and
neutrophils. C3b also forms a covalent bond with C3b or C4b (the activation
fragment of the fourth component of complement equivalent to C3b) of the C3
convertases (alternative pathway C3bBb and classical pathway C4bC2a), switch-
ing their specificity into the C5 convertases. Proteolytic activation of C5 (the fifth
component of complement) initiates assembly of the late components, C6 (the
sixth component of complement) to C9 (the ninth component of complement),
leading to the formation of membrane attack complexes (MACs) which disturb the
integrity of cell membranes of microbes. The smaller C3a fragment is also known
as an anaphylatoxin and induces inflammation. Most key components of the
human complement system including C3 possess unique domain structures, and
are classified into five protein families [2]; the C3 family (C3, C4 and C5), Bf
(Factor B) family (Bf and C2), MASP (mannan binding protein associated serine
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protease) family (MASP-1, MASP-2, MASP-3, C1r and C1s), C6 family (C6, C7,
C8A, C8B and C9), and If (Factor I) family (If only). The origin and evolution of
the complement system have been studied by identifying the complement genes
possessing these unique domain structures in various eumetazoan species.

Evolution of the TEP Superfamily

C3 family is included in the TEP (thioester-bond containing protein) superfamily
whose members are characterized by the unique intrachain thioester bond. Seven
members of the TEP superfamily are encoded in the human genome: C3, C4, C5,
A2M, pregnancy zone protein (PZP) [3], CD109 [4] and the complement 3 and
PZP-like A2M domain-containing 8 (CPAMD8) [5]. Phylogenetic analysis of
many TEP superfamily genes from various eumetazoa indicated the presence of
two dichotomous families, C3 and A2M (Fig. 3.1), and this classification was
supported by the presence of the ANA (anaphylatoxin) and C345C domains in all
members of the C3 family, but never in the A2M family members [6]. The C3
family comprises human C3, C4, C5 and their orthologs of various eumetazoa,
whereas the A2M family comprises human A2M, PZP, CD109, CPAMD8 and
their orthologs. Accumulation of sequence information concerning various eu-
metazoa TEPs indicated that the iTEP (insect TEP) once considered unique to
insects or arthropods is in fact orthologous to CD109 [6]. A2M, PZP and
CPAMD8 are close to each other, and the A2M family is further subdivided into
the A2M subfamily and the CD109 subfamily. The basic domain structure of the
TEP superfamily members is an eightfold repeat of the macroglobulin (MG)
domain. In addition to these eight MG domains, a CUB domain (C1r, C1s, uEGF
and bone morphogenetic protein) holding the TED (thioester domain) in the
middle is inserted between the seventh and eighth MG domains [7]. Moreover,
other specific domains are present in each of the TEP members, such as ANA and
C345C (C-terminal of C3, C4 and C5) domains of C3 and the bait domain in A2M.

The evolutionary origin of the TEP superfamily remains to be clarified.
However, no TEP gene is present in the published genome information for a
sponge, Amphimedon queenslandica [8] and a choanoflagellate, Monosiga brevi-
collis [9], suggesting that this gene family arose in the eumetazoan lineage. The
three types of TEP genes, C3, A2M and CD109 were identified in two cnidarian
sea anemones, Haliplanella lineate [10] and Nematostella vectensis [11, 12],
indicating that differentiation of the TEP genes into C3, A2M and CD109 had
completed before the divergence of cnidaria and bilateria. All deuterostome spe-
cies analyzed thus far such as various vertebrates, urochordate sea squirt [13],
cephalochordate lancelet and echinoderm sea urchin [2], possess both the C3 and
A2M family members, whereas many protostome genomes deciphered thus far
such as fly [14], mosquito [15], honeybee [16], parasitoid wasp [17], aphid [18],
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flour beetle [19], and Caenorhabditis elegans [20] possessed only the A2M family
members. Among protostomes, only horseshoe crab [21, 22], spider [6], tick [23],
clam [24] and squid [25] were reported to possess the C3 family, indicating that
the loss of the C3 family has occurred multiple times during the protostome
evolution [6]. The loss of the C3 family also occurred at least once in cnidaria,
since hydra has only the A2M family gene [26]. Although the reason why the C3
family genes were lost so many times during the evolution of cnidarians and
protostomes is still to be clarified.

Evolution of the Bf, MASP and If Families

The Bf, MASP and if family members are serine proteases possessing a serine
protease domain at their C-termini [27]. The human genome contains two Bf
family genes, Bf and C2, four MASP genes, MASP-1, MASP-2, C1r and C1s, and
only one If family gene. The gene duplication events which played an important
role in establishing a modern complement system like the mammalian one will be
discussed below. In the following, the common ancestor genes of C3, C4 and C5,
Bf and C2, MASP-1, MASP-2, C1r and C1s of invertebrates, will be simply termed
as C3, Bf and MASP, respectively. Whereas Bf and MASP are involved in the
complement activation pathways, If has a regulatory function to repress comple-
ment activation by degrading activated C3 fragments in the presence of the

b Fig. 3.1 Molecular phylogenetic anaylsis of TEP family genes by maximum likelihood method.
The evolutionary history was inferred by using the maximum likelihood method based on the
Whelan and Goldman + Freq. model. The tree is drawn to scale, with branch lengths measured in
the number of substitutions per site. The analysis involved 40 amino acid sequences. All positions
containing gaps and missing data were eliminated. There were a total of 873 positions in the final
dataset. Bootstrap percentages with 500 replicates are given. Accession numbers of the used
sequences and scientific names of animals are; human (Homo sapiens) C3, C4A, C5, A2M,
CD109, CPAMD8, and PZP (NP_000055, P0C0L4, AAA51925, P01023, NP_598000,
NP_056507 and CAA38255), squid (Euprymna scolope) C3 (ACF04700), sea urchin (Strong-
ylocentrotus purpuratus) C3 and CPAMD8 (NP_999686 and XP_785018), sea cucumber
(Apostichopus japonicas) C3 (ADN97000), sea squirt (Ciona intestinalis) C3 and CPAMD8
(NP_001027684, and XP_002124325), lamprey (Lethenteron japonicum) C3 and A2M (Q00685
and BAA02762), hagfish (Eptatretus burgeri) CD109 (BAD12264), horseshoe crab2 (Tachypleus
tridentatus) C3 and A2M (BAH02276 and BAA19844), amphioxus (Branchiostoma floridae) C3
and CPAMD8 (XP_002248496 and XP_002239366), coral (Swiftia exserta) C3 (AAN86548), sea
anemone (Haliplanella lineate) C3, A2M, and CD109 (AB481383, AB481385 and AB481386),
fruit fly (Drosophila melanogaster) CD109 (DrmeTEP1) (NP_523578), mosquito (Anopheles
gambiae) CD109 (AngaTEP1) (AAG00600), clam (Hyriopsis cumingii) A2M (ABJ89824), clam
(Venerupis decussatus) C3 (FJ392025), tick (Ornithodoros moubata) A2M (AAN10129), tick
(Ixodes scapularis) CD109 (XP_002409560), snail (Euphaedusa tau) CD109 (BAE44110),
spider (Hasarius adansoni) C3, A2M and CD109 (AB622468, AB622470 and AB622471),
shrimp (Fenneropenaeus chinensis) A2M (ABP97431), crab (Eriocheir sinensis) A2M
(ADD71943), honey bee (Apis mellifera) A2M (XP_392454) and CD109 (XP_001122599),
flour beetle (Tribolium castaneum) A2M (EFA07508) and CD109 (XP_972838)
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cofactor proteins. The domain architectures of these families based on the SMART
database (http://smart.embl-heidelberg.de/) are CCP (complement control pro-
teins) 9 3, VWA (von Willebrand factor type A), Tryp_SPc (trypsin-like serine
protease); CUB (C1r, C1s, uEGF and bone morphogenic protein), EGFCA (cal-
cium-binding EGF-like), CUB, CCP 9 2, Tryp_SPc; and FIMAC (factor I
membrane attack complex), SR (scavenger receptor Cys-rich), LDLa (low-density
lipoprotein receptor domain class a) 9 2, Tryp_SPc for the Bf, MASP and If
families, respectively. The Bf family genes have been identified from most deu-
terostome species analyzed thus far [2], whereas only a few cnidaria [11] and
protostome species belonging to arthropod [22] and mollusk [24] are reported to
possess the Bf family gene. Actually, the Bf family gene is missing from the
genome sequences of cnidarian hydra, C. elegans and several insect species.
Although the only lophotrochozoa species reported to possess Bf thus far is a clam,
the clam Bf lacks the catalytic Ser residue, suggesting that it should not activate
C3 in spite of the conservation of the basic domain structure of Bf [24]. It is
therefore suggested that although the common ancestor of cnidaria and bilateria
had the Bf family gene, it was abandoned multiple times in the cnidarian and
protostome lineages. Moreover, the Bf-independent complement activation path-
way was well characterized in horseshoe crab, an arthropod [21], although it is
suggested that horseshoe crab also has the Bf-dependent activation pathway [28].
At the present moment, information on the Bf gene in the protostome is very
limited compared to that of the C3 gene, and it is of interest to find out if most
protostome species possessing the C3 gene also retained the Bf gene or not. In
contrast to the basic conservation of the domain structure throughout evolution, the
primary structure of the serine protease domain of Bf shows a curious evolutionary
variability. Compared to the other serine proteases, the serine protease domain of
mammalian Bf and C2 has a number of structurally unique features, in particular
that the bottom of the S1 pocket has a negative charge at Asp226 instead of the
usual Asp189 [29]. All jawed vertebrate Bf and C2 so far analyzed have this
unique structure, whereas Bf from lamprey [30], ascidian [31], lancelet [32], sea
urchin [33], horseshoe crab [22] and sea anemone [11] has Asp189, not Asp226,
like all other serine proteases with the trypsin-type specificity. Thus, the structural
specialization of the serine protease domain of Bf/C2 seems to have occurred in
the common ancestor of the jawed vertebrate, simultaneously with the appearance
of the adaptive immune system. The functional consequences of this structural
specialization are, if any, still to be clarified.

The MASP family genes have been reported from cnidarian and deuterostome
except for echinoderm [2]. No MASP family gene has been identified in the
deciphered genome sequences of protostomes. However, no comprehensive search
for the MASP family gene has been performed in the protostome species known to
possess the C3 gene, and it is still an open question whether the MASP family gene
is present in some protostome species or not. The serine protease domain of the
human MASP family members are classified into two groups, the usual one termed
TCN-type in which the active site serine is encoded by a TCN codon, and the other
unique one termed AGY-type which is characterized by an AGY codon for the
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active site serine, the absence of the disulfide bond termed the histidine loop, and
the absence of introns in the genomic region coding for the serine protease domain
[34]. Human MASP-1 belongs to the former group, and human MASP-2, C1r and
C1s belong to the latter group. The structure of the human MASP-1/-3 gene, which
encodes both MASP-1 and MASP-3 by differential usage of the dual serine pro-
tease regions, has a usual serine protease region at its 3’ end, and the second,
intron-less serine protease region just upstream of the usual one [35]. Therefore,
the AGY-type MASP is considered to be generated by insertion of the intron-less
serine protease region into the TCN-type gene [36]. Whereas only the TCN-type
MASP gene has been identified from sea anemone [11] and sea squirt [37], the
AGY-type MASP is present in lancelet [38] and vertebrates. Thus, the timing of the
insertion of the intron-less serine protease-encoding region is considered to be
before the divergence of cephalochordates and vertebrates, although the entire
evolutionary story is still to be clarified.

The If family gene has been identified in all major groups of vertebrates,
cyclostomes [39], cartilaginous fish [40], teleosts [41], amphibians [42], reptiles
[43], birds [44] and mammals. No If family gene has been reported from pro-
tostomes and invertebrate deuterostomes, indicating that the If gene was estab-
lished in the common ancestor of vertebrates. Thus, the If-dependent regulatory
mechanism of complement activation seems to be an innovation in vertebrates.
Since unrestricted activation of the complement system could be harmful to the
host cells and could lead to depletion of the complement components in a short
time, it seems to be essential even for the invertebrate complement system to
possess some regulatory mechanism.

Evolution of Terminal Complement Component Genes

The domain structures of five human terminal complement component (TCC) genes
defined at the SMART site (http://smart.embl-heidelberg.de/) are; C6, TSP1
(Thrombospondin type 1 repeats)-TSP1-LDLa-MACPF (membrane attack
complex/perforin)-TSP1-CCP (Domain abundant in complement control pro-
teins)-CCP-FIMAC-FIMAC; C7, TSP1-LDLa-MACPF-TSP1-CCP-CCP-FIMAC-
FIMAC; C8A, TSP1-LDLa-MACPF-TSP1; C8B, TSP1-LDLa-MACPF-TSP1; C9,
TSP1-LDLa-MACPF. Thus the TSP1-LDLa-MACPF domain structure is con-
served by all five TCC genes, suggesting that they originated from a common
ancestor by gene duplication and following modification of the domain structure.
However it is still not clear whether the common ancestor of the human TCC genes
had a simple domain structure like C9 and new genes were generated by adding extra
domains or it had a complex domain structure like C6 and new genes were generated
by losing some domains [45]. The genes possessing exactly the same or very similar
domain structures as human TCC genes have been identified from all classes of
extant jawed vertebrates including cartilaginous fish [46, 47] and teleost [48]. In
contrast, no such gene has been identified from lamprey. The previous functional
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and biochemical analysis of lamprey serum identified an opsonic complement
activity but not cytolytic complement activity. Actually, a natural hemolytic activity
was present in the lamprey serum, although the only molecule responsible for this
hemolytic activity seems to be a 25 kDa protein without any connection to the
complement system [49]. All these results indicate that the cytolytic activity of the
complement system was established in the common ancestor of jawed vertebrates.
Many C9-like genes have been identified from the genomes of urochordate Ciona
intestinalis [13] and cephalochordate Branchiostoma floridae [50]. A typical
domain structure of them is TSP1-LDLa-MACPF, indicating a close evolutionary
relationship with the human TCC genes. It is highly probable that they are involved
in some cytolytic process. However, it is unlikely that they are activated by the
complement system of these animals. Activation of human TCC is initiated by the
binding of C6 to the activated C5, C5b. The interaction between the C345c domain
of C5 and the two FIMAC domains of C6 has been demonstrated to play an essential
role in this binding by biochemical [51] and 3D structure [52] analyses. Since none
of the C9 like molecules of urochordates and cephalochordates possesses the
FIMAC domain, they seem to function as cytolytic factors independent from their
complement system reported to have opsonic and preinflammatory functions.
Distribution of the complement genes in various animal groups is summarized in
Table 3.1.

Evolutionary Scenario of the Complement System

The tentative evolutionary process of the complement system is schematically
shown in Fig. 3.2. The traceable origin of the complement system at the present
moment is the primitive complement system composed of C3, Bf and MASP in the
common ancestor of eumetazoa. Conservation of the amino acid sequences critical
for basic functions of these components between cnidaria and humans suggests
that the basic activation mechanism and physiological functions of the primitive
complement system were not very different from that of the human complement
system. Thus, MASP appears to be the first protease to be activated, which in turn
activates Bf. Then Bf activates C3 into the C3a and C3b fragments. C3b covalently
tags microbes and enhances phagocytosis, whereas C3a induces inflammation as
an anaphylatoxin.

In deuterostomes, this basic complement system is retained by all members
analyzed thus far; echinoderm, cephalochordate, urochordate and vertebrate. The
marked development of the complement system seems to have occurred in the
common ancestor of jawed vertebrates. Gene duplication and following structural
and functional specialization seem to play an important role in this process. First,
C4, C2 and C1r/C1s, most probably generated by gene duplication from C3, Bf and
MASP, respectively, contributed to establish the classical pathway. The canonical
adaptive immunity based on IgSF receptors and MHC is also believed to have been
established in the common ancestor of jawed vertebrates, and the establishment of
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the classical pathway was epoch-making in the respect that it connected the
complement system with adaptive immunity. Second, the gene duplication gen-
erating C5 from C3 on the one hand, and the recruitment of the FIMAC domain
into the C9-like genes on the other hand connected the preexisting complement
system and non-complement cytolytic system.

In contrast to deuterostomes which basically retained the complement system
composed of C3, Bf and MASP, the loss of the complement system occurred
multiple times in the protostome lineages, and several protostome genome
sequences deciphered thus far do not contain any complement genes. Although the
reason why the complement system was lost so many times in protostomes is still
not clear, in some insects CD109, a paralogue of C3, is reported to be multiplied
and play an opsonic role like C3 [53]. Thus, it is possible that some protostomes
such as insects developed unique immune mechanisms, making it unnecessary to
retain the complement system. Even in horseshoe crab, which retained the com-
plement system, unique specialization is reported compared to the deuterostome

Urochordate 

Cephalochordate 

Echinoderm 

Ecdysozoa 

Cnidaria 

Lophotrochozoa 

Vertebrate 

Chordate 

Deuterostome 

Protostome 

Bilateria 

Cyclostome 

Gnathostome 

loss of complement in some lineages 

loss of complement in some lineages 

loss of complement in some lineages 

MASP 

C3 

Bf 

If C6-C9 

C5 C4 

C2 

MASP-2 C1r C1s 

Lytic Pathway 

Classical Pathway 

Fig. 3.2 Evolution of the complement system. The bold horizontal arrow represents evolution of
the complement system. Light gray indicates a primitive complement system composed of C3, Bf
and MASP. Medium gray indicates an intermediate complement system with the If-dependent
regulation mechanism. The dark gray indicates a modern complement system found in jawed
vertebrates possessing the lytic and classical pathways. Vertical arrows indicate recruitment or
innovation of additional components, whereas circular arrow indicates gene duplication events
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complement system. Thus, factor C originally identified as an LPS-sensitive ini-
tiator of hemolymph coagulation stored within hemocytes is used as an initiating
protease of the horseshoe crab complement system [21]. In this activation path-
way, factor C directly activates C3 without intervention of Bf. Thus, factor C first
evolved in the horseshoe crab lineage, and this alteration in the initiating mech-
anism of the complement system therefore occurred recently on an evolutionary
time scale. Thus, as far as the complement system is concerned, the innovations of
protostomes seem to be more revolutionary than those of deuterostomes.
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Part II
Structures of MACPF/CDCs



Chapter 4
Structural Features of Cholesterol
Dependent Cytolysins and Comparison
to Other MACPF-Domain Containing
Proteins

Robert Gilbert

Abstract Five different cholesterol-dependent cytolysins (CDCs) have now had
their atomic structures solved. Here their structures are compared and shown to
vary less in the C-terminal region than they do in their N-terminal MACPF/CDC
homology region. The most variable region of the C-terminal domain is the un-
decapeptide, which is observed in two clusters of conformations, and comparison
of this domain with the C2 domain of perforin shows that the two structures have a
common ancestor. Structural studies of CDC pre-pore and pore oligomers by cryo-
electron microscopy and atomic force microscopy have revealed much about their
mechanism of action. Understanding the activity of CDCs has required a combi-
nation of structural, biophysical and functional assays but current models of pore
formation still require development to account for variable functional pore size.

Keywords Cryo-electron microscopy � Monomeric CDC structure � Oligomeric
CDC structures � Perforin � Structural phylogeny � X-ray crystallography
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SLO Streptolysin O
SLY Suilysin
TMH Transmembrane hairpin

Introduction

The cholesterol-dependent cytolysins (CDCs) were originally identified in the
middle of the twentieth century as ‘‘thiol-activated toxins’’ which could be isolated
directly from Gram positive bacteria such as Streptococcus pneumoniae
(pneumolysin, PLY) and Clostridium perfringens (perfringolysin O also known as
theta toxin, PFO). They are proteins of *50–70 kDa molecular weight whose
apparent thiol activation derives from the presentation of a free cysteine within a
highly conserved region of their structure, an undecapeptide sequence towards
their carboxy-terminus [1–3]. Because they are significant pathogenicity deter-
minants for their producing organisms, much work focused on their activity and
characterisation, centred on PFO, PLY, listeriolysin O (LLO, from Listeria mon-
ocytogenes) and most prominently streptolysin O (SLO) from Streptococcus py-
ogenes. This work mapped out some of the basic principles on which they
operate—their dependency on cholesterol in particular, their high affinity for it,
their assembly into large ring-shaped oligomers which appear to define pores, and
some details of the kinetics of their oligomerisation.

However, the solution of the first crystal structure of PFO, published in 1997,
was a landmark in the study of CDCs [4]. Up to that point structural data were
limited to those obtained from techniques such as metal shadowing and hydro-
dynamics/bead modelling [5] or images of oligomers formed by the toxins—such
as those generated for PLY [6] and PFO [7]. Other studies had used cysteine-
scanning mutagenesis as a way of trying to work out which parts of the proteins
inserted into membranes to form pores [8]. Such techniques would prove to be of
great value, and the more fine-grained study of Tweten and colleagues identified
first one [9], and then two [10] transmembrane hairpins (TMHs) as the full extent
of the membrane-penetrating domain first noted by Bhakdi and colleagues [8]. In
the context of the then-determined structure of perfringolysin PFO, these provided
the striking insight that conversion of CDCs to a membrane-inserted form involves
a transition from an alpha-helical to a beta-sheeted structure [4, 10]. The original
cysteine-scanning approach lacked the crucial interpretative framework which an
atomic structure provides; but techniques other than crystallography were always
going to be needed if the structural basis of CDC activity was to be identified.
Indeed, structural studies of PFO are an object case of ways in which a structure
cannot provide all the answers: the atomic structure failed to show how the protein
might act against membranes, how it bound cholesterol to target them, or even the
orientation of the subunit within the oligomer which, as it turned out, was initially
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modelled 180� out of register [4]. These answers have now all been determined, to
a greater or lesser extent, by the combination of structural, biophysical and
functional data. Yet even today substantial questions remain most important of
which, to this author’s mind, is one of the oldest; are the incomplete (arc-shaped)
oligomers observed repeatedly over many years and by a variety of techniques also
involved in pore formation [11, 12]?

Monomeric Structure of CDCs

At the time of writing, five different CDC structures are available in the Protein
Databank; those for PFO [4], intermedilysin (ILY) [13], anthrolysin (ALO) [14],
suilysin (SLY) [15] and SLO [16]. In addition, the structure of LLO has apparently
been determined [17] but is not published or released yet.

The now well-known CDC fold consists of two regions. The N-terminal
*70 % consists of the canonical MACPF/CDC fold which in the original structure
was described as three domains that, clearly, are closely interleaved [4] (Fig. 4.1a).
The core of the amino-terminus is dominated by a central, kinked 5-stranded
antiparallel b-sheet interrupted by a total of eight a-helices. Six of these a-helices,
in two clusters of three, are suspended from the ends of the b-sheet (at the tip of
CDC domain 3) from where they are deployed during pore formation to generate
the twin TMHs [9, 10]. The other two are longer helices which arch over the
domain 1-domain 3 interface and which, it might be suggested, on pore formation
provide the essential spine suspending the deployment of the TMHs into the lipid
bilayer (edged with a green dashed line in Fig. 4.1a). The upper part of the other
face of the the MACPF/CDC domain is capped by four further helices, one of
which comprises the amino-terminus of the protein, but otherwise the MACPF
domain is protected by CDC domain 2, a three-stranded antiparallel b-sheet which
is packed against domain 3. Domain 2 apparently serves twin functions: linking
the carboxy-terminal receptor-binding domain to the pore-forming amino-terminal
region, and allowing for the insertion of the TMHs via a vertical collapse [18, 19].
The carboxy-terminal domain consists of an eight-stranded ß-sandwich against the
tip of which the back of domain 2 rests in the soluble form of the structure and
which contains three critical loops for interaction with cholesterol [20] in addition
to the highly-conserved undecapeptide (in PFO and most Gram positive bacterial
CDCs amino acids ECTGLAWEWWR) [13, 14].

Comparing the available CDC atomic structures (Fig. 4.1) it becomes clear that
they display a remarkable similarity, and differ mostly with respect to the exact
angle adopted by the carboxy-terminal domain with respect to the rest of the
structure. It is evident both that a variety of different positions are observed
(Fig. 4.1b) and that these are affected by processes such as ligand binding. Thus,
the crystal structure of ILY bound to its receptor CD59 [21] shows domain 4
rotated back in line with the rest of the molecule (similar to the position seen in the
structures of PFO and SLO in isolation) compared to the eccentric position it
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adopts in the isolated structure [13] and the intermediate orientation seen in ALO
[14]. It is impossible to say, on current data, to what extent the different orien-
tations of domain 4 are crystal artefacts; what is clear is that the domain is flexible
with respect to the rest of the molecule—as seen most clearly in the alternative

Fig. 4.1 Comparison of available CDC structures PFO [4], ILY [13], ILY with CD59 its cellular
receptor [21], ALO [14], SLO [16] and SLY [15]. a Viewed in profile, in which the pore would be
to the left of each subunit. PFO is shown in isolation with its amino-terminal region coloured
orange save the six pore-forming helices which are in red. The carboxy-terminal domain is
coloured blue save the undecapeptide which is coloured pink. A dashed black line marks the
boundary between amino- and carboxy-terminal regions and the four domains originally
described are also labelled. The green dashed line marks the spine dominated by two structural
alpha helices which are discussed in the text. Each of the other structures is shown superimposed
on PFO, and coloured with their amino-terminal (MACPF/CDC homology) region pink and their
carboxy-terminal domain green. b The same as panel a, but viewed from the back of domain 2
(which forms the outer face of the oligomer) to accentuate the variable position of the carboxy-
terminal domain (domain 4) with respect to the rest of the structure. The most extreme orientation
is found in free ILY, brought back in line and in a rather similar position to the domain in free
ALO by the binding of CD59. Altogether these structural data (and the transitions in
conformation on pore formation—see below) suggest there may be little significance in the
orientation of this domain with respect to the rest of the protein; instead, it appears genuinely
flexible. The molecular structures in this figure and elsewhere in this chapter were depicted using
UCSF Chimera software [45]
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ILY structures [13, 21] and the different orientations domain 4 can adopt during
oligomerisation [19, 22] (see below).

Apart from its relative orientation to the rest of the molecule, the carboxy-
terminal domain is very similar in structure in all the CDCs (see below) except,
oddly, in what is its most conserved region; the canonical CDC undecapeptide [13,
14, 16]. This adopts a range of different conformations in the different proteins
(Fig. 4.2a, b): in contrast to the furled-up conformation originally determined, in
the structure of PFO, the other proteins (apart from ALO) tend to show a more
unfurled conformation reminiscent of that modelled as a possible cholesterol-
interacting state [23]. Two distinct conformational ensembles can be identified; the
furled group comprising PFO and ALO, and the unfurled group comprising ILY
(both structures), SLY and SLO. Thus, the different conformation adopted by the
undecapeptide in ILY [13] compared to PFO no longer distinguishes it despite its
different sequence (GATGLAWEPWR as opposed to ECTGLAWEWWR). In
fact, the most similar loop conformation to that of SLO is ILY’s when bound to
CD59 (see below); in the unbound form of ILY Trp491 is extended from the loop
but when complexed with CD59 it is folded back towards the protein backbone as
in SLO.

To focus in further on the similarities and differences between the different
CDCs, Fig. 4.3 shows the results of a phylogenetic analysis based on their
structures alone, performed for the amino-terminal and carboxy-terminal regions
in isolation. The root mean square deviation (RMSD) in backbone atoms between
the four available CDC structures is 0.76 Å when one considers the amino ter-
minal (MACPF-like) region alone (Fig. 4.3a). Comparison of this structure-based
phylogeny with that based on sequence shown in Chap. 2 (Fig. 2.5) is interesting
because the same phylogenetic arrangement is found in this structure-based
analysis as was seen in the sequence-based one. Thus, ALO from Bacillus
anthracis, SLO from Streptococcus pyogenes and PFO from Streptococcus per-
fringens occupy one side of the tree, while the CDCs from the mitis grouping of
Streptococci, species intermedius and suis sit on branches away from the other
streptococcal example. The same analysis focused on the carboxy-terminal domain
(Fig. 4.3b) produces a very similar distribution but is also interesting because, with
an RMSD of 0.29 Å, it shows that there is no evidence that this domain is any less
conserved in structure than the MACPF/CDC canonical region which dominates
the amino-terminal region of the proteins. Indeed, on the face of it, the
carboxy-terminal domain appears more conserved than the MACPF/CDC
domain—and perhaps this is unsurprising because it is responsible for the dis-
tinctive property of these proteins, their dependence on cholesterol for binding and
pore formation [3, 13, 14, 20], though of course ILY binds CD59 first. Note also,
for example, that the RMSD between the two ILY domain structures (free and
bound to CD59) is 0.2 Å—not so different from the difference between
the carboxy-terminal domains from other species. The phylogeny inferred from the
carboxy-terminal domain is similar to that seen for the amino-terminal one—the
differences being limited to branch length and the relative positions of SLO and
ALO. These suggest some independent variation of the carboxy-terminal domain
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Fig. 4.2 Comparison of undecapeptides in the available CDC structures a Views of the whole of
the carboxy-terminal domain (as in Fig. 4.1) with the sidechains of the undecapeptide residues
shown. In each case the equivalent tryptophan to Trp464 in PFO is asterisked: Trp491 in ILY,
Trp477 in ALO, Trp535 in SLO and Trp461 in SLY. b Close-ups of the undecapeptides of the
CDCs, which fall into two groups. On the left are the conformers seen in ILY (light blue), ILY
with CD59 bound (dark blue), SLO (purple) and SLY (tan). On the right are the conformers seen
in PFO (orange) and ALO (green). In every case the equivalent tryptophan to PFO Trp464 is
again asterisked
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Fig. 4.3 Phylogenetic analysis of CDC proteins and comparison to the perforin C2 domain.
a Structure-based phylogeny for the amino-terminal region constructed as previously described
[12, 46] and drawn using FITCH and DRAWTREE as part of the PHYLIP package [47]. The
different structures superimposed on the right are coloured as follows: PFO, orange; ILY, light
blue; ALO, green; SLO, purple; SLY, tan. This phylogeny based on structure agrees with that
derived from sequence data and shown in Fig. 2.5 of Chap. 2. b As a for the carboxy-terminal
domain of each of the proteins, coloured as before. c A repeat of the carboxy-terminal phylogeny
including the perforin C2 domain. On the right are shown two close-ups of the undecapeptide
region of ILY only (light blue) superposed with an equivalent structural region from perforin. The
common tryptophan (W491 in ILY) and acidic residue (at position 492 in ILY) are indicated
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compared to the amino-terminal MACPF/CDC domain and that agrees with their
distinctive roles in the biology of these proteins, such that they experience alter-
native selective pressures. Thus, phylogenies of the CDCs based on structure
recapitulate their evolutionary histories and the responsibility of one module (the
MAPF/CDC domain) for pore formation whilst the carboxy-terminal domain is
separately responsible for membrane binding.

If the carboxy-terminal domain is so well conserved, does it display a con-
servation such as that previously identified for the MACPF/CDC domain [12]? For
example, are the carboxy-terminal domains of the CDCs and perforin related
evolutionarily? Do they have a common ancestor?

It is hard to escape the impression that they do, based on a direct comparison
between the ILY and perforin carboxy-terminal domains (Figs. 4.3c and 4.4).
Thus, as far as one can tell at present the combination of a MACPF/CDC domain
and a carboxy-terminal ß-sheeted sandwich has been stable since the last common
ancestors of perforin and PFO. Figure 4.3c shows a repeat of the phylogenetic
analysis from Fig. 4.3b but including the perforin C2 domain [24]. Firstly, note
that the remoteness of ILY and SLY from SLO is stably maintained in this phy-
logeny. Secondly, the RMSD between the perforin C2 domain and the ILY car-
boxy-terminal domain is 1.72 Å over 48 residues, which is a plausible agreement
for orthologous structures. Thirdly, note the similarity of the undecapeptide loop
between CDC carboxy-terminal domain sheets 5 and 6, which as shown in two
orientations matches the loop between perforin C2 domain sheets 5 and 6 both in
conformation and in the siting of two particular residues—a common tryptophan
(Trp491 in ILY and Trp488 in perforin) and a glutamic acid in ILY (Glu492)
which is an aspartic acid in perforin (Asp489). This similarity is quite striking and
suggests that in both cases the loop conformation and the acidic and tryptophan
residues have been conserved because of their role in the interaction of the pore-
forming protein with its target membrane. Critical conformational changes are
likely to enable this role which may be echoed in the alternative conformations
seen for the undecapeptide in the available CDC crystal structures, where (as
commented above) one of the most sequentially invariant regions of the protein
family is the most variable region in conformation in an otherwise highly con-
served domain structure.

Looking at the topology of the CDC carboxy-terminal domain and the perforin
C2 domain supports the idea they are related and indicates a conformational switch
by which one led to the other. As shown in Fig. 4.4, when coloured from the amino
(blue) to the carboxy (red) terminus of the respective domains the strands follow
each other apart from a reorientation of strands 7 and 8 which in ILY are threaded
with the final strand completing the sheet and with a parallel topology for b strands
1 and 7, while in perforin they are threaded the other way round so that strand 8 is
internal to the sheet and paired in an antiparallel fashion with strand 1. In a world
of strand and domain swapping [25], the existence of such a topological switch at
the edge of a b sandwich, on the end of a polypeptide chain, is not hard to
envisage. Figure 4.4b show topology diagrams for each domain which support the
claim that they derive from a common ancestor.
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It therefore seems that the orthologous relationship between CDCs and perforin
extends over the whole length of the molecule, encompassing both the MACPF/
CDC domain and the carboxy-terminal b-sandwich. They are linked by an *17
amino acid b-strand in CDCs (one of the three stands in domain 2) and by an *29
amino acid EGF-like domain in perforin which are routed from the same region of
the MACPF/CDC canonical domain. It is therefore quite likely that the CDC and
perforin linking sequences also share a common evolutionary origin as well,
though due to a lack of selection for its maintenance in any particular form
(flexible linkers being a variable species) this is lost to analysis. But in any case,
the combination of a MACPF/CDC superfamily pore-forming domain and a car-
boxy-terminal b-sheeted sandwich seems possibly to be as deeply conserved as the
individual domains appear to be. It is worth considering that the carboxy-terminal
domains of the apicomplexan perforin-like proteins—described as a novel api-
complexan perforin-like protein C-terminal ß-pleated sheet domain or APC-ß
domain [26]—might also turn out to have a common evolutionary origin with the
CDC carboxy-terminal domain. This newly-identified similarity between the

Fig. 4.4 A common
topology for the CDC
carboxy-terminal domain and
perforin C2 domain a The
two domains are shown,
separately but aligned to each
other, coloured along the
ribbon representation of their
backbones from the amino
terminus (blue) to the
carboxy terminus (red). The
actual superposition is shown
on the right. b Topology
diagrams for ILY (on the left,
as labelled) and perforin
carboxy-terminal domains.
These were drawn using Pro-
Origami [48] (http://munk.
csse.unimelb.edu.au/
pro-origami/)
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CDCs and perforin casts further doubt on the idea that perforin forms pores in a
different orientation to the CDCs [24] but rather supports the idea that, like
complement, the orientations of MACPF and CDC monomers within their pores
are all the same [12].

Solution State of CDCs

Most structures of CDCs have (like perforin) turned out to be monomeric proteins,
which have sometimes appears as dimers in crystals but in configurations which
are clearly non-biological. Thus, the most recent crystal structure, of streptolysin,
contains a head-to-head dimer which is clearly non-physiological, and thus it is
most likely (though has yet to be demonstrated) that SLO is monomeric in solution
[16]. SLY was judged, from size exclusion results, to be monomeric in solution as
indeed it appeared in its crystal structure [15], and although ALO was observed as
a crystallographic dimer this too is non-physiological, as shown using analytical
ultracentrifugation (AUC) and multi-angle light scattering (MALS) [14]. Clearly,
techniques such as AUC and MALS are superior to judgements based on size
exclusion alone [15] or lacking experimental evidence [16], especially given the
elongated conformation adopted by CDCs, but there is in truth no evidence that
any of these toxins, or PLY [27–29], form dimers in solution. PFO, however, does:
all three crystal forms solved have the same antiparallel dimer present within them
[4, 27, 30] which has been confirmed to exist in solution using AUC and small-
angle X-ray scattering [29]. There was no evidence of concentration dependence
of PFO’s dimeric sedimentation coefficient which indicates that the protein is
mostly dimeric at all concentrations. The lowest concentration tested was
approximately 5 lM (0.28 mg/ml) and thus dimerization of PFO is certainly not
limited to high concentrations [29], as has recently been suggested [16]. As pre-
viously discussed, being dimeric gives PFO a highly efficient way to maintain
itself in an inert state in solution before it binds to a membrane [27].

Oligomeric Structure of CDCs

The heterogeneous sizes of oligomers—both mixes of different sizes of rings and
also incomplete rings (that is, arcs)—is a well-known characteristic of CDCs [5,
18, 19, 22] (Fig. 4.5a). Thus, techniques which require homogeneity—most
importantly X-ray crystallography—are going to be very difficult to perform on
such structures. As a result, two techniques have played a significant role in
characterisation of CDC oligomeric structure, single particle cryo-electron
microscopy [19, 22] and atomic force microscopy [18]. These have together
provided images of both isolated CDC oligomers, in pre-pore and pore states, and
of average structures with lower levels of noise and better levels of detail.
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Fig. 4.5 Oligomeric structures formed by CDCs, studied using PLY a Pore formation involves
oligomerisation on the membrane surface into ring-shaped oligomers of varying degrees of
completeness—some are full rings and some arcs. These pre-pores convert to pores in a
concerted conformational change. b Structure of the first CDC oligomer to have its three-
dimensional structure determined, a helical form of PLY [22]. The grayscale inset is a projection
of the structure, the main image a surface rendering of the map and below is a sectional view
showing a fit with the PFO crystal structure [4] (domains 1 and 3 red, domain 2 green and domain
4 blue). c The pre-pore state (the inset again shows a projection), a fit with the PFO crystal
structure and a model of the pre-pore oligomer [19]. The sectional fit is coloured as in panel b; in
the oligomeric model the pore-forming TMH helices are coloured red and the undecapeptide
blue. d The pore state, shown as in panel c [19]
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The first CDC oligomeric structure was not a native state, but a helical
assembly discovered by chance during the preparation of samples of PLY for
small-angle neutron scattering experiments [28] (Fig. 4.5b). The heavy water
(2H2O) into which samples are dialyzed for many neutron scattering experiments
causes proteins to aggregate due to an enhancement of the same hydrophobic effect
which drives protein folding in the first place, because 2H results in stronger
hydrogen bonds than 1H. Because PLY is a monomeric CDC this aggregation
mimics the concentrating effect of the lipid bilayer and leads to oligomer forma-
tion [28]. However, in the absence of a membrane plane to maintain oligomer
planarity the assemblies can extend beyond the size of a single ring, resulting in an
oligomeric helix [22]. This helix defined for the first time the orientation of CDC
subunits within their oligomers, with domain 2 facing outwards and the pore-
forming MACPF/CDC domain (domains 1 and 3) facing inwards [22]. The
structure visualised was most likely close to the pore-forming state though obvi-
ously without the pore-forming TMHs being inserted into a membrane; instead
they likely were disordered in structure. In the same paper a membrane-bound
oligomeric state was described which, in retrospect, was the pre-pore form of the
protein but which at that stage had not been defined [22] as previously discussed
[27]. These pre-pore oligomers were formed at room temperature and visualisation
of these two oligomeric forms revealed an important aspect of the kinetic deter-
mination of pore formation—that the viscosity of the lipid bilayer at room tem-
perature prevented successful protein insertion to form a pore, whereas in the
helical form there was nothing to stop the protein passing straight to a pore-like
conformation. In turn, this means that the membrane itself has a role in imposing a
prepore-to-pore transition mechanism for membrane penetration and channel
formation.

In subsequent studies, in order to capture the pore structure as well as the pre-
pore one, we used incubation at 37 �C to enable efficient pore formation due to a
more fluid membrane bilayer [19]. The pre-pore structure (Fig. 4.5c) showed a
conformation very similar to that of the protein in isolation while the pore structure
was, as already indicated, very similar to that of the helical conformation and
significantly refolded, with a bending over of the domain 1 region to allow the
TMHs to penentrate the membrane (Fig. 4.5d). In the paper describing the pore
structure [19] this was modelled as a dogleg bending of domain 2, but the reality is
unknown; similarly we have modelled the transbilayer ß barrel formed out of the
TMHs without a sheer to the strand orientation but, equally, there will in reality be
a sheer as this is a fundamental property of such structures due to the native twist
of the ß sheet [31, 32] (see also Chap. 5).

Atomic force microscopy has also, in the process of providing structural
snapshots, given critical functional insights into the activity of CDCs. It was
possible to image individual pre-pores on a bilayer and measure their reduction in
height above the membrane following on pore formation [18]; this allowed a clear
definition of pre-pore and pore states. By the introduction of a reversible disul-
phide bond locking the pre-pore state it was also possible, having formed pre-
pores, to trigger their concerted conversion to pores [18]. The main difference
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between pre-pore and pore structures is the ability (if they are not yet fully cir-
cularised) to add monomers to pre-pore structures but not to the pore structures.
This is shown most clearly by the fact that locking the pre-pore state produced a
much greater preponderance of rings among the pre-pores rather than the
incomplete arcs (Fig. 4.5a). As discussed previously [27], this structural study
therefore reveals a kinetic mechanism which governs the pre-pore to pore tran-
sition, whereby conversion between the two states may occur at any point after
oligomerisation has begun up to and including completion of a pre-pore ring of
subunits, a complete oligomer. When it does occur is determined then by the
availability of subunits to bring such a completion about.

Oligomers and Pores

As discussed elsewhere [12, 33], it is necessary to be clear on the difference
between an oligomer and a pore. A ‘‘pore’’ is a functional description—something
containing a lesion or channel across a membrane bilayer—whereas an oligomer is
a kind of structure. This distinction is especially important with the CDCs because
of their capacity to generate pores of various sizes, both in vitro [34, 35] and in
cells [36, 37]. The chapter by Sonnen addresses some of these issues in more
detail, because it is feature of the MACPF wing of the superfamily of proteins as
well—as we have ourselves shown [38–40]. The basis on which this variability in
pore size might be achieved seems most likely to be the incomplete oligomers—or
arcs—of protein which could form pores defined by a combination of the partial
protein oligomer and part of the membrane bilayer [12, 33]. In general, a lot of
cold water has been poured on this idea but it is an idea whose time may now have
come. Cryo-electron tomography of pneumolysin pores has provided snapshots of
arcs forming pores (Andreas Sonnen and Robert Gilbert, unpublished) while in a
completely different system (the Bax pro-apoptotic protein) there is already a
structure determined by a similar approach for a proteolipidic pore [41, 42] con-
firming the insights of others [43, 44].

Conclusion

Membranes are inherently dynamic environments and thinking about how pore-
forming proteins like members of the MACPF/CDC superfamily form pores needs
to take this into account [33]. Thus, although structural snapshots of monomeric or
oligomeric states of CDCs provide the best framework for understanding their
mechanism, teasing that mechanism out in detail requires additional techniques.
These techniques—such as biophysical measurements of pore formation, or
functional studies, or spectroscopic studies (and see Chap. 15 later in this volume
for some examples)—provide essential critiques of the structures on their own
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because they are able to access molecular dynamics in a way electron and atomic
force microscopy, and X-ray crystallography, cannot. Insights into CDC molecular
dynamics must be allowed to feedback on our understanding of what structural
results mean because, after all, if a structural model for pore formation is incapable
of explaining functional data then it is inadequate.
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Chapter 5
Perfringolysin O Structure
and Mechanism of Pore Formation
as a Paradigm for Cholesterol-Dependent
Cytolysins

Benjamin B. Johnson and Alejandro P. Heuck

Abstract Cholesterol-dependent cytolysins (CDCs) constitute a family of pore
forming toxins secreted by Gram-positive bacteria. These toxins form trans-
membrane pores by inserting a large b-barrel into cholesterol-containing
membrane bilayers. Binding of water-soluble CDCs to the membrane triggers the
formation of oligomers containing 35–50 monomers. The coordinated insertion of
more than seventy b-hairpins into the membrane requires multiple structural
conformational changes. Perfringolysin O (PFO), secreted by Clostridium per-
fringens, has become the prototype for the CDCs. In this chapter, we will describe
current knowledge on the mechanism of PFO cytolysis, with special focus on
cholesterol recognition, oligomerization, and the conformational changes involved
in pore formation.
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Introduction

Perfringolysin O (PFO) is the prototypical example of a growing family of bacterial
pore-forming toxins known as the Cholesterol Dependent Cytolysins (CDCs, [19,
25, 81]). CDCs are secreted by Gram-positive bacteria including Bacillus, Listeria,
Lysinibacillus, Paenibacillus, Brevibacillus, Streptococcus, Clostridium, Gard-
nerella, Arcanobacterium, and Lactobacillus (see [25, 35, 64]). There are 30
members of the CDC family reported for Gram-positive bacteria and, surprisingly,
two CDC-coding DNA sequences have been found in the Gram-negative Desul-
fobulbus propionicus and Enterobacter lignolyticus. However, in contrast with the
Gram-positive bacteria that produce CDCs, the Gram-negative ones have not been
shown to inhabit humans or indeed animals of any kind [29]. Despite their extremely
diverse lineage, the majority of CDCs show an amino acid sequence identity greater
than 39 % when compared to PFO [25]. The C-terminus (domain 4 or D4) of PFO is
responsible for membrane binding and is the domain with the highest percentage of
amino acid identity when sequences are compared with other CDC members.

Most CDCs possess a cleavable signal sequence which targets the toxins for
secretion to the extracellular medium. The secreted water-soluble toxins diffuse
until encountering their target, a cholesterol-containing mammalian cell membrane
(Fig. 5.1, step I). An exception to the cholesterol requirement for targeting was
found for intermedilysin which uses the human receptor CD59 for membrane tar-
geting [17]. However this toxin still requires cholesterol to insert into the membrane
and form a transmembrane pore [16]. After binding, CDC monomers diffuse across
the surface of the membrane and interact reversibly with other monomers until
formation of a stable dimer (Fig. 5.1, step II, [30, 54]. These initial dimers grow by
the incorporation of additional monomers into a large ring shaped complex (known
as the pre-pore complex (Fig. 5.1, step III, [75]. Each of these complexes contains
35–50 monomers, and upon insertion into the membrane, they form large b-barrel
pores (up to 250–300 Å in diameter, Fig. 5.1, step IV, [8, 73, 74]).

In this chapter, we will discuss CDCs through the lens of one of the most
studied and well understood CDCs, PFO [19, 25, 81]. We will focus on the
targeting of PFO to cholesterol-containing membranes and on the multiple con-
formational changes the protein undergoes in order to spontaneously transition
from a water-soluble monomer to a large multimeric transmembrane complex. We
will also comment on the most recent findings about the PFO cytolytic mechanism.

PFO is secreted by Clostridium perfringens as a 52.6 kDa protein, and the
crystal structure of the water-soluble monomer revealed four distinct domains
(Fig. 5.2a, [68]). The overall three dimensional structure observed for PFO is
conserved for all other CDCs whose high resolution structures have been solved [5,
57, 82]. Domain 1 (D1) consists of the top portion of the elongated molecule. D1 is
the only domain that does not undergo large structural rearrangements during pore
formation. Domain 2 (D2) adopts mostly a b-strand secondary structure that col-
lapses vertically during pore-formation to allow the insertion of the b-hairpins that
form the transmembrane b-barrel [7, 8, 63, 80]. Domain 3 (D3) contains both the
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b-sheet involved in the oligomerization of the toxin and the six short a-helixes that
unfurl into two amphipathic b-hairpins to form the b-barrel [62, 73, 74]. Domain 4
(D4) consists of a b-sandwich and contains a conserved Trp rich loop as well as
three other conserved loops at the distal tip (Fig. 5.2b and c). D4 is responsible for
cholesterol recognition and the initial binding of the toxin to the membrane [22, 61].

Membrane Recognition and Binding

One of the unique features of the mammalian cell membrane is the presence of
cholesterol. C. perfringens and other pathogens have exploited this property of
mammalian membranes to target their CDCs without compromising the integrity
of their own membranes. It has long been known that binding of PFO and other
CDCs requires high levels of cholesterol in model membranes prepared with
phosphatidylcholine [1, 47, 67]. Based on the requirement of high cholesterol
levels, targeting of PFO to cholesterol rich domains or ‘‘lipid rafts’’ has been

Fig. 5.1 Cartoon representation of the different steps/intermediates identified for the PFO
mechanism of pore formation. A water-soluble monomer is secreted by the bacterium and binds
to the target membrane via D4 (step I). Membrane-bound monomers diffuse across the membrane
surface interacting transiently until they form a stable dimer (step II). The initial dimer starts
growing with the addition of other monomers until completion of a circular ring or pre-pore
complex (step III). In the last step, each monomer inserts two amphipathic transmembrane
hairpins into the bilayer aided by the vertical collapse of D2 forming a large b-barrel pore (step
IV). Domains are numbered and color coded as follows: D1 (green), D2 (yellow), D3 (red), and
D4 (blue). Only a few PFO monomers are shown in the side view at the bottom to simplify the
figure. On the top is a schematic top view for each step of the pore formation mechanism shown
below. The membrane bilayer is depicted by a gray rectangle
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suggested [49]. However, it has become clear that exposure of cholesterol at the
membrane surface is a key factor to trigger PFO binding, and ‘‘lipid rafts’’ may not
be necessary for toxin binding [15, 26, 44, 46, 52, 76]. Moreover, the localization
of PFO oligomers on the membrane surface may change from the original binding
site after insertion of the b-barrel [39, 45].

It has also been shown that the binding of PFO to cholesterol containing
membranes is modulated by amino acids located in the loops that connect the b-
strands at the bottom of D4 (Fig. 5.2c, [11, 13, 34, 44, 78, 79]), however the precise
molecular mechanism of CDC-cholesterol interaction remains poorly understood.

Cholesterol Recognition

The first step in the binding of a water-soluble CDC to the membrane involves the
formation of a non-specific collisional complex between a monomer and the lipid
bilayer. This step is diffusional and electrostatic interactions may play an important

Fig. 5.2 Three dimensional structure of PFO showing the location of important elements that
modulate cholesterol interaction. a ribbon representation of the water-soluble PFO monomer with
domains colored as indicated in Fig. 5.1. Also in color are three key residues that influence
cholesterol interaction T490, L491, R468 (Red), and the Trp rich loop (TRL, orange). b A view
of the tip of D4 from the bottom showing the exposed surface of the Trp rich loop residues
(orange), the three small loops (green), and the residues indicated in A (red). c The ribbon
rendering of the same bottom view of D4 shown in B. PFO (1PFO) structure representation was
rendered using PyMol (DeLano Scientific LLC)
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role (e.g. introduction or elimination of negative charges alters binding, [34, 79]).
While on the membrane surface, insertion of non-polar and aromatic amino acids
and/or specific interactions with membrane lipids may anchor the protein to the
membrane [6]. However, non-polar amino acids are rarely exposed on the surface
of water-soluble proteins, and therefore conformational changes are often required
to expose these residues to the hydrophobic core of the membrane bilayer. As a
result, multiple conformational changes are triggered during the transition of PFO
from a water-soluble monomer to a membrane-inserted oligomer.

In model membranes prepared exclusively with phosphatidylcholine[30 mol%
cholesterol is required to trigger binding of PFO [22, 47], streptolysin O [67],
lysteriolysin O [3], or tetanolysin [1] but the amount of cholesterol needed does
vary depending on membrane phospholipid composition. The ‘‘cholesterol
threshold’’ can be reduced by the presence of double bonds in the acyl chains of the
phospholipids or by the presence of phospholipids with smaller head groups [14, 15,
46]. Therefore, it has become clear that modifications to the phospholipids that form
the membrane can alter the ability of PFO to detect cholesterol at the membrane
surface [44]. Despite their influence on membrane binding the presence of phos-
pholipids is not required, since cholesterol alone (in the absence of any other lipid)
is sufficient to trigger PFO oligomerization and formation of ring-like complexes
([26] and references therein). Accessibility of cholesterol at the membrane surface
seems to be the key to trigger the binding of PFO to membranes [15, 44, 52, 76].

What is Cholesterol Accessibility?

It has long been recognized that cholesterol modulates important membrane
properties including permeability, fluidity, thickness, and domain formation,
among others. The cholesterol-dependent association of certain proteins and
peptides with membranes has often been associated with the effect of cholesterol
on one or more of these membrane physical properties. More recently, studies with
molecules that directly interact with cholesterol, like cyclic sugar polymers (e.g.
cyclodextrins, [60]), enzymes (e.g. cholesterol-oxidase, [38]), and bacterial toxins
(e.g. PFO, [15, 44, 46, 76]) have shown that the accessibility of cholesterol at the
membrane surface also plays a critical role in cell biology.

Cholesterol is insoluble in aqueous solutions, but it is readily soluble in
phospholipid bilayers. The solubility limit of cholesterol in lipid bilayers is dic-
tated by the nature of the phospholipids (acyl chain length and saturation, and head
group size, [50]). If the concentration of cholesterol in a bilayer increases to levels
above its solubility limit, cholesterol aggregates would form crystals and precip-
itate out into the aqueous solution [2, 40, 83].

Given its hydrophobic nature, in a lipid bilayer cholesterol orients parallel to
the acyl chains of the phospholipids with the only polar group (an OH) facing the
surface of the membrane, in close proximity to the phospholipid head groups
(Fig. 5.3). At low concentrations, the interaction of cholesterol with other
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membrane components (lipids, proteins, etc.) reduces the ability of cholesterol to
interact with water-soluble molecules at the membrane surface. In other words,
when present in low amounts, cholesterol is not accessible to interact with mol-
ecules like PFO or cyclodextrins. As the concentration of cholesterol increases, its
accessibility remains low until a saturation point is reached. The concentration of
cholesterol at the saturation point will depend on the phospholipid or phospholipid
mixture present in the membrane (Fig. 5.3a). At this point, a small increase in the
sterol concentration causes a sharp increase in the ability of water-soluble mole-
cules to interact with cholesterol [22, 38, 60]. Different models have been pro-
posed to explain changes on cholesterol accessibility at the membrane surface: the

Fig. 5.3 Cholesterol accessibility changes at the membrane surface as a function of the lipid
composition. a when interactions with other membranes components saturate the accessibility of
cholesterol increases at the membrane surface. b At constant cholesterol concentration, an
increase in the number of double bonds on the acyl chains of the phospholipids increases
cholesterol accessibility. c At constant cholesterol concentration, an increase in the concentration
of phospholipids with smaller head groups increases cholesterol accessibility. The red lines depict
a hypothetical increase on cholesterol accessibility. The actual change on cholesterol accessibility
for each schematic graph may differ from a simple linear response. Some cholesterol molecules
are colored red to visualize the increase on accessibility but they are indistinguishable from other
cholesterol molecules in the membrane
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cholesterol:phospholipid complex model and the umbrella model [32, 41]. Despite
their thermodynamics or steric basis, the models are not mutually exclusive
[37, 42]. Recent molecular dynamics simulations of simple membrane models [52]
suggested that cholesterol accessibility is related to the overall cholesterol depth
within the membrane bilayer and not to the appearance of a new pool of choles-
terol molecules (sometimes referred as free cholesterol or active cholesterol).
In favor of clarity in this chapter we will refer to the effect that cause an increase in
the interaction of cholesterol with water-soluble molecules, as an increase in
cholesterol accessibility at the membrane surface (Fig. 5.3).

Domain 4 and the Conserved Loops

PFO D4 consists of two four-stranded b-sheets located at the C-terminus of the
protein (Fig. 5.2). There are four loops that interconnect the eight b-strands at the
distal tip of the toxin, three short loops (L1, L2, and L3) and a longer Trp rich loop
(also known as the conserved undecapeptide). These loops insert into the mem-
brane upon binding and are presumably responsible for the interaction of the toxin
with cholesterol [13, 61, 79]. Two of these loops (L2 and L3, Fig. 5.2c) connect
b-strands from opposite b-sheets, while L1 and the Trp rich loop connect b-strands
from the same b-sheet. L1 and the Trp rich loop are parallel to each other and
abutted perpendicularly by L2 forming a pocket in the bottom of the protein. The
loops that form the pocket are the most conserved segments in D4, and modifi-
cations to any of these loops affects the cholesterol binding properties of PFO ([13,
34, 44, 58], see below). The remaining L3 is far less conserved and distant from
the pocket formed by the other three loops.

The Trp rich loop is the longest of the D4 loops, containing 11 residues (E C T
G L A W E W W R). It is a signature feature of the CDCs and is highly conserved
among species. The three-dimensional structure of this loop seems to be more
variable [5, 57, 68, 82], but this may simply reflect its flexibility [57]. Initially, the
Trp rich loop was thought to be responsible for cholesterol recognition and
binding, and this idea was supported by several studies showing that modifications
in it greatly decreased the pore-forming activity of the protein [4, 36, 43, 55, 58,
71, 72]. However, recent studies showed that the other loops in D4 are also
responsible for cholesterol recognition [13]. The Trp rich loop has now been
suggested to play a role in both the pre-pore to pore transition [79] and the
coupling of monomer binding with initiation of the pre-pore assembly [11]. Dowd
and colleagues recently showed that modification of a charged amino acid in the
Trp rich loop (Arg468, Fig. 5.2b) resulted in complete elimination of the pore-
forming activity of PFO and had a significant effect on the membrane binding of
the toxin [11, 58]. The R468A PFO derivative was not able to oligomerize after
membrane binding, suggesting that this modification disrupts the previously
reported allosteric coupling between D4 and D3 [22]. Despite the novel functions
assigned to the Trp rich loop, its role in binding cannot be neglected since many
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modifications to this segment have been shown to have a significant effect in toxin-
membrane interaction [58].

Unlike the flexible Trp rich loop, the three-dimensional structure of the other
three short loops is more conserved. The L3 is located on the far edge of D4, away
from a pocket formed by the Trp rich loop, L1, and L2 (Fig. 5.2c). Modifications
introduced into L3 have been shown to have either a negligible effect on cho-
lesterol interaction, or to decrease the amount of cholesterol required for binding
[13, 34]. For example, the elimination of the charge of D434 in L3 reduced the
amount of cholesterol required to trigger binding [34]. These results suggest that
L3 plays a limited role in cholesterol recognition, and its effect on binding may be
related to nonspecific interactions with the membrane that stabilize the bound
monomer at lower cholesterol levels.

Proposed Cholesterol Recognition Motif

It has been proposed that PFO contains a cholesterol recognition motif composed
of only two adjacent amino acids in L1, Thr490 and Leu491 [13]. These amino
acids are completely conserved throughout all reported CDCs, and modifications
to them greatly affect the binding of the protein to both cell and model membranes
[13]. These data suggest a prominent role for these two amino acids in cholesterol
recognition, however other well conserved amino acids in that region have not
been analyzed yet (e.g. H398, Y402 and A404). Moreover, no direct interaction
between cholesterol and these two residues has been shown so far. The fact that
both amino acids must be mutated to eliminate binding in a motif containing only
two amino acids, coupled with the fact that there are many additional conserved
amino acids in the vicinity, suggest that other amino acids may also play a role in
cholesterol recognition and form part of the cholesterol binding site. Further
studies are required in this area.

The Effect of Cholesterol Accessibility on Perfringolysin O
Binding

While cholesterol accessibility is necessary for PFO binding, the analysis of PFO
derivatives with modifications on D4 revealed that sterol accessibility is not suf-
ficient to trigger stable PFO-membrane association [34]. As mentioned above,
native PFO readily binds to model membranes containing 40 mol% cholesterol
(and an equimolar mixture of other phospholipids, see [34]), revealing that cho-
lesterol is accessible at the membrane surface. However, the PFOC459A-L491S

derivative was not able to bind to the same membranes, clearly indicating that the
cholesterol molecules were not sufficiently accessible to trigger toxin binding.
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Binding of the PFOC459A-L491S derivative was recovered when the cholesterol
concentration was increased to 50 mol%, suggesting that the affinity of this
derivative for cholesterol is lower than that of native PFO, and more cholesterol was
required at the membrane surface to trigger stable binding (note that L491 is one of
the two amino acids proposed to be essential for cholesterol recognition). It is not
clear how cholesterol accessibility varies with increasing amount of cholesterol in
the membranes. For simplicity we have represented this variation as a linear
function of cholesterol concentration (Fig. 5.3) however cholesterol accessibility
may have a non-linear dependence in these systems. Further investigations are
required in this area to establish the precise mechanism of PFO-cholesterol inter-
action as a function of cholesterol accessibility.

Mutations in Domain 4 Affect the Cholesterol Threshold
Required to Trigger Binding

The effect that a particular amino acid modification has on PFO activity is often
characterized by alterations to the hemolytic properties of the toxin (i.e. pore
formation). The EC50 or effective toxin concentration required for 50 % lysis is a
good indicator of these effects. Another method frequently used to characterize the
effect of modifications in PFO derivatives is the percentage of hemolysis as
compared with the one obtained for the native toxin under the same experimental
conditions. However, it is worth noticing that the latter method is highly influenced
by the toxin/red blood cell ratio used in the assay (see Fig. S2 in [34]). Similarly,
when the characterization of PFO derivatives is done using model membranes, the
protein/lipid ratio should be carefully taken into account.

The effect of a particular amino acid modification is dependent on how much
cholesterol is accessible at the membrane surface ([34], and see below). As
mentioned above, the PFOC459A-L491S derivative showed negligible binding to
liposomes containing 40 mol% cholesterol, but the binding of PFOC459A-L491S

was indistinguishable from that of native PFO when membranes containing
50 mol% cholesterol were used. The deleterious effect of many mutations to the
toxin can be overcome by an increase in the cholesterol content in the membrane
[34, 44]. Interestingly, while most modifications to the D4 loops do not affect the
sharp sigmoidal shape of the binding isotherm, the amount of cholesterol required
for 50 % binding (or ‘‘cholesterol threshold’’) may change significantly for dif-
ferent PFO derivatives. Therefore, when comparing PFO derivatives using model
membranes it is more accurate to quantify the effect of a particular modification as
the relative change in the ‘‘cholesterol threshold’’ compared to one obtained for
native PFO using the same batch of membranes [34].

We have shown recently that modifications to the binding domain of PFO were
able to increase or decrease the ‘‘cholesterol threshold’’ of a PFO derivative [34].
These derivatives were successfully used to detect changes in the cholesterol
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content of cells and model membranes. While PFO has long been put forth as a
probe for cholesterol-rich membranes, the advent of new PFO derivatives with
varied ‘‘cholesterol thresholds’’ adds a layer of selectivity to the cholesterol
sensing measurements.

Oligomerization on the Membranes Surface

Upon binding to a cholesterol containing membrane, PFO diffuses across the
surface of the lipid bilayer and oligomerizes into a large ring shaped complex
(Fig. 5.1). This complex contains 35–50 individual PFO monomers (*250–300 Å
inner diameter) and it is referred to as the pre-pore complex [8, 51, 75]. Transition
of the pre-pore complex to the final membrane-inserted complex occurs by the
insertion of numerous b-hairpins (two per monomer) that perforate the membrane
forming a large transmembrane b-barrel [73]. The conformation of the individual
PFO monomers in the pre-pore complex is not vastly changed from that of their
water-soluble form. There are subtle structural changes triggered by membrane
binding and oligomerization of the protein that allow for proper alignment of the
monomers and the overall geometry of the pore [62]. Formation of complete rings
at the membrane surface seems to be regulated by the relatively slow formation of
an initial CDC dimer [30, 54].

Nucleation of the Pre-pore Complex

Oligomerization of the CDCs is triggered by membrane binding and interaction
with cholesterol (or exceptionally by interaction with a protein receptor for in-
termedilysin). Cholesterol binding is sufficient to trigger the conformational
changes that unblock the hidden oligomerization interface in the water-soluble
monomer [26, 62]. Blockage of the oligomerization interface in the monomer
prevents premature oligomerization of the toxin in solution. This regulatory
mechanism can be overridden if the monomers are present at high concentration in
solution (e.g. for pneumolysin, [20, 77]), but oligomerization is rare at physio-
logical concentrations (i.e. nM range or lower).

The most significant of the conformational changes that follows membrane
binding involves the exposure of the core b-sheet that comprises a large part of D3.
A short b-strand (b5) separates from the core b-sheet in D3 and exposes b4 for its
interaction with the always-exposed b1 strand of another PFO molecule, promoting
oligomerization [31, 62]. This conformational change is thought to be facilitated by
a pair of Gly residues, Gly324 and Gly325, located in the loop between b4 and b5.
These Gly residues are highly conserved, and act as a hinge between the two
b-strands [62]. In addition to the separation of b5 from b4, it has been suggested
that there is a disruption of the D2 and D3 interface. This disruption is thought to be
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caused by the rotation of D4 which breaks the weak interactions between D2 and
D3. These conformational changes cause the rotation of D3 away from D1 and
ultimately the unfurling of the transmembrane hairpins [30, 69].

Hotze et al. [30] have recently suggested that the initial interaction between two
membrane-bound PFO monomers is weak and transient and rarely of sufficient
length to allow for the transition to a stable dimer with b1 and b4 strands properly
aligned. However, if the transition occurs, addition of further PFO monomers to
the complex becomes favorable and oligomerization ensues. Therefore, formation
of a stable initial dimer constitutes the rate limiting step in oligomerization that
diminishes the formation of uncompleted rings on the membrane surface (Fig. 5.1,
step II, [30]). While it has been originally proposed that the separation of b5 from
b4 happens upon membrane binding [62], it is still unclear whether these structural
changes are caused by toxin binding or as a consequence of monomer-monomer
oligomerization.

Alignment of Core b-Sheets

Addition of monomers to the growing oligomer requires the proper alignment of
the core b-strands of the newly added PFO monomer with a b strand at the edge of
the oligomer. Formation of hydrogen bonds between adjacent b-strands is ener-
getically favorable but non-specific in nature. If the alignment is not correct,
proper growing of the oligomer would not be possible. Thus, it is critical to
regulate the alignment of neighbor b-strands to prevent the formation of truncated
pre-pore complexes. It has been suggested that the correct alignment of adjacent
b-strands among individual PFO monomers is dictated by p-stacking interactions
between aromatic residues located in b1 (Tyr181) and b4 (Phe318) [62]. Modi-
fications on either of these residues have proven to be extremely deleterious to the
ability of PFO to form pores [34, 62]. Interestingly, despite being a critical
interaction, it appears that only Tyr181 is completely conserved among the CDCs.
A few CDC family members do not contain an aromatic residue in the corre-
sponding location of Phe318 in PFO, suggesting that proper alignment of adjacent
b-strands may follow another regulatory mechanism for these members (i.e. lec-
tinolysin, intermedilysin, vaginolysin, pneumolysin, mitilysin, pseudoneumolysin,
and the two newly identified members, see [25, 35, 64]).

Mechanism of Pore Formation

The last step in the cytolytic mechanism of PFO is the formation of the trans-
membrane pore. The pre-pore complex transitions into a membrane-inserted
complex forming a large transmembrane b-barrel (Fig. 5.1, step IV). This tran-
sition involves the unfurling of six short a-helixes located in D3 down to two
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amphipathic b-hairpins, and the collapse of D2 to bring down the b-hairpins so
they can span the hydrophobic core of the membrane. Large secondary and tertiary
structural changes are required to coordinate the insertion of more than 140
individual b-strands and the removal of thousands of lipid molecules to form a
b-barrel pore. The use of two b-hairpins per monomer to create a transmembrane
b-barrel was first described for PFO [27, 73], and it is likely that this mechanism is
also employed by other important pore-forming proteins like the Membrane Attack
Complex/Perforin (MACPF) proteins [12, 21, 66].

A key step in the pore formation mechanism of the CDCs is the unfurling of six
short a-helixes in D3 to form two extended amphipathic b-hairpins [26, 70, 73].
These conformational changes are necessary to minimize the exposure of hydro-
phobic residues in the water-soluble form of the PFO monomer [24, 73]. After
insertion, the hydrophobic side of the amphipathic hairpin faces the non-polar lipid
core, and the hydrophilic side faces the aqueous pore (Fig. 5.4, [73, 74]). The exact
molecular mechanism for the pre-pore to pore conversion remains unknown, but
thermal energy plays a key factor since at low temperatures (e.g. 4 �C) the PFO
oligomer remains locked at the pre-pore complex state [28, 75].

Fig. 5.4 A schematic view that depicts the position and orientation of the transmembrane
hairpins (TMH1 and TMH2) of PFO in the membrane-inserted complex as determined by Sato
et al. [70]. The tilted membrane and the rectangle representing the rest of the PFO molecule are
depicted in gray and blue, respectively. The amino acids that compose the D3 b–sheet and the
transmembrane hairpins are depicted by their single letter code and color-coded according to
conservation in the CDC family. Amino acids conserved in more than 90 % of the 28 CDC
members are shown in red, in orange if conservation was higher than 70 % but lower than 90 %,
and in black if not highly conserved. Highlighted in green are the aromatic amino acids that are
thought to be involved in p-stacking interaction that stabilize PFO pre-pore confirmation and help
to align individual PFO monomers for pore formation (see text for details)
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Sato et al. [70] have recently shown that in the pre-pore complex the b-strands
that form the transmembrane pore are flexible and mobile. These transmembrane
b-hairpins are located high above the membrane in the pre-pore complex [63, 80]
and are able to extend and test hydrogen bonding arrangements, but they do not
fully form a b-barrel structure [28, 70]. This partially unfolded state of the
b-hairpins is thought to represent an intermediate step in pre-pore to membrane-
inserted complex transition for PFO [70]. The partial alignment of the b-hairpins
in the pre-pore complex may constitute a kinetic barrier that deters the insertion of
incomplete rings favoring the formation of complete pre-pore complexes.

The unfurling of the two a-helical bundles into two b-hairpins is favored by the
formation of multiple hydrogen bonds, both between hairpins within a PFO
monomer and between hairpins on adjacent monomers (Fig. 5.4). Crosslinking
experiments revealed that the b-hairpins in the inserted b-barrel adopt a *20�
angle to the plane of the membrane, and the adjacent inter-monomer strands align
themselves with a shift of two amino acids (Fig. 5.4, [70]). As mentioned above,
PFO oligomerization is aided by the proper alignment of b-strands from adjacent
monomers via p-stacking interaction between the completely conserved Tyr181
and the highly conserved Phe318. Inspection of the extended hairpins in the
b-barrel conformation (Fig. 5.4) revealed another potential p-stacking interaction
that may act to stabilize the hairpins in their extended conformation. These are the
completely conserved Phe211 in the transmembrane hairpin 1 (TMH1) and highly
conserved Phe294 (present in all but vaginolysin, lectinolysin, and intermedilysin
of the 30 members) in the transmembrane hairpin 2 (TMH2). Interestingly, the
F211C modification decreased the hemolytic activity of PFO [74] and the PFO
derivative containing the F294C modification could not be stably produced [73].

The vertical collapse of D2 to bring D3 closer to the membrane surface is
another important step in pore formation [7, 63]. In the pre-pore complex, PFO is
positioned perpendicular to the membrane leaving D3 about 40 Å above the
membrane surface [63, 80]. In this position, the b-strands that form the pore would
barely reach the membrane surface and could not penetrate the membrane. The
required vertical collapse of D2 would drop D3 to the membrane surface and allow
the b-hairpins to punch through the membrane and form a b-barrel. Unfortunately,
little is known about the mechanism of the transmembrane b-barrel insertion.

Formation of a pre-pore complex and formation of hydrogen-bonds between
adjacent b-strands helps the toxin to overcome the energetic barrier of inserting
non-hydrogen bonded b-hairpins [25]. The insertion of incomplete rings may also
occur, especially when free monomers are no longer available to complete the
circular complex. Trapped metastable arc-like structures may form a pore by
themselves, but the formation of a lipid edge at one side of the pore is not
energetically favored, and the arcs would have a tendency to associate with other
arcs or any proximal complete rings [18, 53, 59].

One of the most intriguing aspects of the CDCs cytolytic mechanism is what
happens to the lipids that are displaced to form the pore. The insertion of the
b-barrel requires the displacement of more than 1,000 lipid molecules from the
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membrane [27]. It is not clear how such a large amount of molecules are removed
from the center of the pre-pore complex, but the hydrophilic nature of the inner
portion of PFO the b-barrel could aid in this process.

Conclusions and Future Perspectives

Despite the lack of high resolution structures for intermediates or for the final
membrane-inserted complex, the pore formation mechanism of the CDCs is
becoming one of the better understood mechanisms among pore-forming toxins.
The elucidation of the three-dimensional structure of the water-soluble PFO
monomer [68] in combination with the use of site-directed mutagenesis and fluo-
rescence spectroscopy techniques played a critical role in these advances [23, 33].

More recently a lot of attention has been focused on the study of PFO-cho-
lesterol interaction. These studies revealed that not only changes in cholesterol
levels may increase or decrease the ability of the toxin to bind to membranes
[22, 47], but also changes in the phospholipid composition of the lipid bilayer
[14, 15, 44, 46, 47, 76].

Accessibility of cholesterol at the membrane surface seems to be a key factor to
trigger PFO binding. However, simply having accessible sterol molecules is not
enough to stabilize PFO monomers at the membrane surface. Different ‘‘grades’’ of
cholesterol accessibility are required to trigger binding of PFO derivatives with
modifications at the conserved loops of D4 [34, 44]. More studies are required to
elucidate the molecular details of how cholesterol accessibility modulates PFO
binding.

A detailed understanding of the cytolytic mechanism combined with the ability
to modify the toxin and produce novel PFO derivatives, have now opened the door
for the development of tools to study cell biology. Non-lytic PFO derivatives have
been developed to study cholesterol accessibility at the surface of cell membranes
[34, 48]. Other lytic PFO derivatives have been used to specifically permeabilize
the plasma membrane of cells to study the biochemistry of intact organelles in
their native environment (e.g. mitochondria [10]). Moreover, the striking on-and-
off binding properties of PFO have been exploited to study the role of cholesterol
in cell physiology and the intracellular traffic of cholesterol [9, 56]. It is clear that
the understanding of the molecular mechanism of these fascinating proteins
secreted by pathogens has had, and will have a great impact on the studies of
biochemistry and physiology in whole cells [10], as well as on the studies of
cholesterol-dependent mechanisms in cell biology [9, 56, 65].
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Chapter 6
Structural Biology of the Membrane
Attack Complex

Andreas F.-P. Sonnen and Philipp Henneke

Abstract The complement system is an intricate network of serum proteins that
mediates humoral innate immunity through an amplification cascade that ulti-
mately leads to recruitment of inflammatory cells or opsonisation or killing of
pathogens. One effector arm of this network is the terminal pathway of comple-
ment, which leads to the formation of the membrane attack complex (MAC)
composed of complement components C5b, C6, C7, C8 and C9. Upon formation
of C5 convertases via the classical or alternative pathways of complement acti-
vation, C5b is generated from C5 by proteolytic cleavage, nucleating a series of
association and polymerisation reactions of the MAC-constituting complement
components that culminate in pore formation of pathogenic membranes. Recent
structures of MAC components and homologous proteins significantly increased
our understanding of oligomerisation, membrane association and integration,
shedding light onto the molecular mechanism of this important branch of the
innate immune system.

Keywords Complememt system � Lipid membrane pore � Membrane attack
complex � Pore-forming proteins � Structural biology
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EGF Epidermal growth factor-like repeat
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FIM Factor I/membrane attack complex 6/7 module
LR Low density lipoprotein receptor class A repeat
MAC Membrane attack complex
MACPF Membrane attack complex/perforin
MBLs Manose binding lectins
MG Macroglobulin
PFPs Pore-forming proteins
poly-C9 polymeric-C9
TMH1 and TMH2 Transmembrane hairpin 1 and transmembrane hairpin 2
TS Thrombospondin type 1 repeat

Introduction

Both prokaryotic and eukaryotic cells rely on a lipid membrane as a defining barrier
against detrimental solute or water diffusion out of or into the cell. Without the
plasma membrane as selectively permeable insulator against the outside world, cells
cannot survive. Accordingly, membrane pore formation is a very efficient means of
attacking cells. Pore-forming proteins (PFPs) are secreted by all kingdoms of life—
often as toxins—to form aqueous pores in membranes of opponents and competitors
[3]. Bacteria, for instance, express pore-forming toxins, most likely to destroy host
epithelial cells to gain access to underlying tissues or to invade cells [39, 48, 147].
Although pore formation is a localised event often targeting specific membranes and
tissues, it can contribute to the manifestation of systemic diseases [160]. The
mammalian immune system on the other hand, uses the complement system
membrane attack complex (MAC) or perforin from cytotoxic T-cells as potent pore
forming systems against bacteria or diseased cells [105, 180].

PFPs are secreted as soluble molecules into the extracellular space. Subse-
quently, they usually bind to a lipidic or proteinaceous receptor on the target
membrane, which is followed by 2-dimensional circular polymerisation on the
bilayer surface. In order to integrate stably into the membrane, PFPs must undergo
a dramatic conformational change to expose amphiphilic segments and drive them
into the membrane. Often this conformational change is accompanied by an
intricate trans-folding of secondary structural elements, e.g. the folding of a-
helices in the soluble, monomeric state into b-sheets in the membrane inserted
form [52, 150, 151, 170]. The necessary energy to breach the integrity of the lipid
bilayer by forming an aqueous, solute-conductive pore is solely stored in the fold
of the PFP and/or supplied by the association reactions preceding membrane
integration. As the mechanism of pore formation is independent of ATP, PFP
monomers can be thought of as loaded springs ready to unfold and integrate into
the membrane.
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Pore formation and cell lysis by the innate immune system is mediated by the
terminal complement pathway, which leads to assembly of the MAC on mem-
branes of bacterial pathogens [105]. The ability of complement to lyse cells was
examined early on and complement lesions were first visualised by Dourmashkin
and co-workers on sheep erythrocytes treated with Forssman antibody and guinea
pig serum [21]. Agents of the terminal pathway are the complement components
C5b, C6, C7, C8 and C9; multidomain glycoproteins that circulate in the blood-
stream. Upon generation of a C5 convertase via either the classical or the alter-
native pathway of complement activation, C5 is proteolytically cleaved to C5b and
C5a. C5b nucleates a series of association reactions: C5b binds to C6, exposing a
binding site for C7, the resulting C5b-7 trimeric heterocomplex can already
associate with the membrane and binding of C8, a complex composed of C8b and
C8ac, firmly anchors the complex. C8 then binds C9, which homopolymerises in
circular fashion ultimately leading to a membrane pore. C9 alone, in the form of
polymeric-C9 (poly-C9), can form pores in model lipid membranes, and the for-
mation of the C5b-8 initiation complex is essentially the generation of a membrane
receptor for C9 polymerisation. Rather than binding to a receptor inherent to the
membrane, the complement system affords its own membrane receptor, which
becomes part of the pore structure itself. The final MAC is composed of C5b-8 and
multiple copies of C9, all arranged side-on, in circular fashion.

All terminal pathway components except C5 contain the membrane attack
complex/perforin (MACPF) domain, which constitutes the actual pore-forming
domain. It refolds two helical clusters (CH1 and CH2) in the soluble state to two
transmembrane hairpins (TMH1 and TMH2), in order to integrate into the mem-
brane. The remaining domains of the MAC components are accessory in nature
and regulate polymerisation, initial membrane attachment and the actual pore-
forming step (for the domain arrangement of MAC components see Fig. 6.1). The
MACPF domain is widespread and defines a family of homologous proteins
diverse in function [40, 54, 74, 144]. The SMART non-redundant database cur-
rently lists 377 MACPF domains in 376 proteins [84]. However, pore formation is
not a defining moment of the family underlining the functional flexibility of the
domain. Perforin, an agent of adaptive immunity, is also part of the family,
indicating a common pore-forming ancestor prior to the emergence of the two
branches of the immune system. Initial structures of MACPF proteins [55, 143]
found a structural homology to cholesterol dependent cytolysins (CDCs), such as
pneumolysin from Streptococcus pneumoniae or listeriolysin from Listeria mon-
ocytogenes, leading to the definition of the MACPF/CDC superfamily [6, 53, 74,
91, 144] and possibly dating the common ancestor even further back in evolution
(see Chaps. 2 and 4 for discussion of the evolutionary significance of the MACPF/
CDC superfamily of proteins).

Structural biology of individual MAC components and of their complexes
started around 1970 with the first electron microscopy (EM) images obtained of
serum-purified proteins [130]. This provided insights into the ultrastructure of pore
formation, also in context of the target membrane. Although structures of acces-
sory domains of MAC components were available [22, 110], it was not until 2007
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that detailed structural information at atomic resolution of the MACPF domain
was achieved. The crystal structures of Plu-MACPF from Photorhabdus lu-
minescens [143] and the MACPF domain of C8a [55] were the first of a series of
eye-opening papers finally shedding light onto the structures of this important
branch of the immune system. Together with cryo-EM and crystal structures of the
structurally homologous CDC toxins and perforin [52, 82, 145, 170], a mechanism
for pore-formation could be proposed, which is still under intense investigation
and debate. The following pages will detail these recent advances in the structural
biology of the MAC and aim to set them in context to functional data, proposing a
molecular mechanism for membrane engagement and integration.

Assembly Pathways Leading to Formation of the MAC
on Membranes

Assembly of the MAC is initiated by the formation of C5 convertases (see Fig. 6.2
for an overview and for an excellent review of the structural biology of the
convertases and their assembly cascades see [45]). C5 convertases are complexes
of complement components with serine protease activity [154]. They can be
generated by the classical [141] or alternative [140] pathways of complement
activation and cleave serum C5 at position Arg74-Leu75 to C5b and C5a [30, 106].
In the classical pathway direct or antibody-mediated binding of C1q to microbes
initiates a complex cascade of autoactivation and component recruitment, resulting

Fig. 6.1 Domain arrangement of the MAC components. The colouring scheme is maintained
throughout the following figures. Approximate domain sizes correlate with box width
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in the deposition of C4b2a on the microbial membrane. The C4b2a complex, is a
serine protease, functioning as C3 convertase. Binding of multimeric manose
binding lectins (MBLs) and associated proteases (MASPs) to carbohydrate moi-
eties on the surface of microbes, can also lead to formation of the C4b2a complex
(lectin pathway). C4b2a then cleaves multiple copies of C3 to the anaphylatoxin
C3a and C3b, thus decorating the microbe with C3b. In the alternative pathway,
C3b on the target cell membrane gains proteolytic activity by recruitment of factor
B (FB) and its cleavage to Bb by factor D (FD). The resulting C3 convertase
C3bBb proteolytically activates serum C3, leading to the opsonisation with mul-
tiple copies of C3b, as in the classical pathway. The membrane bound C3 con-
vertases C4b2a and C3bBb can bind several copies of C3b, shifting their substrate
spectrum from C3 to C5. The formed C5 convertases engage and cleave C5 to
C5a, which diffuses as inflammatory stimulant away from the microbial surface,
and C5b, which remains close to the membrane and initiates the terminal com-
plement cascade.

The formation of C5b is essentially an interfacial amplification process, which
keeps the important players close to the target. C5b alone is metastable and must
bind to C6 within minutes to form the stable C5b-6 [36, 37], otherwise, the terminal
assembly process is halted and cannot commence once C5b has decayed to a C6
binding-incompetent conformation. The bimolecular complex then engages C7,
which exposes a metastable, hydrophobic membrane-binding site [135, 136], pre-
sumably by unfolding of the MACPF domain (see below), thus anchoring the
trimolecular complex to the membrane without macro-pore formation [10]. The
subsequent binding of C8 makes the initiation complex C9-binding competent. C8

Fig. 6.2 Complement
activation pathways leading
to MAC formation. Classical
pathway on the left and
alternative pathway on the
right.For a description see
text
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is a dimer composed of C8b and the disulfide linked C8ac complex. Whereas C8b
engages C5b7, C9 binds to the C8ac side to initiate autopolymerisation of further
C9 monomers [23, 163]. The C5b9 complex, composed of seven independently
expressed molecular entities with multiple copies of C9, forms the actual macro-
molecular pore of innate immunity geared towards invading bacteria.

Under certain disease-related conditions C5 can also be activated in the fluid
phase, here also by other routes than the C5 convertases, which might contribute to
disease progression in complement consuming disorders [65, 94, 95]. Similarly,
release of activated C5b or C5b6 into solution can result in assembly and lysis of
unsensitized neighbour cells [77]. The assembly of the MAC in solution is regu-
lated by binding of clusterin and vitronectin, which arrest the assembly at the stage
of C5b9 by forming pore-forming incompetent sC5b9 [123], whose tissue depo-
sition is implicated in a variety of diseases such as glomerulonephritis [9].

Individual Complement Components of the MAC

In the following sections individual MAC components will be discussed in terms
of their structure, but also in the context of the assembled complex.

Complement Component C5

Human complement component 5 (C5) is expressed as a single-chain, glycoprotein
precursor of 1,676 amino acids (196 kDa) mainly in hepatocytes [172]. It is pro-
cessed intracellularly by removal of a propetide (Met1-Gly18) and a linker peptide
(Arg674-Arg677) that separates the N-terminal b-chain (Gln19-Leu673) from the
C-terminal a-chain (Thr678-Cys1676). In the mature, secreted form that circulates
the bloodstream, the a- and b-chains are held together by a disulfide bond (Cys567-
Cys810) and non-covalent interactions that manifest themselves in the formation of
a tightly folded macroglobulin domain (see below). Upon activation of the com-
plement system and formation of the C5 convertases (serine protease complexes:
C4bC2aC3b and/or (C3b)2Bb), C5 is cleaved between Arg751 and Leu752 to
generate the C5a anaphylatoxin (Tre678-Arg751) from the N-terminus of the a-
chain and the remaining C5b. While the proinflammatory C5a anaphylatoxin
functions mainly in chemotaxis and activation of neutrophils and monocytes [49,
50], the generation of C5b initiates the formation of the membrane attack complex
in a sequence of complex associations [120, 129].

As a member of the a2-macroglobulin superfamily, C5 is a homologue of C3
[66] and C4 [71], but lacks the internal Cys-Gln thioester of C3 and C4 [46]. The
C5 b-chain is composed of six macroglobulin domains (see Fig. 6.3; MG, MG1
Glu20-Asp122, MG2 Asn123-Leu224, MG3 Pro225-Ser350, MG4 Pro351-
Ser458, MG5 Ser459-Lys566, MG6a Cys567-Asp606, MG6b Glu771-Lys821),
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where MG6 is composite domain with contributions from the a- and b-chain,
followed by a linker region after MG6b. The N-terminal domain of the a-chain is
the anaphylatoxin, followed by MG6a, MG7 (Asp822-Pro931), a CUB domain/
C5d composite (Glu932-Glu1372), MG8 (Glu1373-Ile1516) and C345C
(Lys1517-Cys1676). The CUB domain was named after the first three members
identified to carry the domain: complement subcomponents C1r/C1s, embryonic
sea urchin protein Uegf and bone-morphogenic protein Bmp1 [20]. The first
structural data on C5 was obtained by electron microscopy [31, 37] and solution
scattering techniques [114], revealing a multilobal, ‘‘heart-shaped’’ ultrastructure
with the longest dimension 152 ± 17 Å, a width of 150 ± 15 Å, and a thickness
of 93 ± 10 Å. Recent studies have now shed light on the detailed molecular
architecture of C5 and its activation mechanism. Fredslund and coworkers [47]
solved the crystal structure of C5 (see Fig. 6.3), indicating that C5 is composed of
two structural units: the b-sandwich MG1-6 superhelix (the ‘‘b-ring’’) and the
CUB-C5d-MG8 superdomain. As structures of homologous C3 [66] and C4 [71] as
well as solution scattering data indicate, the C345C domain rides flexibly on top of
the main C5 body. Interestingly, the thioester bond of C3 and C4 is not required
for the typical positioning of C5d to MG8. The C5 anaphylatoxin domain is a 4-
helix bundle [187] that sits at the angle bisector between MG8 and MG3.

Complex structures of C5 with cobra-venom factor (CVF [80]) and with SSL7
from Staphylococcus aureus [81] point towards a possible interaction of C3b and
C4b—the non-catalytic components of the C5 convertases and homologues of
CVF—with C5 in the C5/C5 convertase complex. CVF docks onto MG5 and MG7
of C5 resulting in a side-on, almost parallel arrangement [80]. Waves of C5
convertase formation, amplification and inhibition run across the surface of the
target cell, at least in the alternative pathway, depositing cytolytic C5b-9 on the
membrane [140]. As high affinity C5 convertases are bound to the target

Fig. 6.3 C5 crystal structures. Crystal structure of C5 [47] (a) and of C5b from the complex
crystal structure with C6 [56] (b), exemplifying the structural changes upon activation of C5 by
C5 convertases and C6 binding

6 Structural Biology of the Membrane Attack Complex 89



membrane surface initially [141], C5 binding side-on to the convertase results in
almost perpendicular alignment of C5b with MG1, MG4 and MG5 pointing
towards the bilayer. Although C5b does not stably bind to membranes itself, it is in
this way already aligned in the approximate orientation it attains in the MAC pore
[56], possibly also facilitating the binding of C6.

The structure of C5b, from a complex structure with C6 [1, 56] revealed that
akin to the C3 to C3b conversion, the stable arrangement of the b-chain provides
the anchor for an extensive opening of the C5d-CUB-MG8 interface, which results
in the movement of C5d away from the MG8 domain, albeit only approximately
40 Å and without direct contact to MG1 as in C3b (see Figs 6.3 and 6.4) [66]. The
crevice created by this opening accepts the CCP1 domain of C6 resulting in a
considerable movement of the CCP1-CCP2-FIM1-FIM2 arm of C6 around the
TS3-CCP1 linker, which itself forms extensive contacts with C5d.

The position of C5b in the MAC has been investigated by electron microscopy.
C5b harbours no MACPF domain and was suggested to be part of an elongated
structure protruding away from the membrane and the tubular C9 cylinder [175,
179]. Indeed, C5b can be stripped from the assembled MAC by chaotrophic agents
[118]. The 3-dimensional cryo-EM analysis of sC5b-9 confirms this location in the
MAC and suggests that C5b does not contact the hydrophobic part of the mem-
brane [56]. Although labelling with lipid-restricted probes [32], proteolytic treat-
ment [16] and a model proposed on the basis of a crystal structure and solution
scattering of C5 suggested otherwise [47], the C5ba and C5bb domains are located
approximately equidistant to the membrane, as the C5d domain moves downward,
when C5 is activated to C5b. The C345C domain points away from the membrane
surface. C5b does not sterically restrict side-on alignment of the final C9 monomer
for ring closure, which accordingly must interact with C6 and potentially C5d of
C5b for MAC ring closure.

Fig. 6.4 Crystal structures of C5b-6 and C6. Complex cyrstal structure of C5b-6 (a) [56], C5b
(lightblue) and C6 coloured as in Fig. 6.1. Surface representation of C5b-6 (b), coloured as in (a).
Superposition, based on superposition of the MACPF domain, of C6 crystal structures (c). The
region from TS1 to the linker domain (L) is shown for C6 from C5b-6, domains from CCP1 to
FIM2 of the sole C6 structure [1, 2] are coloured in lightpink
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Complement Component C6

While C5 belongs to the C3/C4/C5 family, C6 together with C7/C8/C9 forms the
terminal pathway components of complement, all with a similar domain makeup
(see Fig. 6.4). As the longest of the terminal pathway components the 934 amino
acids of C6, including a leader peptide and several glycosylation sites, harbour the
central and defining MACPF domain (Arg182-Phe518) and nine regulatory
domains, namely three thrombospondin type 1 repeats (TS1 Cys22-Cys78, TS2
Asn81-Cys133, TS3 Val564-Cys611), a low density lipoprotein receptor class A
repeat (LR Cys140-Ala175), an epidermal growth factor like repeat (EGF Pro519-
Ser554), two complement control protein repeats (CCP1 Gly643-Ile705, CCP2
Val708-Cys761) and two Factor I/membrane attack complex 6/7 modules (FIM1
Cys773-Gln838, FIM2 Glu860-Ala934). C6 sequesters C5b resulting in a stable
C5b-6 complex that is then engaged by C7. The CCP1 and FIM domains are
implicated in the regulation of this process; only C6 and C7 of the terminal
pathway components contain them.

A structural homology of C6 with the other members of the terminal pathway
has been suggested early on [25]. The ultrastructure of C6 was first determined by
DiScipio and Hugli [35], who already then noted that most of the a-helical portion
of the protein resides in a domain that is devoid of cysteins and shares considerable
homology with C9 and perforin, now known as the MACPF domain. The ultra-
structure determined by negative stain EM visualized a two-domain structure with
a more-globular region and an extend-tail region, both arranged like a letter C. It
was speculated that the globular region would contain the C9 and perforin
homology domain, which later proved to be true. Although Haefliger and co-
workers showed that in fully hydrated, vitreous cryo-specimen the two-domain
architecture with globular components could not be visualised, it could in their
negative-stain images [58]. In both studies a similarity with the ultrastructure of
C7 [32] was clearly evident.

The crystal structure of native C6 revealed a ‘‘seahorse’’ like arrangement, akin
to the images obtained by EM, in which the nine domains of C6 fold into two
superdomains that are connected by a flexible (and poorly resolved) linker [2].
TS1, TS2, LR, MACPF, EGF and TS3 form a globular, but flat main body su-
perdomain, from which a long arm composed of CCP1, CCP2, FIM1 and FIM2
protrudes on the opposite side of TS1, almost like an antenna (see Fig. 6.4). By
comparison with other MACPF domain structures (C8a, C8b and perforin) and
EM images, it was deduced that the MACPF domain of C6 in solution possibly
adopts a closed conformation, which is regulated by the movement of a Y-shaped
module composed of TS1, TS2, TS3 and by EGF. Furthermore, the LR domains of
C6 and C7 were proposed to pack tightly against each other due to shape and
charge complementarities, placing the TS domains to the outside of a growing
MAC and resulting in a domain orientation that is similar to the one found in CDC
pores, but opposite to that found for perforin [52, 82, 170]. The FIM1/2 organi-
sation in the crystal structure of C6 is poorly resolved but markedly different from
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the homology model derived from a C7 FIM1/2 NMR structure [116, 117]. In the
C5b-6 crystal structures [1, 56] the FIM1/2 domains are resolved as a single folded
domain, clearly different from the C7 FIM1/2 solution structure [117], most likely
owing to an a-helical insertion motif in C6 and a charge difference on one side.
Modelling of the TMHs formed by CH1 (Asp257-Lys291) and CH2 (Ser383-
Gln434) of C6, suggests that they might insert into the membrane but not span it
entirely, which is consistent with radiolabelling experiments [161] and the absence
of pore formation at the C5b-6 stage of MAC complex assembly [153].

Helical, paracrystalline forms of the C5b-6 complex had already been observed
in 1980 [120], but only recently have good diffracting three-dimensional crystals
been obtained [1, 56]. From these data complex interactions of C6 with C5b and
conformational changes of the unliganded states can be rationalised (see Fig. 6.4).
The C-terminal region of C6 forms the major interface with C5b, with the total
interface burying approximately 3,100 Å2 of solvent-accessible area. Limited
proteolysis and binding studies had previously identified this region, i.e. CCP1-
FIM2, as the C5b-interacting site of C6 [31, 58]. In the C5b-6 crystal structures the
interaction is mediated by three distinct contacts: (1) wedging of the CCP1 domain
into the crevice created by opening of the C5b CUB-MG8 superdomain, (2)
wrapping of the evolutionarily highly conserved C6 linker around the C5d domain,
(3) interaction of the N-terminal C6 body with a conserved patch of C5b formed
by MG1, MG4, and C5d. The TS3-CCP1 linker harbours a hydrophobic patch
(592PheSerIleMet595) distinct from the corresponding region of C7, which is pro-
posed to be the main discriminating factor promoting C5b binding to C6 rather
than C7 [1]. Importantly, C6 undergoes a number of subtle changes that pre-
sumably prime it for engagement with C7. As modelled earlier [2], binding of C5b
indeed induces the movement of the Y-shaped regulatory module and EGF. An
untwisting and partial opening of the MACPF b-sheet, i.e. the first step in releasing
the membrane binding TMHs, similar to the configuration seen in C8a (see below),
was also observed. Although a direct intracomplex association of C6 FIM1/2 with
C5b C345C was not seen, a domain-swapping interaction with a crystallographic
neighbour complex, hints towards a possible engagement of the two domains in
the same complex, as was proposed by functional interaction studies [36, 167].

Complement Component C7

Complement component C7 is an 843 amino acids-long glycoprotein component
of the terminal complement pathway. C7 is homologous to the other members of
the terminal pathway [61] and the biochemical properties are similar to those of C6
[121], as is its domain architecture, with only one N-terminal TS domain missing
after the leader peptide. The domains with their approximate amino acid bound-
aries are: leader peptide (Met1-Ala22), TS1 (Asn27-Cys79), LR (Cys85-Arg124),
MACPF (Cys128-Asp453), EGF (Pro454-Val489), TS2 (Val498-ys545), CCP1
(Phe569-Val632), CCP2 (Val635-Val688), FIM1 (Cys702-Cys763) and FIM2
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(Lys771-Gln843). Negative stain EM analysis of C7 in solution, imaged an
elongated molecule with approximate dimensions of 150 9 60 9 40 Å, that
consisted, akin to C6, of a globular domain with a long arm attached [32]. In the
absence of a full length C7 atomic structure, structural modelling using the C5b-6
crystal structure [1], suggested the interdomain linker between TS2 and CCP1 to
be the main discriminating factor that allows C5b to bind C6 rather than C7. In
radiolabelling experiments C7 resists stripping by trypsination in the presence of
erythrocyte membranes [60], thus indicating that C7 inserts, at least partially, into
the lipid membrane. Consistently, C7 binding of C5b-6 initiates initial membrane
anchoring in the MAC assembly pathway via formation of a metastable, hydro-
phobic ‘‘binding site’’ [135, 136, 169] originating presumably from a concerted
refolding in CH1 (S203-K246) and CH2 (S321-N368) of C7 (and C6) into partially
hydrophobic TMHs that anchor the complex to the outer lipid leaflet, but do not
form a pore at this stage [153]. This transition of the C7 CH helices to a b-sheet
structure has been observed indirectly early on [135] by an increase in b-sheet
content upon C5b-7 complex formation, but also when C7 oligomerised to a
hemolytically inactive dimer in the presence of desoxycholate [136]. This dimer
could be transferred to lipid membranes without pore formation.

Solution state C7 is able to transiently bind non-activated C5 [72], presumably
via direct association of FIM1-2 with C345C of C5 [167], albeit in competition to
but in preference over FIM1-2 of C6. This association is suggested to contribute to
MAC formation [168] and a solution structure of C7 FIM1-2 was recently solved
[116, 117].

Complement Component C8

Among the terminal pathway components C8 is special in that it is a heterotrimeric
glycoprotein complex of genetically distinct but tightly associated protomers. C8a
is a 62 kDa protein composed of a TS1 (after the leader peptide, Thr38-Cys90), a
LR (Gln93-Ala135), the family defining MACPF (Glu138-Asn495), an EGF
(Ala496-Gln532), and another TS domain (Ala536-Cys584). C8a is linked via a
disulfide bond to C8c (Cys194 of C8a to Cys60 of C8c), which belongs to the
lipocalin family of homologous b-barrel proteins. C8b, as C8a, is a member of the
MACPF family and has an identical domain arrangement (TS1 Asp64-Cys116, LR
Val120-Lys160, MACPF His164-Val500, EGF Ser501-Tyr538, TS2 Pro543-
Ser591). C8ac is believed to associate intracellularly with independently expressed
C8b [108], but both subunits can also be secreted to associate in the bloodstream
[149]. C8 binds to a newly established site on C7, once the C5b-7 complex is
formed. C8 then mediates the circular polymerisation of C9 as a membrane-
anchored nucleation site.

Electron microscopy analysis of full length C8 revealed a globular body with a
globular protrusion [24]. Recently several crystal structures of C8, either full length
or individual domains, have been obtained: C8c [110], C8c with C8a peptide [89],
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C8c with laureate [26], C8a MACPF [55], C8ac [158] and full length C8 [90]. In
full length C8, the four-stranded, anti-parallel b-sheet of the MACPF domains of
C8a and C8b are aligned almost co-planar along the long axis, with a rotational
angle of 22� (see Fig. 6.5). C8c is held towards the convex side of the twisted b-
sheet by a cysteine bond to a unique insertion region (indel, Arg196-Lys204) of
C8a and hydrophobic interactions between the indel and to the lipocalin ligand-
binding site of C8c [158]. The total interface responsible for the strong interaction
of C8a with C8b is constituted by approximately 30 residues from each protomer
and is reasonably hydrophilic in nature. C8a and C8b each contain four accessory
domains, two towards the N-terminus and two towards the C-terminus of the
MACPF domain. TS1 and TS2 flank the concave side of the twisted b-sheet, while
the EGF domain, as in C6, closes it off towards the tip of the sheet (see Fig. 6.5).
TS1 of C8a and C8b sits at the same position as TS2 of C6 [2] and the location of
TS2 resembles that of C6 TS3, respectively. In analogy to the proposed Y-shaped
regulatory element of C6, TS1 and TS2 form a V-shaped structure possibly ful-
filling a similar function, i.e. regulating the unfolding of the MACPF domain. The
LR domains of C8a and C8c, which sit at the top of the MACPF domain, interact
with each other. A similar interaction was proposed to contribute to the alignment
of C6 and C7 in the C5b-7 complex [2]. While the overall structure of C8c is well

Fig. 6.5 Crystal structure of full length C8 [90], side-view (a) and top-view (b), showing the
rotational angle of the subunits. Structure coloured according to domains with C8c removed (c,
side-view onto the C9 binding site; d, view along TS1 from the putative exterior rim of the
MAC). The MACPF and LR interfaces can be appreciated in (d). Different arrangements of CH1
in the crystal structures of C8a-MACPF (left [55]) and C8ac (right [158]) (e)
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defined (root mean square deviation maximally 1.1 Å for pairwise structure
alignment of all published structures), a comparison of the location of C8c in the
full length complex [90] with that of the C8ac crystal structure [158] and the cryo-
EM reconstruction of sC5b-9 [56] suggests a flexible attachment to C8a and a
possible involvement in regulation of MAC assembly. While in the full length C8
structure it partly occludes the C9 binding site on the free face of the C8a MACPF
domain, it presumably swings out by almost 90� upon C5b-8 complex formation
thereby aligning in a straight line with C8a and freeing the C9 binding site. All
crystal structures of C8c, whether derived from human serum or E. coli expressed,
show an empty hydrophobic binding pocket in the b-barrel, which in other lipo-
calins is usually occupied by small hydrophobic ligands. Although lipids can enter
the binding pocket (co-crystal structure with laureate [26]), C8c seems not to bind
to small hydrophobic ligands in vivo [90], possibly also because the indel of C8a
inserts into the upper compartment of the hydrophobic cavity thus precluding
access to the lower one. C8c is not essential for haemolytic activity but enhances it
[112]. Based on the full length crystal structure of C8 and a molecular MAC model
generated, Lovelace and coworkers proposed that this enhancement of haemolytic
activity could originate from a more effective recruitment of C9 due to a direct
contact of C8c and C9 in the initial C5b-9 complex. However, the cryo-EM
reconstruction of sC5b-9 indicates that the effect of C8c on haemolytic activity
could also originate from an inhibition of non-functional C8/C9 association in
solution, as haemolytic activity assays were performed by complementation of
factor-depleted sera.

Interestingly, C5b-8 at high concentration can partially disrupt erythrocyte
membranes [186], indicating that the organisation of the TMHs generated upon C8
binding can induce bilayer leakage (see below). The MACPF domain of C8a, was
proposed to exist in a partially activated state that is primed for the release of the CH
helices as TMHs into the membrane, once the C5b-7 complex has been engaged
[90]. The CHs of C8a are more hydrophobic than those of C8b, consistent with the
notion that C8a is the main anchor of the C5b-8 complex in the membrane [161].
The b-hairpin of CH1 that connects the two helices of this segment is considerably
hydrophobic, suggesting that it might function as a refolding nucleus that facilitates
the formation of b-sheets from the two adjoining a-helices upon membrane inte-
gration. The inherent flexibility and this un/refolding propensity of CH1 is illus-
trated by alternate conformations in the crystal structures of C8a-MACPF [55],
C8ac [158] and full-length C8 (see Fig. 6.5 [90]).

Complement Component C9

Complement component 9 is a 61 kDa glycoprotein that acts as the final com-
ponent in the assembly of the MAC. First described as a constituent of guinea pig
serum [87], it was purified from human serum by Müller-Eberhard and colleagues
in 1969 [57]. The domain structure of C9 was described on the basis of its
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sequence [33] and resembles that of C8a and C8b, but without the second TS (TS1
Asp41-Cys93, LR Gly101-Aps129, MACPF Arg153-Ser505, EGF Val506-
Lys542). C9 is the component that functionally and structurally resembles perforin
the most [86, 152, 177]. Similar to perforin, it is able to form pores on its own by
polymerisation into poly-C9, which can be induced by heat or metal ion treatment,
exposure to liposomes of high membrane curvature or treatment with low con-
centrations of proteolytic enzymes [29, 126, 178]. N-linked glycosylation at
position N205 and N549 is required to attain full haemolytic activity [75]. Poly-C9
has been imaged extensively in solution and assembled on lipid membranes by EM
and even electron tomography [33, 124–128]. The ultrastructure of poly-C9 clo-
sely resembles that of the fully assembled MAC, lacking the C5b-8 protrusion. A
first three-dimensional structure, derived from cryo-EM micrographs of ZnCl-
treated and heat-polymerised C9, revealed a hollow, tubular polymer composed of
13 monomers with an inner diameter of approximately 113 Å, an outer diameter of
254 Å and a cylinder height of 160 Å [18], which agreed well with a molecular
weight determination of poly-C9 using scanning transmission EM [176]. Radial
spokes of individual monomers protruded away from the radius of the cylinder at
an angle of 23�, which is strikingly similar to the 22� proposed for the MAC on the
basis of a recent C8 crystal structure [90] and a cryo-EM reconstruction of sC5b-9
[56]. An earlier two-dimensional study had proposed a monomer multiplicity of
12–14 with a similar architecture [34]. Monomeric C9 was imaged as a globular,
ellipsoid with dimensions of 50 9 70 Å and a crevice along the long axis, akin
possibly to an enclosure seen in the crystal structure of C8a, here formed by the
TS1, EGF and the upper part (CDC d1-like, see below) of the MACPF domain on
one side and the lower portion (d3-like) on the other. Although a solution scat-
tering analysis overestimated the maximum dimension of C9, a V-like structure
with an angle of around 10� was proposed, possibly reflecting the crevice for-
mation [159]. Unfolding of the creviced ellipsoid accompanied by extension to
more than twice its length was suggested to be required for membrane insertion
[18, 34, 128]. Indeed, this indirect evidence for an open domain arrangement of C9
and its propensity to polymerise in solution suggest that C9 circulates the
bloodstream in a partially activated conformation ready to refold once it sees C5b-
8, its membrane receptor. Several antibodies raised against different C9 peptides
could access epitopes on membrane-inserted C9 that were occluded in the solution
state, hinting towards a dramatic refolding step [78, 102]. Aleshin and coworkers
proposed a model in which the TS and EGF domains regulate the initial assembly
stages of the C5b-9 complex [1]. It had already been shown earlier that partial
removal of the TS1 module induced inactivation of C9 by detrimental self-asso-
ciation in solution [166], indicating that this domain indeed plays a role in regu-
lation of C9 polymerisation.

There has been considerable debate over whether full circular polymerisation of
C9 in the context of the MAC is a necessary requirement for membrane pore
formation [28]. The MAC is heterogeneous in structure, with arciform as well as
full ring oligomers apparently able to form a pore ([175], see below ). A limited
amount of C9 relative to C8 in the serum, resulting in a relative shortage of C9 for
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full ring polymerisation, was put forward as a main cause for pore heterogeneity
[13]. Ratios of 4-8 C9 molecules per C8 were found to be sufficient in lysis
experiments [13, 73, 155, 164]. Indeed, studies suggested that one C9 per C5b-8 is
sufficient to generate haemolytically active, stable transmembrane pores [14].
Esser and co-workers proposed that polymerisation of C9 was required for lysis,
but that there was no requirement for full circular polymerisation [28]. Despite the
outer membrane of E. coli becoming permeable upon decoration with C5b-9
complexes carrying one C9 per C8, a loss of viability was not induced under these
conditions, suggesting that C9 polymerisation onto the C5b-8 membrane receptor
may be required to kill E. coli [12, 69]. Detailed sizing experiments using
erythrocytes as well as in vitro LUV systems with different lipids, indicated that
the size of the channel formed by C5b-9, was dependent on the ratio of C8:C9,
with the channel size reaching that of poly-C9 with increasing amounts of C9 [92,
186]. Indeed EM images of MAC complexes assembled at different C9:C8 ratios
on liposomes could image a clear size difference in side views between MACs at
high and low C9:C8 ratios. Low ratios of 3:1 generated smaller pores with lipo-
somes apparently narrowing towards the pore [175].

The MACPF Domain of Complement

The MACPF domain of complement components C6, C7, C8a, C8b and C9 is the
actual pore-forming domain that inserts into the membrane. The MACPF domain
is distributed widely throughout the domains of life, even existing in viruses [54].
Not all members are pore-forming and they have widely different functions, such
as parasitic invasion (Plasmodium PLPs [5]) or egress (Toxoplasma gondi PLP1
[70]), anterior-posterior structure development in Drosophila (torso-like [162]) and
neuronal migration during brain development (astrotactin [41]). Crystal structures
of MACPF domains from human complement components C6 (three individually
structures, PDBids 3T50, 4EOS, 4A5W), C8a (three individually structures,
PDBids 2QQH, 2RD7, 3OJY) and C8b (PDBid 3OJY) are available, and comprise
together with the domain of perforin from Mus musculus (PDBid 3NSJ) and the
bacterial domains from Photorhabdus luminescens (PDBid 2QP2) and Bacteriodes
thetaiotamicron (PDBid 3KK7) the current MACPF structural dataset [1, 2, 55, 56,
82, 90, 143, 158, 183]. Initial crystal structures of human C8a MACPF [55] and
Plu-MACPF from bacterial Photorhabdus luminescens [143], showed a striking
structural homology to domains 1 (d1) and 3 (d3) of bacterial CDCs, such that the
MACPF domain family may now be extended to a MACPF/CDC superfamily (see
Fig. 6.6).

MACPF domains share a limited sequence similarity of approximately 20%
across the family, all containing the signature motif (Y/W)-G-(T/S)-H-(F/Y)-X6-
GG (X can be any amino acid, [131]). Indeed, amino acid sequence conservation
between CDCs and MACPF members, now distils down to a glycine located at the
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hinge region of the central twisted-sheet [2]. The conservation of structure rather
than sequence apparent in the evolution of the MACPF/CDC superfamily, is a
striking example of a similar paradigm recently described for the evolution of
viruses [7]. As in the MAC components, most MACPF/CDC superfamily domains
are part of multidomain proteins, in which accessory domains may for instance
function in membrane targeting and control of pore formation.

The MACPF domain is around 320 amino acids long, flat, almost rectangular in
shape and harbours a central curved and twisted b-sheet, containing four anti-
parallel b-strands (b1-b4, see Fig. 6.6). The portion above the kink corresponds to

Fig. 6.6 Crystal structures of the MACPF/CDC domains of perfringolysin (a, b [145]) and C8a
(c, d [55]). The inset in (a) shows the canonical CDC domains of perfringolysin (d1–d4). The
strands of the curved central b-sheet and the adjoining CH segments are shown in (b) and (d)
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CDC domain d1 and the lower portion to CDC domain d3. Not all strands of the
curved four-stranded b-sheet continuously progress as b-folds through the bend.
Strand b4 of all MACPF domains contains a helical insertion about midway
through the strand immediately below the bend of the sheet. In the structures of C6
this insert is approximately 36 amino acids long, in C8a 30, in C8b 31, and in
perforin 32 amino acids. All CDC domain structures solved to date (perfringolysin
O PDBid 1PFO, 1M3 J, 1M3I; anthrolysin O PDBid 3CQF; intermedilysin PDBid
1S3R, 4BIK; streptolysin O PDBid 4HSC, suilysin PDBid 3HVN) also contain an
insertion at this position, but in addition to the a-helical elements also a fifth b-
strand (b5) immediately adjacent to b4, which extends the bottom of the four-
stranded b-sheet to a five-stranded one. In CDCs b5 rotates away to free b4 for
side-on oligomerisation upon membrane attachment [137]. The flexibility of the
insert, which in CDCs functions as a gatekeeper to oligomerisation, is mediated by
two glycines at the end of b4. The location of these glycines is conserved across
the MACPF/CDC superfamily, which suggests a common function in maintaining
the flexibility of this region. The absence of b5 in all MACPF structures available,
indicates that the oligomerisation mechanism is potentially regulated differently.
Mutagenisis studies using perforin showed that a salt-bridge between Arg213 and
Glu343 in the region homologous to CDC domain D1 is necessary for efficient
polymerisation [8], and a computational analysis also indicated this for oligo-
merisation of MAC components [54].

The flexibility of the b-sheet is maintained by the two conserved glycines of the
MACPF signature motif. In all MACPF crystal structures, they are located in the
middle of b3 at a hinge-like region immediately below the bend of the b-sheet.
Straightening of the sheet is implicated in pore formation [2], which might explain
the strict evolutionary requirement for glycines at this position. Aleshin and co-
workers analysed the relative conformations around the hinge, finding that the
degree of openness of the b-sheet correlated with the activation state of the MAC
components along the assembly path, e.g. C6 in complex with C5b is less compact
than free C6 in solution and MACPF domains of C8 are even more open, circu-
lating in a stable but activated form in the blood [1, 2].

In the MACPF/CDC superfamily the a-helical clusters between b1 and b2
(CH1) and between b3 and b4 (CH2), insert as transmembrane b-hairpins (TMH1
and TMH2) into the lipid bilayer during pore formation. This intricate trans-
folding of the a-helical CH1 and CH2 in the soluble form to membrane-inserted b-
hairpins was inferred from the mechanism proposed for CDCs. Here, cysteine
scanning mutagenesis of perfringolysin O together with fluorescence spectroscopy
in the presence of liposomes suggested this dramatic refolding [150]. Cryo-EM
and atomic force microscopy could evidence a concomitant vertical collapse of the
prepore complex and straightening of the kinked b-sheet [27, 170]. CH1 and CH2
regions of MAC members are more than twice as long (usually more than 50
amino acids) as those of CDCs (approximately 25 amino acids), suggesting that a
vertical collapse is not associated with membrane integration. The prepore and
pore states of perforin were imaged by cryo-EM to attain the same height above
the surface of the membrane [132]. Accordingly, the central section of each CH
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presumably integrates as TMH into the membrane, while the adjoining amino
acids connect to b1–b4 above the lipid bilayer.

CH1 and CH2 of the MACPF domains of C6, C7, C8a, C8b and C9 show a
marked difference in hydrophilicity and length (approximate amino acid (aa)
length, C6: CH1 53 aa, CH2 53 aa; C7: CH1 44 aa, CH2 47 aa; C8a: CH1 54 aa,
CH2 57 aa; C8b: CH1 53 aa, CH2 57 aa; C9: CH1 70 aa, CH2 57 aa). The central
sections of CH1 and CH2, i.e. predicted TMH1 and TMH2, of C8a and C8b are
hydrophobic in nature, explaining the firm anchorage of the initiation complex in
the membrane once C8 is bound. The TMHs of C8a are more hydrophobic than
those of C8b, consistent with the notion that C8a is the main anchor of C5b-8 in
the membrane [161]. Interestingly, the central section of CH1 of C8a contains a b-
hairpin region that can exist in two alternative conformations. In the structure of
lone C8a MACPF [55] it is aligned parallel to b4 due to a bend in the helix
preceding the hairpin and in the C8ac structure it engages b4 in antiparallel
fashion without helix bending [158]. The hairpin might function as a refolding
nucleus that facilitates TMH formation. The alternative folding of C8a CH1
exemplifies the inherent physico-chemical adaptability and refolding potential of
the helical inserts, which is necessary for unfolding and pore formation.

The CHs of C6 and C7 are less hydrophobic than those of C8 and C9 and in the
case of C7 additionally also approximately 10 amino acids shorter, suggesting that
their TMHs might not penetrate the membrane entirely [153], potentially only
interacting with the outer leaflet of the bilayer. The predicted TMHs of C9 display
a clear, alternating b-strand amphiphilicity, possibly explaining why addition of
C9 establishes formation of stable, aqueous transmembrane pores. A 17 amino
acid insert in C9 TMH1 may result in a lip formed at the cytosolic face of the
membrane. It is tempting to speculate that the diverse functions of the other
MACPF family members in part also originate, from a difference in the polarity
pattern and length of TMH1 and TMH2.

Mechanism of MAC Pore Assembly

Membrane pore formation by pore-forming proteins is a dynamic process.
MACPF/CDC superfamily proteins are modelled to form large b-barrel pores, with
two membrane spanning b-hairpins contributed by each protomer. Earlier studies
using photoaffinity labels suggested, wrongly, that each monomer contributes two
amphipathic helices separated by a turn to the membrane pore [113]. The detailed
membrane interaction and pore formation mechanism of CDCs has been eluci-
dated almost to atomic detail by various complementary structural and functional
techniques (for reviews see [51, 53, 62]). Briefly, CDCs, except the CD59-
dependent intermedilysin (see below), bind with the cholesterol-recognition motif
of domain 4 to cholesterol in the target membrane [38], anchor to the membrane
with the conserved unadecapeptide, oligomerise to a prepore atop of the bilayer,
partially unfold their CH regions generating a dynamic folding intermediate and
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finally undergo a vertical collapse driving the TMH regions into the membrane to
form a giant b-barrel-like pore with b-strands inclining at an angle from the
membrane vertical (see Fig. 6.7 [148]). The MAC mechanism is different in that it
requires generation of a receptor—C5b-7—on the target membrane (for a cartoon
of the assembly see Fig. 6.8). Moreover, the receptor becomes an integral part of
the pore itself and its assembly process is inherent to the mechanism of pore
formation. Cleavage of C5 by C5 convertases results in opening of the C5d-CUB-
MG8 interface, moving C5d towards the membrane and opening a crevice that
accepts CCP1 of C6 resulting in the formation of C5b-6. At this stage the complex
is not firmly anchored to the membrane; in the crystal structure of C5b-6 the CH
segments of the MACPF domain are not transfolded to TMHs, suggesting that the
transition occurs at a later stage of assembly [1, 56]. The bimolecular complex
then engages C7, also stabilised by interactions of C7 FIM1-2 with C345C of C5b
[167, 168] and presumably by side-on alignment of the C6/C7 MACPF domains
mediated by complementary-charged/hydrophilic MACPF surfaces, akin to the
salt-bridge interactions identified to be necessary for perforin oligomerisation [1,
8, 54]. LR domain packing contributes to the C6/C7 binding interface, and also to
that of other protomer components along the ring. Subsequently, formation of

Fig. 6.7 Cryo-EM structures of MACPF/CDC proteins. Sections through the cryo-EM structure
of the prepore (a) and pore (b) structures of pneumolysin [170], with the membrane region in
yellow and the protein atop in grey. Location of the CH segments in the soluble form (a) and of
the TMHs in the membrane-inserted pore (b) are indicated in red. Structures to the left depict the
configuration of the individual monomer in the prepore and pore states, based on fits to the EM
map [170]. CHs and TMHs in red. Cryo-EM structures of sC5b-9 [56], side view (c, on left) and
view from top (c, on right). Approximate locations of C5b and of CCP1-FIM2 of C6 are indicated
by blue lines. Red lines give approximate locations of MACPF domains of C6–C9, location of S-
proteins as yellow lines. In the top view the arc-like arrangement of the MACPF domains can be
appreciated. Cryo-EM reconstruction of perforin (d, [82]). Crystal structures of perforin (solution
state) on the left with the C2 domains (blue), EGF and linker (orange) and MACPF domain
(green), CH segments have been removed for clarity. The monomer orientation on the left is that
proposed by Law et al. [82], on the right that by Gilbert et al. [54] (see text)
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TMHs, at least from C7, anchors the complex to the membrane but without pore
formation. Aleshin and co-workers suggested that the TMHs of C6 and C7 are
amphiphilic enough to integrate into the membrane, but not long enough to span it
entirely [2]. Note that the dissociation rate of C5b-7 from lipid membranes is
similar to that of membrane proteins such as cytochrome b5 and cytochrome b5
reductase [43, 83]. When C5b-6 and C7 combine in the absence of a lipid bilayer,
the resultant complexes form rosettes, which is indicative of CH unfolding/TMH
formation and shielding of hydrophobic amino acids from the aqueous environ-
ment [135]. Indeed, C5b-6 at high concentration (above 1.5 mg/ml) can form
helical paracrystals [120] that resemble the helical oligomers of pneumolysin [52],
in which the CDC attains a domain arrangement similar to that of the pore,
presumably with the TMHs oriented towards the centre of the helix; which
exemplifies the potential of the MACPF domain of C5b-6 to refold and expose
hydrophobic segments. These data suggest that the C5b-7 might already be inte-
grated into the lipid bilayer via partial TMH formation. In the next step, C8b
mediates the binding of C8 to a C5b-7 complex, in which the MACPF domains
have already refolded. As MAC components have not been imaged to vertically
collapse upon membrane pore formation, ample complementary interaction sur-
faces (see above) are available for C8b alongside C7 in membrane-integrated C5b-
7, owing to the fact that they both attain the same height above the bilayer surface.
C5b-8 is able to form small pores in artificial lipid membranes and a variety of
target membranes [96, 138, 165, 186], suggesting that the eight TMHs of the four
MACPF domains of the complex are already, at least in part, aligned side-on,

Fig. 6.8 Cartoon showing a possible assembly pathway of the MAC (see text). Red boxes depict
both CH segments in the soluble and both TMHs/adjoining regions in the membrane inserted
state. C5b-8 might be pore-forming (here not shown), C5b-9 is pore forming, addition of n C9
leads to polymerisation in circular fashion. The inset shows a section though a putative toroidal
pore, where one edge of the pore is lined by lipids (right) that curve round and the other by
protein segments (TMHs, red). For clarity only one lipid acyl chain is drawn
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similar to the configuration in the b-barrel pore. The relocation of C8c upon C5b-8
formation frees a binding interface for C9 on C8a, nucleating addition of C9 and
macromolecular pore formation [56]. Hadders and colleagues suggested that C8
membrane integration locally destabilises the lipid bilayer, facilitating the inte-
gration of C9 [55]. A mechanism that possibly reflects the ability of C5b-8 to form
small, dynamic pores and lyse cells. The unfolding of MACPF domains following
iterative addition of MAC components was suggested to be regulated by the
movement of a module composed of TS and EGF domains, located towards the
outside of the growing ring [2].

Three-dimensional cryo-EM reconstructions of pneumolysin, perforin, sC5b9
and the crystal structure of full-length C8, provide clues about the MACPF ori-
entation in the MAC [52, 56, 82, 90, 170]. The cryo-EM reconstruction of the
perforin pore together with atomic fitting of the crystal structure, suggested that
perforin was oriented with the central four-stranded b-sheet and the CH segments
facing towards the outer perimeter of the pore (see Fig. 6.7). This is in marked
difference to the orientations of the b-sheet in the pneumolysin prepore and pore
(see Fig. 6.7), of the MACPF domains of C6, C7, C8a, C8b and C9 in the soluble,
but functional sC5b9 arc and of C8a and C8b in the full-length C8 crystal
structure, in which the CH segments face the concave interior of the oligomer,
placing the d2/TS domains towards the convex outside. As noted by Gilbert et al.
[54], Hadders et al. [56] and Aleshin et al. [2] the outside-in orientation of perforin
is astonishing and seems unlikely. However, as compellingly analysed and sug-
gested earlier [54], the important salt-bridges that mediate oligomerisation of
perforin [8], may be maintained in a CDC-like orientation, if one considers rota-
tion of the C2 domain towards the centre or the pore.

A prepore oligomer forms atop of an intact membrane before CDCs can inte-
grate into and disrupt the lipid bilayer. As elucidated above, considerable evidence
points towards gradual pore enlargement as a mechanism for MAC assembly, at
least in the initial stages: C5b-7 and C5b-8 insert into the membrane prior to
macro-pore formation, under limiting C9 concentration partial arc-like pores are
formed [139, 175], at low C9/C5b-8 ratios the pore size is proportional to the C9
content [92], addition of one C9 monomer can lead to pore formation without the
need to assemble to typical tubular C9 [14], lipid probes indicate that full circular
C9 assembly is not required for pore formation [4], C5b-9 channel sizes are
considerably heterogeneous [10, 155, 157], and in the cryo-EM structure of sC5b-9
the CH segments are unfolded and detergent removal of protecting S-proteins can
restore pore formation [11, 123]. If one accepts that gradual addition of C9
monomers to a membrane inserted C5b-8 result in pore formation, the immediate
questions is: how can the mechanism be reconciled structurally in the context of a
lipid membrane? Indeed Bhakdi [14], Podack [119], Tschopp [175], Malinski [92],
Mayer [98] and co-workers have provided a possible explanation almost 30 years
ago in the initial structural studies of MAC assembly: an incompletely-circular-
ised, arc-like MAC oligomer can form a membrane pore in which the side not
lined by protein is stabilised by a toroidal arrangement of lipids (see Fig. 6.8,
inset). How the edges of the TMH b-sheet might be stabilised by the lipid head
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groups of the toroid or water molecules in the channel awaits rigorous experi-
mental testing, but Gilbert et al. [54] have put forward a possible explanation.
Gradual addition of C9 might also be achieved by constant opening and closing of
a circular, membrane-embedded oligomer, to let in the next C9. However, such a
scenario is unlikely, as the curvature of the MAC oligomers imaged so far is
constant, even at limiting C9 concentrations.

Although the concept of MAC pore formation is now widely accepted, it should
be noted that in the beginning of the mechanistic investigations into MAC cyto-
toxicity, considerable debate existed whether the MAC functioned via formation
of an aqueous pore or via induction of leaky membrane patches in the immediate
vicinity of the MAC oligomer [44]. In a critical review analysing seemingly
contradictory results, Sucharit Bhakdi and Jørgen Tranum-Jensen stated that: …
the pore concept [of complement lysis] has never contended that the pores must
inevitably be represented by circularised protein structures […] that pores must be
visualised as rings in the electron microscope was never stated by any of the
proponents of the pore concept [15].

Perforin [97, 107, 119, 184, 185] and CDCs [17, 103, 111], were also imaged as
incompletely-circularised oligomers on membranes. It was proposed that they also
form arc-shaped pores with a toroidal lipid arrangement contributing to the pore
[17, 51, 53, 54, 97, 107, 111]. However, the model of consecutive monomer
addition seems at least in the case of CDCs unlikely, as the collapse of oligomeric
prepores to pores is an inherent feature of the CDC mechanism [27, 170]. A mixed
mechanism might apply here, where metastable, arc-shaped prepores can insert in
an all-or-none event into membranes under limiting concentrations of monomer in
solution (for extensive reviews see [51, 53, 54]).

Inhibition of MAC Assembly

Inhibition of MAC pore formation prevents lysis of host cells, especially in situ-
ations of complement activation. Vitronectin [171], clusterin [67] and apolipo-
proteins A-I and A-II [59] bind as fluid phase inhibitors to MAC components.
The S-proteins vitronectin and clusterin engage C5b-7, forming sC5b-7, once the
metastable, hydrophobic membrane binding site is formed [122, 134, 135]. The
sC5b-7 complex allows binding of C8 and C9 but not polymerisation of C9 and
assembly to a functional pore [125]. Detergent removal of the S-proteins from the
sC5b-9 complex restores membrane binding and pore formation [11, 123]. Neg-
ative stain EM analysis together with biotin/streptavidin gold-labelling studies
could image sC5b-9 as a wedge-shaped structure with vitronectin bound to the
thicker side of the wedge [133]. The recent cryo-EM three-dimensional recon-
struction of sC5b-9 showed that the complex was composed of a protrusion-
carrying arc consisting of C5b-C6-C7-C8b-C8ac-C9 bound to a butterfly-like
structure of S-proteins (see Fig. 6.7 [56]). Fitting of crystal structures into the
cryo-EM map indicated that the 22� rotation of the C8a and C8b domains in the
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structure of C8 was maintained by all five MACPF domains of the arc [90]. The
analysis suggested that inhibition of pore formation was mediated by binding of S-
proteins to the unfolded CH segments below the arc and capping of the ends.
Although earlier studies showed that S-proteins bound to newly formed hydro-
phobic regions (at least of C7) and that sC5b-9 carried neoepitopes resembling
those of functional MAC [102], it was not at all clear that all components of the arc
would exist with unfolded CH segments primed for membrane integration.

Interfacial inhibition of MAC assembly on homologous membranes is mediated
by CD59, a GPI-anchored surface protein that binds to C8 and C9 thus preventing
cell lysis [100, 101, 109]. CD59 is also the membrane receptor for intermedilysin
(ILY), the CDC toxin from the human commensal Streptococcus intermedius that
has been implicated in abscess formation in the brain, the liver and the lung [173].
Strikingly, CD59 prevents pore formation by the MAC, but enables it when the
structurally homologous ILY is present. Free C8 and C9 in solution could only be
bound by CD59 when they were partially unfolded [109] and it was suggested that
CD59 binds to C8a in the C5b-8 complex and/or to C9 in the C5b-9 complex once
they have undergone structural rearrangements [100, 142]. The binding site was
mapped to a 6-residue sequence of C9 located in CH2 spanning residues 365–371
of the predicted TMH2 [63]. Similarly, C8a epitopes reside within residues
334–385 [88] most likely around amino acids 350–355 of TMH2 [63]. Binding of
C8 to CD59 could be inhibited by incubation with peptides of the C9 epitope,
suggesting that C8a and C9 interact with overlapping regions on CD59 [63].
Indeed, ILY and C8a/C9 share an overlapping binding site on CD59 [19, 64, 76,
181]. Hence, a recent co-crystal structure of ILY with CD59 also provided
important insights into regulation of MAC assembly [68]. ILY bound with an
extended b-hairpin of (d4) to two interfaces of CD59. The two interfaces of CD59
can be engaged simultaneously by two ILY monomers. Although MAC compo-
nents C8a and C9 lack a domain that structurally resembles d4, mapping of epi-
topes to the predicted TMH2 and the requirement of partial unfolding, suggest that
CD59 intercepts C8a and C9 en route to membrane integration when TMH2 has
already partially formed. As suggested by Johnson et al. [68], CD59 might be
located in between CD8a and C9 of the C5b-9 complex, simultaneously binding to
their partially-formed TMH2, thus preventing further addition of C9 and efficient
pore formation. The conformation of TMH2 that is recognised by CD59, might be
similar to that postulated for a low temperature-trapped prepore intermediate of the
MACPF structural homologue perfringolysin [148].

Conclusion and Outlook

Recent years have seen a wealth of new structural data providing snapshots of the
MAC pore assembly mechanism. The structural homology of MACPF proteins to
CDCs, despite their limited sequence similarity, is astonishing and opens up a
whole set of new questions related to the structural evolution of the MACPF/CDC
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superfamily. Not all members seem to be pore-forming, suggesting that the
canonical MACPF/CDC fold is flexible, both in terms of its propensity to transfold
secondary structural elements and its usage.

Whereas the membrane-targeting mechanism of the MAC, that is engagement
of the membrane, oligomerisation and pore formation, are reasonably well
understood, secondary downstream effects, especially those elicited in host cells,
are less well defined. The MAC functions in defense against bacterial infections,
although deficiencies in components predominantly predispose for Neisseria spp.
infections [115]. However, the terminal pathway of complement is also implicated
in a variety of inflammatory disorders such as artherosclerosis and nephron
damage [85, 94]. PFPs have been shown to activate transcription of inflammatory
genes, which may result in part from direct or indirect engagement of Toll-like
receptors. The inflammasome, a multiprotein intracellular signaling complex, is
another host structure that is targeted by PFPs [160]. CDCs, in particular listeri-
olysin [42, 93] and pneumolysin [99, 182], can induce the NLRP3 inflammasome.
While it is evident that large, circular MAC pores with tubular C9 can lyse cells, it
is less clear whether all MAC effects require the strict formation of a giant, circular
membrane b-barrel with approximately 72 b-strands. In some circumstances,
effects may be more subtle. Recent studies suggest that sublytic concentrations of
the MAC, akin to listeriolysin and pneumolysin, can induce the NLRP3 inflam-
masome via a transient calcium influx, resulting in release of the pro-inflammatory
cytokine IL-1b from dendritic cells [79, 174]. Similarly, platelets treated with
MAC progressively bud MAC-carrying vesicles into the extracellular medium
with decreasing C9/C8 ratios, thus providing excess surface for the induction of
pro-coagulatory pathways [104, 156]. Such a direct cross-talk between the effector
and sensor arms of the innate immune system may shape the early immune
response. In general, this interplay seems to be mediated by MACs formed under
limiting component concentrations (sublytic MAC). It is tempting to speculate that
arciform, toroidal membrane lesions can promote transient ion influx and budding
of vesicles. It can be expected that more detailed information on the interaction of
the MAC with host plasma membranes, and on the cell biological consequences of
this, will allow for exciting insights into structure-function correlations of this
versatile set of proteins.

Already at this point, the MAC assembly pathway is an attractive therapeutic
target, as the recent introduction of the C5 antibody eculizumab against parox-
ysmal nocturnal hemoglobinuria shows [146]. An increased number of patents
based on the complement pathway have been filed recently. Yet lasting therapeutic
progress requires that it is paralleled by rigorous structural and functional analysis
of the MAC.
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Chapter 7
Membrane Interactions and Cellular
Effects of MACPF/CDC Proteins

Miša Mojca Cajnko, Miha Mikelj, Tom Turk, Marjetka Podobnik
and Gregor Anderluh

Abstract The cell membrane is crucial for protection of the cell from its
environment. MACPF/CDC proteins are a large superfamily known to be essential
for bacterial pathogenesis and proper functioning of the immune system. The three
most studied groups of MACPF/CDC proteins are cholesterol-dependant cytoly-
sins from bacteria, the membrane attack complex of complement and human
perforin. Their primary function is to form transmembrane pores in target cell
membranes. The common mechanism of action comprises water-soluble mono-
meric proteins binding to the host cell membrane, oligomerization, and formation
of a functional pore. This causes a disturbance in gradients of ions and other
molecules across the membrane and can lead to cell death. Cells react to this form
of attack in a complex manner. Responses can be general, like removing the
perforated part of the membrane, or more specific, in many cases depending on
binding of proteins to specific receptors to trigger various signalling cascades.
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PFO Perfringolysin O
PFP Pore-forming proteins
PFT Pore-forming toxin
TgPLP1 Toxoplasma gondii perforin-like protein 1
PLY Pneumolysin
SLO Streptolysin O

Introduction

Proteins of the MACPF/CDC superfamily have important roles in bacterial
pathogenesis and proper functioning of the immune system [1, 2]. Although they
are a large protein family, the molecular mechanism of action is well-known for
only three distinct groups: Cholesterol-dependent cytolysins (CDCs), membrane
attack complex (MAC) of complement and human perforin (PFN), which are
collectively referred to as MACPF/CDC domain proteins. CDCs are a large group
of pore-forming toxins (PFTs) that to date have been mainly identified in Gram-
positive bacteria. Some of the most intensely studied and known representatives
are perfringolysin O (PFO) from Clostridium perfringens, pneumolysin (PLY)
from Streptococcus pneumoniae, listeriolysin O (LLO) from the foodborne path-
ogen Listeria monocytogenes and streptolysin O (SLO) from Streptococcus py-
ogenes [2, 3]. CDCs are virulence factors used by bacteria to invade host cells and
tissues [3]. The MAC and PFN have important roles in the vertebrate immune
system. The MAC is used for elimination of bacterial cells [4], while PFN removes
unwanted cells, primarily virus-infected and tumor cells [5]. Members of all three
groups act primarily through membrane interactions and formation of transmem-
brane pores. This chapter will review membrane interactions of some of the best
known MACPF/CDC members and their effects in the cellular context. The
molecular mechanism of membrane interactions and pore formation will be
compared to some other well-known PFTs.

Membrane Damage by Proteins

The basic function of the cell membrane is to protect the cell from its environment.
In addition, many important processes are initiated or delivered by the constituents
of the membrane, like cell adhesion, ion conductivity and cell signalling. The
destruction of the membrane is one of the simplest ways to harm cells, since the
presence of the intact functional membrane is vital to the cell. Therefore, it is not
surprising that many organisms use membrane active compounds in order to attack
other organisms or to defend themselves against them. Cells are usually unable to
repair extensive membrane damage, and consequently become necrotic or apoptotic
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and eventually die. There are a variety of different strategies that can lead to the
damaging of target cell membranes, including: (i) formation of pores which can
lead to colloid-osmotic lysis; (ii) enzymatic destruction of membranes; (iii)
detergent-like activity which causes a solubilizing effect; and (iv) damage by direct
lytic factors. Each of these mechanisms is linked to special molecules that are either
able to penetrate the membrane, cleave membrane compounds, pull them out of the
membrane or harm the membrane integrity and functionality in another way. Pore
forming compounds are almost exclusively toxic peptides or proteins, which are
expressed by the producing organism as water soluble monomers, but seek mem-
brane surfaces and bind to them via specific receptors. Once attached to the
membrane, the monomers start to oligomerize and consequently undergo large
conformational changes, which generate or expose hydrophobic patches that insert
into the lipid bilayer and form pores. Pores may have different characteristics
(diameters, shape, permeability, selectivity, life span etc.), depending on the
structure of each pore-forming compound. Such compounds represent the common
toxic arsenal of many prokaryotic and eukaryotic organisms, such as many
Gram-positive and Gram-negative bacteria [6–8]; Cnidaria [9] and arthropods like
scorpions, spiders, wasps and bees [10]. Belonging to the second group are phos-
pholipases that cleave phospholipids to free fatty acids and lysophospholipids that
subsequently cause cell lysis. Cytolytic phospholipases can be found in many
bacterial and animal venoms, i.e. those of Gram-negative bacteria, spiders and bees
[11, 12]. Detergent-like compounds are less common but they are found in many
marine animals like sponges, holothurians and sea stars [13]. Such molecules,
which are constituted of distinct polar and nonpolar moieties, are usually denom-
inated saponins. Many such compounds are also produced by terrestrial plants [14].
Direct lytic factors, also named cardiotoxins, are mainly three-fingered proteins
found almost exclusively in some elapid snake venoms, i.e. those of cobras [15, 16].
PFTs are the most thoroughly studied molecules of the four groups and can be
found in many organisms, but those most studied belong to bacteria, sea anemones
and vertebrates. PFTs exhibit their toxic effect either by destruction of the mem-
brane permeability barrier or by delivery of toxic components through the pores.
Bacteria use PFTs mainly to kill other bacteria or to attack their hosts and thus
survive within them. Eukaryotes such as parasites, fungi, sea anemones or plants
use them in their defence mechanisms or to access nutrients. Proteins of the MAC
of complement and PFN are used by the immune system of vertebrates. Members of
the Bax/Bak family permeabilize mitochondria outer membranes in order to trigger
apoptosis [17, 18]. Since some of these proteins are not actually behaving as toxins,
a more accurate definition might be pore forming proteins (PFPs), with PFTs as the
best-characterized and largest groups of PFPs.

There exists a wide variety of PFPs in terms of structural properties [8, 19].
They use a common multistep mechanism for pore formation, despite variability in
the structure and properties of the final inserted pore state (see also below). Most
usually this includes (i) association of a water-soluble monomeric PFP with lipid
membranes (ii) oligomerization at the plane of the membrane, and (iii) confor-
mational rearrangements of part of the polypeptide chain that allows insertion into
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the membrane and functional pore formation. PFPs use several distinct domains to
accomplish each of these steps but there appears to be an astonishing structural
conservation of domains found within different PFT families [17].

Initial Interactions with Lipid Membranes

The first step in pore formation usually starts with the interaction of the mono-
meric PFP and specific receptors present in the target membrane. This enables the
concentration of the PFP at the specific target membrane as well as limits further
diffusion of these proteins to the plane of the membrane thus raising the probability
of successful oligomerization into functional pores. These receptors can be either
lipids that reside in the lipid bilayers like cholesterol (typical for binding of CDCs)
([20] and see also Chap. 5) or sphingomyelin (binding of lysenin, a PFT from
earthworm, and equinatoxin II from sea anemones) [21–23]. Receptors can be also
proteins anchored to the lipids like glycophosphatidyl inositol-anchored protein for
binding of aerolysin [24] or CD59 in the case of the CDC intermedilysin [25].
Cholesterol has been known for a long time as the specific receptor for CDCs [26,
27]; tight association to it enables the specific targeting of eukaryotic cells, with
minimal harm done to the CDC-producing bacterial cell. It is now known that
relatively high concentrations (35–55 %) of cholesterol are needed for efficient
membrane association of CDCs in synthetic pure lipid systems [26–30] and that
cholesterol exposure at the membrane is critical for efficient recognition [31, 32].
It is also known which parts of the molecule enable efficient cholesterol recog-
nition [33–35], however, the molecular basis for it is not understood entirely. Due
to these properties CDCs are now considered efficient probes for imaging of
cholesterol in cells [36–38].

Variability in membrane sensing and initial association is known for members
of the MACPF/CDC superfamily. Namely, while the CDC proteins show high
affinity for cholesterol, enabled by the C-terminal domain folded into a b-strand
rich immunoglobulin-like fold (see Chaps. 4 and 5 for details), it seems that other
MACPF-domain proteins do not require any specific lipid receptor molecule. For
example, PFN employs a b-strand rich C2 domain for initial membrane interaction
and shows unique dependence for initial membrane binding on the presence of
calcium ions [39, 40] (see discussion in Chap. 4 on the possible evolutionary
relationship of the CDC C-terminal domain and the perforin C2 domain). On the
other hand, MACPF proteins involved in MAC formation lack the membrane
binding domain found as the C2 in PFN. The initial anchoring of the MAC
proteins to the membrane is mediated by the complement subunit C7 and the full
anchoring of the complex into the membrane happens after the binding of the C8a
subunit. Therefore, the anchoring of complement seems to be mediated through
MACPF membrane inserting regions and not through an extra lipid binding
domain or receptor (see Chap. 6 for details). Yet another mode of membrane
association is found in the bi-component PFP systems from fungi [41, 42]. The
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pore forming component, including a MACPF domain, binds various lipid mem-
branes with low specificity and low affinity, but efficient pore formation is enabled
by its association with the smaller component of the aegerolysin protein family,
which possesses high specificity for cholesterol and sphingomyelin-enriched
membrane lipid domains. These unique bi-component PFPs are described more
thoroughly in Chap. 14.

However, for many MACPF/CDC proteins information on membrane interac-
tions is lacking. For example, MACPF proteins from apicomplexan parasites
enable parasite gliding through membranes [43]. These proteins contain b-sheet
rich domains at their C-terminus that have been proposed to enable membrane
interactions [44] necessary for pore formation as shown for Toxoplasma gondii
Perforin-Like Protein 1 (TgPLP1) [45]. Furthermore, the domain at the N-terminus
of the MACPF domain of TgPLP1 was also shown to promote membrane damage
but was not required for pore-formation or pathogenesis. But how these domains
interplay and the way in which they affect the activity of the MACPF component
of the protein remains unknown in detail at present. Many other MACPF/CDC
proteins have no particular domain known for membrane interactions identified
within them and it remains to be determined whether a MACPF domain alone can
be enough to allow membrane association and anchoring to the lipid membrane, in
analogy to the complement membrane anchoring. In order to provide further
insights into the membrane interactions of MACPF/CDC proteins, we have
developed a screening assay that enabled us to monitor membrane interactions of
some bacterial representatives.

Screening of Membrane Binding Activities of Bacterial
MACPFs by Employing an In Vitro Translation System

Proteins in the large MACPF protein family mainly belong to eukaryotic species,
however, around 10 % of them derive from bacteria [1]. It has been suggested that
these bacterial genes coding for MACPF proteins originate from a eukaryotic
source and have been acquired via horizontal gene transfer (see further discussion
of MACPF/CDC evolution in Chaps. 2 and 4). They are predominantly found in
Bacteroidetes, Chlamydiae and Proteobacteria [1]. We have selected seven dif-
ferent bacterial MACPF proteins for analysis of membrane binding activities.
Some of them were chosen based on the pathogenicity of producing organism, for
instance MACPF proteins from the obligate intracellular human pathogens
Chlamydophila pneumonia, a causative agent of pneumonia, and Chlamydia tra-
chomatis, which can cause trachoma and sexually transmitted diseases [46, 47]. In
a similar basis we also selected the MACPF protein of the plant pathogen Rals-
tonia solanacearum. Other criteria for the selection of a MACPF protein were their
size and predicted solubility, presence of additional domains and absence of
transmembrane regions (Table 7.1).
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Genes for selected full-length bacterial MACPF proteins without signal peptide
and four DNA sequences coding for C-terminal regions of MACPF proteins from
pathogenic bacteria were inserted into pET8c plasmids. Proteins with an N-ter-
minal hexa-histidine-tag were then synthesised in a cell-free expression system. In
most cases only a small proportion of the produced proteins was soluble, while the
majority formed aggregates that pelleted upon centrifugation (Fig. 7.1). Results in
Fig. 7.1 further show that some proteins were present only in the aggregated form
or were not synthesised at all, like a conserved hypothetical protein (protein g)
from S. spiritivorum and C-terminal domains (b and d) of C. pneumonia MACPF,
respectively. In the case of protein CT_153 from C. trachomatis we obtained only
a fraction of full-length protein, and the majority of it was degraded (Fig. 7.1e).
The most soluble proteins were from R. solanacearum, C. gleum and P. ruminicola
(h, j and k; data shown on Fig. 7.2).

In order to analyse membrane binding activities of bacterial MACPF proteins,
produced soluble proteins were incubated with biotinylated liposomes and
recovered by affinity purification with streptavidin magnetic beads. Pellet fractions
containing liposomes with bound proteins and supernatant fractions with unbound
proteins were analysed by immunoblotting (Fig. 7.2). Tested bacterial MACPF
proteins did not exhibit significant binding to liposomes in comparison with non-
specific binding to streptavidin magnetic beads (lanes Buffer in Fig. 7.2).
Exceptions were conserved hypothetical MACPF protein (protein j) from C. gleum
and Jacalin domain (i), the C-terminal part of hypothetical protein RRSL_02063
(protein h) from R. solanacearum. In both cases a modest difference was observed
in the amount of protein found in pellet fractions between the samples that were
incubated with liposomes or buffer alone (Fig. 7.2).

In conclusion, bacterial MACPF proteins that we tested for interactions with
lipid membranes were found difficult to produce in soluble form as the majority of
proteins formed insoluble aggregates. This may be a common outcome for many
MACPF-domain containing proteins, since they are large and complex proteins
with many hydrophobic regions. The membrane association of the soluble protein
examples was not significant; however, nonetheless we observed membrane

Fig. 7.1 Synthesis of selected bacterial MACPF proteins with a cell free expression system.
Pellet (P) and supernatant (S) fractions were obtained after centrifugation, resolved on the SDS-
PAGE gel and blotted by using penta-his primary and goat anti-mouse secondary antibody
conjugated with horseradish peroxidase. The expected positions of recombinant proteins on
membranes are indicated by an asterisk (*). The designations of the proteins with letters above
the blots are defined in Table 7.1
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binding in some cases. Additional experiments are needed to verify these results
and to get insights into membrane sensing; that is, which region of a protein is
important for interaction and what is the nature of the receptor molecule on the
lipid membrane. Also further effort will be needed to produce more proteins in
their soluble form in order to determine whether C-terminal or any other additional
domains are responsible for interactions with membranes or if the MACPF itself
enables membrane interactions.

Pore Properties

Membrane binding is followed by oligomerisation on the plane of the membrane
and consequently functional pores are formed. PFPs can be divided into two
classes based on the secondary structure of the lipid bilayer spanning segment of

Fig. 7.2 Binding of selected bacterial MACPF proteins to biotinylated liposomes of different
lipid composition. Membranes were blotted with penta-his primary and goat anti-mouse
secondary antibody conjugated with horseradish peroxidase. (T) Total amount of produced
protein (LUV) large unilamellar vesicles (MLV-RBC) multilamellar vesicles composed of
erythrocyte membranes (M) marker (P) pellet and (S) supernatant fractions after affinity
purification with streptavidin magnetic beads. The expected positions of recombinant proteins on
membranes are indicated by an asterisk (*). The designations of the proteins with letters defined
in Table 7.1
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the pore. The a-PFP class contains proteins which build the membrane integrated
part of the pore with a-helical elements, including bacterial pore-forming colicins,
as well as members of the actinoporin family from sea anemones like equinatoxin
II, and diphtheria toxin translocation domain. Pores built by b-PFPs are rich in b-
sheet and are organised in a b-barrel shape in the pore state. They include proteins
from the aerolysin family, a-toxin family and members of the MACP/CDC
superfamily [19, 48]. The stoichiometry of the oligomeric pore assembly greatly
varies between PFPs, which is consequently reflected in different pore size. For
example, small pores built of 3–4 monomers of 2 nm in diameter are formed by a-
PFP equinatoxin II [49] and pores of a similar size are formed by a heptameric b-
PFP a-toxin [50]. Some degree of variability of the pore size has been noticed for
these smaller pores, as in the case of two-component staphylococcal c-hemolysin,
showing hexa-, hepta- or octameric structures [51–53], and the pores of cytolysin
A have been found in dodecameric and tridecamric stoichiometry [54, 55]. What
determines the stoichiometry of these pores is not so well understood.

Significantly larger oligomers are formed by members of the MACPF/CDC
superfamily. CDCs tend to oligomerize with a large number of monomeric units
varying from 35 to 50, resulting in pore sizes between 25 and 40 nm, forming the
largest protein pores known to date [20, 56] (Fig. 7.3). The complete pores of PFN
were found to be smaller, assembled by 19–24 monomers with the diameter of the
pores having an average size of 13–20 nm [57, 58]. The MAC also form pores of
similar size to those of PFN [59, 60]. However, not all MACPF/CDCs form large
pores. For example, recent work on pleurotolysin, a bi-component lytic PFP from
fungi, provided an insight into its pore size and stoichiometry [41]. Pleurotolysin
forms significantly smaller pores than CDCs or PFN, composed of 13 monomers
and 4 nm in diameter [41, 42, 61]. It therefore appears that there is a large vari-
ability in pore sizes that may be formed by the MACPF/CDC proteins, despite
their having pore forming domains similar in size. It is hard to understand the
underlying molecular basis for such variability in the absence of high resolution

Fig. 7.3 Pore sizes formed by some of the MACPF/CDC proteins. The approximate dimensions
of pores are presented for CDCs, PFN and a MACPF protein from fungi (pleurotolysin B, PlyB),
which needs a smaller component for efficient membrane association (in this case ostreolysin A,
OlyA). The number of monomers that build the pore and approximate diameters of pores (d) are
also stated. Schemes of pores are composed of 40 monomers in the case of CDCs, 20 for PFN and
13 for OlyA/PlyB pore. OlyA/PlyB pore is overlayed on an actual electron-microscopy image
(courtesy of Peter Maček)
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structural information on MACPF/CDC pores. Interestingly, despite their size, the
large pores of MACPF/CDC proteins on plasma membranes are more efficiently
resealed than the small pores formed by PFPs like aerolysin [62, 63]. A prepore
intermediate is quite often formed in the case of MACPF/CDC proteins, having
been observed for CDCs PLY [56] and PFO [64] and for human PFN [58].

Interestingly, for many members of the MACPF/CDC superfamily it has been
shown that diverse pore structures exist at the surface of the membrane, as
determined by biophysical methods like atomic force microscopy, electron
microscopy and planar lipid membrane conductance studies (Fig. 7.4). These
methods showed that the pores can exist as full proteinaceous channels and also as
arcs, where a part of the pore is lined by the lipid bilayer, with the size, shape and
conductivity of the pores dependent on the lipid composition of the target mem-
brane [1, 65]. For example, examination of the pore properties of human PFN has
recently revealed that distinctively different pores are formed in different com-
position bilayers, with variable diameters and noise levels [58]. Pores partially
lined with the membrane components have also been reported for other PFPs, like
actinoporins [66, 67], colicins [68, 69] or the proapoptotic proteins Bax and Bak,
which form stable toroidal pores tunable in size in a concentration dependent
manner [70–74]. Toroidal lipid structures generated by these proteins are made so
that the protein is located within lipids around the pore circumference, which is
enabled by the amphipathic nature of the inserted helices [73, 75]. Such an
arrangement is not possible in the MACPF/CDC pores due to the presence of b-
sheets in the lumen of the pore. Consequently, arcs are formed, where one side of
the pore is lined by the protein and the other by the lipid headgroups (Fig. 7.4)

Fig. 7.4 Formation of pores of a variable size by MACPF/CDC superfamily members at the
target membrane. a A scheme showing different oligomeric structures at the target membrane
(dark green). Each monomer of PFP is shown as an orange circle; (i) represents a small oligomer
attached to the surface of the membrane but not yet inserted, while (ii) represents an inserted arc
oligomer, which together with the membrane forms a pore (the blue surface indicates that the
oligomer is inserted and the pore is open for the conductance of the molecules). (iii) depicts a
fully formed proteinaceous pre-pore and (iv) a respective full pure inserted into the membrane
(full rings). (v) twinned or clustered pores, as recently observed in dynamic equilibrium for PFN
[58]. (vi) a cluster of arcs before insertion into the membrane. b Electron micrographs of lipid
layers with PFO, reprinted with permission from [150]. Pore elements described in (a) are
highlighted by white letters; arcs (a), full rings (r), twinned rings (tr)
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(reviewed in [1]). In agreement with such structural arrangements of protein and
membrane lipids, an increased flip-flop of lipids in the membrane was shown to be
induced by PFN [76]. Formation of different sizes of pores was also reported for
LLO [77]. It was shown that initially LLO, released by the intracellular pathogen
Listeria monocytogenes, forms smaller pores that allow exchange of ions and small
molecules between Listeria containing phagosomes and the cytoplasm of macro-
phages. After several minutes these small pores expand into larger pores that allow
transport of proteins and finally the release of bacteria into the cytoplasm [77, 78].
The initial small perforations inhibit vacuole fusion with lysosomes and thus
protect the intravacuolar bacterium from the harsh environment. The smaller size
of pores could be attributed to arcs growing into full pores of defined radius with
time. As shown in the mutational studies of SLO, these arcs are able to perforate
the pore and conduct molecules through the lipid bilayer [79]. In this work, Bhakdi
and colleagues showed that arc-shaped oligomers form pores of reduced functional
diameter conducting only ions and small molecules, but not large dextran mole-
cules that can only pass through fully proteinaceous pores of SLO. Thus, the
formation of arcs might trigger different signalling mechanisms and cellular
responses compared to the effects upon formation of the full pore. However, the
role of arcs in the cellular response is not well understood and the biological
implication of various sizes of pores remains to be shown.

Other Effects on Membranes

Apart from pore formation in lipid membranes a variety of other effects have also
been observed upon interaction of MACPF/CDC proteins with lipid membranes.
In general, large-scale changes in membrane morphology may be induced by the
binding of proteins to lipid bilayers. Interactions of proteins within one monolayer
of the bilayer membrane creates tension that is relieved by membrane bending
leading to formation of invaginations or intraluminal vesicles [80–84]. PFPs ini-
tially interact with lipid membranes by inserting relatively large domains into one
of the monolayers and this may directly induce changes in membrane shape.
Indeed, it was recently observed that human PFN can induce invaginations and
formation of internal vesicles in a giant unilamellar vesicle model system and on
Jurkat cells. Effects on cells were ATP-independent and other PFPs that were used
for comparisons (lysenin and PLY) were not able to induce these effects [85].
Induction of invaginations may aid rapid endocytosis that has been observed upon
PFN interactions with the target cell membranes [86].

In another example, a CDC member PLY was shown to be able to induce a
range of different activities on large unilamellar vesicles. By using freeze-fracture
electron microscopy and NMR it was shown that PLY can induce, apart from pore
formation, also formation of ring-like structures composed of 30–50 PLY mono-
mers and up to 1,400 lipids. It was also noticed that many liposomes were
aggregated upon PLY addition [87]. It thus seems that PLY can induce a multitude
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of effects including pore formation in lipid membranes, destabilisation of mem-
branes through extraction of lipids into oligomeric complexes in solution and
aggregation of liposomes. As proposed, some of the observed structures may be
important for observed biological effects connected to non-cytolytic mechanisms,
such as activation of the complement system through direct interaction of PLY and
components of the immune system [87].

Effects on Cells

While the structure and function of PFPs have been extensively studied, less is
known about their effects on cells. Exposure to high lytic concentrations of PFT
can lead to cell death, but recent studies have shown that physiological concen-
trations are rarely this high, giving the cells an opportunity to respond [6]. Pore
formation can trigger a wide variety of events that depend on cell type, exposure
time, concentration and purpose of the PFT. Not all PFTs are meant to lyse cells.
Some, like LLO, have many different functions ranging from enabling the bacteria
to escape from endosomes to modulating the host immune response [88]. Although
most CDCs act from the outside of the cell, their effects can be seen well beyond
the plasma membrane. It is becoming clear that the role of these proteins is not
merely to perforate a target cell, but also to act as potent regulators of signalling
and immunity. Some of the most common cellular responses described to date are
listed in Table 7.2 and schematically presented in Fig. 7.5.

But what triggers all these effects? Is it an ion flux through the pores or is it
merely the binding of the protein to its receptor? It has been found that some PFPs
affect cells in a pore-independent manner. CDCs are putative ligands for the host
pattern-recognition molecule Toll-like receptor-4 independently of their pore
forming activity [89–91]. A non-hemolytic PLY toxoid has proven equally effi-
cient in triggering an immune response compared with its native form [89]. More
on PLY and TLR receptor signalling can be found in Chap. 8. Another example of
pore-independent signalling is spontaneous aggregation of lipid rafts via oligo-
merization of the PFT monomers on the membrane, as shown for LLO-induced
signalling cascades within a host cell [92, 93]. Pore-independent action of CDCs
was thought to be the path for histone modifications observed [94], however, it was
later shown that pore formation was indeed needed for dephoshorylation of his-
tones [95].

Once a stable pore is opened on the plasma membrane, the consequences can be
dire. Leakage of ions along their concentration gradients can severely disrupt the
physiology of the cell. Along with ions other molecules like ATP and even some
cytosolic enzymes can pass through large CDC pores [96]. These leakages can
damage the cell to the point of no return, finally resulting in necrosis or apoptosis
[97–99]. The primary effect of the membrane pore formation is the change in the
concentration of ions in the target cell cytosol. In the case of PFTs two ions have
been shown to have a major role, potassium and calcium. One of the major roles of
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Table 7.2 Cellular effects of MACPF/CDCs

Cellular effect Protein Protein

Endocytosis PFN (Keefe et al. [101]; Thiery et al. [127];
Praper et al. [85]; Lopez et al. [125])

LLO (Vadia et al. [103])
SLO (Idone et al. [100]; Corrotte et al. [124])
MAC (Morgan et al. [126]; Moskovich and

Fishelson [139])
Histone modifications LLO, PLY,

PFO
(Hamon et al. [94])

MAPK activation LLO (Gonzalez et al. [63])
PLY (Ratner et al. [112]; Aguilar et al. [106])
SLO (Ratner et al. [112]; Kloft et al. [109])
MAC (Rus et al. [113]; Niculescu et al. [110];

Peng et al. [111]; Aoudjit et al. [107];
Gancz et al. [108])

Activation of a quiescent-like state
(lipid droplet formation, activation
of autophagy, inhibition of protein
synthesis)

LLO, SLO (Kloft et al. [141]; Gonzalez et al. [63])

Impairment of SUMOylation LLO, PLY,
PFO

(Ribet et al. [140])

Induction of cytokine expression via
NF-jB and/or NLRP3
inflammasome

LLO (Nishibori et al. [119]; Kayal et al. [116];
Tsuchiya et al. [120]; Meixenberger
et al. [118]; Gonzalez et al. [63])

PLY (Houldsworth et al. [115]; Fickl et al.
[105]; McNeela et al. [152])

SLO (Walev et al. [122])
Tetanolysin (Chu et al. [114])
MAC (Kilgore et al. [117]; Viedt et al. [121])

Caspase-7 activation LLO, PFO (Cassidy et al. [130])
Activation of the unfolded protein

response
LLO (Pillich et al. [153])

Inhibition of PLC mediated NADPH
oxidase inhibition

LLO (Lam et al. [154])

Induction of chloride secretion LLO (Richter et al. [155])
Impaired barrier function LLO (Richter et al. [155])

PLY (Zysk et al. [156]; Lucas et al. [157])
Release of Ca2+ from intracellular

stores
LLO (Gekara et al. [104])

Disruption of mitochondrial dynamics LLO (Stavru et al. [158])
PLY (Braun et al. [159])
MAC (Papadimitriou et al. [132])

Induction of iNOS PLY (Braun et al. [160])
Apoptosis PLY (Braun et al. [161]; Srivastava et al. [91])

LLO (Carrero et al. [162])
PFN (Keefe et al. [101])

Ciliary slowing PLY (Steinfort et al. [163]; Rayner et al. [164])

(continued)
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calcium ions is triggering of endocytosis and the membrane repair processes
mentioned below. When a hole is formed on the plasma membrane, either a stable
protein pore formed by PFP or a mechanical lesion, calcium influx triggers rapid
endocytosis [100, 101]. This process is used by certain intracellular pathogens like
L. monocytogenes for efficient invasion [102, 103]. In addition, LLO affects calcium
signalling also by release of calcium ions from intracellular stores, which can lead to
stress of the endoplasmic reticulum [104]. Another effect that was linked to calcium
influx due to pore formation by a CDC is NF-jB activation and IL-8 production
[105]. In contrast to calcium, potassium ions are pushed out of the cells upon pore
formation. The efflux of potassium ions has been shown to result in activation of the
inflammasome, histone modifications, MAPK activation, activation of autophagy,

Table 7.2 (continued)

Cellular effect Protein Protein

Shedding of receptors SLO (Walev et al. [165])
Ectocytosis SLO (Keyel et al. [137])

MAC (Stein and Luzio [138])
Inhibition of apoptosis and cell cycle

activation
MAC (Rus et al. [113, 134]; Soane et al. [136];

Rus et al. [135]; Cudrici et al. [133];
Tegla et al. [4])

Some of the effects of various members of MACPF/CDCs superfamily are listed. The list is by no
means complete. For more information on cellular effects of PLY see Chap. 8, of LLO Chap. 9
and of PFN Chap. 10

Fig. 7.5 Various effects induced in cells after interaction of MACPF/CDCs with lipid
membranes. For more information and representative papers see the text and Table 7.2
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arrest in protein synthesis and lipid droplet formation [63, 95]. It is, however, hard to
say whether a cellular effect is the result of only one type of signalling, either
specific protein-receptor interaction or ion fluxes through pores and it is quite
possible in many instances to involve both. For example, valinomycin, a potassium
ionophore, triggers a much lower histone dephosphorylation response than listeri-
olysin O, suggesting that potassium efflux is not the only trigger for this effect [95].

Certain cellular responses have a protective role, while others work in favour of
the attacking pathogen secreting the toxin. But before cells can respond to the
action of any of these PFP, they must first detect their presence. CDCs from
pathogenic bacteria like LLO, PLY and SLO and also MAC proteins have been
shown to activate phosphorylation of certain MAP kinases like p38, JNK and ERK
at sublytic concentrations, which is a way of sensing osmotic stress [63, 106–113].
This, along with other signalling pathways, including activation of protein com-
plexes like NF-jB and the NLRP3 inflammasome, results in cytokine production
and leads to an effective immune response [63, 105, 114–122]. Activation of
certain MAPKs by sublytic doses of MAC proteins also protects some cells from
complement-mediated injury by desensitizing them and making them resistant to
lytic complement doses [107, 123].

Immune response, membrane repair and apoptosis are just some of the pro-
tective cellular responses, important at the cellular level or for the whole organism.
Induction of endocytosis of protein pores is a way of repairing an injured plasma
membrane. This effect was documented for MAC proteins, LLO, SLO as well as
PFN [76, 100, 101, 103, 124–127], however in the case of PFN this effect may
serve a very different purpose. When pore formation by perforin triggers endo-
cytosis, granzymes are endocytosed along with perforin pores leading to apoptotic
death of the target cell [86, 101, 125, 127]. More on this subject is presented in
Chap. 10. Here apoptosis has a protective role, since it prevents pathogen invasion
through the organism [91] and protects against tumors and virus infected cells
[128, 129]. With regards to apoptosis, one unlikely protector has surfaced. Cas-
pase-7 is known as one of the effector caspases in apoptosis, but recent research
has shown that it can also have a cytoprotective role against attack by certain
CDCs like LLO and PFO [130]. When it comes to MAC proteins, characterisation
of cell death is more complex. It exhibits features of apoptosis, like DNA frag-
mentation as well as features of necrosis, like swelling and mitochondrial abnor-
malities [131, 132]. Another interesting feature about the effects of MAC proteins
is that sublytic concentrations of these complexes can altogether inhibit cell death
and induce cell proliferation [4, 113, 133–136].

Endocytosis of protein pores can also have less desirable effects on cells. It can
cause leakage of lysosomal contents into the cytoplasm and even promote bacterial
invasion and thus work in favour of the pathogen, as is the case with LLO [88].
Here, endocytosis is designed to promote cellular damage and not repair. Some
cells have developed an alternative way of dealing with the problem. Ectocytosis,
a process of vesicle shedding, has been shown to be the mechanism of eliminating
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SLO and MAC pores from the plasma membrane surface as a mode of cell
protection [137, 138]. Also, this process has shown itself to be of a physical nature,
since it was seen not only in living but also in chemically fixed cells [137]. In the
case of MAC and membrane repair, both endocytosis and ectocytosis can occur in
the same cell type, just to a different extent [139].

Not all cellular effects result in a protective response from the host cell. With
the help of certain CDCs, pathogens can modulate cell responses to their own
advantage. For example, LLO, PFO and PLY cause histone modifications which
correlate with reduced transcriptional activity of a subset of host genes, including
key immunity genes [94]. The same three CDCs also affect a fundamental
eukaryotic post-translational modification process provided by the SUMOylation
machinery, triggering the degradation of Ubc9, the E2 SUMO enzyme [140]. Since
attack by CDCs is an energy consuming process resembling starvation, some cells
have been found to enter a quiescent-like state, which involves formation of lipid
droplets, arrest in protein synthesis and autophagy [63, 141].

There are many similarities in cell responses when CDCs are compared to some
other PFTs. There are, however, also some differences that are probably due to
specific binding to receptors of target cells. These include effects such as endo-
cytosis, MAPK activation, cytokine production via NF-jB and NLRP3 inflam-
masome signalling, caspase-7 activation, lipid droplet formation, activation of
autophagy and histone modifications, as reported for Staphylococcus aureus a-
toxin, Vibrio cholerae cytolysin, Escherichia coli a-hemolysin and Aeromonas sp.
aerolysin [63, 95, 109, 112, 130, 141–146]. Binding of the a-PFP equinatoxin II to
the membrane of the target cell resulted in membrane blebbing, actin cytoskeleton
reorganization and inhibition of endocytosis [147]. Recovery of intracellular
potassium and ATP levels in cells treated with different PFTs is another very
interesting process for comparison. For example, the difference in pore sizes
between LLO and aerolysin is huge. Aerolysin pores are approximately 1.5 nm in
diameter [8, 148] in comparison to LLO pores that can exceed 35 nm. Yet it was
shown that cells treated with LLO replenish their ATP and potassium levels in a
significantly shorter time than cells treated with aerolysin. There appears to be an
inverse correlation between pore size and the ability of cells to repair their plasma
membrane. This would indicate a difference in signalling, or that pore number or
stability at the membrane surface are more important for cell recovery than the
pore size [63], which may be the case for pores formed at the interface of lipids
and proteins, i.e. arcs, and may be inherently less stable. Another possible
explanation for this phenomenon could be the amount of calcium ions that pass
through a pore since the influx of calcium and the subsequent rise in its intra-
cellular concentration has been linked to membrane repair [100, 101]. Examination
of the effect that terminal MAC complexes have on cellular calcium levels
revealed that these complexes increased intracellular calcium concentrations in
proportion with the known functional pore size of the terminal complement
complex in the plasma membrane, the smaller the complex the smaller the influx
of calcium [149].

134 M. M. Cajnko et al.



Conclusions

Cellular effects of PFPs are diverse and complex and reflect their mode of inter-
actions with cellular membranes. The responses of cells range from general ones,
which are linked to pore formation and dissipation of ionic and other gradients
across the membranes, to more specific ones that result from a protein binding to its
specific lipidic or protein receptor. One indicator of this is comparison of MACPF/
CDCs to other PFTs, which reveals that despite their differences in receptor binding
and mode of action, some effects like membrane repair and immune signalling are
shared by many different PFPs. On the other hand, there are many differences in
cellular responses between members of the MACPF/CDC superfamily, even when
they bind to the same receptor like in the case of CDC proteins. Differences
between the effects that pore-forming proteins have on cells can be attributed to
many things like cell type and the purpose of the protein in question. It is clear that
cellular effects are complex and go beyond simply responding to membrane per-
foration. Further research into the role of pore size on cellular responses and other
activities of PFPs on lipid membranes is clearly needed.

Acknowledgements We would like to thank Slovenian Research Agency for a financial support.

References

1. Gilbert RJ, Mikelj M, Dalla Serra M, Froelich CJ, Anderluh G (2013) Effects of MACPF/
CDC proteins on lipid membranes. Cell Mol Life Sci 70:2083–2098

2. Rosado CJ, Kondos S, Bull TE, Kuiper MJ, Law RHP, Buckle AM, Voskoboinik I, Bird PI,
Trapani JA, Whisstock JC, Dunstone MA (2008) The MACPF/CDC family of pore-forming
toxins. Cell Microbiol 10:1765–1774

3. Tweten RK (2005) Cholesterol-dependent cytolysins, a family of versatile pore-forming
toxins. Infect Immun 73:6199–6209

4. Tegla CA, Cudrici C, Patel S, Trippe R 3rd, Rus V, Niculescu F, Rus H (2011) Membrane
attack by complement: the assembly and biology of terminal complement complexes.
Immunol Res 51:45–60

5. Voskoboinik I, Smyth MJ, Trapani JA (2006) Perforin-mediated target-cell death and
immune homeostasis. Nat Rev Immunol 6:940–952

6. Aroian R, van der Goot FG (2007) Pore-forming toxins and cellular non-immune defenses
(CNIDs). Curr Opin Microbiol 10:57–61

7. Knapp O, Stiles BG, Popoff MR (2010) The aerolysin-like toxin family of cytolytic, pore-
forming toxins. Open Toxinol J 3:53–68

8. Parker MW, Feil SC (2005) Pore-forming protein toxins: from structure to function. Prog
Biophys Mol Biol 88:91–142
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Chapter 8
The Biology of Pneumolysin

Tim J. Mitchell and Catherine E. Dalziel

Abstract Cholesterol dependent cytolysins are important in the ability of some
bacteria to cause disease in man and animals. Pneumolysin (PLY) plays a key role
in the diseases caused by Streptococcus pneumoniae (the pneumococcus). This
chapter describes the role of PLY in some of the key process in disease. These
include induction of cell death by pore formation and toxin-induced apoptosis as
well as more subtle effects on gene expression of host cells including epigenetic
effects of the toxin. The use of bacterial mutants that either do not express the
toxin or express altered versions in biological systems is described. Use of isolated
tissue and whole animal systems to dissect the structure/function relationships of
the toxin as well as the role played by different activities in the pathogenesis of
infection are described. The role of PLY in meningitis and the associated deafness
is discussed as well as the role of the toxin in promoting increased lung perme-
ability and inflammation during pneumococcal pneumonia. Different clinical
strains of the pneumococcus produce different forms of PLY and the impact of this
on disease caused by these strains is discussed. Finally, the impact of this
knowledge on the development of treatment and prevention strategies for pneu-
mococcal disease is discussed.
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Abbreviations

AIF Apoptosis-inducing factor
CDC Cholesterol dependent cytolysin
CFU Colony forming units
CRP C-reactive protein
CYLD Deubiquitinating enzyme cylindromatosis
D1–3 Domains 1–3
HBMEC Human brain microvascular endothelial cells
ICAM-1 Intracellular adhesion molecule-1
MAC Membrane attack complex
NALP3 NOD-like receptor family pyrin domain containing 3
p38-MAPK p38 mitogen-activated protein kinase
PAI-1 Plasminogen activator-1
PI3K Phosphoinositide-3-kinase
PKC Protein kinase-C
PLY Pneumolysin
ROCK Rho-associated kinase
SDM Site-directed mutagenesis
TLO Tetanolysin

Introduction

Pneumolysin (PLY) is a 53 kDa protein composed of 471 amino acids [75] and
consists of four distinct functional domains. In practice PLY can be physically
separated into two peptide fragments, domain 4 and domains 1–3 as the poly-
peptide backbone weaves in and out of domains 1–3 making them physically
inseparable (domain 1 (residues 6–21, 58–147, 198–243, 319–342), domain 2
(residues 22–57, 343–359) and domain 3 (residues 148–197, 244–318)). Structural
domains 1–3 (D1–3) form the N-terminal part of the molecule while domain 4
(residues 360–469) forms the important C-terminal part of the protein. Domains
1–3 are connected to domain 4 via domain 2, which is considered as the ‘‘neck’’ of
the molecule. Membrane binding of the intact toxin is mediated through domain 4
and isolated domain 4 is capable of binding to membranes and competing with
full-length toxin. Domain 4 also contains the undecapeptide sequence that is lar-
gely conserved in all members of the cholesterol dependent cytolysin (CDC)
family. As a member of the CDC family of toxins, PLY is unique in that it is not
actively secreted from the bacterium, as it lacks a typical signal secretion leader
sequence. Instead of depending on a type II secretion system for bacterial release
the accepted dogma is that PLY escapes from the cell on lysis of the pneumo-
coccus, either by autolysis or the action of lytic antibiotics. However, there have
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been some reports of active secretion of the PLY protein [6, 56]. When discussing
the biology of PLY it is worth remembering that there are several sequence
variants of the protein and this may affect the biological activity of the toxin. For
example, serotype 1 pneumococci belonging to multi-locus sequence type ST306
express a version of the toxin that is not lytic [34]. This has effects on the inter-
action of these bacteria with host cells and tissues.

PLY and Cell Death

Cholesterol dependent cytolysins form large pores in all eukaryotic cells that have
cholesterol in their membranes. The mechanism of pore formation has been
investigated by cryo-electron microscopy [74]. Following oligomer complex for-
mation a conformational change occurs in PLY structure; first, two a-helical
bundles in domain three change into two b-hairpin structures capable of piercing
the membrane, then domain two collapses reducing the height of the overall
complex by around 40 Å. The dramatic collapse of the complex brings the b-
hairpins close enough to the membrane to pierce it resulting in a large pore. The
pores formed can be up to 350 Å in diameter with each pore containing as many as
50 PLY monomers. The formation of pores by PLY frequently results in host cell
death as membrane integrity is destroyed.

The sensitivity of mammalian cells to PLY as well as other CDCs is dependent
on both dose and cell type. The sensitivity of human monocytes and epithelial cells
to PLY are different with monocytes being more resistant to the toxin. Moreover,
the resistance of monocytes to the toxin was further increased by treatment with c-
interferon [29]. At low doses some cell types may be able to survive cytolytic
attack by either shedding or internalizing damaged areas of their membranes. Chu
et al. [14] have shown that murine macrophages are capable of recovering from
cytolytic damage after exposure to low doses of tetanolysin (TLO, a CDC). At low
doses the macrophage is able to remove the damaged membrane by endocytosis,
essentially ‘‘pinching’’ out the damaged area. Although these studies do not all
examine PLY the conserved structures and functions of some CDCs suggest that
host survival mechanisms may have adapted to respond similarly to membrane
attack by this group of cytolysins.

Interaction of PLY with the Immune System

Complement

The classical complement pathway is usually activated by the aggregation of
antibodies on a target pathogen; it results in specific targeting of complement
components to the pathogen surface resulting in opsonisation or the formation of
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the membrane attack complex (MAC) which results in cytolysis of the target. Like
other Gram-positive bacteria S. pneumoniae is resistant to the formation of
membrane attack complexes (MAC) by complement, and its polysaccharide
capsule provides some protection against opsonisation with C3b and subsequent
phagocytosis by immune cells [33, 80]. However, it has been shown that com-
plement is essential for pneumococcal clearance and that both the classical and
alternative pathways are required and that they initiate and determine the mag-
nitude of C3b deposition, respectively [80]. Complement activation in the lungs
during early infection is important in preventing bacterial spread and invasive
disease. In fact complement has an essential role in the prevention of septicaemia
due to bacterial spread from the lungs to the blood [39, 80]. PLY plays a central
role in protecting the pneumococcus from complement attack and aiding its spread
to other tissues/organs. PLY is able to activate the classical complement pathway,
even in the absence of PLY specific antibody [49]. Although this may seem
counterintuitive, this mechanism can result in depletion of complement in the host
and induce inflammation aiding bacterial survival and spread. Patients with active
pneumococcal infection have reduced serum complement levels and PLY-treated
serum has a reduced opsonic activity [2, 25].

The complement activating ability of PLY was once believed to be due to
sequence homology in the fourth domain to human CRP (C-reactive protein) but it
is now known to be due to structural homology to the Fc region of IgG [65]. Site-
directed mutagenesis (SDM) has been employed to show that the complement
activating ability of PLY is dependent on amino acids Tyr384 and Asp385 as
amino acid substitutions at these positions caused significant reduction or abol-
ishment of complement activation, respectively. The ability of PLY to inhibit
complement activation may be important when the availability of complement to
opsonize bacteria is limited as occurs in the lung, or in the blood or lungs of rats
with decreased levels of complement in a model of liver cirrhosis [1, 57].

Inflammatory Properties of PLY

Although at high concentrations PLY lyses all cells that contain cholesterol in their
membranes, at sub-lytic concentrations the toxin can have marked effects on the
production of immune regulatory molecules. PLY activates expression of a large
number of genes in eukaryotic cells [64]. Microarray analysis using a THP-1
monocyte cell line exposed to wild type pneumococci or a PLY-deficient mutant
showed that more than 140 genes were up regulated by PLY in the context of
infection with S. pneumoniae. Up-regulated genes included those for chemokines
and cytokines including those involved in recruitment of inflammatory cells such
as IL-8, MIP-1b and MCP-3. Molecules such as lysozyme, caspases (4 and 6),
cathepsin E and mannose binding lectin were up-regulated. In a study using
purified PLY protein alone it was shown that intracellular adhesion molecule-1
(ICAM-1) was up-regulated. The effect on ICAM-1 expression appears to be
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related to the pore-forming activity of the toxin, as a single amino acid substitution
in the toxin that reduces lytic activity by 99 % reduces ability to stimulate ICAM-1
expression. Since ICAM-1 is an integral component of the immunological synapse
between T lymphocyte and antigen presenting cell, increased ICAM-1 expression
on antigen presenting cells could enhance adaptive responses. In this context, it is
interesting to note that PLY has been shown to enhance immune responses to other
proteins when they are genetically coupled to the toxin [21]. The role of PLY in
altering eukaryotic gene transcription also involves modification of epigenetic
regulation [27]. One of the epigenetic changes induced by PLY is histone H3
dephosphorylation and this is independent of the pore forming ability of the toxin.
PLY has also been shown decrease the level of SUMOylation in mammalian cells
by increasing the degradation of Ubc9 (E2 SUMO enzyme) needed for the SU-
MOylation process [63]. Targets of Ubc9 are involved in transcriptional regula-
tion. These effects of PLY (and other members of the CDC family) are dependent
on the pore forming activity of the toxin. During pneumococcal lung infection in
mice the deubiquitinating enzyme cylindromatosis (CYLD) in involved in
pathology and poor outcome [42]. This study demonstrates that infection of mice
with pneumococci or administration of PLY induces a mortality rate higher than
that seen in Cyld-/- mice. The knockout mice had less microvascular leak and less
haemorrhage. Lack of CYLD is associated with increased expression of pro-
thrombic protein plasminogen activator-1 (PAI-1), which is a member of the serine
protease inhibitor (serpin) family. PAI-1 deficiency results in enhanced lung
haemorrhage due to pneumococcus of PLY. CYLD negatively regulates phos-
phorylation of p38MAPK and pMKK3 as Cyld-/- mice show enhanced phos-
phorylation of these proteins. Pharmacologic inhibition of the p38MAPK-MKK3
reduces APAI-1 expression and enhances mortality in S. pneumoniae-infected
Cyld-/- mice.

The toxin is very pro-inflammatory and stimulates the production of cytokines
including TNF, interleukin-1 and IL-6 [11]. The production of these cytokines may
play a role in pro-inflammatory disease as well as regulation of the immune response
to the pneumococcus. The toxin stimulates nitric oxide production from macro-
phages. Activation of mouse macrophages by PLY is dependent on IFN as cells with
an inactivated IFN signalling pathway are unable to produce NO in response to the
toxin [11]. Increases in transcription of the genes for COX-2 in response to PLY may
also be involved in increased prostaglandin synthesis. Activation of phospholipase
A in pulmonary epithelial cells [68] could result in the degradation of membrane
phospholipids which could contribute directly to lung damage by release of free
fatty acids and lysophosphatides, while release of arachidonic acid could promote
chemotaxis and respiratory burst of neutrophils [5, 18]. Neutrophil transendothelial
migration in vitro to the pneumococcus has been shown to be dependent on PLY
[50]. The toxin causes increased production of superoxide from neutrophils as well
as increased production of elastase, expression of B2 integrins and increased pro-
duction of prostaglandin E2 and leukotriene B4 [16, 17]. Synthesis and release of
matrix metalloproteinase 8 and 9 is also increased by treatment of neutrophils with
PLY. As well as promoting release of pro-inflammatory molecules the toxin can also
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promote cell recruitment to sites of infection. For example PLY promotes the
production of IL-8 from neutrophils [15] and epithelial [59] and endothelial cells
[45]. The toxin is therefore very pro-inflammatory. It seems somewhat of a paradox
that production of the toxin may promote the demise of the organism by promoting
inflammation. However, it may be that the inflammation induced is not effective in
clearing the organism and PLY has been shown to reduce killing of pneumococci by
neutrophils in vitro [23]. It should also be remembered that the pneumococcus is
mostly found as a commensal colonising the nasopharynx of humans. It is possible
the PLY plays a role in colonization of the host and only causes overt inflammatory
disease when the organism accesses normally ‘sterile’ sites such as the lower
respiratory tract or meninges.

The cytotoxic effect of PLY on the respiratory epithelium causes cytoplasmic
blebbing, mitochondrial swelling and cell death [72]. PLY helps pneumococci to
move from alveoli to interstitium and into the blood stream. This is achieved by
breaking the epithelial tight junctions and increasing alveolar permeability,
inflammation and thus aiding its spread in the blood (bacteraemia) [37, 52, 66]. In
addition to this PLY also impedes ciliary bronchial epithelial cell clearance and
helps in propagation of the organism in the lower respiratory tract. This effect is
dependent on hemolytic activity as a mutant lacking haemolytic activity (W433F)
showed reduced effect. Thus Ply perturbs host defences in the respiratory tract,
which helps in proliferation and invasion of the bacterium [22, 62, 72].

There are at least 16 different naturally-occurring variants of PLY including
allele 5 PLY which is expressed in specific strains of serotypes 1 and 8 pneu-
mococci [34, 40, 43]. It has been demonstrated that both human and murine
mononuclear cells exposed to S. pneumoniae that express fully lytic toxin produce
IL-1b and the production of this cytokine depended on the NOD-like receptor
family, pyrin domain containing 3 (NALP3) inflammasome [79]. Strains
expressing the non-haemolytic allele five of the toxin did not stimulate IL-1b
production. NLRP3 activation was beneficial for mice during pneumonia caused
by pneumococcal strains expressing fully active toxin due to cytokine production
and maintenance of the pulmonary micro-vascular barrier. Thus, polymorphisms
in the PLY protein may substantially affect recognition of bacteria by the innate
immune system.

The Interaction of PLY with Pattern Recognition Receptors

PLY interacts with the innate immune system through TLR-4 [47]. Production of
pro-inflammatory cytokines such as TNF and IL-6 by macrophages is dependent
on the presence of TLR-4 and Myd88. Lack of TLR4 increases the rate of infection
following colonization of mice. This supports the view mentioned above that
activation of some inflammatory pathways plays a role in the normal colonisation
process. In models of nasopharyngeal colonisation lack of PLY impedes bacterial
clearance [69]. PLY has been shown to physically interact with TLR4 in a solid
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phase binding assay and mediates signalling in macrophages and epithelial cells
[71]. Other studies have suggested that TLR4 plays only a small role in the
immune response to PLY [10, 48]. However, the inflammatory response to PLY
does appear to involve both TLR2 and TLR4 [19]. In this study PLY caused a
classic inflammatory response when instilled into the respiratory tract. This
response included neutrophil influx, production of pro-inflammatory cytokines and
changes in epithelial barrier permeability. The inflammation observed at high toxin
doses in control animals showed phagocytic cell influx, increase in cytokines (Il-
1b, Il-6 and TNF-a and the chemokine KC). There was also an increase in total
protein levels in the lung showing a change in permeability. In TLR-4 deficient
mice there were fewer neutrophils, less Il-6, Il-1b and KC and less of a change in
permeability. TLR2 knockout mice showed a reduced level of Il-6, KC and pro-
tein. PLY also promotes the production of IFN-c and IL-17A in the lungs during
pneumonia in a TLR4 dependent manner [48].

Effects of PLY on Cells and Tissues

At sub-lytic concentration PLY has been shown to have several effects on
eukaryotic cell signalling. The toxin induces early membrane depolarization and
micropores form in the plasma membrane. These micropores lead to calcium
influx and activation of rac and rho GTPases, including rac-1 and the rho-asso-
ciated kinase (ROCK) [31]. These changes cause cytoskeletal rearrangement in the
intoxicated cell. The changes in cell morphology have been attributed to PLY-
induced changes to the actin cytoskeleton. At sublytic concentrations rearrange-
ment of the actin cytoskeleton and microtubule stabilization (as indicated by
increased acetylation and bundling) can be observed in astrocytes [24, 32].
Although these effects were seen in the absence of observable pores, pore-forming
competency was required and non-lytic mutants did not induce these cytoskeletal
changes. Cholesterol was also required for microtubule stabilization as these
effects were abolished in cholesterol-depleted cells and when using cholesterol-
treated PLY. This suggested that PLY must be bound to the cell surface in order to
induce these effects. Recently, the mechanism of PLY-dependent cytoskeletal
remodelling has been further elucidated, it has been shown that PLY has the ability
to directly bind actin in vitro. Domains 1–3 and full length PLY bind strongly to
actin, the non-lytic deletion mutant D6PLY has comparatively reduced binding
activity suggesting that the refolding and/or conformational changes that occur in
D1–3 during pore formation are required for actin binding [30].

Sublytic concentrations of PLY also activate p38 mitogen-activated protein
kinase (p38-MAPK) due to osmotic stress [59]. Cells protected from osmotic stress
by use of high molecular weight dextran do not activate p38-MAPK in response to
PLY suggesting that osmosensing is a general mechanism for activating immune
responses [59]. Activation of p38MAPK may protect tissues from damage as
described above in relation to CYLD. Macrophages exposed to sublytic
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concentrations of PLY show activation of phosphoinositide-3-kinase (PI3K).
Activation of PI3K is required for recruitment of inflammatory macrophages to the
site of infection.

Streptococcus pneumoniae has been reported to induce apoptosis in a number of
cell types including neutrophils, macrophages and neuronal cells [12, 20, 73, 81].
Zysk et al. [81] report that PLY is responsible for mainly necrosis in human
neutrophils and that apoptosis is induced by heat killed bacteria. Dockrell et al.
[20] used a PLY-negative mutant of the pneumococcus to show that apoptosis of
infected macrophages was reduced in the absence of PLY.

Streptococcus pneumoniae is a major cause of bacterial meningitis and a crucial
interaction is therefore between the bacterium and the blood brain barrier. Using
brain endothelial cells it has been shown that most of the damage to the blood
brain barrier is due to the action of PLY [82]. The damage induced by the toxin
was dependent on active protein synthesis, tyrosine phosphorylation and the
activation of caspases [82].

The most detailed studies of the role of PLY in apoptosis have been done using
neuronal tissues. PLY has been shown to induce an apoptosis-inducing factor
(AIF)—dependent form of apoptosis [12]. Both PLY and bacterial hydrogen
peroxide were shown to be important in the induction of apoptosis of human
microglial cells and ultra structural analysis of the cells following the blocking of
PLY and hydrogen peroxide activity revealed reduced mitochondrial damage. The
effects of PLY in this system were dependent on the pore forming activity and
PLY-induced increases in intracellular calcium levels were shown to trigger the
release of AIF from mitochondria in rat neurones. Chelation of calcium blocked
the release of AIF and showed that this event is mediated by increases in intra-
cellular calcium. The importance of calcium levels in PLY-induced apoptosis has
also been demonstrated in neuroblastoma cells [73]. The changes in intracellular
calcium levels were shown to be dependent on pore formation by the toxin and
p38MAPK was also shown to play a role in cell death.

The spread of the pneumococcus from the nasopharynx to the eyes, ears and
lungs and subsequent spread to the blood and brain is facilitated by PLY. The
inflammation induced by immune responses to the toxin no doubt contributes to
loss of integrity in epithelial and endothelial barriers as seen in other disease states
but PLY itself directly induces changes in cellular morphology and function that
disrupt these protective barriers and mechanisms. In fact, it has been shown his-
tologically that damage to endothelial cells precedes the infiltration of inflam-
matory cells [67]. In a model of the human respiratory mucosa, isogenic PLY
positive and negative pneumococci rapidly adhere to mucus and both caused
significant damage to the ultrastructure of the epithelium over 48 h; damage
includes extrusion of cells and cells debris. Pneumococci did not adhere directly to
ciliated cells, however, though PLY positive pneumococci caused significant
damage to the ciliated epithelium; reduced ciliary beat or ciliary stasis and dis-
organization of cilia was observed. In addition, PLY-positive pneumococci caused
the separation of epithelial tight junctions and increased pneumococcal adherence
was seen on the edges of separated cells [61]. Reduced ciliary beat in the
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respiratory tract may prevent pneumococcal clearance via the mucociliary elevator
and the breakdown of tight junctions allows pneumococci to pass through epi-
thelial and endothelial barriers. The damage to ciliated cells during infection not
only aids the spread of infection but also can cause permanent damage to the host;
an example of such damage is the sensorineural hearing loss that is associated with
pneumococcal meningitis. PLY is responsible for loss of hearing due to damage
caused to cochlear hair cells; the damage can be severe ranging from stereocilia
disorganization as seen on ciliated epithelial cells, to total cell loss mediated by
calcium influx [9, 76].

In a model of the blood brain barrier using Human Brain Microvascular
Endothelial Cells (HBMEC), rapid PLY-dependent rounding and detachment of
HBMEC was observed [82]. As seen in other ciliated cells PLY has the ability to
slow ciliary beat in the ependymal cells of the rat brain; this was shown with both
purified PLY and penicillin-lysed pneumococci [28]. In addition ciliary sloughing
and cytoplasmic extrusions were noted following PLY treatment of ciliated epen-
dymal cells; these effects of PLY could be blocked with anti-PLY antibodies [28].

Pulmonary permeability edema, which is a major complication of pneumonia is
characterised by endothelial hyper-permeability and can occur several days after
antibiotic therapy when the tissues are sterile. The occurrence of hyper-perme-
ability correlates with the presence of PLY [77]. PLY increases permeability in
endothelial monolayers by reducing stable and dynamic microtubule content and
by modulating VE-cadherin expression [44]. These effects are preceded by acti-
vation of protein kinase-C (PKC), perturbation of the RhoA/Rac1 balance and
increased phosphorylation of myosin light chain. The expression of arginase is also
increased by PLY treatment. The use of a PKC inhibitor reduces PLY-induced
activation of arginase and reduces PLY-induced hyper-permeability in mice. The
role of arginase in the PLY-induced change in endothelial permeability is sup-
ported by the finding that arginase knockout mice are less susceptible to PLY-
induced capillary leak. As well as changing endothelial barrier permeability PLY
can alter local systemic blood pressure and perfusion. When isolated mouse lungs
were exposed intravascularly to PLY a dose dependent increase in vascular
resistance was observed. Detection of the toxin by immunohistochemistry showed
that it was localised in pulmonary arterial vessels, which displayed vasoconstric-
tion [77]. In a later study by the Witzenrath group [78] it was shown that the dose
dependent increase in pulmonary vascular resistance was associated with an
increase in levels of platelet-activating factor in the lung. The pressure response
was reduced in lungs from PAF-receptor deficient mice and after pharmacological
blockade of the PAF receptor. Analysis of cell signalling pathways suggested
increased pressure involved phosphatidylcholine-specific phospholipase C, protein
kinase C and the Rho kinase system. PLY-induced microvascular leakage was
reduced in PAF-receptor knockout mice. PLY therefore plays a very important
role in pulmonary vascular hypertension and microvascular leakage and the PAF-
receptor and its downstream signalling pathways may provide a target for clinical
intervention during pneumococcal-induced respiratory failure.
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Role of PLY in Intracellular Delivery

PLY can allow the intracellular delivery of other microbial products into the
cytoplasm of host cells. Ratner et al. [60] showed that simultaneous colonisation of
the mouse upper airway with Streptococcus pneumoniae and Haemophilus influ-
enzae leads to synergistic production of chemokines at the mucosal surface and
vigorous recruitment of neutrophils. These neutrophils mediate the outcome of the
competition between these two species to establish colonisation [46]. Co-coloni-
zation resulted in the clearance of the pneumococci by attracted neutrophils. PLY
and the host factor NFkB were show to be essential for this response. Fragments of
H. influenzae peptidoglycan were shown to enter cells through PLY pores, leading
to Nod1-mediated signalling and activation of NFkB [58]. PLY can also mediate
the entry of pneumococcal DNA into respiratory epithelial and dendritic cells
where it then stimulates type 1 interferon signalling [53].

Role of PLY in Pathogenesis of Infection

There are a large range of studies, mostly using murine models of infection that
demonstrate the important role that PLY plays in pathogenesis. Early studies using
PLY-deficient mutants of the pneumococcus demonstrated decreased colonisation
of the nasopharynx, increased bacterial clearance from the lung and prolonged
survival of animals following infection [8]. When instilled into the lung PLY-
negative versions of the pneumococcus induce much less inflammation [13]. Cell
recruitment into the lung during infection with PLY-ve pneumococci is delayed in
comparison to infection with wild-type bacteria [36]. Neutrophil responses were
the most affected and the redistribution of T and B lymphocytes in and around
inflamed bronchioles was also delayed and reduced in the absence of PLY. The
PLY-negative mutant also causes bacteraemia later than the wild type organism
following respiratory infection.

The role of PLY in bacteraemia is probably to protect the pneumococcus from
the host response. In a model of bacteraemia wild type bacteria grew exponentially
until bacterial numbers as high as 1010 colony forming units (CFU) per ml of
blood were reached, when the animals died [7]. When PLY-negative bacteria were
used the initial growth rate of bacteria in the blood was the same until numbers of
about 107 CFU/ml were reached when the increase in bacterial numbers stopped
and remained constant for several days. Interestingly, if PLY-negative bacteria
were mixed with wild type organisms they demonstrated wild-type characteristics,
suggesting PLY mediates its effects at a distance.

PLY plays a crucial role in hearing loss during experimental meningitis [76].
Using a guinea pig model of meningitis it was shown that a PLY-negative strain of
the pneumococcus induced much less damage to the cochlea than the wild type
strain despite inducing an equivalent amount of inflammation. It is interesting to
note that inflammation was not reduced in the brain as use of the same mutants in
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the lung model showed much reduced inflammation in the absence of the toxin
[13]. This presumably reflects the presence of different inflammatory receptors in
brain and lung. The extent of damage to the cochlea was reflected in the amount of
hearing loss in infected animals. Thus, in animal models at least, PLY plays a
major role in meningitis associated hearing loss. This could be an important point
of clinical intervention to prevent this common complication.

The virulence of PLY- mutants has also been studied in eye infection models.
S. pneumoniae is one of the three main species causing bacterial keratitis [4]. PLY-
negative bacteria used in models of ocular infection show greatly reduced viru-
lence [35, 51]. Immunization with PLY protects against endophthalmitis [70].

The Use of PLY as a Vaccine

It was first shown in 1983 that PLY can protect mice from challenge with
S. pneumoniae [54]. The toxin has been shown to confer protection against
challenge in a serotype independent manner [3]. PLY has been used as a carrier
protein for pneumococcal polysaccharide [55]. Highly protective anti-pneumo-
coccal responses could be induced in infant mice by immunization with the
conjugate during gestation or early infancy. Non-toxic versions of PLY have been
developed for use in vaccines. One such version of the toxin was created by
deletion of a single amino acid (Ala146) [41]. This mutant protein was unable to
form pores in cell membranes or stimulate the in vivo inflammatory effects
associated with native PLY treatment. Mice vaccinated with the mutant PLY
generated high levels of neutralizing antibodies and were significantly protected
from challenge with virulent pneumococci. It has also been demonstrated that PLY
can act as a powerful mucosal adjuvant for genetically coupled proteins [21].
Intranasal administration of mice with pneumococcal PsaA coupled to PLY
resulted in high levels of serum IgG and mucosal IgA to PsaA. Fusion of PLY to
PspA has also shown to elicit protective responses in animals [26]. Another toxoid
version of PLY was designed by using structural approaches to select appropriate
mutations and led to the development of PlyD1, which contains three amino acid
substitutions (T65C, G293C and C428A). PlyD1 has been used in phase 1 clinical
trials in humans [38] where all dose levels used in adults were shown to be safe
and immunogenic. Vaccination with PlyD1 generated functional neutralising
antibodies. Thus, the first stage of using PLY as a vaccine has been achieved.

Summary

PLY has a range of biological functions that contribute to the disease process
during pneumococcal infection. Some of these effects are intimately linked with
the ability of the toxin to undergo the elegant process of changing from a monomer
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in solution to a large oligomeric structure inserted into the membrane of host cells.
The toxin can also mediate some actions, such as acting as a mucosal adjuvant, in
the absence of the pore formation. The toxin interacts with a number of host cell
components including membrane cholesterol, actin and Toll-like receptors. These
interactions mediate changes in cell signalling and behaviour. As well as acting as
a protective antigen in its own right PLY can act as a modulator of the immune
system and affect response of the host to other bacterial products. This modulation
may be at the level of cell signalling or may be through allowing access of other
molecules to intracellular receptors via the PLY pore. There is an ever-increasing
amount of knowledge concerning the biological effects of PLY and other pore
forming proteins. This knowledge is being used to design new potential methods to
treat or prevent pneumococcal disease. This is highlighted by the first Phase 1
trials of PLY as a vaccine in humans.
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Chapter 9
Multifaceted Activity of Listeriolysin O,
the Cholesterol-Dependent Cytolysin
of Listeria monocytogenes

Stephanie Seveau

Abstract The cholesterol-dependent cytolysins (CDCs) are a large family of
pore-forming toxins that are produced by numerous Gram-positive bacterial
pathogens. These toxins are released in the extracellular environment as water-
soluble monomers or dimers that bind to cholesterol-rich membranes and assemble
into large pore complexes. Depending upon their concentration, the nature of the
host cell and membrane (cytoplasmic or intracellular) they target, the CDCs can
elicit many different cellular responses. Among the CDCs, listeriolysin O (LLO),
which is a major virulence factor of the facultative intracellular pathogen Listeria
monocytogenes, is involved in several stages of the intracellular lifecycle of the
bacterium and displays unique characteristics. It has long been known that fol-
lowing L. monocytogenes internalization into host cells, LLO disrupts the inter-
nalization vacuole, enabling the bacterium to replicate into the host cell cytosol.
LLO is then used by cytosolic bacteria to spread from cell to cell, avoiding bacterial
exposure to the extracellular environment. Although LLO is continuously produced
during the intracellular lifecycle of L. monocytogenes, several processes limit its
toxicity to ensure the survival of infected cells. It was previously thought that LLO
activity was limited to mediating vacuolar escape during bacterial entry and cell to
cell spreading. This concept has been challenged by compelling evidence sug-
gesting that LLO secreted by extracellular L. monocytogenes perforates the host cell
plasma membrane, triggering important host cell responses. This chapter provides
an overview of the well-established intracellular activity of LLO and the multiple
roles attributed to LLO secreted by extracellular L. monocytogenes.
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Abbreviations

ALO Anthrolysin O
ASM Acid sphingomyelinase
CDC Cholesterol-dependent cytolysin
CFTR Cystic fibrosis transmembrane conductance regulator
ER Endoplasmic reticulum
ERK Extracellular-signal-regulated kinase
GILT Gamma-interferon inducible lysosomal thiol reductase
HGF Hepatocyte growth factor receptor
HNP1 Human neutrophil peptide
ILY Intermedilysin O
InlA Internalin A
InlB Internalin B
IPTG Isopropyl b-D-1-thiogalactopyranoside
JNK C-Jun N-terminal kinase
LIPI-1 Listeria pathogenicity island
LLO Listeriolysin O
MAPK Mitogen-activated protein kinase
MHC Major histocompatibility complex
Mpl Metalloprotease
NLRs NOD-like receptors
PERK Double-stranded RNA activated protein kinase (PKR)-like ER kinase
PC-PLC Phosphatidylcholine-specific phospholipase
PI-PLC Phosphatidylinositol-specific phospholipase
PFO Perfringolysin O
PLY Pneumolysin
PrfA Positive regulatory factor A
ROS Reactive oxygen species
SLO Streptolysin O
SUMO Small ubiquitin-like modifier
UPR Unfolded protein response
UTR Untranslated region

Listeriolysin O is a Major Virulence Factor
of L. monocytogenes

Listeriosis

The Gram-positive, facultative anaerobe Listeria monocytogenes is the causative
agent of listeriosis, a life-threatening disease associated with a very high rate of
mortality in humans (20–30 %) and numerous other vertebrate species [1, 2]. This
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bacterium was isolated from diseased rabbits in 1926 by E. G. D. Murray and was
recognized as the cause of a severe human foodborne illness in the early 1980s
[3–5]. L. monocytogenes is ubiquitous in the environment, where it is found in
soils, water, and plants, and frequently contaminates a large variety of raw and
processed foods. The versatility of this organism comes from its ability to grow at
a wide range of temperatures (1–45 �C) and pH (4.4–9.6), at high concentrations
of salts (up to 10 % NaCl), and to resist the harsh environment of the animal gut
[6–9]. It is estimated that a brief intestinal carriage of L. monocytogenes, below 4
days, occurs at least twice a year in healthy adults [10]. Although healthy indi-
viduals typically remain asymptomatic, a self-limiting flu-like illness and gastro-
enteritis may develop [2, 11, 12]. L. monocytogenes is a greater concern for several
high-risk populations, in which it causes invasive infections and crosses the blood-
brain or placental barriers [13–18]. In immunocompromised individuals, mainly
the elderly, L. monocytogenes can cause bacteremia, meningitis, encephalitis, liver
abscesses, and cardiac infections. Women are about twenty times more susceptible
to listeriosis during pregnancy. While the mother may only exhibit mild symp-
toms, infection has devastating consequences for the developing fetus, resulting in
miscarriages, preterm birth, still birth, or severe infection of the newborn [16].
Listeriosis is generally treated with ampicillin or amoxicillin, sometimes in
combination with gentamicin [19]. However, late diagnosis combined with the
immunodeficiency of the listeriosis patients and the high virulence of the bacte-
rium likely explains the elevated rate of morbidity and mortality despite treatment
[20].

Listeriolysin O Plays a Critical Role in the L. monocytogenes
Intracellular Lifecycle

L. monocytogenes is a facultative intracellular pathogen that infects professional
phagocytes and cells that are normally nonphagocytic in multiple organs: the
intestines, spleen, liver, heart, brain, and placenta. The L. monocytogenes intra-
cellular lifecycle is critical for pathogenesis since L. monocytogenes strains that
are unable to infect host cells cannot cause disease. Major efforts have been
devoted to the discovery of L. monocytogenes virulence factors and virulence
mechanisms that orchestrate host cell invasion. Throughout the 1980s and 1990s,
advancement of molecular biology techniques such as transposon mutagenesis,
cloning, and sequencing led to the identification of a number of virulence genes.
These genes are clustered on the Listeria Pathogenicity island-1 (LIPI-1) and the
inlAB operon on the bacterial chromosome [21, 22]. Elucidating the role of these
genes and discovering additional virulence genes is still the object of extensive
studies [23, 24, 25].

The first step of the L. monocytogenes intracellular lifecycle is the entry of the
pathogen into a host cell (Fig. 9.1). L. monocytogenes is phagocytosed with high
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efficiency by professional phagocytes, which express multiple phagocytic receptors
such as complement, immunoglobulin, and scavenger receptors. This is in contrast
to normally nonphagocytic cells that ingest L. monocytogenes with a lower effi-
ciency. L. monocytogenes produces several virulence factors to promote its
attachment to normally nonphagocytic cells and activate its internalization [26]. In
particular, the surface proteins internalin (InlA) and InlB, encoded by the inlAB
operon, specifically bind to their respective host cell receptors, E-cadherin and the
hepatocyte growth factor receptor (HGF-Rc/c-Met) to stimulate L. monocytogenes
internalization [27–34]. Following internalization into phagocytic or nonphagocytic
cells, the bacterium is located into an endosome, called the primary vacuole. This
vacuole is rapidly disrupted by the secreted pore-forming toxin listeriolysin

Plasma Membrane, Cell 2Plasma Membrane, Cell 1

Entry: InlA, InlB, LLO, ...

Escape from the 
primary vacuole:
LLO, PI-PLC, and PC-
PLC

F-actin

Cell-to-cell spreading: ActA, InlC

Escape from the secondary vacuole:

LLO, PI-PLC, and PC-PLC

Vault protein

Avoid recognition by the 
autophagy machinery: 
ActA, InlK

Fig. 9.1 Depiction of the canonical intracellular lifecycle of L. monocytogenes. L. monocytog-
enes expresses virulence factors that orchestrate the various stages of its intracellular lifecycle
[33, 34, 90, 188]. The surface proteins InlA and InlB facilitate L. monocytogenes internalization
into normally nonphagocytic cells. Additional virulence factors, such as the secreted CDC toxin
LLO, also mediate L. monocytogenes entry into host cells (cell 1) [33, 89]. Secreted in the
primary vacuole, LLO, PI-PLC, and PC-PLC target and disrupt the vacuolar membrane to release
the bacterium into the cytosol. In the cytosol, L. monocytogenes replicates, while avoiding
autophagy recognition by recruiting the host proteins F-actin and the major vault protein, through
interaction with the bacterial surface proteins ActA and InlK, respectively [116]. ActA recruits
the host F-actin polymerization machinery at one pole of the bacterium. F-actin-mediated
propulsion of the bacterium leads to the formation of an intercellular protrusion; this process is
facilitated by the bacterial protein InlC that decreases the plasma membrane surface tension
[189]. The resulting intercellular protrusion is ingested by the adjacent cell (cell 2). LLO and the
phospholipases (PI-PLC and PC-PLC) disrupt the newly formed secondary vacuole to release the
bacterium into the cytosol, where it repeats its intracellular lifecycle (Host proteins are italicized)
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O (LLO) encoded by hly on LIPI-1. LLO was initially identified as a hemolytic
factor [35, 36], its role in host cell invasion was discovered later by performing
electron microscopy analysis of macrophages and epithelial cells incubated with
wild type or LLO-deficient L. monocytogenes. At an early stage of infection, wild
type bacteria were located within a vacuole, and were then observed to proliferate in
the cytosol. In contrast, L. monocytogenes strains in which hly was either interrupted
by the insertion of a transposon or deleted, remained trapped in the vacuole, unable
to divide [26, 37]. LLO-deficient bacteria were also nonvirulent in vivo, revealing
the essential role of this toxin and the bacterial intracellular lifecycle in pathogenesis
[37–41]. Additional studies showed that the L. monocytogenes surface protein ActA
(encoded by actA on LIPI-1) is enriched at one pole of the bacterium, where it
recruits the host cell F-actin polymerization machinery to generate a propulsive
actin comet tail [42, 43]. F-actin polymerization randomly propels L. monocytog-
enes until it forms an extracellular protrusion that can invade an adjacent cell
[44, 45]. Once the adjacent cell has ingested the protrusion, L. monocytogenes is
located into a secondary vacuole made of two membranes that originate from the
donor and recipient cells. LLO is also required for the disruption of the secondary
vacuole, releasing the bacterium into the cytosol of the newly infected cell. Cell-to-
cell spreading is a very efficient process that propagates the bacterium within tissues,
while avoiding exposure to the many antimicrobial molecules and phagocytes
present in the extracellular environment [46, 47]. In addition to LLO, two bacterial
phospholipases, PI-PLC and PC-PLC respectively encoded by plcA and plcB on
LIPI-1, facilitate L. monocytogenes escape from the primary and secondary vacu-
oles [48]. As further developed in the next paragraphs, recent studies suggest that
LLO plays additional roles during the intracellular lifecycle of the bacterium. For
example, LLO can also act as an invasin that stimulates L. monocytogenes inter-
nalization and affects the transcriptional activity of infected cells [49, 50].

Regulation of Listeriolysin O Expression and Activity

Listeriolysin O Expression

Transcriptional regulation of hly, the 1590-base pair gene coding for LLO, is
predominantly controlled by the positive regulatory factor A (PrfA) [51–53]. PrfA
binds to a 14-base pair palindromic sequence upstream of the promoter region to
positively regulate the transcription of the major virulence genes of L. monocyt-
ogenes, which form the PrfA regulon [52, 54]. PrfA expression and activity are
regulated at the transcriptional, translational, and post-translational levels [52].
Among the several factors that control PrfA expression or activity, temperature,
carbon source, bacterial growth phase, and environmental stresses play an
important role [55–57]. Of particular significance, the prfA mRNA functions as a
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thermosensor that selectively allows the translation of PrfA at 37 �C once the
bacterium is within its animal host. The prfA mRNA 5’ untranslated region (UTR)
adopts a hairpin structure that masks the ribosome binding site at temperatures
below 30 �C, whereas this structure melts at the temperature of the host, 37 �C,
leading to PrfA synthesis and transcription of hly and other virulence genes [58,
59]. Additionally, the hly promoter is more active when the bacterium is within
host cells. This is independent of PrfA and requires the hly 50 UTR, but the
underlying mechanism remains unknown [60, 61]. Finally, the 50 coding region of
the hly mRNA is also thought to control LLO translation in the cytosol [62].

The open reading frame of hly codes for a preprotein of 529 residues with an
amino-terminal secretion signal sequence typical of those found in Gram-positive
bacteria [63]. Upon secretion by the general secretory pathway, the signal
sequence is cleaved by a signal peptidase releasing a mature protein of 504 resi-
dues. Due to the central role LLO plays during pathogenesis, molecular strategies
preventing its synthesis, secretion, and/or activity are of great medical interest. For
example, human antimicrobial peptides that belong to the a-defensin family, such
as HNP1, prevent both LLO release by the bacterium and LLO activity via
unknown mechanisms [64, 65]. Once these mechanisms are solved, the develop-
ment of defensin-like molecules could constitute promising therapeutic tools
against L. monocytogenes and other CDC-producing pathogens [66].

Mechanism of Assembly of the CDC Pore Complex

LLO crystallization and X-ray crystallographic analysis were recently carried out;
however, detailed structural determination is not yet established [67]. Structural
information and models for pore formation are available for several other CDCs
including PFO (perfringolysin O, produced by Clostridium perfringens) [68, 69].
Based upon the high degree of identity between their amino acid sequences
(28–99 %), CDCs likely share a similar three-dimensional organization into four
domains (referred to as D1 to D4) (Fig. 9.2) and mechanism of pore formation
[70–73]. These toxins are produced as water soluble monomers or dimers that bind
to the lipid bilayer in an upright position through three hydrophobic loops—L1 to
L3—located at the base of the carboxy-terminal domain (D4) and form an olig-
omeric pore complex. It has been proposed that CDCs could form pores of dif-
ferent sizes [74]. In particular, studies using the patch-clamp technique or
measuring the traversal of various membrane impermeant dyes across LLO pores,
suggested that the size and/or shape of LLO pores formed in mammalian mem-
branes could vary [75, 76]. However, the model for CDC pore formation that
currently prevails proposes that CDCs assemble into a large ring-shaped pore
oligomer. Whether there is some variation in size and/or shape of the pores among
the CDC family members remain to be established.
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Cholesterol is the receptor for most CDCs and plays an essential role in initiating
the structural transitions required for formation of the pore complex [77, 78]. A
threonine-leucine pair conserved in all CDCs and located in L1, mediates direct
binding of PFO, SLO (streptolysin O, secreted by Streptococcus pyogenes), and PLY
(pneumolysin, produced by Streptococcus pneumoniae) to cholesterol [79]. We
recently confirmed that the corresponding amino acid pair (Thr515/Leu516 in LLO)
is required for LLO binding to cholesterol and pore formation (our unpublished
observations). To date, cholesterol is the only known mammalian cell receptor for
LLO, but the existence of additional lipid and/or protein receptors cannot be
excluded [80, 81]. Also, preloading LLO with cholesterol does not abrogate its
binding to biological membranes and a few CDCs utilize the surface protein CD59 as
initial receptor before binding to cholesterol [81–84]. Following binding to choles-
terol, the two proximal hydrophobic loops, L2 and L3, insert into the lipid bilayer.

LLO LLO 
prepore-locked

LLO 
monomer-locked

(b)

Undecapeptide

D1

D3

D4

D2

Loops 1 to 3
T515, L516 
L461 

Acidic triad:
D208, E247, D320

G80C

I359C

S213C

LLO prepore-locked:

LLO monomer-locked:

K344C

α-helices

(a)

Fig. 9.2 Model for LLO pore formation. a Model for LLO ribbon structure based upon PFO
crystal structure (PBD#1PFO) generated with Pymol [69]. LLO, similar to other CDCs, is thought
to be organized into four domains (D1–D4). D4 is involved in binding to the lipid bilayer through
three hydrophobic loops (L1–L3) located at the base of D4. L1 contains the cholesterol-binding
motif T515/L516. Leucine 461 controls the LLO oligomerization rate. The undecapeptide
sequence, which contains the unique cysteine, controls conformational remodeling in D3 during
toxin oligomerization. The a-helices in D3 convert into two b-strands per monomer to form the b
barrel pore. The acidic triad in D3 is responsible for LLO denaturation at neutral pH (at the
temperature of the host). Amino acid substitutions in LLO monomer-locked and LLO prepore-
locked variants are indicated by the red boxes. Dr. Eusondia Arnett (Ohio State University, USA)
helped designing the LLO model. b Transmission electron microscopy of the LLO pore formed
on lipid droplets. The images represent oligomers of native LLO, LLO prepore-locked, and LLO
monomer-locked variants (scale bar = 50 nm) [89]. The transmission electron microscopy
images were captured by Dr. Elisabeth M. Wilson-Kubalek (The Scripps Research Institute,
USA)
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The undecapeptide signature sequence of CDCs –ECTGLAWEWWR- at the tip of
D4, is then critical for stable monomer–monomer interactions, which transmit
structural changes to D3, leading to the formation of stable prepore oligomers of
35–44 subunits [85]. During the prepore-to-pore transition, D3 a-helices convert of
into two amphipathic b-hairpins per toxin monomer, which insert across the lipid
bilayer to form a b-barrel pore [71, 86, 87].

Most studies on CDC structural remodeling during pore-formation have used
PFO. For example, substitution of Gly57 and Ser190, (which are in close prox-
imity in the folded protein) with cysteine residues generated an intramolecular
disulfide bridge between D2 and D3. Formation of this disulfide bridge did not
affect PFO binding to host membranes and oligomerization into a prepore com-
plex, but halted structural rearrangements necessary for pore formation [88]. This
construct allowed the authors to refine their model of CDC pore formation and
establish that the rate-limiting step in the formation of the PFO pore is the
assembly of the prepore complex and not the prepore-to-pore transition at the
temperature of the animal host [88]. Importantly, amino acid substitutions at
corresponding locations in LLO (G80C/S213C), determined by protein sequence
alignment, also arrested LLO at the prepore stage [77, 89]. Also, amino acid
substitution into cysteines at similar locations in LLO (K344C/I359C) and PFO
blocked formation of the prepore complex in both toxins [88, 89]. Therefore, LLO
and PFO adopt a similar fold and undergo similar intra- and inter-molecular
remodeling to form a pore complex.

Regulation of LLO Activity by pH, Oxidation,
and Cholesterol

Several physicochemical parameters control the formation of LLO pores, among
which are the temperature and pH [35]. Indeed, the formation of LLO pores is pH-
sensitive at the temperature of the host (37 �C), LLO being more active at acidic
pH [90]. Therefore, LLO activity is likely increased in acidic environments, such
as the acidifying phagosome. The pH sensitivity of LLO is due to unfolding of the
D3 transmembrane beta-hairpins at 37�C and neutral pH leading to LLO aggre-
gation [91, 92]. Denaturation involves three acidic residues located in D3 (Asp208,
Glu247, and Asp320) that act as a pH sensor. At neutral pH, the combination of
charge repulsions between acidic residues and thermal fluctuations leads to
unfurling of the twin a-helical bundles in D3, exposing hydrophobic residues and
causing LLO aggregation [92]. Denaturation operates on a relatively long time-
scale, since it takes several minutes to inactivate LLO in physiological buffer at
37 �C (at pH 7.4) [79, 89]. However, if bound to a lipid bilayer, LLO appears
protected from denaturation and remains active [89]. The slow pH-dependent
inactivation of LLO has two important biological implications. First, LLO secreted
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by extracellular L. monocytogenes can still perforate host cells at physiological
temperature and neutral pH, affecting the biology of the host cell from the
extracellular compartment [80]. Second, the lifetime of LLO in extracellular fluids
is limited, lessening its cytotoxicity [49, 89, 93, 94].

The efficiency of LLO pore formation also involves the amino acid Leu461,
which exchange with a threonine generates a LLO variant that retains full activity
at neutral pH [95]. This observation led to the initial conclusion that Leu461 was
responsible for the pH-dependent activity of LLO. However, the LLO L461T
variant was later shown to display similar rates of pH- and temperature-dependent
denaturation, but an increased rate of hemolysis, suggesting that L461 rather
controls the rate of LLO oligomerization [92].

CDCs were initially named the sulfhydryl-activated hemolysins for their ability
to cause hemolysis in their reduced state, while they were inactive when oxidized
[35]. Indeed, a unique cysteine in the undecapeptide sequence in D4 acts as a
redox switch that turns off the activity of the oxidized toxin [35]. However, a
cysteine-free LLO variant (LLO C484A) is still able to form pores, albeit with a
lower efficiency [96]. The biological significance of this redox switch remains
uncertain. A study proposed that L. monocytogenes exploits the gamma-interferon
inducible lysosomal thiol reductase (GILT), located in lysosomes of antigen-pre-
senting cells, to maintain LLO in its active reduced state [97].

It has also long been known that CDCs are inactivated by preloading with
cholesterol prior to their binding to host membranes are inactive [35, 84]. This
inactivation is attributed to premature and irreversible structural transitions in D3
of the CDC monomer. This property has been used as an experimental approach to
establish the role of pore-formation in CDC activity. However, preloading CDCs
with cholesterol raises several concerns. First, cholesterol insolubility in aqueous
buffer may lead to uncontrolled formation of toxin/cholesterol aggregates,
decreasing toxin binding to host cells in addition to inhibiting pore formation.
Also, the proportion of CDC associated to cholesterol is difficult to establish and
some residual pore-forming activity may persist. As an alternative approach,
amino acid variations in the LLO undecapeptide sequence were proposed to
decrease the LLO pore-forming activity; however it is unclear if binding and/or
pore-formation are affected and these variants retain substantial capacity to form
pores [96]. To unambiguously dissect the contribution of each stage of the LLO
pore formation, i.e. binding as a monomer, formation of the prepore oligomer, and
prepore-to-pore transition, in LLO function, two full length recombinant LLO
variants were constructed (LLO monomer-locked and LLO-prepore-locked).
These variants retain the membrane binding capability of native LLO, but the LLO
monomer-locked variant fails to oligomerize into a prepore complex, while the
LLO prepore-locked variant forms a prepore complex that cannot undergo the
prepore-to-pore conversion (Fig. 9.2) [89]. These variants are of great value to
establish the structure-function relationship of LLO.
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Listeriolysin O is an Intracellular Pore-Forming Toxin
with Reduced Cytotoxicity

LLO Facilitates L. monocytogenes Escape
from the Endocytic Vacuoles

An essential function of LLO is to mediate L. monocytogenes escape from the
primary and secondary vacuoles (Fig. 9.1). This activity is facilitated by three
additional virulence factors: phosphatidylinositol-specific (PI-PLC) phospholipase,
phosphatidylcholine-specific (PC-PLC) phospholipase, and a metalloprotease
(Mpl) that activates PC-PLC, encoded respectively by plcA, plcB, and mpl on
LIPI-1 [90].

Escape from the Primary Vacuole

LLO is critical for L. monocytogenes escape from the primary endocytic vacuole in
most cells, including professional phagocytes and nonphagocytic cells [26].
However, there are exceptions, since LLO-deficient L. monocytogenes can reach
the cytosol of some nonphagocytic human cell lines [98]. In those cells, PC-PLC
plays a major role in vacuolar escape in the absence of LLO [99, 100]. On the
contrary, in cells that require LLO for vacuolar escape, PI-PLC, but not PC-PLC,
facilitates escape [48, 101]. Therefore, the process of vacuolar escape is controlled
by both the L. monocytogenes virulence factors and host cells. The molecular basis
for such variation in the mechanism of escape in different cell types or species is
not yet understood. Also, how LLO alone or in cooperation with the bacterial
phospholipases dismantles the primary endocytic vacuole is not fully explained.
Many studies have addressed this question leading to multiple, non-mutually
exclusive, hypotheses. Overall, LLO and the phospholipases delay the maturation
of the vacuole and decrease its toxicity toward the bacterium, while compromising
the integrity of the membrane. These virulence factors even affect host cell sig-
naling before the bacterium is fully internalized. Indeed, extracellular LLO and PI-
PLC induce the translocation of the host protein kinase C b isoforms (PKCb) from
the cytosol to endosomal membranes, which increases the efficiency of escape,
possibly by altering endosomal recycling during early stages of phagosomal
maturation [102]. The process of vacuolar escape takes 15–30 min in murine
macrophages [76] and requires early maturation of the phagosome, such as its
acidification and some low level of fusion with lysosomes. Phagosomal acidifi-
cation may increase LLO pore-forming activity [95, 103]. Perforation of the
phagosome by LLO then perturbs the intraphagosomal pH and calcium concen-
tration, which in turn decreases the rate of phagosome fusion with lysosomes,
giving time to the bacterium to fully disrupt the phagosomal membrane without
being harmed by the toxic lysosomal contents [76, 104]. Indeed, LLO delays the
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acquisition of the late endosomal and lysosomal marker LAMP-1 [104]. The host
thiol reductase GILT, which accumulates in the phagosome of macrophages,
facilitates L. monocytogenes phagosomal escape in a cell culture model and is also
important for L. monocytogenes virulence in mice. The direct role of GILT in
maintaining LLO in its reduced active state is supported by the fact that purified
GILT activates the hemolytic activity of recombinant LLO [97]. Beyond Ca2+ and
H+ ions, the intraphagosomal concentration of Cl- also affects the efficiency of
vacuolar escape. Interestingly, the cystic fibrosis transmembrane conductance
regulator (CFTR), which increases Cl- concentration in the phagosome, facilitates
bacterial escape in vitro and potentiates L. monocytogenes virulence in mice [105].
This activity might be explained by the fact that high Cl- concentrations enhance
the rate of LLO oligomerization, thereby facilitating pore-formation [105].
Recently, the L. monocytogenes PLCs were shown to stimulate the production of
reactive oxygen species (ROS), which is unfavorable to L. monocytogenes intra-
cellular survival. However, LLO counteracts this activity, importantly decreasing
the toxicity of the phagosome [106]. When LLO and the phospholipases cooperate
for escape, LLO may translocate the PLCs to grant them access to both sides of the
lipid bilayer for more efficient digestion of their target phospholipids. A role for
LLO in the translocation of the PLCs has not yet been shown, but another CDC,
SLO was shown to translocate the virulence factor nicotinamide adenine dinu-
cleotide-glycohydrolase into the host cell cytosol [107]. In conclusion, in addition
to physical and biochemical damages inflicted to the phagosomal membrane, LLO
and the PLCs also modify the maturation of the phagosome in multiple ways,
which collectively leads to the release of the bacterium into the cytosol.

The Efficiency of Escape is Cell-Type Dependent and Varies
with the Cell Activation State

L. monocytogenes does not escape from all phagosomes. The efficiency of escape
depends upon the nature and activation status of the host cell, and can vary from
phagosome to phagosome within the same cell. For example, LLO and the PLCs
are less efficient in activated than resting macrophages and are unable to protect L.
monocytogenes from intracellular killing in human neutrophils [108, 109]. In these
examples, it appears that host cells can use various strategies to limit or even
prevent vacuolar escape. These include exacerbated bactericidal activity of the
phagosome, direct inhibition or degradation of LLO, or increased physical resis-
tance of the endolysosomal compartment. In activated murine macrophages, the
rapid production of reactive oxygen and nitrogen intermediates likely damage
bacteria, limiting their ability to secrete the virulence factors required for escape
[110]. Also, lysosomal cathepsin-D degrades LLO in murine fibroblasts and
macrophages, limiting the efficiency of L. monocytogenes escape in cultured cells,
and impacting the course of infection in a murine model of listeriosis [111]. A
similar enzymatic process was recently proposed to exist in neutrophils in which
the matrix metalloproteinase-8, stored in secondary granules, degrades LLO [109].
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Also, the antimicrobial peptides, a-defensins, stored at high concentrations in
neutrophil primary granules, inhibit LLO release from the bacterium in addition to
blocking its activity [64, 65]. Paradoxically, during L. monocytogenes phagocy-
tosis by neutrophils, LLO triggers its own inactivation by stimulating the exocy-
tosis of secondary and primary granules [109]. Finally, macrophage activation by
multiple stimuli (TNF-a, peptidoglycan, etc.) diminishes the susceptibility of the
phagosome and more generally, the endolysosomal network, to disruption by LLO
and other stresses [112]. The molecular basis for this increased resistance of the
endolysosomal network to multiple physical stressors remains to be elucidated.
The process of autophagy also limits host cell invasion by targeting newly inter-
nalized bacteria that reside in damaged phagosomes [113, 114]. LLO was shown to
be necessary and sufficient to activate autophagy of the phagosome. However, the
impact of autophagy varies with the nature of the infected cells: autophagy
decreases infection of fibroblasts, but not of bone marrow derived macrophages
[115]. It is important to highlight that autophagy does not affect L. monocytogenes
growth in the cytosol since several bacterial factors prevent cytosolic recognition
of the bacterium by the autophagy pathway (Fig. 9.1) [113, 114, 116].

Escape from the Secondary Vacuole

The secretion of LLO, PI-PLC, and PC-PLC is also critical for L. monocytogenes
escape from the secondary vacuole during cell-to-cell spreading [46, 48]. To
demonstrate the role of LLO in this process, LLO-deficient L. monocytogenes were
noncovalently coated with recombinant LLO. This coating was sufficient to pro-
mote bacterial escape from the primary vacuole, allowing the bacterium to pro-
liferate in the cytosol and undergo F-actin-based motility; however, bacteria were
unable to escape from the secondary vacuole and failed to spread to adjacent cells
[46]. Also, the construction of L. monocytogenes wild type and plcA/plcB double
deletion mutant strains that express hly under the control of an IPTG-inducible
promoter, confirmed that both LLO and the PLCs are critical for L. monocytogenes
escape from the secondary vacuole [117, 118]. Electron microscopy analysis of
infected macrophages showed that in the absence of continued LLO expression,
but in the presence of the PLCs, L. monocytogenes remained predominantly
trapped in secondary vacuoles made of one membrane. This observation indicates
that the PLCs are critical for the disruption of the inner membrane (originating
from the donor cell), whereas LLO is mostly involved in the disorganization of the
outer membrane (originating from the recipient cell) [117]. Consistent with this
model, when L. monocytogenes is transmitted to a recipient cell in which LLO was
dispensable for the disruption of the primary vacuole, LLO was also dispensable
for dissolution of the secondary vesicle [117].
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Mechanisms Reducing the Cytotoxicity of Listeriolysin O

In the cytosol, L. monocytogenes continuously produces LLO in order to spread
from cell to cell [119]. L. monocytogenes tightly controls LLO synthesis and
activity in order to disrupt vacuolar membranes without killing the infected cell. It
has been well-established that L. monocytogenes mutant strains with increased
LLO expression or activity escape from primary and secondary vacuoles, but are
less virulent because they lyse the host cells, destroying their replicative niche
[120, 121]. Also, hly replacement by genes encoding other CDCs, such as PFO,
ALO (anthrolysin O, produced by Bacillus anthracis), or ILY (intermedilysin O,
produced by Streptococcus intermedius), under the control of the hly promoter,
allowed L. monocytogenes vacuolar escape, but resulted in increased host cell lysis
and loss of virulence in animal models [122–124]. Therefore, unlike other CDCs,
LLO displays unique characteristics that limit its cytotoxicity. Additional studies
revealed that the low cytotoxicity of LLO results from the combination of several
processes including translational repression in the cytosol, pH-dependent dena-
turation, and degradation by the proteasome.

pH-Dependent Denaturation of Listeriolysin O

LLO displays a relatively short lifetime in biological fluids and the cytosol, due to
its propensity to aggregate at neutral pH (developed in section ‘‘Regulation of LLO
Activity by pH, Oxidation, and Cholesterol’’). However, it should be noted that the
pH-dependent denaturation of LLO does not instantaneously nor completely
abrogate its activity. For example, intravenous injection of recombinant LLO in
mice has multiple biological effects and can be lethal to the animal [35, 125].
Therefore, LLO has acquired additional features to decrease its cytotoxicity.

Listeriolysin O Expression and Degradation in the Cytosol

Sequence comparison between LLO and the more cytotoxic PFO revealed the
presence of an additional region in the LLO N-terminal domain. Deletion of the
corresponding DNA sequence from the L. monocytogenes genome increased LLO
toxicity and severely decreased bacterial virulence. However, this deletion did not
affect the efficiency of pore-formation or vacuolar escape, indicating that the N-
terminal region does not control LLO activity [120, 126]. This sequence contains
eukaryotic PEST-like motifs (enriched in proline (P), glutamic acid (D), aspartic
acid (E) and serine (S) or threonine (T)), known to target proteins for degradation
by the proteasome. Therefore, it was initially believed that the PEST-like
sequences target LLO for degradation. Additional studies disproved this hypoth-
esis. Even though LLO is phosphorylated and ubiquitinated within the PEST-like
sequences and is degraded by the proteasome, LLO proteasomal degradation is
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independent of the PEST-like sequences. Furthermore, inhibition of the protea-
some did not significantly affect the cytotoxicity of wild type L. monocytogenes
[62]. It was then proposed that the 5’ coding sequence of the hly mRNA, corre-
sponding to the N-terminal PEST-like sequences, negatively controls LLO trans-
lation in the cytosol [62]. Indeed, this sequence was shown to specifically decrease
LLO synthesis during L. monocytogenes exponential growth in cell culture med-
ium and in host cell cytosol [120]. When this sequence was inserted in the gene
coding for PFO, PFO synthesis was also decreased [120]. Interestingly, when the
PEST-like sequences were deleted, the resulting excess of cytosolic LLO was
degraded by the proteasome, decreasing LLO cytotoxicity. Therefore, proteasomal
degradation is an additional process that protects host cells in case of excessive
production of LLO. LLO proteasomal degradation was proposed to involve the
N-end rule pathway [127]. Finally, several hours post-infection, LLO was asso-
ciated with numerous perinuclear aggregates of polyubiquitinated proteins in
murine bone marrow derived macrophages [128]. The mechanism of formation
and the fate of such LLO aggregates are unknown. It is possible that the pH-
dependent denaturation of LLO facilitates their formation. Also, such aggregates
may sequester LLO and favor its subsequent degradation by the proteasome or the
autophagy pathways. Formation of aggregates may represent an additional
mechanism to reduce LLO cytosolic toxicity [128].

Does Cytosolic Listeriolysin O Cause Organelle
and/or Plasma Membrane Lesions?

Mechanisms that decrease LLO concentration and activity in the cytosol are
sufficient to ensure host cell survival; however, these mechanisms may not fully
inhibit the activity of LLO in the cytosol. Moderate membrane damage caused by
cytosolic LLO is likely difficult to observe, since host cells can undergo rapid
repair of their organelles and plasma membrane. In favor of the idea that cytosolic
LLO can target and perforate host cell membranes, it has been reported that, at late
stages of cellular infection, a LLO-dependent Ca2+ rise is responsible for NF-
kappa B activation and production of IL-6 [129]. The authors concluded that LLO
released by L. monocytogenes in the cytosol damages the plasma membrane,
leading to an influx of Ca2+, which activates cytokine production without killing
infected cells [129]. Also, a more recent study suggested that LLO perforates the
plasma membrane of bone marrow-derived macrophages at late stages of infec-
tion. Interestingly, the plasma membrane of caspase 7-/- macrophages was more
damaged, revealing a role for this cysteine protease in maintaining the integrity of
infected cells [130]. Therefore, LLO secreted into the cytosol may undergo
moderate perforation of host cell membranes affecting the biology of infected
cells. Such a process is likely to be detected at late stages of cell infection when the
number of replicating bacteria is substantial. Studying LLO activity in the cytosol
emerges as a relevant research focus. In this line of investigation, several points

174 S. Seveau



need to be clarified: (i) it is necessary to confirm that cytosolic LLO perforates host
cell membranes and determine which membranes are preferentially targeted by
LLO; (ii) establish if and how such membrane damage affects the course of
infection; and if so, (iii) whether membrane damage favors the host or the path-
ogen. Finally, future studies will focus on elucidating the plasma membrane and
organelle repair mechanisms, which are still poorly understood.

Listeriolysin O is an Extracellular Pore-Forming Toxin

In addition to disrupting the primary and secondary vacuoles, LLO has been
recently proposed to exert novel roles during the L. monocytogenes intracellular
lifecycle. Indeed, a large body of evidence supports the idea that LLO secreted by
extracellular L. monocytogenes perforates the host cell plasma membrane before
bacterial entry, activating multiple signaling pathways. If cells are exposed to a
moderate number of bacteria, the plasma membrane repair process maintains the
integrity of the host cell. Nevertheless, the signaling activity of extracellular LLO
modifies the biology of the host cell, potentially influencing the course of infec-
tion. Indeed, extracellular LLO was proposed to control L. monocytogenes inter-
nalization into nonphagocytic cells, vacuolar escape, organelle homeostasis,
transcriptional activity, and the production of inflammatory mediators (Fig. 9.3). It
is clear that we are only starting to appreciate the complexity and diversity of the
activities of extracellular LLO.

Listeriolysin O Released by Extracellular L. monocytogenes
Activates Multiple Signaling Pathways

Listeriolysin O Perforates the Host Cell Plasma Membrane

Extracellular L. monocytogenes perforates host cells in a LLO-dependent fashion.
Perforation is indicated by a rapid, LLO-dependent influx of extracellular Ca2+

upon addition of L. monocytogenes to animal cells [75]. Cell perforation can also
be directly detected by measuring the entry of small cell-impermeant fluorescent
dyes into host cells, as for example ethidium homodimer or propidium iodide [89,
131]. Plasma membrane perforation is a very dangerous situation for host cells,
which must immediately eliminate the toxin pore in order to survive.

Host Cells Repair their Plasma Membrane

Animal cells are frequently wounded in tissues subjected to mechanical stress such
as skeletal muscles, heart, intestine, lung, and skin. Mechanical lesions can span
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several micrometers and do not spontaneously reseal. The immediate consequence
of membrane damage is a massive influx of extracellular Ca2+ into the cytosol,
which is sensed as a membrane damage signal, triggering a complex multistep
Ca2+-dependent membrane repair program [132–134]. Pore-forming proteins of
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Fig. 9.3 Model for the multifaceted activity of LLO during the L. monocytogenes intracellular
lifecycle. LLO is secreted as a water-soluble monomer that binds to cholesterol in the host plasma
membrane (1). The toxin assembles into a prepore complex (2), which then vertically collapses to
form the transmembrane pore, leading to rapid fluxes of ions and small molecules (3). It is
proposed that LLO interaction with and remodeling of lipid raft signaling platforms (in yellow),
and fluxes of ions and molecules across the LLO pore complex, activate multiple signaling
pathways. Downstream events include plasma membrane repair, which may involve the
internalization (4a) and/or extrusion (4b) of LLO vesicles; F-actin remodeling and activation of
the endocytic uptake of the bacterium (5). Also, signaling initiated by LLO at the plasma
membrane may influence vacuolar escape (6). Independently of bacterial internalization,
extracellular LLO exerts multiple effects on target cells including modifications of ER and
mitochondria; protein synthesis; histone modifications; and apoptosis. The signaling activities of
LLO though activation of transcription factors and histone modifications affect the production of
inflammatory mediators; however, it is not always clear whether LLO exerts a pro- or anti-
inflammatory function. LLO produced in the primary and secondary (not shown in the figure)
vacuoles release the bacterium into the cytosol. Once LLO is produced in the cytosol, several
mechanisms decrease its activity and production. Nevertheless, at late stages of intracellular
replication, when the number of bacteria is very high, an excess of LLO may not be efficiently
inactivated leading to cell damage. Finally, digestion of LLO in the phagosome or cytosol
generates peptides for presentation by Class II or I MHC molecules, activating the adaptive
immune response
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the host immune system (perforin, complement membrane attack complex) or
toxins produced by pathogens can also injure the host cell plasma membrane.
Despite their relatively small size (B50 nm), these transmembrane pores are very
stable. If too many pores are formed, the target cell is rapidly lysed. However,
active processes can restore the integrity of animal cells exposed to lower con-
centrations of toxins [135, 136]. Recent studies proposed that host cells injured by
the CDC SLO are repaired by Ca2+-dependent endocytosis of the toxin pores. The
model for the repair of cells damaged by SLO shares some similarities with the
repair model of large mechanical wounds. In this model, the influx of extracellular
Ca2+ activates Ca2+-sensitive fusogenic proteins, such as the members of the
SNARE family of proteins, inducing rapid lysosome fusion with the plasma
membrane [137–139]. The exocytosed lysosomal enzyme acid sphingomyelinase
(ASM) then converts sphingomyelin into ceramides on the outer leaflet of the
plasma membrane. Ceramides were shown to induce inward curvature of the
plasma membrane, which likely facilitates the endocytosis of SLO pores [139,
140]. Once internalized, the toxin pores are trafficked to, and degraded within the
lumen of multivesicular bodies [141]. Alternatively, other studies proposed that
vesicles containing the SLO pores bud from the plasma membrane and are released
in the extracellular compartment. This process is also activated upon Ca2+ influx
and involves a family of Ca2+-regulated cytosolic proteins, the annexins [135,
142]. Resealing of the plasma membrane of cells exposed to low concentrations of
LLO is Ca2+-dependent, but K+-, F-actin-, dynamin-, and clathrin-independent,
which is compatible with the two proposed models [89]. Whether these two repair
mechanisms coexist in a same cell, are cell type-dependent, or depend upon the
extent of membrane damage remains to be elucidated. Also, it is possible that these
models only incompletely describe the complex process of plasma membrane
repair. Importantly, resealing of the plasma membrane may not always suffice to
maintain cell viability. Indeed, if the rise in cytosolic Ca2+ is too high, a state of
‘‘Ca2+ overload’’ is reached, leading to the activation of cell death pathways
despite recovery of the plasma membrane integrity [143].

Extracellular Listeriolysin O is a Potent Signaling Molecule

LLO signaling is not limited to the activation of the plasma membrane repair
process. LLO activates multiple signaling pathways via two major mechanisms.
First, similar to other CDCs, LLO is thought to bind to and reorganize cholesterol-
rich microdomains, affecting the dynamics and signaling activities of these sig-
naling platforms [144]. Second, CDCs form a large pore complex that measures
30–50 nm, allowing ions and small molecules to diffuse across the plasma
membrane, thereby eliciting multiple signaling events. For example, Ca2+ and K+

fluxes subsequent to cell perforation by LLO and other pore-forming toxins
activate multiple pathways. Also, cell depolarization, Na+ and Cl- perturbations,
exposure to the oxidative extracellular environment, loss of ATP and small pro-
teins, etc., all likely affect signaling.
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The Versatility of Ca2+ and K+ Signaling

Eukaryotic cells maintain a very low cytosolic concentration of Ca2+ (*100 nM)
in comparison to the extracellular environment (*1 mM). The endoplasmic
reticulum (ER) and mitochondria also store Ca2+. This provides cells a means for
rapid and sensitive signaling by increasing the cytosolic Ca2+ concentration
through the activation of diverse channels and pumps on cytoplasmic and orga-
nelle membranes. Ca2+ is a universal second messenger that regulates a large array
of cellular processes. How a cytosolic rise in Ca2+ controls many different path-
ways can be explained by the fact that cells integrate the amplitude, duration,
pattern, and localization of the Ca2+ rises in any given cellular context. In the light
of the central role Ca2+ plays, it is not surprising that pathogens have evolved to
manipulate Ca2+ signaling. Upon interaction with host cells, LLO released by L.
monocytogenes rapidly induces a rise in intracellular Ca2+, which was shown to
result from: (1) Ca2+ influx across LLO pores and activation of Ca2+ channels at
the plasma membrane; (2) release of Ca2+ from intracellular stores via PLC-
dependent activation of Ca2+ channels, (3) release of intracellular Ca2+ stores due
to a direct insult of the ER [75, 145–148]. Many signaling pathways activated by
extracellular LLO are linked to the rise in intracellular Ca2+. For example, a rise in
intracellular Ca2+ affects L. monocytogenes internalization and organelle
homeostasis. However, if the Ca2+ rise is too high, the situation of ‘‘calcium
overload’’ can damage organelles such as the mitochondria and ER, potentially
activating cell death pathways.

Cells maintain a high intracellular concentration of K+ (*140 mM) in com-
parison to the extracellular environment (*5 mM). The efflux of K+ upon LLO
perforation is also responsible for various cellular effects including activation of
protein phosphorylation, autophagy, and transcriptional regulation [149]. Numer-
ous Ca2+-sensitive transducers are known to respond to cytosolic variations in
Ca2+ concentration; however, it is unclear how host cells sense and respond to
variation in intracellular K+. Adding more complexity, the combinatorial effect of
simultaneous ionic and molecular fluxes should be considered when studying how
extracellular LLO controls host cell signaling [131].

Activation of MAPKs

LLO and many other pore-forming toxins are known to activate members of the
large family of the mitogen-activated protein kinases (MAPKs) which include the
extracellular signal-regulated kinase (ERK), p38, and Jun N-terminal kinase (JNK)
subfamilies. These protein kinases transduce environmental and developmental
signals into essential cell responses such as differentiation, apoptosis, and inflam-
mation [150]. These kinases act through regulating transcription, but also exert
more rapid effects that are independent of de novo protein synthesis. LLO is a
potent activator of all three subfamilies, ERK1/2, p38, and JNK [149, 151]. Acti-
vation of ERK and p38 is independent of Ca2+ influx, but requires K+ efflux [149].
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Furthermore, ERK and p38 activation is important for recovering ion homeostasis
following perforation by LLO [149]. Reflecting the diversity of events regulated by
these transducers, it was reported that MEK-1/ERK2 is required for L. monocyt-
ogenes internalization into epithelial cells [151, 152].

SUMOylation

Another class of post-transcriptional modification more recently attributed to LLO
is SUMOylation [93]. SUMO (Small Ubiquitin-like Modifier) is an ubiquitin-like
polypeptide that can be covalently conjugated to proteins by three enzymes des-
ignated E1, E2, and E3. SUMOylation is reversible, as deSUMOylation proteases,
the ‘‘deSUMOylases’’, cleave the SUMO group from the target protein. SU-
MOylation controls multiple cellular processes such as intracellular transport,
transcriptional regulation, stress responses, cell cycle, and apoptosis [153, 154]. L.
monocytogenes was shown to decrease the level of SUMOylated proteins in
infected cells, in a LLO-dependent fashion [93]. This effect is due to the degra-
dation of the unique human E2 enzyme, Ubc9, possibly via an aspartyl-protease.
Demonstrating the relevance of this pathway during pathogenesis, Ubc9 degra-
dation was also observed in mice infected by L. monocytogenes [93]. As a con-
sequence of Ubc9 degradation, there is an overall decrease in protein
SUMOylation in L. monocytogenes infected cells. LLO alone, as well as other
CDCs, is sufficient to exert this activity. Since increasing the global level of
SUMOylated proteins by SUMO overexpression protects cells against L. mono-
cytogenes infection, it was proposed that deSUMOylation subsequent to cell
exposure to LLO favors pathogenesis. Which proteins are deSUMOylated during
L. monocytogenes infection and how SUMOylated proteins protect host cells from
infection remain to be established.

Roles of Extracellular Listeriolysin O in L. monocytogenes
Internalization and Vacuolar Escape

Extracellular Listeriolysin O is Sufficient to Activate L. monocytogenes
Internalization

A particularity of L. monocytogenes is its ability to infect a large variety of
normally nonphagocytic cells. To invade nonphagocytic cells, bacterial surface
adhesins anchor the bacterium to the host cell, while a second class of virulence
factors, the invasins, activates the host cell internalization machineries. Some
virulence factors can exert the dual function of adhesin and invasin. For example,
InlA promotes both bacterial attachment and internalization by interacting with the
cell adhesion molecule E-cadherin on epithelial cells. InlB only acts as an invasin
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by activating several receptors including HGF-Rc or c-Met [34]. L. monocytogenes
uptake by normally nonphagocytic cells is poorly efficient when compared to
professional phagocytes. Therefore, L. monocytogenes internalization into non-
phagocytic cells is likely a limiting factor during pathogenesis. Thus, multiple
adhesins and invasins may be required to facilitate L. monocytogenes internali-
zation. Also with the wide range of cells L. monocytogenes infects, it is not
surprising that this bacterium employs several adhesins and invasins to target
diverse host cell receptors. It was reported that LLO alone can increase the effi-
ciency of bacterial internalization into nonphagocytic cells, likely by mediating an
influx of the second messenger Ca2+ [145]. It was shown more recently that LLO
can act as an invasin, i.e. LLO is sufficient to induce the internalization of L.
monocytogenes into some nonphagocytic cell lines [89]. This study showed for the
first time that a pore-forming toxin can activate bacterial internalization. This
novel internalization pathway requires host cell tyrosine kinase activity, F-actin
polymerization, dynamin, but is microtubule- and clathrin-independent [131]. The
organization of the plasma membrane into signaling, cholesterol-rich microdo-
mains is essential for L. monocytogenes internalization [155, 156]. Thus, LLO
binding to cholesterol-enriched microdomains may favor the creation a favorable
signaling microenvironment. Furthermore, only native LLO, but not the LLO
prepore-locked variant could induce bacterial internalization, revealing that for-
mation of the LLO pore complex is strictly required for bacterial entry. This led to
the hypothesis that membrane perforation is sufficient to activate F-actin remod-
eling and the host cell internalization machineries. In support of this, the CDC
PLY also induces L. monocytogenes internalization and the parasite Trypanosoma
cruzi was shown to perforate the host cell plasma membrane to stimulate its
internalization [89, 157]. More recent studies propose that a combination of Ca2+-
influx and K+-efflux is required for the LLO-dependent internalization pathway.
Further linking ion fluxes to bacterial internalization, cell treatment with both Ca2+

and K+ ionophores, in the absence of LLO, could induce the internalization of
large cargoes such as 1 lm polystyrene beads or bacteria [131]. Thus, damaging
the host cell plasma membrane emerges as an invasion strategy, shared by unre-
lated pathogens, that involves ion fluxes across the perforated plasma membrane.
This invasion mechanism is relevant to many pathogens since pore-forming pro-
teins are commonly produced by viruses, bacteria, and eukaryotic intracellular
pathogens. The relationship between membrane perforation and pathogen inter-
nalization is certainly complex. Although some CDCs are required for uptake of
Streptococcus and Listeria species, SLO exerts an anti-phagocytic activity for
group A Streptococcus [89, 158, 159]. Additional studies are necessary to deter-
mine how membrane perforation can positively or, in some instances, negatively,
regulate bacterial internalization.
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Extracellular Listeriolysin O Controls the Efficiency of Vacuolar
Escape

It was proposed that host cell signaling activated by LLO before or during bac-
terial internalization influences subsequent vacuolar escape. Indeed, extracellular
LLO and PI-PLC activate the translocation of PKC bII on endosomal membranes,
which controls L. monocytogenes escape from the phagosome in murine macro-
phages [102]. Therefore, early signaling by extracellular LLO may importantly
affect the composition and properties of the phagosome and the properties of the
endosomal network that fuses with the phagosome. Further studies are necessary to
better understand the role of extracellular LLO and PKC bII in endosomal traf-
ficking and bacterial escape.

Effects of Extracellular Listeriolysin O on Organelle
Homeostasis and Transcription

LLO secreted by L. monocytogenes in the extracellular compartment or recom-
binant LLO added exogenously to animal cells affect the ER and mitochondria.
These effects result most likely from perforation of the plasma membrane, giving
rise to an increase in intracellular Ca2+. Interestingly, it is proposed that the ER
and mitochondria responses to LLO perforation then regulate positively or nega-
tively host cell invasion.

Perturbation of the Endoplasmic Reticulum

The ER ensures essential cellular functions including posttranslational modifica-
tion, folding, and sorting of newly synthesized proteins, lipid metabolism, and
Ca2+ storage. In case of stress, the accumulation of unfolded proteins in the ER
lumen is sensed by three ER-associated signal transducer proteins (PERK, ATF6,
and IRE1) that activate the unfolded protein response (UPR). The UPR is con-
served among all mammalian species and ensures cell survival until homeostasis is
restored [160]. This response is characterized by a decrease in protein translation
to limit the incoming pool of proteins in the ER, and by transcription of UPR target
genes [161]. However, if the stress is too severe to be resolved, the UPR leads to
apoptotic cell death [160]. Viral and bacterial pathogens have been shown to
perturb ER homeostasis, activating the UPR. In particular, extracellular L. mon-
ocytogenes activates the UPR in a LLO-dependent fashion and recombinant LLO,
added exogenously to the cell culture medium, was sufficient to activate the UPR
[162]. How LLO activates the UPR is not known. It can be speculated that LLO
indirectly triggers this response via perturbation of Ca2+ homeostasis. Indeed, cell
exposure to LLO leads to depletion of the ER Ca2+ store, which is known to

9 Multifaceted Activity of Listeriolysin O 181



stimulate the UPR [163, 164]. Apoptotic cell death via activation of the ER-
resident procaspase-12 upstream from the pro-apoptotic caspase-3 was observed in
a substantial proportion of cells infected with L. monocytogenes [162]. Cell
treatment with UPR-activating chemicals before infection decreased the intracel-
lular load of L. monocytogenes. Therefore, UPR activation can be considered as a
host cell response that decreases L. monocytogenes infection and may lead to cell
death, thereby destroying the bacterial replication niche [162]. Similarly, other
studies on the pore-forming Crystal (Cry) produced by the invertebrate pathogen
Bacillus thuringiensis have revealed that the UPR sensor IRE1, activated down-
stream from p38MAPK, protects Caenorhabditis elegans and mammalian cell
lines against Cry toxins [165]. In addition to the UPR, other pathways likely
control protein synthesis in cells exposed to pore-forming toxins, since recombi-
nant LLO halted protein synthesis in a K+-dependent, but UPR-independent
fashion [149]. This process was proposed to maintain the target cell in a quiescent
state, while it recovers from toxin attack [149]. The ER is physically and func-
tionally connected to the mitochondrial network [166]. It is therefore not sur-
prising that pore forming toxins such as LLO affect the homeostasis of both ER
and mitochondria.

Transient Fragmentation of the Mitochondrial Network

Infection of epithelial cells by L. monocytogenes is paralleled with a transient
fragmentation of the mitochondrial network [94]. LLO was identified as the vir-
ulence factor responsible for this effect, since recombinant LLO, but not LLO-
deficient bacteria, induced mitochondrial fragmentation [94]. LLO also caused a
loss of mitochondrial membrane potential and a decrease in respiration and cel-
lular ATP. Mechanistically, these effects require an intact F-actin cytoskeleton and
involve the ER rather than the canonical mitochondrial fission and fusion proteins
Drp1 and Opa 1 [167]. Importantly, fragmentation of the mitochondrial network
was transient and the cellular levels of ATP were recovered after a few hours [94].
The influx of extracellular Ca2+ was strictly required for mitochondrial frag-
mentation and recombinant LLO variants with lowered capacity to form pores
were inactive, revealing the involvement of plasma membrane perforation by LLO
in mitochondrial remodeling. Interestingly, this process was observed to be ‘‘all or
nothing’’, which could reflects that a threshold level of LLO and subsequently of
intracellular Ca2+ concentration is required [166]. Blocking mitochondrial
remodeling could modulate the efficiency of L. monocytogenes invasion of host
cells [94]. Mitochondrial fragmentation may maintain host cell viability by lim-
iting an otherwise lethal Ca2+ overload since mitochondrial remodeling was not
paralleled with apoptosis [94]. Such a protective response would advantage the
bacterium by mediating host cell survival. It is also possible that L. monocytogenes
affects the cell bioenergetics to favor infection.
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Roles of Extracellular Listeriolysin O in Inflammatory
and Cell Death Pathways

Transcriptional Reprogramming via Histone Modifications

The DNA of all eukaryotic cells is wrapped around histone octamers made of two
copies of each of four histones H2A, H2B, H3, and H4, forming nucleosomes.
Posttranslational modifications of histones by acetylation, methylation, phos-
phorylation, or other modifications regulate gene expression, repair, replication,
and recombination [168]. Pathogens also target histones in order to control the
transcriptional activity of the infected host. LLO secreted by extracellular L.
monocytogenes or recombinant LLO, but not LLO-deficient bacteria, induces the
dephosphorylation of Ser10 on histone H3 and deacetylation of histone H4 [49].
Although it was initially thought that this function was independent of the for-
mation of LLO pore complex, a more recent study by the same authors showed
that this effect indeed results from an efflux of K+ subsequent to LLO pore for-
mation [169]. It was proposed that L. monocytogenes exploits histone modification
to decrease the expression of some immunity genes, thereby lowering inflamma-
tion [49].

Activation of Innate and Adaptive Immunity

LLO affects the inflammatory response of the host through several processes. First,
the toxin activates the inflammatory response by releasing L. monocytogenes into
the cytosol, where the bacterium directly activates multiple NOD-like receptors
(NLRs) [170–172]. Second, LLO alone released in the extracellular environment
activates caspase-1 and the transcription of inflammatory genes. More specifically,
K+ efflux subsequent to plasma membrane perforation by LLO or several other
pore-forming toxins activates the NALP3 inflammasome leading to caspase-1-
dependent processing of pro-IL1b [169, 173, 174]. Caspase-1 was also shown to
induce the translocation of the transcription factor SREBP to the nucleus, acti-
vating transcription of genes controlling lipid metabolism and cell survival [173,
175]. L. monocytogenes invasion of endothelial cells activates the pro-inflamma-
tory transcription factor NF-KB and cytokine production in a LLO-dependent
fashion [176]. Indeed, plasma membrane perforation by extracellular or intracel-
lular LLO is responsible for NF- KB activation, surface expression of adhesion
molecules, and the production of pro-inflammatory cytokines in epithelial cells
[129, 176]. It was also proposed that LLO and other CDCs activate Toll-like
receptor 4, which then modulates the inflammatory response [177].

Additionally, LLO is an immunogenic protein that contains several T and B
cells epitopes. Two CD4+ (corresponding to the amino acids 189–201 and
215–226) and one CD8+ (amino acids 91–99) immunodominant epitopes have
been identified in LLO [178]. Thus LLO, which is indispensable for pathogenesis,
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will ultimately be used by the immuno-competent host to drive the activation of
immune cells, permanently eliminating the pathogen. In addition to providing
major antigens, LLO is an immunomodulatory molecule. Several highly promising
anti-tumor vaccine candidates use LLO or LLO variants as adjuvants [178]. The
molecular basis of the LLO adjuvant properties is still unclear, but highlights the
key role LLO plays in the control of innate and adaptive immune responses. It is
proposed that LLO immunomodulatory activities are independent of its pore-
forming activity [179].

Activation of Cell Death Pathways by Extracellular Listeriolysin O

L. monocytogenes has long been known to cause rapid—one to three days post-
infection—apoptotic lesions in the spleen, lymph nodes, brain, and liver of
infected mice [180]. In the liver, lesions are associated with infected hepatocytes,
suggesting that cellular infection is responsible for activating the cell death
pathway [181]. Although L. monocytogenes can activate apoptosis in macrophages
and dendritic cells, T lymphocytes is the predominant cell type involved in
apoptotic lesions in vivo [180]. In the spleen, massive lesions containing apoptotic
T lymphocytes were observed independently of the mouse and L. monocytogenes
strains and route of infection [125, 180]. Several lines of evidence strongly support
that LLO secreted in the extracellular environment is responsible for lymphocyte
apoptosis. First, apoptotic lymphocytes were not infected with L. monocytogenes,
but free L. monocytogenes were observed in the affected areas. Thus, an extra-
cellular factor such as LLO is likely responsible for apoptosis. Second, apoptosis
was LLO-dependent, required LLO secretion, and could be induced in the draining
lymph nodes following injection of recombinant LLO in the mouse footpads [125,
182]. Lymphocyte apoptosis decreased with bacterial burden when LLO-neutral-
izing antibodies were injected in infected mice [183, 184]. Finally, in support of a
direct role of LLO, sublytic concentrations of LLO induce lymphocyte apoptosis
in vitro [125]. Indeed, LLO can activate caspase-dependent (rapid) and indepen-
dent (slow) pathways leading to apoptosis. A rapid activation of capase-3, -6, and -
9, was observed in cells treated with LLO and was followed by exposure of
phosphatidylserine on the outer leaflet of the plasma membrane, mitochondrial
depolarization, and DNA fragmentation [125]. Granzymes play a major role in
LLO-induced T-cell apoptosis in vitro and in vivo [185]. LLO is likely endocy-
tosed and acts intracellularly to disrupt the lytic granules, thereby releasing
granzymes into the cytosol, where the enzymes activate apoptosis [185]. Impor-
tantly, it was shown that LLO facilitates the production of type I interferon, which
sensitizes T lymphocytes to the apoptogenic function of LLO [186]. Apoptosis
facilitates L. monocytogenes infection by decreasing host resistance and facili-
tating bacterial proliferation [187]. Thus the role of extracellular LLO in lym-
phocyte apoptosis is clearly characterized in vitro and in vivo. Importantly, this
extracellular activity of LLO substantially affects the course of infection.
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Concluding Remarks

LLO has emerged as a multifunctional toxin that regulates the intracellular life-
cycle of L. monocytogenes in diverse cell types and affects the innate and adaptive
immune responses. Many more studies are necessary to better delineate the
mechanisms of action of this toxin. In particular, how LLO facilitates the dis-
ruption of the endocytic vacuoles containing L. monocytogenes is still unclear.
LLO secreted by extracellular bacteria also targets and affects the biology of
multiple cell types, from epithelial cells to T lymphocytes. Extracellular LLO may
control several stages of the L. monocytogenes intracellular lifecycle including
bacterial internalization, vacuolar escape, and efficient intracellular replication.
Extracellular LLO may also affect many cell types that the bacterium does not
infect. For example, LLO can modulate the production of inflammatory messen-
gers and cell death pathways independently of host cell invasion. A major chal-
lenge in the field is now to distinguish the extracellular from intracellular activities
of LLO in vivo, and to determine which, if not all, of the host cell responses to
LLO observed in cell culture models play a substantial role during pathogenesis. A
fascinating aspect of LLO is its dual role during infection: whereas LLO is
indispensable for pathogenesis, it is a major immunogenic molecule that ultimately
elicits Listeria monocytogenes killing by the immunocompetent host. Due to its
unique set of properties, LLO has emerged as a promising tool for the development
of vaccine adjuvants. However, the molecular basis of the LLO immunomodula-
tory activity is poorly understood. Gaining knowledge on the interplay between
LLO and host cells will importantly benefit basic research on pathogen-host
interaction, pore-forming toxins, immunity, as well as the design of vaccines.
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Chapter 10
Perforin: A Key Pore-Forming Protein
for Immune Control of Viruses
and Cancer

Jerome Thiery and Judy Lieberman

Abstract Perforin (PFN) is the key pore-forming molecule in the cytotoxic
granules of immune killer cells. Expressed only in killer cells, PFN is the rate-
limiting molecule for cytotoxic function, delivering the death-inducing granule
serine proteases (granzymes) into target cells marked for immune elimination.
In this chapter we describe our current understanding of how PFN accomplishes
this task. We discuss where PFN is expressed and how its expression is regulated,
the biogenesis and storage of PFN in killer cells and how they are protected from
potential damage, how it is released, how it delivers Granzymes into target cells
and the consequences of PFN deficiency.

Keywords Cytotoxic granules � Cytotoxicity � Cytotoxic T cells � Familial
hemophagocytic lymphohistiocytosis � Granzymes � MACPF � Natural killer
cells � Perforin � Pore-forming protein
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FHL Familial hemophagocytic lymphohistiocytosis
GNLY Granulysin
Gzm Granzymes
GvHD Graft-versus-host disease
HGH Hemophagocytic lymphohistiocytosis
IL2 Interleukin-2
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Introduction

Immune cytotoxic (killer) cells protect us from intracellular infection by triggering
programmed cell death to eliminate infected cells; they also help protect us,
although less effectively, from transformed cancer cells. The main killer cells are
natural killer (NK) cells of the innate immune system and CD8+ cytotoxic T
lymphocytes (CTL) of adaptive immunity, although some CD4+ T lymphocytes,
especially TH1 and Treg cells, also deploy the specialized cell death-inducing
machinery. All killer lymphocytes contain specialized secretory lysosomes, called
cytotoxic granules, filled with death-inducing serine proteases, called granzymes
(Gzm, ‘‘granule enzyme’’) (Fig. 10.1). When the killer cell recognizes a cell tar-
geted for elimination, the cytotoxic granules move to the immune synapse (IS)
formed with the target cell and fuse their membranes with the killer cell plasma
membrane, dumping their contents into the IS. This process is called granule
exocytosis (Figs. 10.2, 10.3). The cytotoxic granules also contain perforin (PFN), a
pore-forming protein encoded by the PRF1 gene, which has an N-terminal mem-
brane attack complex/perforin (MACPF) domain (reviewed in [101]) that is similar
to the pore forming domain of the cholesterol-dependent cytolysins (CDCs) from
Gram+ bacteria, such as perfringolysin O [77], and to complement components
C6–C9 of the membrane attack complex (MAC) [49, 86, 98] (Fig. 10.4). PFN,
which is expressed only in killer lymphocytes, delivers the death-inducing Gzms
into the target cell cytoplasm. The Gzm proteases activate cell death by cleaving
specific target proteins in the cytoplasm and concentrate within mitochondria and
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Fig. 10.1 Key components of cytotoxic granules. a Perforin (green) is localized within the
cytotoxic granules of a Natural Killer (NK) cell. The plasma membrane is stained red. b The
cytolytic effector molecules, perforin, granzymes, and granulysin, are bound in the granule core
to the serglycin proteoglycan. Calreticulin in the granule scavenges Ca2+ to prevent perforin
membrane insertion. Cytotoxic granules also contain molecules found in all lysosomes, such as
Lamp1 (CD107a), CD63 and cathepsins, as well as membrane-associated proteins specific to
secretory lysosomes, such as vesicle-associated soluble N-ethylmaleimide-sensitive factor
accessory complex component (VAMP)7 or VAMP8, Munc13-4, and Rab27a, which are
essential for granule exocytosis. Cathepsins B and C play a special role in cytotoxic granules—
cathepsin C removes 2 N-terminal amino acids from the pro-granzymes to produce the active
enzyme; lysosomal membrane-associated cathepsin B may help protect the killer cell from
membrane damage in the immune synapse by cleaving and inactivating perforin. Other
cathepsins may substitute for these cathepsins when they are absent or mutated
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nuclei, where many key Gzm protein substrates reside. In the encounter with a
target cell, the killer cell remains unharmed; thus killer cells are serial killers that
can detach from one target to seek and destroy others. Target cells destroyed by
cytotoxic granules die a highly regulated programmed cell death (apoptosis), rather
than necrosis. Programmed cell death minimizes inflammation and damage to
nearby tissue since target cells and their debris are rapidly removed by immune
phagocytes, especially macrophages. Although killer lymphocytes can also activate
programmed cell death by recognizing and activating death receptors on target
cells, granule-mediated cell death is responsible for immune control of viral and
intracellular bacterial infection and cancer.

PFN is the only molecule known to deliver the Gzms into target cells in vivo.
Mice genetically deficient in Prf1 are profoundly immunodeficient, being unable
to protect themselves from viruses and prone to develop lymphoma. Humans
genetically deficient in functional PFN are also impaired in their ability to handle
intracellular infection and can develop an often-fatal inflammatory syndrome due
to unresolved infection that can only be treated by bone marrow transplantation
(see Chap. 11). Individuals bearing hypomorphic mutations that do not completely
eliminate PFN function can be asymptomatic until adulthood and are susceptible
to developing lymphoma. Recently a weakly paralogous protein PFN-2 that
contains a MACPF domain and is expressed from the MPEG1 gene mainly in
macrophages has also been identified and is hypothesized to also form membrane
pores [54]. PFN-2 may play a role in macrophage defense against bacteria.

Fig. 10.2 Steps in granule-mediated cytotoxicity. After the killer cell recognizes a target cell (1),
an immune synapse is formed at the interface and the microtubule organizing center moves to the
synapse, reorganizing the microtubule network (2). Cytotoxic granules move along microtubules
to dock at the killer cell membrane. Granule membranes fuse with the killer cell plasma
membrane, releasing their contents (yellow) into the immune synapse (3). Perforin delivers the
granzymes into the cytosol of target cells (4) where they initiate apoptotic death (5). The
granzymes concentrate in the nucleus of target cells. The killer cell then detaches from the dying
cell and is free to seek out additional targets
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In this chapter we describe our current understanding of how PFN functions in
killer cells. PFN multimerizes to form pores in cholesterol-containing membranes
in a Ca2+-dependent manner. The structure of PFN, based on the recent crystalli-
zation of monomeric PFN and single-particle cryo-EM reconstruction of PFN
pores, is described in Chaps. 4 and 6. Here we discuss where PFN is expressed and
how its expression is regulated, the biogenesis and storage of PFN in killer cells and
how they are protected from it, how it is released, how it delivers Gzms into target
cells and the consequences of PFN deficiency. Although the simplest model for
PFN-mediated Gzm delivery into target cells would be through PFN pores in the
target cell plasma membrane, this model does not fit the data. Plasma membrane
delivery leads to cell membrane damage and rapid target cell death by necrosis,
rather than the characteristic slower and non-inflammatory immune-mediated death
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Fig. 10.3 Model of granule exocytosis. In response to antigen recognition, the mature cytotoxic
granule moves along microtubules, to dock at the cell membrane at the immune synapse probably
with assistance from the actin-myosin cytoskeleton. A cytotoxic granule vesicle-associated
soluble N-ethylmaleimide-sensitive factor accessory (SNARE) complex component (VAMP)
protein binds to Munc18-2, which is associated with plasma membrane syntaxin 11. Cytotoxic
granule proteins Rab27a and Munc13-4, in association with a synaptotagmin SLP1 or SLP2, help
anchor the granule to the membrane. A SNARE complex forms between plasma membrane
SNAP23 and syntaxin 11 and granule membrane VAMP to initiate fusion of the granule
membrane to the plasma membrane. Following membrane fusion, the cytotoxic granule contents
are released into the immune synapse. After fusion, granule membrane-associated cathepsin B
(not shown) is displayed on the killer cell membrane and protects it from perforin membrane
damage. Figure adapted from [20]
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by apoptosis. Here we discuss the experimental basis for an alternate model for
Gzm delivery (Fig. 10.5). In this model, PFN causes transient cell membrane
damage that mobilizes the target cell to repair the damaged membrane rapidly and
remove PFN and Gzms on the membrane by endocytosis. Gzms are then released
from endosomes when PFN forms large pores in the endosomal membrane.

Perforin is Only Expressed by Killer Lymphocytes

NK cells and CD8+ T cells are the major classes of PFN-expressing killer lym-
phocytes. Non-lymphoid cells, B lymphocytes and noncytolytic T cells do not
express PFN. Cytotoxicity and PFN1 expression are tightly regulated and corre-
lated. When T cells are released from the thymus and before they encounter
antigen, they are ‘‘naïve’’—they do not express Prf1 and are not cytotoxic. About
5–7 days after naïve CD8 T cells encounter antigen recognized by their T cell
receptor (TCR), they differentiate into effector cytotoxic cells that express PFN
and some of the Gzms [36]. At the same time, they down-regulate adhesive and
chemokine receptor molecules that retain them in lymph nodes and acquire
receptors that allow them to traffic to tissue sites of infection and tumor invasion.
Professional antigen presenting cells (APC), macrophages and dendritic cells, are
the most effective cells for activating cytotoxic function. Induction of cytotoxic
genes requires not only antigen-receptor activation, but also costimulation, and is
greatly enhanced by APCs that have been stimulated by danger- and pathogen-
associated pattern recognition receptors or by exogenous inflammatory and anti-
viral cytokines, including the Type I interferons, IL-1 and IFN-c. The combination
of these signals leads to production of IL-2 and other related cc-dependent cyto-
kines (IL-4, IL-7, IL-9, IL-15 and IL-21), which are needed to activate PFN gene
expression. This insures that cytotoxicity is only triggered by bona fide antigens on
infected cells or cancers and not by ‘‘self’’ antigens that the TCR might recognize.
Activated killer CD8+ T cells also begin to express the Fcc receptor CD16, also
present on cytotoxic NK cells, which enables them to recognize and lyse target

Fig. 10.4 Perforin structure and insertion in the plasma membrane. a The PFN monomer
contains an N-terminal domain (Nt) with a leader peptide (LP), followed by a membrane attack
complex/perforin (MACPF) domain (composed of complement homology domains joined by two
alpha-helical domains). A calcium-binding C2 domain, responsible for membrane binding,
followed by a C-terminal peptide (Ct) are linked to the MACPF domain by an epidermal growth
factor (EGF) domain. b Crystal structure of the PFN monomer, color coded with the MACPF
domain in red, the CH1 and CH2 helices in orange, the EGF domain in green, and the C2 domain
in yellow. The grey balls indicate calcium binding to the C2 domain in the crystal structure.
c Cryoelectron microscopy reconstruction of the large PFN pore. d, e Model of PFN
conformational change induced by membrane binding of the C2 domain to form a multimerized
pore, based on the structure of the monomer and the reconstruction of PFN pore densities.
Domains in e are color coded as in b. Light Blue in e indicates the membrane. b–e are adapted
from [48]

b
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cells that have been coated with antibodies in a process called antibody-dependent
cell-mediated cytotoxicity (ADCC). In situations of persistent and extensive
antigenic stimulation, however, such as occurs in tumors and chronic viral
infection, many effector T cells with surface protein expression of CD8+ no longer
express PFN and are not cytotoxic [97, 108, 112]. Effector CD8+ T cells that lack
cytotoxicity are termed ‘‘exhausted’’.

PFN is also present in NKT cells (a group of T cells co-expressing a TCR and
NK cell surface receptors [63]). Some murine CD4+ T cells, especially TH1 cells
generated by viral infection, also express Prf1 mRNA, but about 20 times less than
activated CD8+ T cells [12, 13]. Effector-like cd T cells and human CD4+CD25+

regulatory T cells [33] also express PFN and can be cytotoxic.
Most effector cells in an immediate immune response die within a few weeks,

but some survive and develop into memory cells. Memory cells down-regulate
cytotoxic effector proteins, but the kinetics of down-regulation varies with the
molecule and with the particularities of the immunostimulatory environment
[19, 78]. PFN, as the limiting molecule for cytotoxicity, is down-regulated more
rapidly than other effector molecules. Memory CD8+ T cells rapidly reacquire
cytotoxic capability within hours of restimulation. The molecular basis for this

Fig. 10.5 Model of perforin delivery of granzymes into the target cell. a PFN treatment of HeLa
cells causes dramatic membrane perturbation and blebbing. b Killer cell degranulation causes a
transient calcium influx in target cells that persists for a few minutes. In this experiment from [45]
PHA-activated human cytotoxic T lymphocytes (CTL) were incubated with Fura-2-loaded, anti-
cluster of differentiation 3 (CD3)-coated U937 cells and images were obtained every 30 s. The
Fura-2 indicator dye is blue when calcium is low and green when it is elevated. c PFN and
granzyme B are endocytosed into giant EEA-1—staining endosomes (gigantosomes). When
HeLa cells are treated with PFN and granzyme B, within 5 min, granzyme B (green) concentrates
in gigantosomes and is released beginning after about 10 min. Later the released granzyme
concentrates in the target cell nucleus (blue). c is reprinted from [94]. d Large EEA-1+

endosomes (green) form in a target cell after CTL degranulation. EGFP-EEA-1 transfected HeLa
target cells were incubated with specific CTL in the absence of calcium to allow cell conjugation.
After 2 min, CaCl2 was added to induce CTL degranulation. Enlarged endosomes form in the
target cell within minutes following CTL degranulation. e The addition of PFN to granzyme B
causes fluorescent granzyme B (green) uptake into gigantosomes. After *10 min, granzymes are
released into cytosol and concentrate after 20 min in the target cell nucleus, stained with DAPI
(blue). f High magnification confocal section of representative gigantosomes stained 7 min after
HeLa cell treatment with human PFN showing highly localized PFN staining in clumps on the
endosomal membrane. g Model for PFN delivery of granzymes. After cytotoxic granule
exocytosis into the immunological synapse (1), PFN multimerizes in the target-cell membrane to
form small pores through which Ca2+ enters (2), triggering a plasma membrane repair response
(3) in which lysosomes fuse with the damaged plasma membrane and PFN and granzymes are
rapidly internalized by dynamin and clathrin-dependent endocytosis. PFN and granzyme-
containing endosomes then fuse together by rapid Rab5-dependent homotypic fusion in response
to the transient Ca2+ flux (4) to form gigantosomes. Within gigantosomes, PFN continues to
multimerize to form new and possibly bigger pores, preventing acidification and causing some
granzyme release (5), before inducing endosomal rupture and complete granzyme release into the
target-cell cytoplasm (6), where they initiate proteolysis (7) leading to programmed cell death (8).
d–g are reprinted from [93]. Scale bars 10 lm (c–e) or 5 lm (f)

b
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rapid response is not well understood, although recent studies suggest that in
memory CD8+ T cells the chromatin of cytolytic effector gene promoters and of
eomesodermin, the master transcription factor that regulates CD8+ T cell effector
genes, bear epigenetic marks that poise them for transcription compared to naïve T
cells [1, 2, 24, 62, 113]. These cells might also store Prf1 and Gzm mRNAs that
can be rapidly translated upon activation.

It takes a week to ten days for naïve CD8+ T cells to proliferate and differ-
entiate into a large population of antigen-specific CTLs. In the meantime, NK cells
mediate the immediate response to intracellular infection in individuals that have
not been vaccinated or previously exposed. NK activating receptors recognize cell
surface changes on tumors, stressed cells and infected cells, such as down-regu-
lation of MHC/HLA molecules or cell surface expression of nonclassical MHC
molecules, such as MICA and MICB, that are induced by stress. Freshly minted
NK cells (at least in mice, but not studied in humans) do not immediately express
Gzms and PFN [26]. They constitutively express mRNAs for Gzma and Gzmb and
Prf1, but only have detectable GzmA protein. Hence, they have limited cytotox-
icity. However, PFN and Gzms and cytotoxicity are up-regulated rapidly when NK
cell activating receptors are engaged. Less differentiated NK cells that highly
express the neural cell adhesion molecule NCAM or CD56 and lack CD16 are
weakly or not cytotoxic, while more differentiated CD56dimCD16+ NK cells are
potent killer cells [100]. Once an NK cell has acquired cytolytic activity, the PRF1
gene is thought to be constitutively transcribed [79]. In the circulation CD56dim

NK cells have about a log more PFN than CD56bright NK cells.

Perforin Gene Regulation

In mammals and marsupials, PFN is encoded by a single-copy gene, but multiple
variants have been described in fish and amphibians, most likely as a result of
genome duplication [9]. PRF1 is closely related in sequence to the terminal
complement genes in fish and other species. In mammals another more weakly
related pore-forming protein, found in macrophages (MPEG-1, 12 % amino acid
identity), may have been a PRF1 ancestor, since it can be traced evolutionarily to
sponges [54]. Sequence alignments show a high degree of conservation of Prf1
genes from different species. This high conservation may be related to its non-
redundant function as a target cell membrane damaging agent, essential for
cytotoxicity. Despite a 30 % divergence in sequence, mouse and human PFN can
functionally substitute for each other.

Both human PRF1 and mouse Prf1 genes are located on chromosome 10 and
share a common simple structure comprised of three small exons that span 6 kb
[70] as well as 50- and 30-untranslated regions. The core promoter and sites of
transcription initiation have been mapped, as well as cis-acting functional
sequences in the proximal region of the PRF1 gene. The PRF1 promoter is
GC-rich, does not possess a TATA-box and has one major and several minor sites

206 J. Thiery and J. Lieberman



of transcription initiation [50]. The promoter is moderately active and not specific
for killer cells. However, basal transcriptional activity is repressed in non-
cytotoxic cells by a sequence upstream by -240 bp and an unidentified tran-
scriptional repressor [115]. The two key transcription factors, T-bet (TBX21) and
eomesodermin (EOMES), that belong to the T-box family are the key master
regulators of cytotoxic gene expression and survival of committed CD8+ memory
cells [31, 67, 90, 107]. After naïve CD8+ T cell activation, T-bet is induced before
eomesodermin [18]. Notch signaling and the Runx3 transcription factor upregulate
Eomes, but also directly upregulate expression of Prf1 [17, 18]. Mice deficient in
both Tbx21 and Eomes genes are unable to control tumors and intracellular
infection [5, 40, 117]. They develop a wasting syndrome caused by anomalous
differentiation to IL-17-secreting cells, suggesting that these two transcription
factors not only positively regulate cytotoxic gene expression and other genes
required for CTL survival and function, but also suppress differentiation to
alternate lineages. An uncharacterized Ets family transcription factor also supports
PRF1 promoter activity in killer cells [110].

Two enhancers at -15 and -1 kb have also been described. Interleukin-2 (IL2)
signalling induces the STAT-5 transcription factor, which stimulates these
enhancers, leading to expression of both human PRF1 and mouse Prf1 genes
[114]. The -1 kb enhancer links PRF1 gene expression to signalling from other
cytokines through STAT3 or STAT4 [109, 111]. Additional transcription factors
can also bind to the -15 and -1 kb enhancers including NF-jB, NFAT, Ikaros
and AP-1 [116]. However, the presence of these two enhancers is not sufficient for
optimal and physiological expression of PFN. PFN expression is controlled by an
extended 150 kb cis-regulatory ‘‘territory’’ that includes a locus control region
(LCR) regulating the developmental and activation-specific expression of PFN
only in T cells and NK cells [69].

Perforin Structure, Mechanism of Membrane Insertion
and Pore Formation

Mature PFN is a 533 amino acid protein consisting of three domains: an N-terminal
MACPF domain, an intermediate EGF-like domain and a C-terminal Ca2+-binding
C2 domain responsible for the initial Ca2+-dependent binding of PFN to membrane
surfaces (Fig. 10.4). At high concentrations PFN multimerizes in a cholesterol- and
Ca2+-dependent manner in the plasma membrane of cells to form 5–15 nm pores
[48, 59, 71, 81, 98]. Recent crosslinking and biophysical studies suggest that PFN
may form at least two types of pores in membranes—small unstable pores composed
of about seven monomers, and much larger stable pores [72, 93]. Cryoelectron
microscopy reconstructions suggest that the large pores are composed of *19–24
subunits and have a lumen large enough for Gzm monomers or GzmA dimers to
pass through easily. Membrane pore formation by PFN can be separated into three
stages, each involving structural transitions: membrane binding, multimerization
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and formation of a transmembrane pore. PFN mainly forms pores in cholesterol-
containing membranes. However, it can also less efficiently form pores in choles-
terol poor membranes that are found in bacteria, fungi and parasites [72]. It is largely
inactive against pathogens, which do not synthesize cholesterol.

The PFN C2 domain, which initiates docking with the lipid membrane in a
Ca2+-dependent manner, contains key aspartic acid residues that coordinate
binding of up to four Ca2+ atoms [105]. The CDCs contain a Thr-Leu motif that
binds to cholesterol [25] and causes two nearby hydrophobic loops to insert into
the lipid bilayer and anchor the CDC monomer perpendicularly to the membrane
surface [74]. However, PFN lacks this motif.

The N-terminal MACPF region of the mature 67 kDa protein (residues 44–410
of the human protein) is homologous to domains in complement proteins C6, C7,
C8a, C8b and C9 that form the complement MAC. The crystal structure of
monomeric mouse PFN was recently solved [48]. The MACPF domain is similar
in structure to that of bacterial pore-forming cholesterol-dependent cytolysins,
although they have been hypothesized to insert into membranes in opposite ori-
entations (although this is uncertain [30]). The PFN (and CDC) MACPF domain
are composed of a bent and twisted four-stranded b-sheet flanked by clusters of
a-helices. During pore formation the a-helices unwind to insert into lipid mem-
branes as amphipathic b-strands, which assemble into a transmembrane b-barrel
during multimerization [75, 83]. PFN multimerization involves the association of
oppositely charged residues on two ‘‘flat faces’’ of the MACPF domain (R213 and
E343) [7]. Between the N-terminal MACPF domain and the C2 domain, a central
EGF-like domain lies. Little is known about the function of this domain. However,
in the PFN monomer, the EGF-like domain interacts with the a-helices of the
MACPF domain and may help fix their orientation to the membrane [48].

Perforin Synthesis and Storage

PFN is translated with a leader sequence that directs it to the endoplasmic retic-
ulum (ER), but because it could potentially cause self-destruction of killer cells,
the biosynthesis and storage of PFN is carefully controlled. PFN only forms pores
at neutral pH, which means that the neutral, Ca2+-rich ER milieu would be ideal
for activating it. The inactivity of PFN in the ER was initially ascribed to its
synthesis as an inactive precursor, which is only activated by removal of a
carboxy-terminal glycosylated peptide in cytotoxic granules [99]. Removal of this
C-terminal peptide was proposed to be necessary for Ca2+ to bind to the C2
domain to enable membrane binding. However, this idea is not supported by the
solved structure of monomeric PFN in which the C-terminal peptide and the C2
domain are not close enough to interact [48]. More recent data show that PFN is
active within the ER, but that glycosylation at 2 sites, in the MACPF domain and
in the C-terminal peptide, leads to its rapid trafficking to the Ca2+-poor Golgi and
thence to safe storage in acidic cytotoxic granules [11]. A conserved C-terminal
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tryptophan residue, working through an unknown mechanism, facilitates the rapid
transport from the ER to the Golgi [11]. Mutation of the terminal tryptophan leads
to enhanced death of the killer cell. In the ER and cytotoxic granules, PFN
interacts with calreticulin, an ER chaperone and Ca2+-binding protein, which may
also inhibit PFN membrane insertion until after the granules are released [21, 27].

Cytotoxic granules are acidic, electron-dense, specialized secretory lysosomes
[68] (Fig. 10.1). These granules are mobilized like secretory vesicles in other
secretory cells, such as neurosecretory vesicles near the synapses of neurons and
melanin-containing vesicles of melanocytes. The acidic environment of the
granules not only inhibits PFN binding to Ca2+ [105], but also contributes to PFN
stability. Indeed, PFN levels in CTLs treated with concanamycin, an inhibitor of
the vacuolar H+-ATPase, which disrupts granule acidification, are dramatically
decreased [44]. In addition to PFN, cytotoxic granules contain the Gzms and a
cationic pore-forming molecule, granulysin (GNLY), which is homologous to the
saposins and selectively active at disrupting negatively charged bacterial and
possibly fungal and parasite cell membranes. GNLY is expressed in humans and
nonhuman primates and orthologues are found in some other species (pigs, cows
and horses), but not in rodents. Like PFN, GNLY expression is restricted to
cytotoxic cells. The positively charged cytotoxic effector molecules are bound in
the granule to an acidic proteoglycan, called serglycin, after its many Ser-Gly
repeats [53, 57], which has been proposed as another mechanism for reducing PFN
multimerization within the granules [29]. However, although the killer cells of
serglycin-deficient mice store less GzmB, they have normal amounts of PFN and
GzmA and have unimpaired cytotoxicity [34].

In addition to these specialized molecules, the cytotoxic granules also contain
lysosomal enzymes, the cathepsins, and internal lysosomal membrane proteins,
such as CD107 (Lamp1). The outside of the granule membrane binds SNARE
(soluble N-ethylmaleimide-sensitive factor accessory protein receptor) proteins,
synaptotagmins and Rab GTPases, that regulate vesicular trafficking and cytotoxic
granule release. Some of these molecules, including Rab27a and Munc13-4, which
are important for granule exocytosis, are only incorporated into cytotoxic granules
as they mature by fusion of cytotoxic granules with specialized exocytic vesicles,
formed in secretory cells by fusion of late endosomes and recycling endosomes
(Fig. 10.3). Some of the granule-associated molecules associate with lysosomes in
all cells, while some have a specialized function in killer cells.

During target cell killing, PFN is released from the cytotoxic granules into the
IS formed between the target and killer cell (Fig. 10.2, see below). In these
conditions, PFN is free to act on the target, but also on the effector cell plasma
membrane. How the killer cell membrane is protected from PFN is still not
completely clear. The granule membrane protein cathepsin B is incorporated in the
killer cell plasma membrane when cytotoxic granules fuse with the killer cell
plasma membrane during granule exocytosis. Cathepsin B can cleave PFN and
potentially inactivate any PFN redirected toward the killer cell [4]. However,
CTLs from mice deficient in cathepsin-B survive target cell encounters in vitro and
in vivo [6]. A possible explanation for these seemingly contradictory results could
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be that other membrane-bound granule cathepsins also inactivate PFN when
cathepsin B is absent.

Perforin and Cytotoxic Protein Release into the Immune
Synapse

When CTL and NK cells form an IS with a target cell, engagement of activating
receptors, including the T cell receptor, killer cell activating receptors, and Fc
receptors, activates the killer cell to destroy the target cell (Figs. 10.3, 10.4). Their
activation for cytolysis is enhanced by binding of CD8 or CD4, costimulatory
receptors and adhesion molecules like LFA-1, which cluster in well-defined
concentric rings within the IS. Killer cell activation causes a Ca2+ flux that induces
lytic granules to cluster around the microtubule organizing center (MTOC) and
then align along the immunological synapse [10, 20, 22, 23, 46, 51, 64]
(Figs. 10.2, 10.3). Granules move to the immune synapse via both the microtubule
network and actin cytoskeleton. Cytotoxic granules then dock to the killer cell
plasma membrane in the central region of the immune synapse (c-SMAC).
Cytotoxic granule docking is orchestrated by binding of Rab27a on the cytosolic
side of the mature granule membrane with synaptotagmin-like proteins, SLP1 or
SLP2, which are anchored in the cell membrane. Docked granules are then primed
for fusion by the interaction of Munc13-4 on their surface with syntaxin 11 on the
killer cell membrane. This triggers the formation of a SNARE complex, the
molecular machine for granule membrane fusion, between cytotoxic granule
VAMP7 or VAMP8 with syntaxin 11 and SNAP23 on the cell membrane. Granule
membrane fusion also requires participation of Munc18-2 to trigger the confor-
mational activation of the SNARE complex. Acid sphingomyelinase may be
required for the contraction of docked cytotoxic granules and expulsion of their
contents [37]. Once in the presumably pH neutral IS, PFN is probably released
from serglycin [53], and can bind Ca2+ to become activated for membrane
insertion.

How Perforin Delivers Granzymes into Target Cells

PFN was originally hypothesized to form large pores in the target cell plasma
membrane that allow Gzms to passively diffuse into the target cell. The electron
microscopy images of large PFN pores in cell membranes on which this idea was
based were all generated by applying very high concentrations of PFN to cells. At
these concentrations, PFN causes necrotic cell death by irreversibly damaging the
target cell membrane. However, during killer cell-induced death, the simple
plasma membrane pore model does not fit the data (Fig. 10.5). In this cell
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membrane pore model, Gzms enter the cytosol directly but during killer cell lysis
or when cells are treated with the sublytic concentrations of PFN that deliver Gzms
into cells to induce apoptosis, Gzms are not detected at first in the cytosol, but
instead are initially endocytosed into clathrin-coated vesicles and transported to
endosomes [45, 57, 93, 94].

Gzms can bind to the cation-independent mannose-6-phosphate receptor
(CI-MPR) or heparin receptors on target cells [60], but cells lacking these receptors
are killed just as efficiently [47, 96]. Because the cell membrane is negatively
charged and the Gzms are very basic (pI *10), the Gzms bind to cell surfaces
independently of any receptor via electrostatic interactions [8, 84]. Receptor
independence insures that all cells can be targeted and viruses or cancer cells cannot
evade immune surveillance by down-regulating a cellular receptor. In the absence
of PFN, bound Gzms are inefficiently endocytosed, but because they do not escape
from endocytic compartments, there is no cell death without PFN [14, 28, 85].

We found that PFN indeed forms plasma membrane pores in the target cell, but
these pores are small and transient and only allow small dyes to begin to enter the
cytosol before the damaged area is walled off. However, Ca2+ flows into the target
cell through these pores and remains elevated for a few minutes. Because intra-
cellular Ca2+ is low in cells with an intact cell membrane, the cell senses a Ca2+

influx as a sign that the plasma membrane has been breached. The elevated Ca2+

triggers a rapid cellular membrane damage response (also known as cellular
‘‘wound-healing’’ [76]) in which intracellular vesicles move to the plasma mem-
brane and fuse with it to patch holes, removing and internalizing into endosomes
any damaged membrane [39, 55, 92, 93]. Some of the damaged membrane may
also be removed by blebbing. When the membrane repair response is inhibited
then because the cell membrane remains leaky, target cells die by necrosis instead
of by the slower, regulated, noninflammatory and energy-dependent apoptosis.
Normally, however, membrane wound healing immediately activates endocytosis
leading to the rapid internalization of the membrane-bound granzymes, granulysin
and PFN. Elevated cytosolic Ca2+ activates endosomal fusion, and the resulting
granzyme- and PFN-containing endosomes fuse to form giant endosomes *10
times larger than normal that have been termed gigantosomes. In the endosomal
membrane, PFN forms larger and more stable pores through which Gzms begin to
leak out into the cytosol. The leakiness of the endosome prevents its acidification,
allowing PFN to remain active, and about 10–15 min after cell death has been
triggered the gigantosomes become unstable and rupture, releasing any remaining
cargo to the cytosol where they activate programmed cell death. Although endo-
somal uptake, gigantosome formation, rupture and Gzm release have been
visualized in cells treated with sublytic PFN and Gzms and during T cell and NK
cell-mediated killing, this model is controversial and some researchers still think
that the original plasma membrane pore model is correct [52].

Bacterial and viral endosomolysins can substitute for PFN in vitro (and are
widely used as laboratory reagents for intracellular delivery [14]) and potentially
might play a similar role in vivo in limited circumstances. A similar repair of
injured plasma membrane by rapid Ca2+-dependent endocytosis has also been
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demonstrated with the pore forming protein streptolysin O (SLO) [39]. The release
of lysosomal acid sphingomyelinase (ASM) by SLO-wounded cells promotes
endocytosis and membrane lesion removal [91]. When ASM is released from the
injured cell, it converts sphingomyelin in the outer leaflet of the plasma membrane
to ceramide [38]. PFN also induces the formation of large endosome-like invag-
inations in artificial liposomes [73].

The idea that PFN activity at the plasma membrane leads to pores that are either
too small or too rapidly removed to deliver Gzms directly to the cytosol, but that
PFN pores formed in endosomal membranes are functional for Gzm delivery to
the cytosol is consistent with a recent study of PFN pore conductance and
cryo-electron microcroscopy in planar lipid bilayers and unilamellar vesicles of
different lipid compositions and sizes [72]. In this study two different membrane-
bound PFN conformations were observed, which were interpreted as pre-pore and
pore states of the protein. Small, highly unstable pores preceded the development
of stably open and larger pores that retain a size distribution [72]. In another study,
PFN monomers formed at the plasma membrane included arc-like structures,
representing incomplete PFN pores [58]. These studies suggest that the rapid
membrane repair response interferes with the formation of larger pores on the
plasma membrane, restricting Gzm entry, but that PFN multimerizes into larger
stable pores on the gigantosome membrane, where the membrane repair response
doesn’t operate.

Perforin Deficiency and Disease

Prf1 knockout mice are severely impaired in their defence against viruses and
immune surveillance of tumors [3, 35, 42, 43, 87, 106]. Moreover, in response to
lymphochoriomeningitis virus (LCMV), Prf1-/- mice develop a hemophagocytic
lymphohistiocytosis (HLH) syndrome that resembles the syndrome associated with
PRF1 insufficiency in humans (also called familial hemophagocytic lymphohis-
tiocytosis (FHL) [41, 88]). Prf1-/- mice are also less able to clear infection with
the intracellular bacterium Listeria monocytogenes [42]. They are more suscep-
tible to chemically or oncogenically induced tumors, including 3-methylcholan-
threne-induced fibrosarcoma [82] and oncogene-driven mammary adenocarcinoma
[89]. As they age, Prf1-/- mice also spontaneously develop highly aggressive
disseminated B-cell lymphomas [87]. In a large cohort (n [ 800) of aging Prf1-/-

mice, additional tumors developed including thymic lymphomas, sarcomas, and
lung adenocarcinoma. The severe immune consequences of Prf1 deficiency can be
contrasted by the mild phenotypes associated with Gzm deficiency, likely because
the Gzms have redundant functions. Mice deficient in any one of the 10 Gzms, or
even of the 5 Gzms in the Gzm B cluster, only have subtle differences compared to
wild-type animals. Requirements for a single Gzm have been shown in some cases
by specific immune challenges. For example, Gzm A-deficient mice are more
susceptible to the poxvirus ectromelia [61] and Gzm B-deficient mice have
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reduced graft-versus-host disease (GvHD) [32]. No human clinical syndromes
have been identified with gene mutations of the 5 human Gzm genes.

In humans, PRF1 bi-allelic mutations are extremely rare, but have been iden-
tified in 30–60 % of young children suffering from a rare autosomal recessive
disorder called FHL (FHL2 or Type 2 FHL) [88] that is often fatal if not treated
with bone marrow transplantation. Mutations that interfere with cytotoxic granule
exocytosis (UNC13D mutations encoding for Munc13-4 (FHL3); STX11 mutations
encoding for syntaxin-11 (FHL4) and STXBP2 mutations encoding for Munc18-2
(FHL5)) cause the same syndrome. The genetic defect in some cases has not been
identified (FHL1). Killer cell cytotoxicity is profoundly impaired in these patients.
FHL is an immune homeostasis disorder characterized by uncontrolled activation
and proliferation of CD4+ and CD8+ T cells and macrophage activation [101],
which is likely secondary to chronic unresolved viral infection, especially of
herpesviruses. Macrophage activation is driven by excessive production of IFN-c
by activated CD8+ T cells [65, 66]. In these patients, activated macrophages in the
spleen and bone marrow phagocytose erythrocytes, leukocytes, and platelets,
resulting in severe pancytopenia and anemia. Moreover, the uncontrolled secretion
of inflammatory cytokines (IL-1, IL-6, and TNF-a) by these activated macro-
phages results in severe fever and other symptoms.

Sequencing of PRF1 mutations in FHL patients has identified nonsense,
frameshift and missense mutations that disrupt PFN synthesis, folding or activity
[102, 104]. Some patients with hypomorphic bi-allelic mutations that affect PFN
folding or stability have milder disease that is not diagnosed until adulthood. These
patients are prone to develop leukemia and lymphoma [16]. The A91 V allele
(the most common PRF1 genetic variant, found in 3–17 % of Caucasians) leads
primarily to misfolding of PFN rather than complete loss of function [95, 105]. The
killer cells of patients with A91 V mono or bi-allelic mutations have reduced
cytolytic activity [103]. A91 V mono or bi-allelic mutations predispose to acute
lymphoblastic leukemia [80], anaplastic large cell lymphoma [15] and BCR-ABL+

acute lymphoblastic leukemia [56].
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Chapter 11
Perforin and Human Diseases

Omar Naneh, Tadej Avčin and Apolonija Bedina Zavec

Abstract Natural killer (NK) cells and cytotoxic T lymphocytes (CTL) use a
highly toxic pore-forming protein perforin (PFN) to destroy cells infected with
intracellular pathogens and cells with pre-cancerous transformations. However,
mutations of PFN and defects in its expression can cause an abnormal function of
the immune system and difficulties in elimination of altered cells. As discussed in
this chapter, deficiency of PFN due to the mutations of its gene, PFN1, can be
associated with malignancies and severe immune disorders such as familial he-
mophagocytic lymphohistiocytosis (FHL) and macrophage activation syndrome.
On the other hand, overactivity of PFN can turn the immune system against
autologous cells resulting in other diseases such as systemic lupus erythematosus,
polymyositis, rheumatoid arthritis and cutaneous inflammation. PFN also has a
crucial role in the cellular rejection of solid organ allografts and destruction of
pancreatic b-cells resulting in type 1 diabetes. These facts highlight the importance
of understanding the biochemical characteristics of PFN.

Keywords Perforin � Familial hemophagocytic lymphohistiocytosis � Systemic
lupus erythematosus � Polymyositis � Rheumatoid arthritis � Cutaneous inflam-
mation
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CDC Cholesterol dependent cytolysin
CIA Collagen-induced arthritis
CL Cytotoxic lymphocytes
CTL Cytotoxic T lymphocytes
DM Dermatomyositis
DMD Duchenne muscular dystrophy
EGF Epidermal growth factor regulatory domain
FasL Fas ligand, a type-II transmembrane protein that belongs to the TNF

family
FHL Familial hemophagocytic lymphohistiocytosis
FHL-2 Familial hemophagocytic lymphohistiocytosis type 2
HGMD Human gene mutation database
LCMV Lymphocytic choriomeningitis virus
LCMV-GP Glycoprotein of lymphocytic choriomeningitis virus
MACPF Membrane attack complex-PFN
MHC Major histocompatibility complex
NK Natural killer
PFN Perforin
PM Polymyositis
SLE Systemic lupus erythematosus
SLEDAI SLE disease activity index
Tc1 Type 1 CD8 T cells
Tc2 Type 2 CD8 T cells
TNF Tumor necrosis factor
WT Wild type

Introduction

Cytotoxic lymphocytes (CLs), such as cytotoxic T lymphocytes (CTL) and natural
killer (NK) cells, eliminate their targets with the help of the cytotoxic pore-
forming protein, perforin (PFN). Upon recognition of altered cells, CLs induce
formation of transient conjugates, immunological synapses, with infected or
malignant cells. PFN and granzymes, pro-apoptotic serine proteases, are then
vectorially delivered towards the cleft between membranes. Once released, PFN
binds on the cellular membranes of targets and enables granzymes to enter the
cytosol, thus inducing cell death.

PFN is a *70 kDa pore-forming glycoprotein and a typical representative of
the MACPF (Membrane Attack Complex-PFN) protein family. According to the
published structure of mouse PFN, which is 68 % identical to the human homo-
logue, PFN is a thin and key-shaped molecule [57]. It is comprised of an N-
terminal MACPF/cholesterol dependent cytolysin (CDC) domain with amphi-
pathic helices for membrane protrusion, epidermal growth factor regulatory
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domain (EGF) of unknown function and C-terminal C2 domain, which mediates
initial, calcium-dependent membrane binding.

The PFN pore, which enables entry of granzymes into the cytosol of target
cells, consists of 19–24 monomers that form a transmembrane b barrel pore with a
lumen of 130–200 Å. The formation of active pores strongly depends on pH and
the presence of calcium [75, 100]. Physiological conditions, such as pH 7.4 and
millimolar concentrations of calcium, induce its permeabilizing activity [11, 36,
106]. Despite interactions with membranes in an acidic environment, low pH
prevents the formation of active pores [60, 75]. Therefore, it is not surprising that
PFN and granzymes are stored together within killer cells, in lysosome-like
secretory granules, cytotoxic granules, with an acidic and calcium-free lumen.

As we will describe in this chapter, PFN inactivity or altered expression can
cause severe pathological consequences. Although the first reports of PFN were
published 30 years ago [73] and despite its irreplaceable role in the immune
system, knowledge about PFN’s pore-forming characteristics remains incomplete
[32]. A deeper understanding of PFN’s biochemical characteristics should high-
light its clinical consequences and may identify new targets of more specific
therapeutic approaches.

Perforin Deficiency

Analyses of the biochemical role of PFN have shown great importance of this
protein for the elimination of cells infected with intracellular pathogens such as
viruses and bacteria. PFN-deficient mice infected with lymphocytic choriomen-
ingitis virus (LCMV) have an induced immune response but are not able to clear
viral infection [50, 102]. Additionally, Prf1-/- mice are not able to survive
infection with Ebola virus [34]; besides, based on recent mice model research,
PFN could have a significant role in suppression of influenza virus infection [14].
Prf1 knockout mice, infected with H1N1 influenza virus A, showed a slower time
to recovery from infection and greater weight loss in comparison to their wild type
(WT) counterparts. It was also shown that there was impaired viral control during
the infection of PFN-deficient mice with ectromelia virus, a mouse homolog of the
human smallpox virus [27]. Furthermore, it seems that PFN is significant for the
elimination of intracellular bacteria such as Listeria monocyogenes [49] and
Francisella tularensis [77]. Following vaccination with an attenuated strain of F.
tularensis subsp. novicida, the observed mortality rate after challenging with a
virulent strain is significantly higher in PFN-deficient mice than a WT control. On
the other hand, PFN also has important role in the elimination of malignant tissue.
Prf1-/- mice develop spontaneous lymphomas and other malignancies more
readily than control, WT mice [50, 80, 87], and besides are more prone to
developing a sarcoma induced by chemical carcinogen 3-methylcholanthrene [96].

Well after publishing of a nucleotide sequence for the PFN gene, PRF1 [59],
and mapping of it to the chromosomal region 10q22 [30], Stepp et al. reported the
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first association between PFN and a human immune disorder. Mutations at the
10q21-22 locus were identified as the cause of a rare, rapidly fatal immune dis-
order condition termed familial hemophagocytic lymphohistiocytosis type 2 (FHL-
2) [86]. This suggests that deficiency in functional PFN may result in an impaired
ability to handle intracellular infection and malignancies and that this is connected
to disorders of the immune system.

Alongside with the HGMD public database (2009 update) [85], where there are
currently a total of 84 reported independent missense/nonsense mutations, 13
deletions and 4 insertions, the number of known unique PRF1 defects, which can
cause PFN deficiency, is now known to be more than 120. Reported mutations are
unevenly dispersed through the gene (Fig. 11.1a) and protein (Fig. 11.1b), from
about 6 to 9 % of all amino acids of different domains were mutated in EGF and
C2 domains, respectively. Due to its size, the MACPF domain is more often
mutated than other protein regions and more than 60 % of all mutations are linked
with this domain.

Based on an in silico analysis, mutations of PFN mainly destabilize the protein
structure, which could result in incorrect folding of the molecule [3]. In support of
these results, Chia et al. showed greater temperature instability of some missense
PFN mutants [18]. Additionally, results indicated that some mutations can
markedly reduce PFN activity. For example, cytotoxic activity was reduced by a
D49N substitution due to the introduction of a new N-linked glycan, in turn giving
incorrect protein folding [17]. However, for the majority of mutations it is still
unknown how they affect the biochemical activity of PFN.

In most cases ([90 %) mutations of PRF1 are linked with the previously
mentioned FHL-2. This disease entity is a specific subtype of familial hemo-
phagocytic lymphohistiocytosis (FHL), identified with an exaggerated and rapidly
progressive inflammation caused by uncontrolled and inefficient immune response.
Common features of FHL are an increased blood concentration of inflammatory
cytokines [38] as an outcome of uncontrolled activation of macrophages and T
cells [9]. Phenotypically FHL expresses with nonspecific clinical manifestations
such as prolonged fever, hepatosplenomegaly, lymphadenopathy, consumptive
coagulopathy and encephalopathy resulting in confusion and coma. Characteristic
laboratory manifestations of FHL include pancytopenia, markedly elevated lactate
dehydrogenase and ferritin, hypofibrinogenemia, elevated levels of triglycerides
and prolonged blood coagulation tests [41, 47]. The disease can be triggered by
infections, most commonly with Epstein-Barr virus, cytomegalovirus and parvo-
virus [39], possibly due to the relationship of viral infections to PFN deficiency
described above. The frequency of FHL strongly depends on ethnic background
and has been estimated from 1 in 300,000 in Japan [45], 1 in 100,000 in Texas [69]
and 1 in 50,000 in Sweden [40] to 7.5 in 10,000 in Turkey, most probably due to
the high rate of consanguineous marriages [35].

FHL is connected with dysfunction of PFN in about half of all cases (condition
termed FHL-2). In other circumstances FHL is mostly linked to defects in proteins
required for PFN processing or delivery to the target cells. Thus, deficiency of
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Fig. 11.1 Positions of Known Mutations within Perforin Gene and Protein Structure. a Domain
organization and all known mutation positions in PRF1. Single nucleotide mutation sites are
denoted with black or red lines and dark grey areas represent gross deletions. b Predicted
structure of human PFN with exposed amino acids (red) that are known to be affected by
nonsense and missense mutations. Model was built with I-TASSER server [76, 109] on known
crystal structure of mouse PFN (PDB ID: 3NSJ [57]). Blue, signal peptide; magenta, MACPF
domain; cyan, EGF domain; green, C2 domain

11 Perforin and Human Diseases 225



active protein Munc13-4, which is involved in maturation and exocytosis of
cytotoxic granules in immune cells, accounts for one third of all FHL cases [28,
47]. The rest are mainly connected with deficiencies in Syntaxin 11 [112], a
regulator of protein trafficking between late endosomes and the trans-Golgi net-
work, and Munc18-2, which is required for the granule exocytosis in NK cells [24,
111]. As a result, a hallmark of all FHLs is decreased or totally absent killer cell
activity [25, 79, 90].

The most common PRF1 mutation is C272T that causes the A91V missense
substitution, but available data do not provide a basis for making a general con-
clusion about its biochemical and pathological consequences. Analysis of the
activity of CTLs and NKs expressing PFN-A91V shows significantly reduced
cytotoxic activity [93, 99]. However, the allele frequency of the PFN mutation
which causes the A91V substitution in Caucasians ranges from 3 to 17 % [16, 66]
therefore it is hard to link this mutation directly with disease, since disease is not
so common. Originally A91V was considered a neutral polymorphism [110] but
further studies showed connection with diseases in patients with a second defective
PFN allele. Clementi et al. reported that the A91V substitution in the first PFN
allele and F421C, R232H or W374X substitutions in the second allele resulted in
various types of lymphoma [22, 23]. On the other hand, a homozygous A91V
mutation was present in children with acute lymphoblastic leukemia [66, 78].
Surprisingly, regardless of the presence of the other dominant WT allele, some
PFN mutations, such as A91V, R28C and N252S, are in some cases also associated
with melanoma [94]. Due to the impaired cytotoxicity of PFN-A91V, it was
proposed that this mutant reduces the activity of WT PFN because of a dominant
negative effect during pore formation [99].

There is also an additional report that outlines a PFN mutant A91V in primary
central nervous system vasculitis, in the absence of any typical symptom of FHL
[68]. PRF1 of the described patient was present in a heterozygous state with one
allele with a nonsense mutation causing E46X and the second with missense
mutations causing A91V and R119W forms of PFN. The frequency of the A91V
mutation was similarly found to be higher in patients with systemic onset juvenile
idiopathic arthritis and macrophage activation syndrome [97]. Although FHL
mostly develops during the first years of life, there are special cases describing
adult onset of this disease, which are in some circumstances connected with the
A91V mutation [15, 22, 29, 64]. In addition to A91V, N252S substitution in PFN
was similarly found to be significantly higher in patients with autoimmune lym-
phoproliferative syndrome [21] and in type 1 diabetes [71].

Overall, mutations of PFN can impair its cytotoxic activity that could lead to
development of various types of diseases. But due to difficulties encountered in the
expression of active recombinant versions of the protein, there is still limited
knowledge about the biochemical consequences of PFN deficiency.
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Overactivity of Perforin

Although PFN has an essential role in immune homeostasis and surveillance
against cancer and viruses, PFN overactivity can also be dangerous when PFN-
dependent cytotoxicity turns against autologous cells. This characteristic has
already been described as a ‘‘double-edged sword’’ in PFN function [13].

Systemic Lupus Erythematosus

Systemic lupus erythematosus (SLE) is a chronic autoimmune disease with mul-
tiorgan involvement (skin, kidneys, joints, central nervous system) caused by the
production of pathogenic autoantibodies to nuclear antigens. Genetic predisposi-
tion plays an important role in susceptibility to SLE including genes involved in
antigen/immune complex clearance, lymphoid signalling, and apoptosis [101].
Besides genetic influence, additional factors such as hormonal influence, envi-
ronmental exposures, and virus infections have important contributions in disease
development [46].

It has been shown that activated CD8 T lymphocytes have crucial roles in SLE
pathogenesis [10]. Patients with disease flares were characterized by higher pro-
portions of PFN- and/or granzyme B-positive lymphocytes and the frequency of
these cells in peripheral blood correlated with clinical disease activity as assessed
by the SLE disease activity index (SLEDAI). SLE patients also have significantly
higher levels of PFN in CD4 T lymphocytes than healthy controls as shown by
Western blots [55]. The flow cytometric studies confirmed significantly increased
PFN expression on both CD4 and CD8 cells of SLE patients [1]. As regards NK
cells, a clear decrease in NK cells was found in the blood of SLE patients, par-
ticularly in active disease, but the percentage of NK cells expressing PFN and
granzyme B was higher [37].

Polymyositis

Polymyositis (PM) and dermatomyositis (DM) are chronic systemic autoimmune
inflammatory diseases associated with high morbidity and functional disability.
PM and DM are characterized by inflammation and weakness of proximal muscles,
associated also with a skin rash in DM. PM and DM affect skeletal muscle with
perimysial and endomysial infiltration of mononuclear cells. It was proposed that
the infiltrating cells contribute to the pathogenesis of PM and DM by releasing
cytokines such as tumor necrosis factor (TNF), and cytotoxic PFN and granzymes.
The PFN distribution was studied in PM and DM patients [33] and found to be
random in the cytoplasm of the muscle-infiltrating inflammatory T cells in DM
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patients reflecting nonspecific activation of T cells. In PM patients, PFN was
located vectorially towards the target muscle fiber in 43 % of CD8 T cells. Such
localization reflects the specific recognition of an antigen on the muscle fiber
surface with the T cell receptor pointing to a PFN- and secretion-dependent
mechanism of muscle fiber injury. In addition, the murine model of autoimmune
myositis was established by induction with a recombinant skeletal muscle fast-type
C protein. It was shown that C-protein in the skeletal muscle is the major myos-
itogenic antigen and induces inflammatory lesions mimicking those of human PM
[53]. Results from a murine model of PM have shown that PFN-mediated cyto-
toxicity by CD8 T lymphocytes primarily damages muscle fibers due to C protein-
induced myositis [89]. Thus, pre-treatment with anti-CD8 monoclonal antibodies
conferred resistance to C protein-induced myositis and besides, anti-TNF a
monoclonal antibodies were inefficient in treating patients with PM and DM.
Those results confirm previous findings that C protein-induced myositis does not
require TNFa for its development, but that PFN-mediated CD8 cell cytotoxicity is
definitively responsible for muscle injury.

Rheumatoid Arthritis

PFN-dependent cytotoxicity has an important role also in the initiation of tissue
damage in arthritis. Collagen-induced arthritis (CIA) is the mostly studied animal
model of rheumatoid arthritis, inducible in susceptible strains of mice by immu-
nization with bovine collagen type II [95]. The development of CIA depends on T
cell activation, which triggers an inflammatory cascade involving different types of
leukocytes and synovial cells that produce cytokines and other mediators
responsible for cartilage and bone destruction [12, 44, 52]. CD8 T cells play an
important role in initiation of CIA and in providing resistance to it as was shown in
CD8-deficient mice which had a lower incidence of CIA and were more suscep-
tible to re-induction of CIA after recovery [91]. Therefore, it was proposed that
PFN contributes to the pathology of arthritis in at least two ways (i) promotion of
autoimmunity and (ii) destruction of target tissues. Using PFN-deficient mice, it
was shown that a lack of PFN led to reduced incidence of CIA, a reduced severity,
and delayed onset of disease, but some individual mice still developed severe
disease [7]. It was concluded that PFN-dependent cytotoxicity has an important
role in the initiation of tissue damage of arthritis; however, PFN-independent
cytotoxic death pathways such as the Fas/FasL pathway might also contribute to
CIA. In PFN-deficient mice, a lack of PFN led to impaired killing of autoreactive
T cells although a significantly increased T cell proliferation was observed. It was
shown before that PFN deficiency resulted in enhanced CD8 T cell expansion,
probably because of decreased killing of antigen-presenting cells and therefore
prolonged stimulation by antigen [5].
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Cutaneous Inflammation

Cytotoxic CD4 and CD8 T cells containing PFN and granzyme B also play an
important role in provoking cutaneous inflammation. It was found that expression
of PFN and granzyme B is significantly increased in chronic inflammatory skin
diseases including atopic dermatitis (AD) and psoriasis [104]. A significant
enhancement of PFN and granzyme B expression was observed in lesional AD and
psoriasis skin as compared with normal skin and non-lesional AD skin. However,
significantly increased numbers of T cells containing cytotoxic proteins are present
in the epidermis of AD patients but not in that of psoriasis patients. An increased
number of T cells containing PFN and granzyme B was found in the dermis of
psoriatic skin lesions, suggesting that cell-mediated cytotoxic mechanisms play an
integral part also in their pathogenesis. Moreover, an increased number of T cells
expressing PFN in the blood of patients with psoriasis was also shown [8]. On the
other hand, peripheral NK cells are significantly reduced in AD and psoriasis, and
NK cytotoxicity was affected only in AD, but not in psoriasis [61].

Cerebral Malaria

Malaria results from infection with protozoan parasites of the genus Plasmodium
and represents a global health problem in the tropics. The exact molecular
mechanism of malaria pathogenesis is still not clear, but probably parasite antigens
are transferred by infected erythrocytes, taken up by endothelial cells and pre-
sented there on MHC class I antigens. CD8 T cells recognize the antigens and kill
the endothelial cells. CD8 and CD4 T cells are crucial for cerebral malaria path-
ogenesis, which was shown by neutralizing antibodies as well as via an experi-
mental mice model with deleted function of those cells [103]. It was shown that
anti-CD8 or anti-CD4 antibodies prevent cerebral malaria even in end-stage dis-
ease in mice [42]. Further, it was shown that PFN deficient mice were completely
resistant to cerebral malaria and had a reduced level of brain endothelial apoptosis
[74], while deficiency of Fas ligand had no protective benefit [70]. Thus it is clear
that PFN has an essential role in the pathogenesis of cerebral malaria. The result of
endothelial cell death is breakdown of the blood brain barrier, cerebral edema, and
further penetration of viable parasites beyond the vascular space and into the brain.
Death is probably a result of overwhelming cerebral inflammation. The absence of
a dendritic cell subset also resulted in complete resistance to experimental cerebral
malaria [72]. C-type lectin receptors in dendritic cells have a role in cerebral
malaria pathogenesis because mice deficient for them are also highly protected
from the development of cerebral malaria [63]. In such mouse brains, CD8 T cell
sequestration was markedly reduced, which was accompanied by reduced brain
inflammation. The essential role of PFN as a mediator of endothelial cell death in
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cerebral malaria makes it a potential new target for therapeutic intervention [98].
Some attempts of PFN inhibition were already done in vitro by binding small
molecular weight compounds [58, 62, 83, 84].

Viral Myocarditis

Viral myocarditis is a frequent complication following enteroviral infection. In
PFN deficient mice it was shown that PFN has no role in viral clearance or the
length of viremia but it was critical for the development of cardiac pathology [31].
A lethal dose of virus caused 90 % death in mice due to myocardical lesions, while
all PFN deficient mice survived. A non-lethal dose of virus caused extensive
myocardial lesions in mice, while only a mild myocarditis was observed in PFN
deficient mice. Reduction of viral myocarditis in PFN deficient mice was con-
firmed by another group, which concluded that blockade of PFN gene expression
at an early stage of enteroviral infection may limit viral myocarditis [54]. It was
also reported that anti-PFN neutralizing antibody reduces myocardial injury in
viral myocarditis in mice [20]. This was the first study reporting a therapeutic
effect by blocking PFN function; however, these results are still not repeated and
confirmed by others.

In humans, PFN was immunohistologically detected in all biopsies from
patients with idiopathic dilated cardiomyopathy [4]. It was concluded that cardiac
fibrosis and dilatation might be caused by CTL damage to the myocardium.
Furthermore, as early as 1990 PFN-induced lesions were observed in the myo-
cardium of patients with acute myocarditis [107].

Duchenne Muscular Dystrophy

Duchenne muscular dystrophy (DMD) involves severe muscle wasting and the
premature death of afflicted individuals attributable to the absence of dystrophin, a
cytoskeletal protein. CD8 T cells present in dystrophic muscle can directly trigger
muscle cell death whereas CD4 T cells can be an important source of inflammatory
cytokines. The dystrophic mdx mouse is the most popular animal model related to
DMD. It has a point mutation within its dystrophin gene; therefore the mouse has
no functional dystrophin in its muscles and experiences muscle necrosis that
resembles the DMD pathology. It was shown that T cells can cause muscle loss by
PFN-mediated cytotoxicity [82]. Genetic ablation of PFN in mdx mice consider-
ably reduced fiber necrosis in mdx mice and antibody-mediated depletion of CD8
or CD4 T cells resulted in reduction in muscle histopathology [81], a significant
reduction of apoptotic myonuclei concentration and a reduction in necrosis.
Additionally, double-mutant mice, deficient in dystrophin and PFN showed nearly
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complete absence of myonuclear apoptosis. Therefore, it was concluded that CTLs
contribute significantly to apoptosis and necrosis in mdx dystrophy, and that PFN-
mediated killing is primarily responsible for myonuclear apoptosis.

Double Function of Perforin in Human Disease

Type 1 Diabetes

Type 1 diabetes is caused by insulin deficiency resulting from autoimmune
destruction of pancreatic b-cells, and PFN-dependent cytotoxicity has been
reported as a crucial mechanism for pancreatic b-cell elimination by CTLs. In
model mice expressing the glycoprotein of lymphocytic choriomeningitis virus
(LCMV-GP) in beta cells of the endocrine pancreas, LCMV infection leads to a T
cell response resulting in a rapid development of diabetes. In PFN-deficient LCMV-
GP transgenic mice, LCMV infection did not induce diabetes despite the activation
of LCMV-GP-specific T cells. It was found that PFN-dependent cytotoxicity was
not required for the initiation of insulitis but is crucial for the destruction of beta
cells [48]. Later, PFN-deficient mice were backcrossed with the non-obese diabetes
mouse strain [51]. In the non-obese diabetic mouse model of type I diabetes, PFN
deficiency resulted in a highly significant reduction and delayed onset of disease.
Incidence of spontaneous diabetes over a one year period was reduced from 77 % in
control mice to 16 % in PFN-deficient mice. However, insulitis with infiltration of
CD4 and CD8 T cells occurred similarly in both groups of mice. In PFN-deficient
mice, lower incidence of disease and delayed onset was observed even when dia-
betes was induced by cyclophosphamide injection; these results indicate a direct
role of PFN in b-cell death in vivo, while the non-obese diabetic mice bred onto a
Prf1-/+ background were partially resistant to the disease [2]. The autoreactive
CD8 T cells play a major role in the destruction of pancreatic b-cells and islet
inflammation. In PFN deficient mice, lymphocytic infiltration of the pancreas is
also significantly reduced, perhaps because this process requires b-cell destruction
[92]. In vitro tests have shown that reactive CD8 T cells can kill pancreatic b-cells
by PFN or by Fas mediated cell death; but that PFN killing mechanism is highly
favoured and Fas mediated cell death is observed only in the absence of PFN.
However, in some transgenic mouse models diabetes is independent of PFN e.g. the
mouse model expressing two rat insulin promoter (RIP)-driven transgenes leading
to b-cell expression of mouse TNF [6, 43].

In contrast to the above-mentioned reports of PFN-mediated cytotoxicity, it was
found that mutations in PFN1 are susceptibility factors for type 1 diabetes
development [71], with the frequency of N252S mutation in PFN1 being signifi-
cantly higher in patients than in control subjects. This fact is difficult to explain,
because autoimmune damage in type 1 diabetes is mainly due to b-cell destruction
by autoreactive CTL and the inflammatory response [105], especially because it

11 Perforin and Human Diseases 231



was shown that PFN-mediated cytolysis has an essential role in fratricide mediated
by T cell activation [88]. In addition, there are many studies in mice showing that
PFN deficiency results in a highly significant reduction and delayed onset of type 1
diabetes as discussed in the previous paragraph. However, all type 1 diabetes
patients with an N252S mutation in PFN1 were heterozygotes and a mechanism to
explain the association has not yet been proposed [92].

Asthma

Asthma is a chronic airway inflammation, one of the most prevalent airway dis-
eases in the world, and is a special case as regards PFN. CD8 T cells can differ-
entiate into two effector phenotypes, Tc1 and Tc2, secreting different cytokine
patterns. Both subsets are cytotoxic via the PFN and Fas pathways. The role of
CD8 T cells in asthma remains controversial: type 2 CD8 T cells (Tc2), can
exacerbate inflammation by secreting type 2 cytokines such as IL-5 and IL-13
[67]. It was shown that CD8-deficient mice develop significantly lower airway
hyper-responsiveness compared with WT mice. In contrast, conventional type 1
CD8 T cells (Tc1) reduce inflammation and airway hyperresponsiveness [65].
Activated CTLs can kill antigen-presenting dendritic cells, thereby limiting their
ability to induce further T cell activation. It was shown that treatment with
allergen-specific CTLs suppresses allergic airway inflammation and mucus pro-
duction via a PFN-dependent mechanism [26]. Allergen-specific CTLs must
express PFN to reduce eosinophilic inflammation and mucus production in the
airway, whereas cytokine interferon c is not critical.

Rejection of Organ Allografts

CLs are involved in the elimination of infected, transformed, or foreign cells;
therefore, they have essential roles in the rejection of transplanted organs. The
recipient immune system rejects organ allograft mainly by T cell effector mech-
anisms. CTL destruction of allogeneic vascular endothelium is important in the
pathogenesis of both acute and chronic allograft rejection. In mouse endothelial
cells it was shown that CTLs destroyed vascular endothelium primarily by the
PFN/granzyme pathway and that the Fas/FasL pathway had only a minor contri-
bution to apoptosis [56]. Both PFN and granzyme B molecules appear to be
important for T cell-mediated destruction of allogeneic cells and both appear to be
important in chronic rejection as their absence results in reduced allograft
vasculopathy in mouse models of heart transplant rejection [19]. CD8 T cell
deficiency prevents the acute rejection of heart allografts in a mouse model [108].
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CD8 and CD4 T cells are present in acutely rejecting allografts and CD8 T cells
even trigger the rejection process. Therefore, PFN and granzyme B were estab-
lished as the main mediators of cellular rejection of solid organ allografts.

Conclusions

Many diseases are related to increased PFN activity or deficiency of functional
PFN; therefore, the ability to affect or tune its functioning would be very beneficial
from a clinical point of view. In PFN1 mutations, addition of normal PFN or
intensification of PFN activity would be desirable. In diseases with PFN overac-
tivity, the molecular mechanisms of the diseases are often not known exactly and
the PFN overactivity is usually not the cause of changes, but the consequence of
some other processes such as development of autoimmunity, viral infection or a
congenital defect; however, the inhibition of its functioning would be very helpful
for the prevention of serious consequences that are caused by PFN overactivity.
Due to the essential function of PFN in the human body, and because of the
extreme complexity of its functioning at both molecular and physiological levels,
the impact on PFN functioning should be very carefully designed, and specifically
and temporally regulated. The development of tools for increasing and decreasing
PFN’s activity is therefore both extremely desirable and very demanding.
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35. Gürgey A, Göğüs� S, Özyürek E, Aslan D, Gümrük F, C�etin M, Yüce A, Ceyhan M,
Seçmeer G, Yetgin S, Hiçsönmez G (2003) Primary hemophagocytic lymphohistiocytosis in
Turkish children. Pediatr Hematol Oncol 20:367–371

36. Henkart PA, Millard PJ, Reynolds CW, Henkart MP (1984) Cytolytic activity of purified
cytoplasmic granules from cytotoxic rat large granular lymphocyte tumors. J Exp Med
160:75–93

37. Henriques A, Teixeira L, Inês L, Carvalheiro T, Gonçalves A, Martinho A, Pais ML, da
Silva JAP, Paiva A (2013) NK cells dysfunction in systemic lupus erythematosus: relation
to disease activity. Clin Rheumatol 32:805–813

38. Henter J-I, Elinder G, Soder O, Hansson M, Andersson B, Andersson U (1991)
Hypercytokinemia in familial hemophagocytic lymphohistiocytosis. Blood 78:2918–2922

39. Henter J-I, Ehrnst A, Andersson J, Elinder G (1993) Familial hemophagocytic
lymphohistiocytosis and viral infections. Acta Paediatr 82:369–372

40. Henter J-I, Elinder G, Söder O, Ost A (1991) Incidence in Sweden and clinical features of
familial hemophagocytic lymphohistiocytosis. Acta Paediatr Scand 80:428–435

41. Henter J-I, Horne A, Aricó M, Egeler RM, Filipovich AH, Imashuku S, Ladisch S, McClain
K, Webb D, Winiarski J, Janka G (2007) HLH-2004: Diagnostic and therapeutic guidelines
for hemophagocytic lymphohistiocytosis. Pediatr Blood Cancer 48:124–131

42. Hermsen C, van de Wiel T, Mommers E, Sauerwein R, Eling W (1997) Depletion of CD4+
or CD8+ T-cells prevents Plasmodium berghei induced cerebral malaria in end-stage
disease. Parasitology 114:7–12

43. Herrera PL, Harlan DM, Vassalli P (2000) A mouse CD8 T cell-mediated acute
autoimmune diabetes independent of the perforin and Fas cytotoxic pathways: possible
role of membrane TNF. Proc Natl Acad Sci USA 97:279–284

11 Perforin and Human Diseases 235



44. Hom JT, Bendele AM, Carlson DG (1988) In vivo administration with IL-1 accelerates the
development of collagen-induced arthritis in mice. J Immunol 141:834–841

45. Ishii E, Ohga S, Tanimura M, Imashuku S, Sako M, Mizutani S, Miyazaki S (1998) Clinical
and epidemiologic studies of familial hemophagocytic lymphohistiocytosis in Japan. Japan
LCH Study Group. Med Pediatr Oncol 30:276–283

46. James JA, Harley JB, Scofield RH (2001) Role of viruses in systemic lupus erythematosus
and Sjögren syndrome. Curr Opin Rheumatol 13:370–376

47. Janka GE (2012) Familial and acquired hemophagocytic lymphohistiocytosis. Annu Rev
Med 63:233–246

48. Kägi D (1996) Development of insulitis without diabetes in transgenic mice lacking
perforin-dependent cytotoxicity. J Exp Med 183:2143–2152

49. Kägi D, Ledermann B, Bürki K, Hengartner H, Zinkernagel RM (1994) CD8+ T cell-
mediated protection against an intracellular bacterium by perforin-dependent cytotoxicity.
Eur J Immunol 24:3068–3072

50. Kägi D, Ledermann B, Bürki K, Seiler P, Odermatt B, Olsen KJ, Podack ER, Zinkernagel
RM, Hengartner H (1994) Cytotoxicity mediated by T cells and natural killer cells is greatly
impaired in perforin-deficient mice. Nature 369:31–37

51. Kägi D, Odermatt B, Seiler P, Zinkernagel RM, Mak TW, Hengartner H (1997) Reduced
incidence and delayed onset of diabetes in perforin-deficient nonobese diabetic mice. J Exp
Med 186:989–997

52. Killar LM, Dunn CJ (1989) Interleukin-1 potentiates the development of collagen-induced
arthritis in mice. Clin Sci 76:535–538

53. Kohyama K, Matsumoto Y (1999) C-protein in the skeletal muscle induces severe
autoimmune polymyositis in Lewis rats. J Neuroimmunol 98:130–135

54. Koike H, Kanda T, Sumino H, Yokoyama T, Arai M, Motooka M, Suzuki T, Tamura J,
Kobayashi I (2001) Reduction of viral myocarditis in mice lacking perforin. Res Commun
Mol Pathol Pharmacol 110:229–237
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Chapter 12
The Role of MACPF Proteins
in the Biology of Malaria and Other
Apicomplexan Parasites

Joana Tavares, Rogerio Amino and Robert Ménard

Abstract Apicomplexans are eukaryotic parasites of major medical and veteri-
nary importance. They have complex life cycles through frequently more than one
host, interact with many cell types in their hosts, and can breach host cell mem-
branes during parasite traversal of, or egress from, host cells. Some of these
parasites make a strikingly heavy use of the pore-forming MACPF domain, and
encode up to 10 different MACPF domain-containing proteins. In this chapter, we
focus on the two most studied and medically important apicomplexans, Plasmo-
dium and Toxoplasma, and describe the known functions of their MACPF poly-
peptide arsenal. Apicomplexan MACPF proteins appear to be involved in a variety
of membrane-damaging events, making them an attractive model to dissect the
structure-function relationships of the MACPF domain.

Keywords APC-b � Apicomplexa � Plasmodium � Plasmodium perforin-like
proteins � SPECT2 � TgPLP1 � Toxoplasma
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MAOP Membrane-attack ookinete protein
PLP Perforin-like protein
PPLP Plasmodium perforin-like protein
PV Parasitophorous vacuole
PVM Parasitophorous vacuole membrane
RBC Red blood cell
SCR Short consensus repeats
SPECT Sporozoite microneme protein essential for cell traversal
TSR Thrombospondin type I repat
WT Wild type

Introduction

The membrane attack complex/perforin (MACPF) domain is conserved in many
kingdoms of life. In vertebrates, it is present in the five components of the
complement membrane attack complex (C6, C7, C8a, C8b, and C9) and perforin.
The MACPF domain is found in proteins that confer plant immunity, such as
the constitutively activated cell death 1 (CAD1) protein of Arabidopsis thaliana,
and in cytolytic toxins from venomous sea anemones [25, 33, 42]. Bacteria
also express MACPF domain-containing proteins, including non-pathogenic spe-
cies such as most Bacteroides spp. of the microbiota of the human intestinal tract
[43], and pathogenic species such as Chlamydia [29] or the insect pathogen
P. luminescens [32]. Protozoa also produce MACPF proteins, including free-living
predatory organisms, such as Paramecium and Tetrahymena, and parasites of the
Apicomplexa phylum [20].

Apicomplexan parasites are an interesting case with respect to the MACPF
domain. These organisms, some of which are of major medical and veterinary
importance, convert between multiple forms during their life cycle, interact with
many cell types in their hosts, and can breach host cell membranes from both
sides. MACPF proteins are widespread in apicomplexan parasites, with many
genera expressing multiple (up to seven) different versions [20]. Apicomplexan
MACPF proteins thus constitute a valuable system to investigate the function of
the MACPF domain. In addition, since all MACPF proteins studied so far are
critical to parasite infectivity, they are attractive targets for anti-parasite control
strategies.

Here, we overview the conservation of the MACPF domain in apicomplexans
and the structural singularities of MACPF proteins in these parasites, and focus on
the known contributions of the MACPF proteins in the life cycles of Plasmodium
and Toxoplasma.
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MACPF Proteins in Apicomplexa Parasites

Apicomplexans

The Apicomplexa phylum of protozoa contains almost exclusively parasitic
organisms, which frequently exhibit complex life cycles involving more than one
host. Some infect blood cells and rely on blood feeding invertebrates for trans-
mission, such as Plasmodium, the agent of malaria, or Theileria and Babesia, which
cause severe diseases in cattle [6]. Others invade the intestinal tract of animals and
are transmitted via the fecal-oral route, such as Toxoplasma and Cryptosporidium,
which cause severe pathologies and death in immuno-compromised patients
[15, 39].

Most apicomplexan parasites are obligatorily intracellular, i.e., multiply only
inside host cells, and continuously switch between an intracellular and an extra-
cellular position in their hosts. Their extracellular stages (zoites) are typically
polarized and motile cells. They use a sub-membrane actin-myosin motor to power
a unique type of substrate-dependent motility, termed gliding motility, which
propels them at high speeds (up to 5 lm/sec) without overt change in parasite
shape [23]. In most cases apicomplexan zoites invade host cells inside a parasi-
tophorous vacuole (PV), formed upon invagination of the host cell plasma
membrane around the entering zoite [4, 8]. Inside the PV, the parasite multiplies
into daughter zoites, which then egress the host cell and go on to invade new host
cells [5, 12]. Some apicomplexan stages, including in Plasmodium, can traverse
host cells, i.e., breach their plasma membrane and glide through their cytosol
before egressing, without PV formation. Motility, cell traversal and cell invasion
require the discharge of apical secretory organelles called micronemes, which are a
defining feature of the phylum [37].

Apicomplexan MACPF Proteins

All genomes of apicomplexan parasites that have been sequenced so far encode
MACPF domains, except that of Cryptosporidium, an early-branching clade in the
phylum. Remarkably, among studied apicomplexans those transmitted by insects,
e.g. Plasmodium, Theileria and Babesia, appear to produce more MACPF proteins
(Fig. 12.1). Plasmodium, transmitted by Anopheles mosquitoes, expresses five
MACPF proteins, while Theileria and Babesia, which are transmitted by ticks,
produce at least six and seven MACPF proteins, respectively. Unlike Plasmodium
(Haemosporididae), Theileria and Babesia (Piroplasmidae) escape from the
enclosing PV shortly after invasion and replicate free within the host cell
cytoplasm.

Structural homology modeling of the MACPF domain in PLP1 of T. gondii [19]
confirmed that the characteristic structural features of MACPF domains, which
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comprise a twisted, four-stranded b-sheet placed on top of two helical clusters
[13, 32], are conserved in the MACPF domains of apicomplexans (MACPFapi).
The helical clusters of MACPFapi domains exhibit the pattern of alternating
hydrophobic and hydrophilic amino acids found in other MACPF domains [19],
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Fig. 12.1 Apicomplexan PLPs. Schematic representation of the genes encoding MACPF
domains in Plasmodium falciparum (Pf), Babesia bovis (Bb), Theileria annulata (Ta),
Toxoplasma gondii (Tg), Neospora caninum (Nc) and Eimeria tennela (Et). The MACPF
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which convert into amphipathic b-hairpins and insert into the target membrane
during pore-formation. The MACPFapi domains also contain a conserved insertion
of a pair of anti-parallel a-helices, which is absent from canonical MACPF
domains. This insertion is modeled to reside on the external face of the MACPFapi

domain in a region that contains important residues for oligomerization of mem-
brane-bound perforin monomers [19, 20]. MACPF domains exhibit limited
sequence similarity but contain a signature [YW]-G-[TS]-H-[FY]-x(6)-G-G motif
[32, 36], while MACPFapi domains display a signature pattern of W-x(2)-[FL]-
[FI]-x(2)-[FY]-G-T-H-x(7)-G-G.

The MACPF domain is commonly found associated with N- and C-terminal
domains, such as TSR, LDLRA, Sushi/CCP/SCR, FIMAC or C2, which are thought
to control and/or target MACPF function. The MACPFapi domains characterized to
date all share similar domain architectures with an N-terminal region, followed by a
centrally located MACPFapi domain, and a C-terminal b-pleated sheet-rich domain
unique to the apicomplexan phylum. However, the N-terminal region of MACPFapi

proteins is not conserved across the phylum, varying considerably in length and
sequence, suggesting that they might have unique functions in each MACPFapi

protein. The C-terminal region of Toxoplasma PLP1, which consists of a b-sheet-
rich domain, is reminiscent of C-terminal domains in other MACPF proteins, which
play critical roles in binding to lipids or protein receptors in target membranes [35].
These C-terminal domains typically consist of b-pleated sheets, e.g., an EGF-like
domain followed by a TSR in C8a or the b-sandwich immunoglobulin domain in
cholesterol-dependent cytolysins (CDCs) [28]. The C-terminal domains of MAC-
PFapi proteins contain multiple copies of a domain predicted to possess five b-
strands [20]. This domain, named Apicomplexan Perforin-like protein C-terminal
b-sheet (APC-b) domain, is *55-residue long, is generally present in three tandem
copies, is found associated with MACPFapi domains across the apicomplexan
phylum, and appears to be unique to that phylum [20].

MACPF Proteins in Plasmodium

Plasmodium Life Cycle: In and Out and Through Host Cells

Malaria, caused by Plasmodium, remains the most deadly parasitic disease in
humans (WHO 2011 report, [24]), causing up to one million deaths per year. The
Plasmodium parasite is transmitted during the bite of an Anopheles mosquito.
During its life, the parasite adopts distinct forms adapted to the various tissues
encountered and parasitized in both hosts, as schematized in Fig. 12.2. Central to
the parasite life and causing the symptoms in the mammalian host are the cycles of
parasite multiplication inside RBC. The parasite invades a RBC inside a PV and
either produces 10–30 new parasites during asexual multiplication or differentiates
into sexual forms. In either case, the parasite(s) ultimately leave the RBC. Sexual
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reproduction takes the parasite inside a mosquito, successively in the midgut
lumen, across the midgut epithelium, inside the mosquito circulation and through
the salivary gland system. Once injected in the skin of the host during the mosquito
bite, the parasite rapidly invades capillaries in the dermis and egresses sinusoids in
the liver and eventually invades hepatocytes inside a PV, where it re-transforms
into the RBC-infecting form.
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Fig. 12.2 Plasmodium life cycle through the mosquito vector and the mammalian host, and
parasite-induced disruption of host cell membranes. During a blood meal, an infected anopheline
mosquito injects sporozoites into the skin (red asterisk). The motile sporozoites traverse cells in
the skin using PPLP1/SPECT2 to reach blood vessels, finding their way to the liver. In the liver
sinusoids, sporozoites use PPLP1 to resist clearance by Kupffer cells and cross the sinusoids,
getting access to hepatocytes. After traversing several hepatocytes, a sporozoite invades a final
hepatocyte inside a PV, where it transforms into tens of thousands of merozoites. Merozoites
egress hepatocytes inside merosomes, which are vesicles bound by the hepatocyte membrane
shed into the sinusoid circulation that protects them from local macrophages (Kupffer cells, KC)
in the liver sinusoids. Merozoites invade RBC inside a PV and asexually multiply, generating
10–30 new merozoites at each cycle and causing the symptoms of the disease. Intra-RBC
parasites can also differentiate into gametocytes and, when ingested by the mosquito, into
gametes. One female macrogamete and eight male microgametes egress from RBC; egress of the
male microgametes from the RBC membrane requires PPLP2. Fertilization in the mosquito gut
lumen/blood meal generates a zygote, which transforms into a motile ookinete. The ookinete
traverses epithelial cells, using at least PPLP3 and PPLP5, and lodges underneath the basal
lamina that separates the gut epithelium from the mosquito body cavity/circulation. Inside an
oocyst, thousands of sporozoites are formed, which are released in the cavity, attach to the
salivary glands, traverse cells in a MACPF-independent way and finally reach the salivary
cavities and ducts, where they await transmission to a new host

246 J. Tavares et al.



MACPF Proteins in Plasmodium

Five genes encoding a MACPF domain are present in all Plasmodium genomes
sequenced so far: P. falciparum, P. vivax and P. knowlesi, which cause malaria in
humans, and P. yoelli, P. berghei and P. chabaudi, which infect rodents. Their
products were initially called Plasmodium perforin-like proteins (PPLPs) [21]. The
role that these proteins play in the parasite life cycle was addressed in P. berghei, a
species that is particularly amenable to genetic manipulation [26]. Parasites in
which the PPLP1-, PPLP2-, PPLP3- and PPLP5-encoding genes were inactivated
were selected and cloned (only erythrocytic stages of Plasmodium can be genet-
ically manipulated). This indicates that these genes are not important for parasite
multiplication in, and egress from, erythrocytes, in agreement with gene expres-
sion analysis in P. yoelii and P. falciparum showing that the family is not
expressed in blood-stage parasites [21]. Nonetheless, inactivation of the PPLP4-
encoding gene, which is mostly expressed in the sexual and/or ookinete stages [14,
30] generated mutants that could not be cloned, raising the possibility that PPLP4
might act during parasite multiplication in the blood [11]. All characterized
MACPF proteins locate to parasite micronemes [10, 17, 18, 21].

PPLP2: Male Gamete Egress from Erythrocytes

To egress erythrocytes, gametocytes must rupture both the parasitophorous vac-
uole membrane (PVM) and the erythrocyte plasma membrane (EPM) to fertilize as
gametes in the mosquito midgut lumen (Fig. 12.2). In P. berghei, male, but not
female gametocytes produce PPLP2. P. berghei PPLP2(-) parasites generate
normally fertile female gametes, but infertile male gametes [9]. In the wild-type
(WT), eight male flagellated gametes (one axoneme and one nucleus surrounded
by a flagellar membrane) normally break out from the cell to rapidly attach to
erythrocytes, forming exflagellation centers. In contrast, PPLP2(-) male gameto-
cytes, while rupturing the PVM, fail to rupture the EPM, forming flagella that
remain bundled and trapped in the intact EPM. However, the fertilization block is
not complete. Ookinetes are occasionally formed, which in turn do not display any
detectable defect in crossing the mosquito midgut epithelium, showing that the
contribution of PPLP2 is restricted to egress of the male gametocyte.

PPLP3 and PPLP5: Ookinete Traversal of Insect Cells

Fertilization in the mosquito midgut generates a motile zygote, called ookinete,
which needs to cross the midgut epithelium to reach the basal lamina, where it
transforms into an oocyst. The ookinete wounds and traverses midgut epithelial
cells [34], usually killing the traversed cell [45]. P. berghei parasites deficient in
PPLP3/MAOP (membrane-attack ookinete protein) [18] or in PPLP5 [10] display
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the same phenotype: ookinetes are normally formed but fail to cross midgut
epithelial cells and do not generate oocysts. In both cases, mutant ookinetes remain
attached to the microvilli of the apical side of the midgut epithelium, sometimes
causing the epithelial cell membrane to invaginate, without breaking [18]. Inter-
estingly, injection of PPLP5-deficient ookinetes in the mosquito hemocoel (body
cavity), i.e., on the other side of the midgut epithelium, restores parasite infectivity
in subsequent stages, showing that PPLP5 activity is restricted to ookinete passage
through the midgut epithelium barrier.

PPLP1: Sporozoite Traversal of Mammalian Cells

The oocyst, which derives from the ookinete, generates thousands of sporozoites,
the only parasite stage that infects cells in both the mosquito and mammalian
hosts. The oocyst releases sporozoites in the mosquito hemocoel, which invade the
salivary gland cells to reach the salivary cavities and ducts. Sporozoites then reside
extracellularly in the mosquito salivary system, where they await transmission
during a mosquito bite [27].

The motile sporozoite can breach the plasma membrane of, and traverse host
cells, including macrophages [41], hepatocytes and epithelial cell types [22].
PPLP1/SPECT2 (sporozoite protein essential for cell traversal 2) was the first
MACPF-containing product characterized in Plasmodium [17, 21]. SPECT2 is
expressed only in sporozoites and specifically in those present in the mammalian
host, and is the sole PPLP produced by sporozoites. P. berghei SPECT2(-) para-
sites are normally infective until sporozoites have invaded the mosquito salivary
glands [17]. They fail to wound hepatocytes and other host cell types in vitro and
are poorly infective after injection into mice [17]. Intravital imaging showed that
SPECT2 was important to (i) traverse host cells and freely locomote in the skin
[1], (ii) traverse and resist killing by Kupffer cells, the resident macrophages in the
liver sinusoids [40], and (iii) cross the sinusoidal barrier by breaching through
endothelial cells and/or Kupffer cells [40]; Fig. 12.3). The SPECT2-mediated host
cell traversal activity thus serves multiple purposes during the sporozoite journey,
including progression through cellular barriers in the skin and across endothelia
and preventing phagocytosis by host immune cells.

TgPLP1 of Toxoplasma gondii: Tachyzoite Egress
from Host Cells

Toxoplasma causes congenital birth defects and severe encephalitis in immuno-
compromised individuals. Its life cycle consists of a sexual phase in cats and an
asexual phase that can occur in virtually any warm-blooded animal. In the latter,
Toxoplasma sporozoites invade intestinal epithelial cells, where they transform
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into tachyzoites, a rapidly multiplying parasite stage that lacks cell traversal
ability. Tachyzoites spread via the blood stream to all organs and tissues of the
body, where they invade host cells and convert into bradyzoites, the dormant stage
that forms tissue cysts and can reactivate infection upon host immune depression.

The Toxoplasma gondii genome encodes two MACPF proteins, TgPLP1 and
TgPLP2. Only TgPLP1 was functionally characterized. TgPLP1(-) tachyzoites are
impaired in egressing from host cells and rupturing the PVM [19]. Interestingly, in
cells containing both TgPLP1(-) and WT tachyzoites in distinct PVs, TgPLP1(-)
tachyzoites readily egress their PV via the activity of TgPLP1 produced by WT
tachyzoites, which shows that TgPLP1 can function from either side of the PVM.
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Fig. 12.3 Host cell traversal (CT) by Plasmodium sporozoites in the liver. Sporozoites are
capable of cell traversal, i.e., breaching host cell plasma membranes, gliding through the cytosol
and egressing. Sporozoite CT requires PPLP1/SPECT2 and can be detected by the incorporation
of membrane-impermeant dye on the extracellular medium or alternatively by the loss of
intracellular contents. a Time-lapse microscopy of a sporozoite (SPZ-red) traversing a primary
liver sinusoidal GFP+ endothelial cell (EC-green) isolated from a flk1-gfp mouse in the presence
of propidium iodide (PI) and triggering the specific decrease of the GFP fluorescence intensity of
EC and the simultaneous incorporation of PI in the EC (red). b Intravital imaging in the liver of
mice showing the fading of the GFP and the incorporation of PI by the EC when a sporozoite
(SPZ-red) crosses the sinusoid (Flk1-GFP-EC, green) and enters the black parenchyma. c During
their journey in the sinusoids, motile sporozoites (SPZ-red) frequently interact and wound
Kupffer cells (KC, resident macrophages) as detected by the incoporation of PI (red) in F4/80+

cells (blue). d In contrast, PPLP1/SPECT2-deficient sporozoites (SPECT2- SPZ) associate with
and are cleared by F4/80+-KC (blue)
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Like all MACPF proteins, TgPLP1 contains N- and C-terminal domains flanking
the MACPF domain. Biochemical analysis of TgPLP1 showed that it forms large,
multimeric membrane-embedded complexes, and that recombinant TgPLP1 was
sufficient for membrane disruption [31]. Structure-function analysis also showed
that each of the central MACPF domain and the ß-sheet-rich C-terminal domain,
but not the N-terminal domain, were required for activity, and that each of the N-
and C-terminal domains were sufficient for membrane association.

Conclusions and Perspectives

It appears from the initial characterization of the roles of MACPFapi proteins that
they mediate many, but not all host membrane-disruption events imposed by the
life cycles of apicomplexan parasites. In Plasmodium, MACPF proteins are mainly
used for cell traversal by the ookinete and the sporozoite, although the sporozoite
appears to traverse salivary gland cells in a MACPF-independent way. A MACPF
protein used by the P. berghei male, but not female gamete permits egress from
erythrocytes, by rupturing the EPM. Merozoites, however, do not use a MACPF
protein for egressing host cells. In contrast, T. gondii tachyzoites use a MACPF
protein for egressing, but by rupturing the PVM.

Since the merozoite appears to be the only Plasmodium stage that does not use a
MACPF to egress the host cell, it is interesting to note that merozoites egress
hepatocytes by a complex mechanism that separates the rupturing of the PVM and
of the host cell/hepatocyte membrane (HPM) [38]. After the rupture of the PVM,
and the release of thousands of merozoites in the hepatocyte cytosol, the HPM
initially remains intact. Merozoite-filled vesicles bound by the HPM (merosomes)
bud off from infected hepatocytes into the sinusoid circulation. The merosome/
hepatocyte membrane shields merozoites from local macrophages patrolling in the
liver sinusoids, and only ruptures when merosomes have reached the lungs, where
released merozoites safely invade erythrocytes [3].

Why does the ookinete use two, and possibly three, MACPF proteins to cross a
single epithelial cell in the insect when the sporozoite use only one to traverse
multiple cell types in different tissues in the mammal? Do the two or three MACPF
proteins secreted by the ookinete act as a complex, analogous to the interaction of
C6-C9 in the membrane attack complex? If so, what specific function is conferred
by multiple MACPF domains in the pore-forming complex of the ookinete? The
PPLP1/SPECT2 of the sporozoite might also act as a complex with non-MACPF
proteins, including SPECT that has a similar contribution to SPECT2 in sporozoite
infectivity [1, 16, 17]. Reconstitution of the entire pore-forming machineries at
each stage will be essential for understanding their mode of action.

How do apicomplexan MACPF proteins act? Formation of large pore might be
sufficient for a motile parasite (egressing or traversing) to squeeze in and move
through. Pore formation may also permit the translocation of other effectors, e.g.,
membrane-damaging proteases or lipases (in the case of egress) or molecules
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facilitating the degradation of the cortical actin network (in the case of traversal). The
pore may also cause ion fluxes that influence parasite egress. For example, ATP or
K+ efflux or Ca2+ influx might induce host cell contraction, initiate parasite motility,
or activate parasite (SUB1, SERAs; [2, 44]) or host (calpains; [7]) proteases.

The receptor(s) recognized by apicomplexan MACPF proteins on the various
membranes parasites encounter in insect and mammalian hosts are unknown.
Toxoplasma PLP1 acts on either side of the PVM, and Plasmodium sporozoites
need to rupture the membrane of the traversed cell from the outside and the inside.
Both the N-terminal and C-terminal domains of TgPLP1 bind to membranes,
although only the latter is required for MACPF activity while the former may
regulate MACPF activity via a processing event [31]. Understanding how MACPF
activity is regulated might help explain how Plasmodium sporozoites, which
invade host cells by secreting micronemes and thus MACPF proteins, prevent the
rupture of the nascent PVM.

Further studies in apicomplexans promise to yield interesting insights into the
MACPF domain. The genetic tractability of these parasites, along with the diversity
of membrane disruption events they cause, should help dissect the structure-func-
tion relationships and adaptive potential of the fascinating MACPF fold.
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Chapter 13
Chlamydial MACPF Protein CT153

Lacey D. Taylor and David E. Nelson

Abstract Chlamydiae are obligate intracellular bacterial parasites that infect a
wide range of metazoan hosts. Some Chlamydia species are important causes of
chronic inflammatory diseases of the ocular, genital and respiratory tracts in
humans. Genes located in a variable region of chlamydial genomes termed the
plasticity zone are known to be key determinants of pathogenic diversity. The
plasticity zone protein CT153, present only in select species, contains a membrane
attack complex/perforin (MACPF) domain, which may mediate chlamydial
interactions with the host cell. CT153 is present throughout the C. trachomatis
developmental cycle and is processed into polypeptides that interact with mem-
branes differently than does the parent protein. Chlamydiae interact extensively
with membranes from the time of invasion until they eventually exit host cells, so
numerous roles for a MACPF protein in pathogenesis of these pathogens are
conceivable. Here, we present an overview of what is known about CT153 and
highlight potential roles of a MACPF family protein in a group of pathogens
whose intracellular development is marked by a series of interactions with host
cell membranes and organelles. Finally, we identify new strategies for identifying
CT153 functions made feasible by the recent development of a basic toolset for
genetic manipulation of chlamydiae.
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Abbreviations

CDC Cholesterol dependent cytolysins
EB Elementary body
LGV Lymphogranuloma venereum
MACPF Membrane attack complex/perforin
MIR Mannosyltransferase, inositol 1,4,5-triphosphate receptor, ryanodine

receptor
PLD Phospholipase D
RB Reticulate body
TgPLP1 Toxoplasma gondii PLP1

Chlamydial Species and Disease

Organisms in the Chlamydiaceae are all Gram-negative obligate intracellular par-
asites that must infect metazoan host organisms to survive and replicate. The genus
Chlamydia contains nine cultivated species at present: Chlamydia trachomatis,
C. pneumoniae, C. muridarum, C. caviae, C. pecorum, C. felis, C. suis, C. abortus,
and C. psittaci although recent cultivation-independent studies suggest more spe-
cies exist [16]. C. trachomatis and C. pneumoniae are human pathogens responsible
for chronic inflammatory diseases of mucosal surfaces. C. pneumoniae causes
atypical pneumonia and may promote atherosclerosis in humans. The genomes of
all C. pneumoniae isolates are almost identical, and with exception of duplication of
the tyrP gene, few genetic differences have been identified that contribute to
pathogenic diversity of the existing isolates of this species [21]. The genomes of
C. trachomatis strains are also highly similar, but strain subgroups differ in their
normal tissue tropisms and cause distinct diseases. C. trachomatis serovars A–C
infect the conjunctiva and elicit trachoma, which can cause blindness. Serovar D–K
strains infect columnar epithelial cells of the urogenital tract and trigger acute and
chronic inflammatory responses, which can manifest as urethritis in men and pelvic
inflammatory disease and infertility in women. C. trachomatis serovars L1–L3
cause lymphogranuloma venereum (LGV). Unlike the also sexually transmitted
serovar D–K strains, LGV strains disseminate to lymph nodes where they induce
massive inflammatory responses and tissue destruction [63–65].

Chlamydial Developmental Cycle

Despite major differences in host range, tissue tropism, and disease pathology, all
characterized Chlamydia spp. share a similar bi-phasic developmental cycle that
includes transition between two easily distinguishable morphological forms
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(Fig. 13.1). The infectious metabolically dormant elementary body (EB) invades
host cells and remains inside a membrane vesicle called an inclusion. EBs dif-
ferentiate into metabolically active non-infectious reticulate bodies (RBs) that
grow and replicate by binary fission inside the inclusion [44]. Following infection,
the inclusion rapidly dissociates from the endocytic pathway, circumvents fusion
with lysosomes, and migrates along microtubules to the microtubule organizing
center to reside in the peri-Golgi region of the cell [23, 28, 66]. The inclusion
selectively interacts with host trafficking pathways and organelles to acquire host-
derived lipids and possibly other nutrients [62]. In the presence of the cytokine
interferon-gamma, penicillin or during tryptophan starvation chlamydiae can enter
a persistent growth state in which RBs transform into enlarged non-replicating
forms [5]. Chlamydiae can rapidly resume the normal developmental cycle upon

Fig. 13.1 Overview of the chlamydial developmental cycle. a EBs attach to cells, induce uptake
at the plasma membrane and remain confined to membrane bound vacuole (inclusion) for the
entire developmental cycle. Early after infection, b EBs differentiate to RBs, and c multiple
nascent inclusions fuse to form a single vacuole. d RBs closely associate with the inclusion
membrane to secrete effector proteins into the host cell cytosol and to parasitize host-derived
nutrients from intracellular vacuoles and organelles. By mid-cycle, RBs continue to replicate by
binary fission and e asynchronously differentiate to EBs. Late in development, chlamydiae
orchestrate the release of organisms from the cell by f extrusion of the plasma membrane-encased
inclusion or by g lytic rupture of the inclusion and cellular membranes. EB elementary bodies. RB
reticulate bodies. MVB multivesicular bodies. LD lipid droplets
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removal of these stresses. C. trachomatis RBs begin to asynchronously differen-
tiate to EBs starting about 24 h after infection, and these EBs are eventually
released from the host cell by either inclusion and host cell lysis or extrusion of the
intact inclusion [30, 75]. An important caveat is that most of what is known about
chlamydial cell biology comes from studies of C. trachomatis serovar L2, not all
of these details are true for all members of Chlamydia nor are they conserved
across C. trachomatis serovars.

Plasticity Zone

The genomes of diverse chlamydial species and strains have now been sequenced
and compared [2, 12, 36, 55, 56, 67, 70, 73, 74, 78]. However, there were no
reliable tools for genetic manipulation of any Chlamydia spp. until recently [19,
37, 79]. Thus, most of what is known about the genetic basis of chlamydial
pathogenic diversity has been inferred from comparisons of genomes in the con-
text of phenotypes of different isolates in culture and in vivo. Unfortunately,
genomics has revealed little about the functions of highly conserved Chlamydia-
ceae-specific genes, which are the vast majority, and there have been few instances
where specific genes or allelic variants have been unambiguously linked to strain-
and species-specific phenotypes. What we can be sure of is that chlamydial gen-
omes have a high degree of similarity in terms of size and synteny, and most genes
are represented in all chlamydial species. This indicates chlamydiae contain a
highly conserved core genome that mediates common functions. Genetic differ-
ences obviously must underlie differences in behavior of chlamydiae. The diffi-
culty has been identifying the genes most relevant to chlamydial pathogenic
diversity.

The most variable region of chlamydial genomes is limited to *50 kbp near
the replication terminus and was termed the plasticity zone by Read and colleagues
[55]. Characterized genes in the plasticity zone encode strain- and species-variable
alleles that have been associated with in vivo tissue tropism and immune avoid-
ance [9, 42, 47]. For example, presence of tryptophan biosynthesis and putative
cytotoxin genes in the plasticity zone has been correlated with in vivo infection
tropism and evasion of host immune effectors [6, 9, 11, 42, 46, 47]. Chlamydial
phospholipase D (PLD) superfamily genes (ct154–ct158) located in the plasticity
zones of some Chlamydiaceae are believed to be involved with chlamydial
acquisition and processing of host-derived lipids [52]. The plasticity zone PLDs
may be important for survival late in the developmental cycle and during recovery
from interferon-mediated persistent infections [45]. At least one of these proteins,
CT156/Lda-1, localizes to host cell lipid droplets [38]. Precisely how these pro-
teins function is unclear as their structures and enzymology have not been thor-
oughly characterized.
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CT153

The C. trachomatis plasticity zone gene ct153 encodes a protein with substantial
homology to membrane attack complex/perforin (MACPF) domain-containing
proteins. Full-length ct153 orthologs are found in all C. trachomatis, C. murida-
rum, C. felis and C. psittaci strains sequenced to date [2, 12, 55, 70, 73, 78].
Orthologs are also present in the plasticity zones of C. pneumoniae and C. caviae,
but these have accumulated multiple frameshift mutations, whereas no genes with
significant homology to ct153 are present in C. abortus [36, 56, 67, 74]. In
C. trachomatis, ct153 orthologs are highly conserved and are located immediately
upstream from the plasticity zone PLD genes suggesting the proteins share con-
comitant functions [12, 50, 55, 70, 73]. There is no evidence of recent horizontal
gene transfer of ct153 between C. trachomatis or the closely related species,
C. muridarum and C. felis, and the phylogenetically distant C. psittaci, indicating
that CT153 may have been essential in the last common ancestor of these strains.
Why CT153 is dispensable in some species that diverged from this ancestor is
unknown but suggests ct153 has a niche-specific function. No obvious phenotype
or characteristic neatly sorts Chlamydia species by presence of this gene so these
comparisons have not suggested a function for CT153. Chlamydiae also interact
with multiple host and host-derived phospholipid membranes (plasma membrane,
early endosome membrane, inclusion membrane, exocytic vesicles, lipid droplets)
that could conceivably be targeted by MACPF proteins, which further complicates
assigning potential roles to CT153.

Members of the MACPF domain family of proteins share a canonical domain
architecture of an N-terminal region of variable length followed by a membrane-
spanning domain and C-terminal motifs that typically mediate binding of target
membranes [22]. CT153 exhibits a similar domain arrangement. The CT153
N-terminal sequence is unique to Chlamydia and contains no conserved domains.
The C-terminal amino acid residues 427–621 of CT153 share homology with the
MACPF domain [50]. In lytic components of the human immune system, perforin
and complement 9, this domain maps to the membrane-spanning regions of the
proteins [49]. The crystal structures of prokaryotic and eukaryotic MACPF
domain-containing proteins show the MACPF domain is structurally homologous
to pore-forming cholesterol dependent cytolysins (CDC) of Gram-positive bacteria
[25, 60, 68]. The domain signature is a conserved core fold that controls confor-
mational rearrangements of alpha helices into the membrane-spanning beta-hair-
pins causing membrane insertion of the protein. CT153 also contains a C-terminal
mannosyltransferase, inositol 1,4,5-triphosphate receptor, ryanodine receptor
(MIR) domain (amino acids 759–786) that may confer a ligand transferase func-
tion or an ability to recognize membranes [51].

Proteins containing the MACPF domain are broadly represented in metazoans
and prokaryotes, and their diverse ranges of functions are connected by the ability
of the domain to interact with cellular membranes. MACPF/CDC domain super-
family proteins are secreted as monomers that oligomerize to form lytic pores and
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function in non-lytic membrane interactions [61, 76]. Some of these proteins can
transiently perturb membrane morphology without destroying membrane integrity
[22]. For example, MACPF domain-containing proteins from Toxoplasma and
Plasmodium facilitate parasite egress from cells and allow parasites to transverse
host cells, respectively [32, 33, 35, 59]. Listeria monocytogenes listeriolysin O, a
secreted cytolysin, and listerial phospholipases mediate pathogen escape from the
nascent membrane bound vacuole and disrupt host membranes during intercellular
dissemination [17, 69]. Presence of a MACPF domain in CT153 and proximity of
this gene to PLDs in the plasticity zone suggests CT153 interacts with host cell
membranes and is involved with membrane or lipid modification [50].

CT153 in Chlamydial Pathogenesis

Chlamydiae have evolved sophisticated ways of manipulating host cells to
establish their intracellular niche, access nutrients and escape at the end of the
developmental cycle. Species variable alleles in the plasticity zone play important
roles in chlamydial niche specificity and disease diversity. These aspects of
chlamydial biology imply roles for CT153 in chlamydial pathogenesis. A recent
study showed CT153 is expressed by all 15 human C. trachomatis serovars and
provided the first characterization of a chlamydial MACPF domain-containing
protein [72]. CT153 orthologs from other chlamydial species have not been
studied extensively; therefore this review will focus on the potential functions of
C. trachomatis CT153.

Early Host Cell Interactions

MACPF proteins interact with membranes, and one of the first barriers chlamydial
EBs face is crossing the host cell plasma membrane during pathogen-mediated
endocytosis. Proteins that mediate chlamydial attachment and entry are often
enriched in EBs and Taylor et al. showed the full-length form of CT153 (p91)
predominates in C. trachomatis EBs, which was confirmed by shotgun proteomic
analysis of EB proteins in another study [39]. Most MACPF domain-containing
proteins are secreted as soluble polypeptides that insert into target membranes [1],
which suggests if CT153 functions in chlamydial entry it would need to be
exposed on the EB surface or secreted into host cells. Anti-CT153 polyclonal sera
did not react with or neutralize unfixed EBs indicating CT153 is not displayed on
the EB surface. However, other effectors that mediate chlamydial attachment and
entry are also not displayed on free EBs and are only secreted after EBs attach to
host cells. The actin recruiting effector protein, TARP, is secreted from a pre-
formed type III secretion apparatus on EBs following a second irreversible step in
pathogen-mediated endocytosis [14]. Chlamydial polymorphic outer membrane
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proteins, a large family of autotransporter proteins, may also only translocate their
effector domains at specific times in the developmental cycle [39, 48]. CT153 does
not appear to have canonical type II or type III secretion signals or characteristics
of other chlamydial autotransporter proteins, thus if it is secreted from EBs this
occurs via an unknown pathway. We are unaware of attempts to directly address
this question using immunoelectron microscopy or surrogate secretion systems.
Human perforin molecules induce vesiculation on the plasma membrane of
eukaryotic cells triggering an endocytosis-like event [53]. If CT153 is secreted
or exposed during entry it might similarly induce membrane invaginations
that facilitate EB uptake. Mechanisms of chlamydial entry vary even among
C. trachomatis isolates, and not all chlamydiae encode CT153, so this protein
would be more likely to play an accessory, as opposed to a primary, role in entry.

CT153 rapidly undergoes host-mediated or autoproteolytic cleavage during EB
invasion of host cells [72]. Infection-dependent proteolysis of CT153 separates the
N-terminal p41 from the C-terminal p57 fragment containing the MACPF and
MIR domains, and this is independent of chlamydial transcription and translation.
In contrast to p41, the p91 and p57 are stable up to 6 h post-infection indicating
distinct functions for the intact and processed polypeptides in early host cell
interactions. Some MACPF proteins require cleavage for activation [77], but it is
unknown if p91 processing is necessary for activation of CT153.

Inclusion Fusion

When cells are infected with multiple C. trachomatis EBs, the individual inclu-
sions eventually fuse to form a single vacuole [8]. In contrast, C. caviae inclusions
do not fuse and display a multilobed inclusion structure [58]. IncA, which forms
SNARE-like complexes on the cytosolic face of inclusion membranes for both
species, has been implicated in homotypic inclusion membrane fusion for
C. trachomatis [18, 71]. Differences in fusogenicity between the two species
indicate additional C. trachomatis-specific factors mediate inclusion fusion. The
presence of CT153 in C. trachomatis and absence in C. caviae suggest CT153
participates in fusion of C. trachomatis inclusions. In this scenario, IncA could
tether adjacent inclusions in close proximity to one another while insertion of
CT153 into inclusion membranes could destabilize the bilayers to promote fusion.

Mid-Developmental Cycle and Nutrient Acquisition

Transcriptome analysis of the C. trachomatis developmental cycle showed ct153
transcription initiates early in infection, a time in which RBs are actively repli-
cating, and peaks when RBs begin to differentiate to EBs [7]. During these time
points, cleavage of CT153 results in a p41 N-terminal fragment and a p57
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polypeptide containing the C-terminal MACPF and MIR domains similar to those
seen following early infection [72]. The full-length and processed forms of CT153
exhibit differences in their ability to interact with membranes. The p41 and p57 are
associated with the insoluble fractions of C. trachomatis-infected cells, and p91 is
found in both insoluble and soluble membrane fractions [72]. These differences
point to specialized functions for each form of the protein. The pore-forming
activity of Toxoplasma gondii PLP1 (TgPLP1) is controlled by proteolytic
cleavage of the N-terminal portion of the protein during trafficking [59]. Thus,
proteolysis of CT153 most likely occurs after the protein is secreted or once it is
associated with its target membrane and may regulate the function of CT153.
Soluble MACPF domain protein monomers assemble as oligomers to form pores
in membranes. In SDS-PAGE gels of C. trachomatis-infected cells, CT153
migrated primarily as p91, p57 and p41 polypeptides and as high molecular weight
complexes that were also observed in gels of purified recombinant protein (Taylor,
unpublished data). The presence of highly stable complexes resistant to SDS and
boiling suggests higher ordered CT153 oligomeric structures are formed during
infection, but this needs to be confirmed by further studies.

Confocal and transmission electron microscopy studies showed CT153 is
expressed by RBs that are closely positioned adjacent to the inclusion. These RBs
had increased expression of Hsp60, a chlamydial chaperonin that is upregulated by
stress [4, 54]. This suggests RBs that express CT153 may have specialized met-
abolic capabilities. CT155, a plasticity zone PLD, localizes to similar RBs [45],
consistent with the hypothesis that CT153 and the plasticity zone PLDs are
functionally related. In addition to roles in parasite and protein translocation across
membranes [32, 40] members of the MACPF family participate in cytolytic
functions and have the ability to disrupt membrane stability [20, 22, 26]. RBs in
close proximity to the inclusion membrane respond to cytosolic signals, acquire
host nutrients, and secrete proteins into the host cell cytosol. A chlamydial
membrane-spanning pore protein could mediate these activities. Thus, CT153,
along with the plasticity zone PLD proteins, might participate in nutrient acqui-
sition or membrane modification unique to C. trachomatis.

Chlamydiae have undergone reductive genomic evolution and depend upon
their host for many metabolites [41]. C. trachomatis encodes several nutrient
uptake systems and acquires nutrients by redirecting transport vesicles and intra-
cellular organelles [62, 70]. Host-derived lipids are captured via multiple routes
[27, 82]. Chlamydia induces Golgi fragmentation and intercepts Golgi-derived
exocytic vesicles from which cholesterol, sphingomyelin and possibly other
nutrients are acquired [10, 24, 29]. Inclusions sequester lipid droplets and fuse with
multivesicular bodies, which both contain sphingomyelin and lysobiphosphatidic
acid [3, 15, 57]. Presence of CT153 and the plasticity zone PLDs is positively
correlated with the ability to recruit lipid droplets [56, 70, 72]. The inclusion
membrane protein, IncA, Lda proteins 1–3, CT153 and the PLD paralogs have all
been implicated in lipid droplet acquisition [15, 38, 45, 72], but how C. tracho-
matis targets and assimilates the organelles is unknown. Lipid droplets accumulate
at the periphery of the inclusion. Entire organelles are transported across the
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inclusion at sites enriched with IncA and Lda proteins and are consumed in the
inclusion lumen by RBs [15]. Listeria and Rickettsia employ MACPF domain-
containing proteins and phospholipases to modify host membranes [17, 69, 81],
and as in the delivery of granzymes by perforin, MACPF proteins can translocate
other effector proteins across membranes [40, 43]. RBs expressing CT153 are
positioned at sites of lipid droplet translocation and are closely associated with
intra-inclusion lipid droplets [72]. Therefore CT153 may play a role in the capture
and degradation of these organelles by remodeling membranes at the site of lipid
droplet translocation or by serving as a conduit to transport lipid-modifying
enzymes.

Exit from the Host Cell

Chlamydiae exit the host cell either by a process termed extrusion, an exocytosis-
like event, or by cellular lysis [30, 75]. The chlamydia-containing inclusion pin-
ches off and exits the cell enveloped in a layer of the eukaryotic plasma membrane
leaving the host cell membrane intact during extrusion. Extrusion requires for-
mation of actin coats on the inclusion membrane and is dependent upon chla-
mydial protein synthesis suggesting this is a pathogen-directed process mediated
through host cell signaling pathways [13, 30]. The second exit pathway, lysis,
consists of sequential rupture of the inclusion, cellular and plasma membranes that
kills the host cell. Inclusion lysis can be blocked by cysteine protease inhibitors,
and rupture of the plasma membrane is dependent on extracellular calcium influx.
It has yet to be determined if lysis or extrusion is more relevant to EB escape from
epithelial cells in vivo. It is also unclear how broadly the extrusion mechanism is
conserved or if it is correlated with presence of a CT153 ortholog.

The mode of chlamydial exit from the host cell is most likely Chlamydia-
directed since the process for either pathway begins from within the inclusion [30].
The mechanisms the organism uses to decide which pathway to follow likely
involve intricate interactions between the inclusion and cell that are established
late in the developmental cycle. Levels of CT153 in the inclusion lumen may be a
contributing factor to the decision to exit by extrusion or lysis. The amount of
CT153 in C. trachomatis-infected cells steadily increases during intracellular
development [72]. Levels are low early in infection and the inclusion membrane is
stable at that time. As the developmental cycle progresses, infectious EBs are
formed and remaining RBs continue to express CT153. Accumulation of secreted
CT153 might cue lytic exit. If this hypothesis is true we would expect strains
lacking CT153 to primarily exit via extrusion.

Numerous intracellular parasites utilize pore-forming proteins and phospholip-
ases to escape from vacuoles, and there are multiple examples where MACPF-
domain containing proteins of other pathogens mediate exit from host cells [31, 34].
T. gondii egress from the cell is achieved by sequential rupture of the parasite
vacuole followed by the eukaryotic plasma membrane [35]. Permeabilization of
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the parasitophorous vacuolar membrane is mediated by pores of the MACPF
domain-containing protein TgPLP1 [35, 59]. Analogous to the action of TgPLP1 in
escape of T. gondii, CT153 could form pores in the inclusion membrane. These
pores could directly disrupt the membrane or provide a passage for other effector
proteins involved in host cell lysis.

Escape by cellular lysis requires the pathogen to breach the inclusion and
plasma membranes. It is unknown if the same or different mechanisms are used to
rupture these two membranes. Rupture of the inclusion is dependent on host or
chlamydial cysteine proteases [30]. Protease activity could be a necessary pre-
requisite for insertion or activation of CT153 in membranes leading to pore-
formation. These pores could function to destabilize the membrane or serve to
transport other effectors, such as phospholipases or proteases, to disrupt the
inclusion membrane or additional cellular targets. The nuclear compartment rup-
tures prior to the plasma membrane after inclusion lysis suggesting soluble factors
released from the inclusion disrupt additional membranes [30]. Soluble CT153
released from the ruptured inclusion could act on cellular membranes and cause
weakening of the plasma membrane leading to lysis.

Future Directions

A major limitation in determining the function of CT153 is lack of an assay to
measure if and when this protein is functional. To date our efforts to demonstrate
pore-forming ability of CT153 in sheep red blood cells lysis assays using protocols
published for other MACPF family proteins have been unsuccessful. Reasons
these assays may have failed include that critical chlamydial cofactors required for
activity of CT153 were absent or that unprocessed CT153 is inactive. These assays
might be more successful with mixtures of recombinant processed proteins if only
processed CT153 forms pores. It needs to be clarified if full-length and processed
forms of CT153 oligomerize in vitro and in vivo.

Other limitations in ascertaining CT153 function are that little is known about
the localization of this protein at any point in the chlamydial developmental cycle
and if full-length and processed forms are similarly localized. For example, if full-
length CT153 was exclusively found in or on RB while processed fragments
accumulated in the inclusion membrane this might indicate the processed form
plays a role in fusion of the inclusion with incoming vesicles or lysis of the
inclusion. One way to assess this could be to label infected cells simultaneously
with antibodies targeting an epitope spanning the processing junction (thus specific
for the full-length protein) and a second antibody targeting the N- or C-terminal
portion of CT153. Alternately, the recent demonstration that green fluorescent
protein and other recombinant transgenes can be expressed from the chlamydial
plasmid [80] suggests expression of fluorescently tagged full-length and truncated
versions could be used to localize full-length and processed forms of CT153 and to
identify key residues that mediate localization.
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The developmental cycle of the Chlamydiaceae involves sequential interactions
with multiple host cell membranes, which has made it difficult to differentiate
which of these interactions could be mediated by CT153. The recent development
of rudimentary tools for forward and reverse genetic analysis of Chlamydia spp.
gives hope that a definitive function of CT153 can be identified by these
approaches. Although we have as yet been unable to isolate a CT153 nonsense
mutant using the reverse genetic TILLING approach developed by Kari et al.,
these efforts have yet to reach saturation, and we now have a large collection of
viable CT153 missense mutant strains confirming CT153 is mutable. Other genetic
methods for interrogating CT153 function might be to use mutant screens to
identify isolates with phenotypes consistent with what would be predicted for loss
of CT153. For example, if CT153 plays a role in inclusion lysis, isolates that have
enlarged inclusions and/or only exit via extrusion might have mutations in CT153
and/or accessory proteins. Although a negative result is difficult to interpret in a
surrogate system, an especially promising approach might be to test if CT153 can
complement the exit defect of a T. gondii MACPF mutant.

Work on the chlamydial MACPF domain protein, CT153, is beginning to reveal
the importance of this protein in chlamydial biology and fundamental questions
regarding the role of CT153 in chlamydial pathogenesis remain to be answered.
Demonstration of pore-formation by CT153 and defining required cognate
receptors, cofactors and target membranes will be central to elucidating the
structure and function of the protein.
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Chapter 14
Fungal MACPF-Like Proteins
and Aegerolysins: Bi-component
Pore-Forming Proteins?

Katja Ota, Matej Butala, Gabriella Viero, Mauro Dalla Serra,
Kristina Sepčić and Peter Maček

Abstract Proteins with membrane-attack complex/perforin (MACPF) domains
are found in almost all kingdoms of life, and they have a variety of biological
roles, including defence and attack, organism development, and cell adhesion and
signalling. The distribution of these proteins in fungi appears to be restricted to
some Pezizomycotina and Basidiomycota species only, in correlation with another
group of proteins with unknown biological function, known as aegerolysins. These
two protein groups coincide in only a few species, and they might operate in
concert as cytolytic bi-component pore-forming agents. Representative proteins
here include pleurotolysin B, which has a MACPF domain, and the aegerolysin-
like protein pleurotolysin A, and the very similar ostreolysin A, which have been
purified from oyster mushroom (Pleurotus ostreatus). These have been shown to
act in concert to perforate natural and artificial lipid membranes with high cho-
lesterol and sphingomyelin content. The aegerolysin-like proteins provide the
membrane cholesterol/sphingomyelin selectivity and recruit oligomerised pleuro-
tolysin B molecules, to create a membrane-inserted pore complex. The resulting
protein structure has been imaged with electron microscopy, and it has a 13-meric
rosette-like structure, with a central lumen that is *4–5 nm in diameter. The
opened transmembrane pore is non-selectively permeable for ions and smaller
neutral solutes, and is a cause of cytolysis of a colloid-osmotic type. The biological
significance of these proteins for the fungal life-style is discussed.
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Abbreviations

3D Three-dimensional
diUPC diphytanoylphosphatidylcholine
EGFP Enhanced green fluorescent protein
Hi H. irregulare
LUV Large unilamellar vesicles
MACPF Membrane-attack complex/perforin
Mp M. perniciosa
OlyA Ostreolysin A
PLM Planar lipid membranes
PlyA Pleurotolysin A
PlyA2 Pleurotolysin A2
PlyB Pleurotolysin B
Ss S. stellatus
Tv T. versicolor

Introduction

Fungi are currently assigned to 8–10 phyla (traditionally Chytridiomycota,
Zygomycota, Ascomycota and Basidiomycota only), and they are an extremely
variable group of eukaryotic organisms that inhabit all niches of our planet. The
number of fungal species, which are commonly known as yeasts, moulds and
mushrooms, has been estimated to be at least in the seven-digit range (for review,
see [3]) (Fig. 14.1a). Beyond their ecological impact in nature as a major group of
decomposers of dead organic matter, fungi have also evolved hemibiotrophic and
biotrophic life-styles, and they are thus also notorious plant, animal and human
pathogens (for review, see [23]). Fungi have an enormous molecular inventory
potential, including antibiotics, cellulases and lignolytic enzymes for example.
They have had very significant economic impact on human society, as they have
been traditionally exploited in human and animal nutrition, and in medicine. They
have also attracted a lot of attention in traditional and modern biotechnological
applications [12, 44] and as emerging threats to animal, plant and ecosystem health
[18]. As one consequence, several fungal genome projects have been started, and
annotations of several of these have contributed markedly to information on the
biology and evolution of medically, industrially and environmentally important
fungi [19, 21].

Here, we focus on a small group of fungal proteins that have a predicted
membrane-attack complex/perforin (MACPF) domain (Prosite PS51412, Pfam
PF01823). We define these in conjunction with the implication of their damage to
cellular membranes and model lipid membranes. This fungal protein group is
represented by pleurotolysin B (PlyB), from the edible oyster mushroom Pleurotus
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Fig. 14.1 Distribution of aegerolysins and proteins with the MACPF domain in fungi, and
structure of pleurotolysin B (PlyB) and PlyB-like proteins. a Fungal taxonomic classification and
data on species number are from Bass and Richards [3]. In brackets number of species with one
or more predicted or confirmed aegerolysin-like protein, and number of proteins with a predicted
MACPF domain, respectively. The total number of well-described fungal species is in italics.
Data were collected from NCBI, UniProt, and JGI nucleotide and protein databases. b Sequence
location of the MACPF domain in PlyB (P. ostreatus, NCBI: BAD66667) and PlyB-like proteins
(P. eryngii, NCBI: BAI45248; S. stellatus, JGI: Protein ID 808130; M. perniciosa, NCBI:
XP_002389006; T. versicolor, NCBI: EIW53798; H. irregulare, JGI: Protein ID 426372), as
indicated. c Clustal W [30] amino-acid alignment of the C-terminal region, following the MACPF
domain as shown in (b). The incomplete amino-acid sequence of an A. cylindracea PlyB-like
protein that was deduced from expressed sequence tags (NCBI EST database) and from proteome
and transcriptome data [68] is not shown. Black shading, identical amino acids; grey shading,
similar amino acids
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ostreatus. Historically, pleurotolysin was first described by Bernheimer and Avi-
gad [7], who characterised this mushroom haemolysin as a *12-kDa protein that
can be inhibited by the membrane lipid sphingomyelin. In 2002, reinvestigation of
cytolytic proteins in P. ostreatus, as compared to those from the edible poplar
mushroom, Agrocybe aegerita, resulted in partial determination of the primary
structures of two homologous, cytolytic, *15-kDa proteins: ostreolysin and ae-
gerolysin [4, 6]. These proteins were shown to be highly identical to a predicted
protein, Aa-Pri1, from A. aegerita [17], and also similar to Asp-haemolysin from
Aspergillus fumigatus [15], and the non-haemolytic proteins P16 and P18 from the
bacterium Clostridium bifermentans [2]. With reference to aegerolysin, as the Aa-
Pri1 protein, this ever-growing group of proteins (currently more than 350 entries
in the NCBI databases) has been named as the aegerolysin protein family (Pfam
PF06355, InterPro IPR009413). Their structure, putative functional characteristics,
and occurrence across the tree of life have been reviewed elsewhere [5, 39].
However, it was shown for the first time by Tomita et al. [65] that an ostreolysin
isoform from P. ostreatus, known as pleurotolysin A (PlyA), is not cytolytic unless
it is supplemented with another non-cytolytic, *59-kDa protein, PlyB. This
protein pair, PlyA plus PlyB, has been classified functionally as a two-component
pore-forming protein. Indeed, it is clear now that both of the previous preparations
of pleurotolysin [7] and ostreolysin [4] were cytolytic due to the presence of PlyB
as an undetected impurity [41]. It has also been confirmed recently that two native
PlyA isoforms and a recombinant ostreolysin A (OlyA) are not cytolytic per se, but
are essential for the cytolytic activity of native PlyB and its N-terminally trun-
cated, i.e., matured, form [41], as originally suggested for PlyB and PlyA [65].
Herein, we use the term ‘ostreolysin’ for the partially purified ostreolysin A that
was shown to be cytolytic due to PlyB contamination. The necessity for two
protein components for cytolytic activity has also been reported for erylysins A
and B from Pleurotus eryngii, which are very similar orthologues of PlyA and
PlyB, respectively [62].

Current searches of nucleotide and protein databases reveal that the number of
*59-kDa PlyB-like proteins that have been confirmed at the protein level or are
predicted is low (6–8 proteins, to date), and that they are distributed exclusively in
some species of the fungal class Agaricomycetes. In contrast, aegerolysin-like
proteins similar to PlyA and OlyA are much more widely distributed in bacteria,
fungi and plants, and one representative each has also been reported in a lepi-
dopteran (Chrysodeixis includens) [69] and in a virus species (Trichoplusia ni
ascovirus 2c). In view of the saprophytic way of life of the Pleurotus species, the
biological roles of PlyB-like proteins and aegerolysin proteins remain enigmatic.
The in vitro cytolytic activity of these combined A- and B-type proteins is also
intriguing, because these mushroom proteins are not known to serve as defensive
or attack agents against other co-habiting organisms.

Here, we summarise recent data on the distribution of PlyB-like proteins and
aegerolysins, including their structural features and functions, with a focus on their
permeabilising of natural cellular membranes and model lipid membranes. We
also discuss some previously controversial data on the putative functions of
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aegerolysins, their lipid-binding characteristics, and their pore formation, and we
propose mechanisms of pore formation by PlyB-like proteins in combination with
their species-specific aegerolysin counterparts. We also provide data on the
electrophysiological characteristics of the transmembrane channels that are
induced by purified native PlyB and OlyA in planar lipid membranes (PLMs).
Furthermore, we suggest the molecular mechanism of formation of the trans-
membrane pore complex formed by PlyB and OlyA (or PlyA).

Occurrence in Fungi of Aegerolysins and Proteins
with an MACPF Domain, Including PlyB-Like Proteins

Fungal genome sequencing projects have provided a steadily increasing number of
novel putative proteins that have been assigned to the aegerolysin protein family
and to the proteins with a predicted MACPF domain. Current data from a bioin-
formatics survey (March, 2013) on the distribution of these proteins across the
fungal taxa are summarised in Fig. 14.1a. Although the great majority of the
fungal species classified belong to the Ascomycota and Basidiomycota phyla, it is
interesting that some of the other fungal groups completely lack both aegerolysins
and MACPF-domain-bearing proteins. The estimate of the number of fungal
species that have proteins with the MACPF domain (33 species) shown in
Fig. 14.1a matches the total number of these proteins (including the PlyB-like
proteins shown in Fig. 14.1b) that have recently been predicted in fungi (31
proteins) [20]. Although these estimates may not be accurate, it appears that each
of these species can code for a low number (1–2) of different proteins with the
MACPF domain. Proteins with the MACPF domain are relatively widely dis-
tributed in all of the kingdoms across living organisms [20], including the fungal
taxa, as summarised in Fig. 14.1a. However, in contrast to some vertebrate pro-
teins, the functions and biological roles of these fungal MACPF-domain-con-
taining proteins are completely unknown in fungi. So far, only PlyB-like proteins
from the genus Pleurotus have been confirmed at the protein level, and their
cytolytic activity has been documented. In addition, based on functional studies of
A. aegerita proteins [4] and on Agrocybe cylindracea transcriptome data [63],
aegerolysins (Aa-Pri1, and similar proteins) and orthologues of PlyB these species
can be included in the list. BLAST searches in nucleotide and protein databases
using PlyB as the query show that the amino-acid sequence of the C-terminal
region of PlyB and of PlyB-like proteins (Fig. 14.1c) is unique, and this makes
these proteins distinctive from all other known pore-forming proteins, including
those with the MACPF domain and the cholesterol-dependent cytolysins (CDCs)
[9, 13, 20, 22, 25, 26, 52]. At present, very few fungal species are known to have a
matched aegerolysin and PlyB-like protein combination (see Fig. 14.1b). These
species are restricted to the families of Pleurotaceae (P. ostreatus, P. eryngii),
Geastraceae (Sphaerobolus stellatus), Marasmiaceae (Moniliophtora perniciosa),
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Polyporaceae (Trametes versicolor), Bondarzewiaceae (Heterobasidion irregu-
lare), and Strophariaceae (A. aegerita and A. cylindracea). This list should
probably also include Pleurotus nebrodensis [34].

Structure of Fungal Cytolytic PlyB-Like Proteins
and Aegerolysins

The structures, putative functions and biological roles of members of the aeger-
olysin family have been extensively reviewed elsewhere [5, 39]. Figure 14.2
illustrates the alignment of the amino-acid sequences for selected aegerolysins
only, as: (i) those already shown to participate with PlyB-like proteins in cytolysis
(OlyA, PlyA, EryA); (ii) one that is very likely to be implicated in cytolysis (Aa-
Pri1 from A. aegerita; Aa); and (iii) those that have not yet been proven at the
protein level, but could be predicted to participate with their predicted PlyB-like
counterparts in cytolysis, based on structural homology: the S. stellatus (Ss), M.
perniciosa (Mp), T. versicolor (Tv) and H. irregulare (Hi) aegerolysins. The
primary structures of these selected aegerolysins are very similar; e.g., PlyA and
OlyA differ in only two amino-acid substitutions. However, one visible exception
is the predicted T. versicolor aegerolysin, with a propeptide that precedes the core
sequence. Similarly, there are also propeptide sequences in some Ascomycota
aegerolysins. It is not known whether the propeptide is post-translationally cleaved
during the process of protein maturation. Although the number of sequences
collected in Fig. 14.2 is relatively few, and thus may not be conclusive, at least
some of the characteristic amino-acid motifs can be deduced that might make this
group distinctive from other aegerolysins: (i) the N-terminal sequence AY-
AQWVIIIIIHNVG, with a few conservative substitutions (the predicted T. versi-
color protein is again an exception); and (ii) two amino-acid motifs with a
conserved cysteine residue in each (CGR, CPWG). In comparison, in the N-ter-
minal part of the other aegerolysins, there are varied polar and charged amino-acid
substitutions, which makes this part of them less hydrophobic. Also, the CGR and/
or CPWG motifs are not conserved in the other aegerolysins, and in some ae-
gerolysin sequences, additional cysteines are inserted elsewhere. In this respect, it
is of note that thiol-reactive reagents can totally impair the cytolytic activity of
ostreolysin [4], and of OlyA in combination with PlyB [40]. The primary struc-
tures of PlyB and its orthologues are also very similar to each other, with regard to
the position of the MACPF domain and the C-terminal region, as discussed above.
At present, the nucleotide/protein sequencing data are not sufficient to make any
reliable analysis of the primary structures of this protein group. Of note, in PlyB-
like proteins, the number of cysteine residues that are regularly located in the
C-terminal region is lower (1–2) than in the other fungal proteins with MACPF
domains (5–8; our unpublished data).
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To date, the three-dimensional (3D) structures of PlyB and PlyB-like proteins
have not been solved, and there is only one known crystal structure of an aeger-
olysin family member [58]: the Cry34A protein from Bacillus thuringiensis [32,
59]. As 3D structural data are lacking, protein 3D structural homology modelling
might be helpful to obtain some insights into the protein structure and function.
Figure 14.3 shows the 3D structural models of the full-length precursor of PlyB
and an OlyA isoform, OlyA6, which have been used in functional studies [40, 41].
Searches for proteins with similar 3D structures have shown that this modelled
PlyB is most similar to mouse perforin (PDB: 3NSJ) with regard to the MACPF
domain structure. The homology modelling predicts a b-sandwich fold for OlyA6,
a structure that is most similar to that of a sea anemone actinoporin, fragaceatoxin
C (PDB: 3LIM). Thermal and pH-induced denaturation of ostreolysin have sug-
gested that the tertiary structure of this b-structured protein is relatively stable [6].
In contrast, PlyB is highly unstable in solution and is prone to cleavage of an

Fig. 14.2 Amino-acid alignment of aegerolysins from fungal species with PlyB or PlyB-like
proteins. See Fig. 14.1b, including aegerolysin, Aa-Pri1, from A. aegerita. Po OlyA, P. ostreatus
OlyA6 (NCBI: AGH25589); Po PlyA, P. ostreatus pleurotolysin A (NCBI: BAD66668); Pe
EryA, P. eryngeii erylysin A (NCBI: BAI45247); Ss, S. stellatus (JGI:ID 267302); Mp, M.
perniciosa aegerolysin (NCBI:XP_002389486); Tv, T. versicolor aegerolysin (JGI:ID 134289);
Hi, H. irregulare aegerolysin (JGI:ID 148469); Aa, A. aegerita Aa-Pri1 (NCBI:AAC02265).
Sequences were aligned with ClustalW. Black shading, identical amino acids; grey shading,
similar amino acids
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internal peptide bond [41, 65]. Interestingly, this cleavage does not significantly
diminish its haemolytic activity, and it has also been noted for erylysin B from P.
eryngii [62].

The predicted 3D structural similarity between PlyB and perforin and other
MACPF/CDC proteins suggests that the PlyB MACPF domain might be a pre-
requisite for the formation of pores across cellular membranes and model lipid
membranes. The actual 3D structure of the PlyB C-terminal region is, however,
uncertain, and it is clearly different from that of perforin and the other MACPF/
CDC proteins discussed here. The C-terminally located C2 domain in perforin [52]
and C-terminal domain 4 in CDCs [25] are the membrane-binding parts of these
proteins. At present, it is not known whether the C-terminal region of PlyB is
involved in the attaching of the molecule to susceptible membranes.

Lipid-Binding and Pore-Forming Characteristics of PlyB,
OlyA and the PlyA Aegerolysins

Contrary to numerous database entries on predicted and proven aegerolysins, and
despite their apparently wide distribution in various organisms, only a few of them
have been functionally characterised. Asp-haemolysin from the mould A. fumig-
atus (syn. Neosartorya fumigata) was the first aegerolysin-like protein to be
described [15, 55]. Functionally, it was isolated and characterised as a haemolytic
protein [14] that binds to oxidised-LDL and lysophospholipids [29]. In a recent

Fig. 14.3 Three-dimensional structure models of PlyB and OlyA6. The models of the full-length
PlyB (NCBI:BAD66667) and OlyA6 were obtained from the iterative threading assembly
refinement by I-TASSER [54] and rendered by CHIMERA [42]. The OlyA6 3D structure was
modelled on the template of the crystal structure of a Bacillus thuringiensis aegerolysin, 149B1
Cry34 [58]. a The PlyB model, with the N-terminal a-helix in blue, the MACPF domain in red,
and the C-terminal region in grey (see also Fig. 14.1b, c). b Superimposed 3D structures of
OlyA6 (green) and 149B1 Cry34 (gray). The N-termini and C-termini are as indicated
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study, a similar protein from Aspergillus terreus, recombinant terrelysin, was
suggested to be haemolytic [38], while an aegerolysin, known as RahU (the
PA0122 protein), from the bacterium Pseudomonas aeruginosa is similar to Asp-
haemolysin, and it can interact with oxidised-LDL and lysophospholipids,
although it is not haemolytic [47]. The C. bifermentans P16 and P18 aegerolysin-
like proteins have also been shown not to be haemolytic [2].

The apparent functional diversity of this group of proteins is illustrated further
by the aegerolysin-like proteins known as the insecticidal 14 kDa crystal (Cry34)
toxins, from Bacillus thuringiensis [16, 24]. These proteins have been shown to
permeabilise lipid vesicles made of phosphatidylserine/phosphatidylcholine and to
open ion channels, with electric conductances ranging from *10 to 300 pS in
PLMs [36]. These Cry34 proteins were classified as binary crystal toxins, as their
membrane-damaging activities are maximal when combined with the B. thurin-
giensis 44 kDa Cry35 proteins [36]. The insecticidal activity of these Cry34Ab1/
Cry35Ab1 proteins that are used for in-plant control of corn rootworm [58] was
suggested to be different from other B. thuringiensis crystal toxins [32]. In con-
trast, the basidiomycetous aegerolysins PlyA, OlyA and EryA have been specifi-
cally shown not to be cytolytic per se; moreover, for OlyA, it has been confirmed
that it does not bind lysophospholipids [41]. It was previously reported that the
cytolytic activity induced by ostreolysin (as mixed with the PlyB impurity) might
be inhibited by lysophospholipids and free fatty acids [60]. However, it was shown
later that the inhibition was caused indirectly by partitioning of the lysophos-
pholipids into the lipid membranes, which consequently resulted in diminished
binding of ostreolysin to the membranes [10].

Studies of the lipid selectivity of the native ostreolysin plus PlyB mixture using
cellular membranes or model lipid membranes have shown that these proteins bind
exclusively to membranes rich in cholesterol (or other sterols) only if the sterols
are combined with sphingomyelin [10, 49, 50, 61]. The binding of these proteins
and their lipid-vesicle permeabilisation were significantly reduced when sphin-
gomyelin was substituted by the fully saturated phosphatidylcholine in the binary
lipid mixture, and it was abolished by the addition of unsaturated glycer-
ophosphatides to cholesterol/sphingomyelin membranes [61]. In contrast, PlyA
and PlyB have been classified as sphingomyelin-specific two-component cytoly-
sins [65]. However, in this study of Tomita et al. [65], there were no membranes
with a control lipid composition without cholesterol, as all of the tested lipid
mixtures contained cholesterol plus a variable lipid. Recent re-examination of the
lipid selectivity of recombinant OlyA and PlyB, individually and combined, have
confirmed the exclusive specificity of OlyA for cholesterol/sphingomyelin-rich
membranes, which are typical of lipid rafts in cellular membranes. Also, when
OlyA6 was assayed on a glycan array of[300 different human oligosaccharides, it
did not interact with any of them [41], which thus confirms the lipid binding
preference of OlyA6. It has also been shown that in contrast to OlyA, PlyB on its
own can bind to lipid vesicles of variable lipid compositions, although with rel-
atively low affinities compared to OlyA6 [41]. In this particular study, it was also
noted that OlyA6 and PlyB do not interact with each other in solution. For both the
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PlyA/PlyB and OlyA/PlyB pairs, it was shown that they can form large sodium
dodecyl sulphate (SDS)-resistant oligomeric structures in susceptible membranes
[41, 65]. Moreover, based on the kinetics of haemolysis provoked by varied
proportions of PlyB and PlyA, a PlyB/PlyA stoichiometry of 1/3 was suggested as
optimal for pore formation [65]. This specific study also suggested that PlyA is
firmly bound in the complex and cannot be dissociated from the pore complex with
SDS. In another study, however, is could not be shown that there was OlyA in the
SDS-resistant protein-lipid complexes [41]. This discrepancy might be accounted
for by differences in the experimental details, such as the membrane composition,
the protocols for solubilisation of the complex with SDS, and the antibodies used
in the Western blotting of these proteins. However, labelling of the on-membrane
complex of PlyB and OlyA, N-terminally tagged with hexahistidine, and electron
microscopy confirmed that OlyA is a constituent of the rosette-like protein-lipid
complex [40] (see below). It is not known, however, what the component stoi-
chiometry in the pore complex is.

The PlyA/PlyB pore complex on erythrocyte membranes has been imaged as a
ring-like structure with electron microscopy [65]. More details on the oligomeric
architecture of these complexes have been provided by recent electron microscopy
imaging of recombinant OlyA6 and D48PlyB (N-terminally truncated PlyB, cor-
responding to mature PlyB), both solely or as combined proteins, on large unila-
mellar vesicles (LUVs) made from a total erythrocyte lipid extract [41], as shown in
Fig. 14.4. OlyA alone induced reshaping of the LUVs, which were seen as mem-
brane invaginations and evaginations (Fig. 14.4a), and the evaginations could even
pinch-off from the LUV membrane. Of note, D48PlyB alone can sporadically form
ring-like, and even rosette-like, structures in the presence of the LUVs (Fig. 14.4b),
while treatment of the LUVs with both OlyA6 and D48PlyB resulted in abundant
rosette-like oligomers on the membranes (Fig. 14.4c). These structures have a
radial symmetry, and are 19.7 nm in diameter and *9 nm in height (seen in
Fig. 14.4d), and they are mostly 13-mers and similar to the rosette-like oligomers
that are produced by D48PlyB only. Moreover, these rosette-like oligomers on the
top of two opposing LUVs were seen to dimerise, to form associated rosette-like
structures (Fig. 14.4d, right), which might be the reason for the significant aggre-
gation of the LUVs that was observed with the OlyA/PlyB combination. Of note
here, the size of the single rosette-like structures under electron microscopy is in
reasonable agreement with that estimated for the SDS-resistant oligomers of OlyA/
PlyB [41] and PlyA/PlyB [65]. It was also noted that the dimensions of the
monomers that formed rosette-like oligomers resemble those of the bacterial CDC
pores that are formed by perfringolysin O and pneumolysin [41].

Further evidence for the membrane-pore-forming activity of PlyB and OlyA
extends to experiments on PLMs, as shown in Fig. 14.5. The mixture of the native
PlyB/OlyA (molar ratio, *1:10) induced a step-wise increase in the transmem-
brane current across PLMs prepared from erythrocyte lipids and PLMs made from
combined cholesterol and sphingomyelin, all of which were supplemented with
diphytanoylphosphatidylcholine (diUPC), to stabilise the PLMs. Pure diUPC PLMs
were not affected by PlyB/OlyA, but the mixed proteins produced pore openings in
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PLMs composed of diUPC and at least 26 mol% cholesterol (data not shown). This
suggests again a ubiquitous role for cholesterol in the OlyA/PlyB pore-forming
activity. Furthermore, this also supports the view that sphingomyelin can be
substituted by another membrane lipid, such as either a fully saturated glycero-
phosphatide or diUPC. As the cholesterol/diUPC mixture, which has a preference to
form a liquid-disordered lipid phase [35, 66], is as operational as that of cholesterol/
sphingomyelin, this also raises the question whether the formation of the liquid-
ordered lipid phase is a prerequisite for the pore-forming activity of these proteins,
as has been suggested previously [49, 61]. Statistical analyses showed that the

Fig. 14.4 Electron microscopy of D48PlyB and OlyA6 on lipid-vesicle membranes. Represen-
tative electron microscopy images of erythrocyte-lipid large unilamellar vesicles (LUVs) treated
with OlyA6 and D48PlyB. OlyA6 and D48PlyB, individually or combined, were incubated with
LUVs in 140 mM NaCl, 20 mM Tris-HCl, 1 mM EDTA, pH 8.0, and transferred to carbon
electron microscopy grids, with 2 % uranyl acetate for contrast. Scale bars are given in nm.
a LUVs treated with 4 lM OlyA6, showing vesicle budding (b), vesicle constriction (c),
evagination (e), and ‘volcano-like’ structure (v). b LUVs treated with 4 lM D48PlyB, showing
ring-like structures (o1) and rosette-like structures (o2). c Top LUVs treated with the combination
of 533 nM OlyA6 and 266 nM D48PlyB, showing dimeric rosette-like oligomer (do) and single
rosette-like oligomer (so). Bottom Single LUV treated with the combination of 8 lM OlyA6 and
4 lM D48PlyB, showing the hexagonal array of rosette-like oligomers obtained. d Left Averaged
image (n = 9) of the 13-mer rosette-like oligomer formed on LUVs treated with OlyA6 and
D48PlyB. Right detail of a dimeric rosette-like oligomers (do), as *18 nm in height, that
connects two opposing LUV membranes (see also c). Bars and numbers indicate dimensions in
nm. Reproduced, with permission, from Ref. [41] � 2013 Elsevier Masson SAS
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distribution of the PlyB/OlyA pore conductance is relatively homogeneous, with a
mean of 1,100 ± 600 pS and 700 ± 300 pS using bathing solutions containing
100 mM (Fig. 14.5b1) and 20 mM KCl (Fig. 14.5b2), respectively. In comparison,
measurements of single-channel conductance and transmembrane macroscopic
current revealed that PlyB/OlyA form ion-conducting pores with broader and
skewed conductance distributions in N18 neuroblastoma (*600 pS) and CHO-K1
(*485 pS) cell membranes [57]. Despite these differences in the pores conduc-
tance the current-voltage characteristics of the pores were linear and symmetrical,
which also suggests that the pores, either created in the planar lipid membranes or
natural membranes, are not voltage-gated and are relatively large; these pores are
not ion-selective. Of note, these characteristics are in accordance with the dimen-
sions of the central-most inner ring of about 4.9 nm that was seen in the electron
microscopy images of the rosette-like structures in Fig. 14.4d, and is in accordance
with a previous estimation of the hydrodynamic radius of the pores produced by
ostreolysin (containing PlyB as an impurity) or purified PlyB/OlyA [57]. These
characteristics of the pores are also in agreement with the suggested colloid-
osmotic type of cytolysis that is produced by these proteins [60].

Is the Pore-Forming Activity of PlyB and OlyA (or PlyA)
Biologically Relevant?

The pore-forming activities of P. ostreatus PlyB and OlyA or PlyA, and also the
haemolytic activity of the A. aegerita proteins [4], are not understood in terms of
the biology of these mushrooms. Both of these species are widely cultivated as
popular edible mushrooms, and they are known not to be poisonous when

b Fig. 14.5 Electrophysiological characteristics of the transmembrane pores. Pores were formed
by mixed native pleurotolysin B plus ostreolysin A in planar lipid membranes using techniques
described elsewhere [11]. a Representative transmembrane current increases induced by 0.08 lM
PlyB plus 0.82 lM OlyA (a1) or 0.17 lM PlyB plus 1.67 lM OlyA (a2–a4) added to the cis-side
of a stable preformed lipid bilayer composed of 20 % (w/w) total sheep erythrocyte lipids and
80 % (w/w) di-phytanoyl-phosphatidylcholine (diUPC) (a1) or cholesterol/sphingomyelin/diUPC
in a 1/1/1 molar ratio (a2–a4). The bathing solutions were symmetrical and composed of 100 mM
(a1–a3) or 20 mM (a4) KCl, 10 mM Tris-HCl, 0.1 mM EDTA (pH 8.0). The holding potential
was either +40 mV (a1, a2 and a4) or +100 mV (a3). The blocking effect of La3+ (1 mM,
indicated by arrow) added on the cis-side (a5). The holding potential, membrane lipid
composition, PlyB and OlyA concentrations and buffer were as in a4. b Conductance
distributions and Gaussian fits of the pores formed by 0.17 lM PlyB plus 1.67 lM OlyA in
planar lipid bilayers composed of cholesterol/sphingomyelin/diUPC in a 1/1/1 molar ratio.
Conductances (n = 143-186) were randomly collected from traces obtained in 9-12
independent experiments, and the number of single events of pore opening were plotted versus
conductance, using a bin-size of 50 pS. Bathing solutions were symmetrical and composed of
100 mM (b1) or 20 mM (b2) KCl, 10 mM Tris-HCl, 0.1 mM EDTA (pH 8.0). Mean
conductances were 1,100 pS (b1) and 700 pS (b2); the holding potential was +100 mV
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thermally pre-treated. However, raw P. ostreatus basidiocarps have been reported
to cause sporadic intoxication in humans and animals upon ingestion of large
quantities of these fresh mushrooms [1]. This toxicity was associated with the
mushroom proteins, which provoked contraction of non-vascular tracheal smooth
muscle in vitro [56]. Intravenous application of partially purified ostreolysin
containing PlyB was reported to be lethal in mice, due to hyperkalaemia (50 %
lethal dose, *1.2 mg/kg), which could result from intravasal cytolysis caused by
these proteins [70]. These proteins also induced sustained contraction of porcine
coronary arteries and endothelial dysfunction in middle-sized and large vessels,
which is also in agreement with their pore-forming activity [28]. Recent toxicity
assays have shown that the PlyB/OlyA combination is not harmful to the devel-
opment of Arabidopsis thaliana seedlings, to the eggs and larvae of the nematode
Caenorhabditis elegans [41], or to Drosophila eggs (our unpublished data). These
results were interpreted in terms of the absence of either sterol or sphingomyelin in
the cellular membranes of these model organisms [41]. These observations, and
the intracellular location of PlyB and OlyA (or PlyA), imply that these proteins
have roles in fungal development rather than in their defence, as was originally
proposed for Aa-Pri1 [17] and other aegerolysins [5, 39].

It has been shown using Western blotting that the biosynthesis of P. ostreatus
ostreolysin and A. agrocybe Aa-Pri1 starts early in hyphal development, and peaks
during the formation of fruiting bodies [4, 67]. Such an expression pattern was also
supported by an analysis of P. ostreatus transcripts during the growth of liquid-
cultured mycelia and fruiting stages [31]. Another extensive analysis of expressed
sequence tags (ESTs) of P. ostreatus revealed high redundancy of aegerolysin
transcripts of PriA, a PlyA/OlyA isoform, in primordial and young fruiting bodies,
with lower redundancy in the aged mushrooms [27]. In this study by Joh et al. [27],
however, no PlyB transcripts were detected. In fruiting bodies, ostreolysin (mainly
as OlyA) was immuno-localised predominantly in the basidiomata growing zones,
and the gills and spores [67]. A large-scale study of gene-expression transcripts of
PlyB/PlyA/OlyA orthologues showed that an aegerolysin (Aa-Pria1) and a PlyB-
like protein are up-regulated during the formation of fruiting bodies in A. cy-
lindracea [63]. This is consistent with the appearance of haemolytic activity
during the mushroom development, as also noted for both P. ostreatus and A.
aegerita [4]. Detailed analysis of the differential expression of developmentally
regulated genes in M. perniciosa, which is a causal agent of the Witches’ broom
disease of Theobroma cacao [37], demonstrated that the relatively low basal
transcription of a PlyB-like protein in young ‘white’ mycelia significantly
increased at the ‘redish-pink’ developmental stage of the mycelia (15.2-fold), and
slightly decreased towards the development of the primordia, with a return to
almost that of the ‘white’ mycelia in basidiomata (1.6-fold higher). Meanwhile, the
transcription levels of the aegerolysin orthologues were low in the early devel-
opmental stages, but suddenly increased to *90-fold in basidiomata [43]. Hence,
in P. perniciosa at least, the expression levels of PlyB and aegerolysins do not
appear to be co-regulated; however, the translated proteins probably coincide in
the primordia, and particularly in the basidiomata.
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Accumulated data on the regulation of the expression and turn-over of PlyB-
like proteins and aegerolysins in fungi are still fragmentary. Elucidation of their
roles in fungal physiology will be of interest, as all of the species with PlyB-like
proteins plus aegerolysins are very important economically, as lignin and cellulose
decomposers, and at least one is a well-known plant pathogen. Specifically, genera
Pleurotus, Agrocybe, Trametes (syn. Phomes), and Sphaerobolus are white rotting
fungi that promote the decay of wood lignin, which can thus cause marked eco-
nomic losses. Heterobasidion spp. can cause huge damage to conifer woods
through what is known as ‘annosum root rot’ disease. Meanwhile, P. perniciosa is
a well-known hemibiotrophic pathogen of the cacao tree (T. cacao), which can
reduce cacao crops by up to 90 % [45].

Concluding Remarks

The MACPF domain appears to be widely spread across all kingdoms of life,
including fungi, and it can be combined with other structural and functional
protein domains [20]; (see Section ‘‘Occurrence in Fungi of Aegerolysins and
Proteins with an MACPF Domain, Including PlyB-Like Proteins’’). However,
combination of this domain with the specific C-terminal region in PlyB-like
proteins, and in addition to this, the co-occurrence of PlyB-like proteins and
aegerolysins (as shown in Fig. 14.1) is unique, and has been found for only a few
Basidiomycota species to date. Such a low distribution of these proteins among the
fungal taxa cannot be ascribed simply to a lack of the genomic data in the other
fungal groups. Further in-depth comparative analyses of the genomic data,
including intronic, intergenic, and regulatory sequences, should provide novel data
on the phylogeny of PlyB-like proteins, particularly in fungi, and their relation-
ships with the other eukaryotic proteins with MACPF domains. In comparison, the
distribution of aegerolysin-like proteins appears to be much wider among evolu-
tionarily distant organisms. However, their roles in these organisms appear even
more enigmatic. Aegerolysin-like proteins might even have evolved for different
purposes. Their roles might be pleiotropic in the organism, as suggested for the P.
aeruginosa RahU aegerolysin [46, 48], and also varied in evolutionarily distant
organisms. Their conserved b-sandwich core and repertoire of variable substitu-
tions on loops might provide variable binding sites that support their variable
functions, which include binding to lipids and cooperation with the PlyB-like
proteins.

The accumulated data on the functional characteristics of OlyA/PlyA and PlyB
include their selectivity for lipids and binding to lipid membranes, their modelled
3D structures, and their assumed structural and functional analogies with the well-
studied MACPF/CDC pore-forming proteins [20, 52, 53]. Also considering in
particular the role of their MACPF domains, an overall hypothetical model of PlyB
and OlyA (or PlyA) pore-formation in the lipid bilayer is presented schematically
in Fig. 14.6. We suggest that both the monomeric proteins OlyA and PlyA, with
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their high selectivity and affinity for cholesterol/sphingomyelin-enriched mem-
brane nanodomains, and PlyB, with its lower lipid-selectivity and lower affinity for
the bilayer lipids, can bind superficially to exposed membrane surfaces. The
attachment of the PlyB molecules, which presumably occurs through the C-ter-
minal domain, then orients the protein molecules and enables their oligomerisation
to form the pre-pore complex (detected as PlyB SDS-resistant oligomers; [41]).
This complex thus appears likely to represent the pre-pore complex that can also
dissociate from the bilayer surface, as seen in electron microscopy images (see
Fig. 14.4). In the next step, several surface-attached OlyA monomers associate
successively with the PlyB complex, which induces cooperative conformational
changes in the PlyB molecules, and promotes the extension of certain MACPF
domain structural elements for their protrusion through the membrane bilayer, thus
forming the transmembrane pores. Location of the OlyA molecules and their
numbers in the pore complexes remain uncertain.

An interesting extension of the observed selectivity of ostreolysin and OlyA for
membranes enriched in cholesterol/sphingomyelin ([30 mol% cholesterol; [61])
might allow the use of this protein for selective labelling of membrane nanodomains
and microdomains that are enriched in cholesterol and sphingomyelin (e.g., as for
those classified as lipid rafts, caveolae, detergent-resistant membranes). Previous
studies have shown that labelling of these membrane structures with ostreolysin
might be specific and different from the labelling with other lipid-selective proteins
[10, 33, 51], such as with the cholesterol-specific domain 4 of perfringolysin, the
lipid-raft-specific cholera toxin subunit B, and the sphingomyelin-specific pore-

Fig. 14.6 Hypothetical model of the mechanism of pore formation by PlyB and OlyA (or PlyA)
on lipid membranes. In the lipid bilayer, the lipids sphingomyelin (blue) and cholesterol (orange)
are shown clustered, and surrounded by glycerophosphatides (grey). Step 1 Monomeric OlyA
(green) binds preferentially to cholesterol/sphingomyelin-rich membrane regions; monomeric
PlyB, depicted with the MACPF domain (red) and C-terminal region (grey), binds with low
affinity to the bilayer surface and oligomerises, to form the presumed pre-pore complex (step 2).
Step 3 The oligomerised PlyB complex can dissociate from the surface of the bilayer or associate
with OlyA in step 4, to form the transmembrane pore-complex. The location and number of OlyA
monomers in the final complex is not certain (i.e., question mark)
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forming toxins such as lysenin and equinatoxin (for review, see [64]). Moreover, an
ortholog of P.ostreatus pleurotolysin A and ostreolysin A from P.eryngii, named
pleurotolysin A2 (PlyA2), when fused with enhanced green fluorescent protein
(EGFP) bound to cholesterol/sphingomyelin but not to cholesterol/phosphatidyl-
choline lipid vesicles. The fusion protein, PlyA2-EGFP, was used to label cell
surface. The surface binding of the fluorescent probe was abolished after methyl-
b-cyclodextrin as well as sphingomyelinase treatment of the cells, removing
cholesterol and sphingomyelin, respectively. It was suggested that PlyA2-EGFP
specifically binds cell surface cholesterol/sphingomyelin rafts [8].

In conclusion, fungal PlyB-like proteins with the MACPF domain appear non-
lytic on their own but need the assistance of specific aegerolysins to be cytolytic,
pore-forming proteins. Compared to other MACPF/CDC proteins, their mecha-
nisms of membrane permeabilisation appear to be specific, through the combi-
nation with aegerolysin molecules for the stabilisation of a pre-pore PlyB complex
on the membranes, and in the further processes that lead to the formation of the
final transmembrane pore complex, which is permeable for solutes below
*4–5 nm in diameter. The solving of their crystal structure and further structure-
functional studies are needed in order to be able to understand their mechanisms of
membrane permeabilisation and the nature of these protein complexes in the
membranes. The biological relevance of the pore-forming activity of these proteins
in fungi also remains to be understood fully. Further studies on these proteins
should result in the definition of their unprecedented molecular function(s) and
their biological significance.
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cholesterol-sphingomyelin membrane nanodomains in the stability of intercellular membrane
nanotubes. Int J Nanomedicine 7:1891–1902

34. Lv H, Kong Y, Yao Q, Zhang B, Leng FW, Bian HJ et al (2009) Nebrodeolysin, a novel
hemolytic protein from mushroom Pleurotus nebrodensis with apoptosis-inducing and anti-
HIV-1 effects. Phytomedicine 16:198–205

35. Marsh D (2010) Liquid-ordered phases induced by cholesterol: A compendium of binary
phase diagrams. Biochim Biophys Acta Biomembranes 1798:688–699

36. Masson L, Schwab G, Mazza A, Brousseau R, Potvin L, Schwartz JL (2004) A novel Bacillus
thuringiensis (PS149B1) containing a Cry34Ab1/Cry35Ab1 binary toxin specific for the
Western corn rootworm Diabrotica virgifera virgifera LeConte forms ion channels in lipid
membranes. Biochemistry 43:12349–12357

37. Mondego JMC, Carazzolle MF, Costa GGL, Formighieri EF, Parizzi LP, Rincones J et al
(2008) A genome survey of Moniliophthora perniciosa gives new insights into Witches’
broom disease of cacao. BMC Genom 9:548

38. Nayak AP, Blachere F, Hettick J, Lukomski S, Schmechel D, Beezhold DH (2011)
Characterization of recombinant terrelysin, a hemolysin of Aspergillus terreus.
Mycopathologia 171:23–34

39. Nayak AP, Green BJ, Beezhold DH (2013) Fungal hemolysins. Med Mycol 51:1–16
40. Ota K (2013) Functional characterization of fungal two-component pore-forming proteins.

Dissertation, University of Ljubljana
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Chapter 15
Fluorescence Imaging of MACPF/CDC
Proteins: New Techniques and Their
Application

Michael J. Senior and Mark I. Wallace

Abstract Structural and biochemical investigations have helped illuminate many
of the important details of MACPF/CDC pore formation. However, conventional
techniques are limited in their ability to tackle many of the remaining key ques-
tions, and new biophysical techniques might provide the means to improve our
understanding. Here we attempt to identify the properties of MACPF/CDC pro-
teins that warrant further study, and explore how new developments in fluores-
cence imaging are able to probe these properties.

Keywords Artificial lipid bilayers � Fluorescence microscopy � Pore-forming
toxins � Single-molecule fluorescence � Super-resolution imaging
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Badan 6-bromoacetyl-2-dimethylaminonaphthalene
CDC Cholesterol-dependent cytolysin
ER Endoplasmic reticulum
FIONA Fluorescence imaging with one-nanometre accuracy
FPs Fluorescent proteins
FRET Förster resonance energy transfer
FWHM Full width at half maximum
ILY Intermedilysin
LLO Listeriolysin O
MACPF Membrane attack complex/perforin
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PALM Photoactivated localization microscopy
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PFO Perfringolysin O
PLY Pneumolysin
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PSF Point spread function
SHRImP Single-molecule high-resolution imaging with photobleaching
SIM Structured illumination microscopy
smFRET Single-molecule FRET
STED Stimulated emission depletion
STORM Stochastic optical reconstruction microscopy
TIRF Total internal reflection fluorescence
lsSMT Microsecond single-molecule tracking

Introduction

Our current understanding of MACPF/CDC proteins can be attributed to the
effective and complementary application of a range of structural and functional
techniques (e.g. [7, 16, 18, 24, 37, 38, 40, 63, 65, 68, 70, 76, 77, 85, 91, 93]).
Although previous work has revealed much about the behavior of these proteins
[15, 26–28, 39, 69], there remain many essential features that we know surprisingly
little about. As a reader of this chapter, it is likely that you need little convincing of
the significance of these proteins for both our immune system and bacterial path-
ogenesis [17, 48, 95]. We hope you would therefore agree that an incomplete
description of how these proteins work is unacceptable. So how might we rectify
the gaps in our knowledge? This chapter aims to introduce several recent advances
in fluorescence imaging that, in our opinion, have the potential to overcome many
of the obstacles that prevent a fuller understanding of the MACPF/CDC proteins.
We focus on fluorescence in accordance with our expertise. Fluorescence imaging
affords high resolution, excellent molecular specificity and the ability to study both
in vitro and in vivo systems. Our approach is to pose a set of questions that outline
the gaps in our understanding, before exploring a number of new techniques and
addressing how they might be used to answer these questions.

Our task of identifying the key biological questions is greatly aided by a
number of recent MACPF/CDC reviews [15, 26–28, 39, 69]. These questions can
be broadly separated into two categories (Fig. 15.1). Firstly, there are those
questions that relate to the molecular mechanism by which the proteins achieve
their function. Secondly, there are questions that relate to the cellular function of
the proteins; for example, the effects that the protein has on its target cell or its
relationship with the cell that produced it. Following this distinction, the tech-
niques reviewed in this chapter are introduced according to the type of question
that they can help to answer. A natural consequence is that, when investigating the
cellular function of the MACPF/CDC proteins, experiments are ideally performed
in vivo. In comparison, investigations of molecular mechanism benefit from a
reduction in system complexity in vitro to the point where biological function is
retained, but the effects of each component are easily studied in isolation.
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Molecular Mechanism

What are the Dynamic Steps During Pore Formation?

So far, our understanding of the mechanism of MACPF/CDC pore formation is
based largely on knowing the discrete stages of assembly: unbound monomer,
membrane-bound monomer, prepore, and membrane-inserted pore [26, 39, 41, 78,
93]. Structural studies [26, 68, 70, 93] and bulk fluorescence measurements [14, 37,
38, 40, 65, 76, 77] have revealed a great deal about this mechanism, but we
currently lack a dynamic picture of the molecular steps of pore assembly. Arguably,
without such observations MACPF/CDC pore formation cannot be comprehen-
sively described. For example, recent work on the CDC perfringolysin O (PFO) by
Tweten and colleagues has supported a mechanism involving initial cholesterol
recognition by residues in loop L1 [18], with subsequent structural changes in
domain 3 coupled to membrane binding by the highly conserved undecapeptide
region [14], allowing interaction between monomers and oligomerization. By

Fig. 15.1 Molecular mechanism and cellular function. Molecular mechanism: the assembly of
individual complexes on a target membrane from monomers in solution through the prepore step
to the pore [26, 39]. Cellular function: the effects on the target cell arising from the action of the
MACPF/CDC protein, including but not limited to lipid raft aggregation [22], translocation of
substrates via endocytosis [52, 91] and 3D membrane effects such as blebbing and invaginations
[25, 47, 62, 64, 88]
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directly visualising the pore assembly process, we could robustly discriminate
between a variety of possible assembly mechanisms such as this one. Is assembly
driven by sequential addition of subunits nucleated from a single activated
monomer, random oligomerization, or reversible addition of monomers? Why do
pores form with a range of stoichiometries? How is the process of oligomerization
regulated?

Our recent single-molecule fluorescence measurements of pore formation in the
Staphylococcus aureus b-barrel pore-forming toxin a-hemolysin [92] suggest one
method by which such questions might be addressed for MACPF/CDC proteins.
By tagging proteins of interest with a fluorescent probe, single proteins can be
tracked both in vivo and in vitro using optical microscopy [44]. Single-molecule
fluorescence methods typically exploit detection of signal from only a small
volume in order to reduce background noise to a level sufficient for single-mol-
ecule detection. Several detection methods are common, including confocal
imaging [81], and total internal reflection fluorescence (TIRF) microscopy [1, 2].
To achieve single-molecule detection, confocal microscopy uses a pinhole at a
conjugate focal plane to reject out-of-focus light, whereas TIRF microscopy relies
on the limited (*200 nm) penetration depth of the evanescent field created by the
total internal reflection of light at an interface between two materials with differing
refractive indices.

Imaging fluorescently-labelled a-hemolysin oligomerization using single-mol-
ecule TIRF microscopy revealed that pore assembly is significantly cooperative,
with the full heptameric pore forming in less than 5 ms (Fig. 15.2a) [92].
Importantly, no assembly intermediates were present on a timescale longer than
5 ms (Fig. 15.2b). Similarly, c-hemolysin monomers and dimers were found to
oligomerize cooperatively by Nguyen et al. [58]. These results place significant
limitations on the possible mechanisms for b-barrel pore-forming toxin assembly,
and predict [92] that either a single monomer activation step is required, or perhaps
more likely, that the individual steps in pore assembly are reversible on a sub-
millisecond timescale, with final prepore or pore formation being irreversible
(Fig. 15.2b, inset). The results are reconcilable with a recent theory of CDC
assembly, where monomers are activated by the rearrangement of domain 3 b-
strands, by thermal fluctuations at first and then cooperatively between monomers,
promoting oligomerization [40].

In addition to tracking the position of individual proteins, photobleaching step-
counting can be used to determine the stoichiometries of membrane protein
complexes [50, 56, 67, 92, 94]. Photobleaching is the irreversible photochemical
modification of a fluorescent probe that results in a loss of fluorescence, typically
through singlet oxygen production via the triplet state of the probe followed by
reaction of the probe with singlet oxygen [86, 87]. For an ensemble measurement,
this process is observed as a gradual fading of fluorescence intensity. For a single
molecule this process is observed as an essentially instantaneous step-wise drop in
intensity. If care is taken to ensure unitary labelling of monomers that form part of
a protein complex, counting of the number of steps in a photobleaching trace from
a single complex will reveal its stoichiometry.
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Such methods have been used to measure the stoichiometry of a variety of
different multimeric protein complexes, including pore-forming toxins [57, 92],
ion channels [56, 94], and biological motors [50]. For example, Fig. 15.3 high-
lights this concept using the work by Isacoff and colleagues [94], with the ho-
motetrameric CNG channel as the protein of interest. In the original work the aim
was to investigate the stoichiometry of NR1:NR3 NMDA receptors, with CNG
used as a control of known stoichiometry, but the CNG channel data provides a
simple example of the principle of stepwise photobleaching.

What might we expect if such single-molecule experiments were extended to
study MACPF/CDC proteins? The basic steps of pore formation (monomer ?
prepore ? pore) are common across different classes of b-barrel pore-forming
toxin, so it would be reasonable to use MACPF/CDC proteins to test the prediction
of pore assembly with rapid reversible intermediates followed by ring closure as a
final step. Photobleaching would allow us to determine stoichiometry both during
and after pore formation. The larger size of the MACPF/CDC pores could open up
the opportunity to observe these intermediates, as the timescale for an assembly
event is likely to be within the observation limits of current single-molecule
methods (*2 ms).

Fig. 15.2 Single-molecule imaging of pore-assembly. TIRF microscopy on droplet interface
bilayers presents one way to observe assembly of pore-forming toxins [92]. a upper, intensity
trace of a single pore at 5 ms temporal resolution, and lower, kymograph of the same data, the
vertical axis represents lateral position in one dimension on the bilayer. b normalised fluorescent
spot intensity histogram, showing a binary population of spots corresponding to monomers and
heptamers (the heptamer peak is at 7.0 ± 1.2 multiples of the intensity of the monomer peak).
Inset, these results suggest two likely mechanisms for a-hemolysin oligomerization: (i) reversible
addition of monomers, or (ii), activation of a monomer causing sequential addition of other
monomers. Adapted from [92] with permission from Elsevier � 2011
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These time limits have only been exceeded in a number of limited cases. For
example, Semrau et al. achieved microsecond temporal resolution in a single-
molecule fluorescence study, tracking individual DNA oligonucleotides in solution
(microsecond single-molecule tracking, lsSMT [74]). They labelled each oligo-
nucleotide with two different fluorophores, spatially far enough apart that no
energy transfer took place between the two, and introduced a time lag between

Fig. 15.3 Counting subunits by stepwise decrements in intensity as single fluorophores
photobleach. Isacoff and co-workers used this technique to confirm the stoichiometry of the
homotetrameric CNG channel, while investigating the stoichiometry of NR3 subunits in NMDA
receptors [94]. They genetically engineered subunits with a green fluorescent protein (GFP) label,
and used TIRF microscopy to observe proteins of interest in live cell membranes. a labelling of
the tetrameric CNG channel. b an example frame showing fluorescent spots that identify labelled
protein complexes in the cell membrane (blue circles indicate spots analyzed by the authors).
Scale bar, 2 lm. c an intensity trajectory for one fluorescent spot corresponding to a CNG
channel. 4 decremental steps are highlighted by the green arrows, one for each of the subunits as
their attached GFP molecule photobleaches. d the distribution of photobleaching steps for
fluorescent CNG complexes was found to follow a binomial distribution, with the majority of
spots exhibiting 3 photobleaching steps. This distribution is due to a particular probability of
successfully detecting a step. This could be due to limited signal to noise or GFP molecules being
non-fluorescent, due to misfolding or incomplete maturation. The distribution of steps closely
matched a binomial when the probability of a step being detected was 77.5 %. Adapted by
permission from Macmillan Publishers Ltd: Nature Methods [94], � 2007
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pulses of excitation at the two distinct excitation wavelengths [74]. The time lag
allowed localization of the molecule at two different time points that could in
principle be made arbitrarily close together, so temporal resolution was limited by
the rate of diffusion, number of localizations and desired localization accuracy.
Mean-squared-displacement values for a time-step of 100 ls were extracted
(found to be \0.005 lm2). The authors suggest that with a bright enough fluo-
rophore, the two detection channels could both originate from the same fluoro-
phore; imaging the fluorophore onto two different regions of the camera allows the
time lag to be introduced in the exposure of these distinct regions rather than in the
excitation pulses. This method could be applied to MACPF/CDC proteins to
improve the temporal resolution with which they can be dynamically observed
during pore assembly. Providing that monomers could be labelled with two
fluorophores, far enough apart to avoid energy transfer and not inhibiting the
function of the protein, then microsecond tracking may be able to resolve discrete
increments in brightness as monomers add to an oligomer.

How and When do b-Barrels Insert?

Structural studies have revealed a great deal about the mechanism behind b-barrel
insertion [38, 40, 41, 78, 93]. Two fluorescent approaches that could contribute to
the temporal resolution of b-barrel insertion are the use of Förster resonance
energy transfer (FRET), and environment-sensitive fluorophores.

FRET is a strongly distance-dependent non-radiative transfer of energy between
two fluorophores (the donor and the acceptor) that acts on the sub-10 nm range [9,
21, 45]. It can measure structural transitions in proteins, which often occur on this
length scale. The b-barrel insertion of MACPF/CDC proteins could be observed
using FRET providing that two fluorophores could be attached to the protein
monomers in spatial locations that allowed monitoring of the transition without
inhibiting function. Ensemble FRET has been used previously with significant
success to study the geometry of PFO in the membrane-bound monomer, prepore
and pore states [66]: a donor BODIPY molecule was attached to domain 1 and also
domain 3 in distinct mutants of PFO, and lipids labelled with an acceptor rho-
damine molecule were used in vesicle preparation. The assembly of the PFO
mutants was halted at different discrete stages of pore formation. The height of the
donor above the membrane was reported by the FRET efficiency between the
donor and acceptor. The results suggested that the long axis of the monomer stands
perpendicular to the membrane upon binding, with a minor reduction of the height
of domains 1 and 3 in the prepore state, and a major reduction in their height upon
b-barrel insertion; domains 1 and 3 did not significantly sink towards the mem-
brane before b-barrel insertion.

A second example examined the dependence of PFO’s lipid domain affinity on
hydrophobic mismatch [51]. Here, rather than using two fluorophores for the donor
and acceptor, the authors used the tryptophan residues of the protein as the donor
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and the fluorophore NBD (7-nitro-2-1,3-benzoxadiazol-4-yl), attached to a lipid
marker for disordered domains, as the acceptor. The relative concentration of the
acceptor around the donor in unilamellar vesicles was measured, revealing the
partitioning of the protein into lipid domains; partitioning was found to depend on
matching of the protein’s transmembrane segment length with the thickness of the
bilayer in the domains.

When measuring conformational changes in bulk, only the average state of the
molecules over time can be extracted; these studies are therefore not able to
temporally resolve the insertion of the b-barrel with respect to oligomerization
unless precise synchronization of the protein population can be achieved. Such
synchronization is often impossible for many multi-step complex biological
reactions. For resolving b-barrel insertion, single-molecule methods provide the
advantage of removing this need for synchronization. Resolving individual pores
allows observation of when insertion occurs relative to the assembly of the
monomers.

Nguyen et al. applied single-molecule FRET (smFRET) to c-hemolysin to
observe assembly of this bicomponent toxin labelled heterogeneously with donor
and acceptor fluorophores [58]. However, while applicable to the MACPF/CDC
proteins in that it reports on assembly of monomers into a pore, the work by
Nguyen et al. does not help with measuring the conformational change associated
with b-barrel insertion using smFRET. For this experiment, the donor and acceptor
must be attached to the same molecule and must change their spatial separation
during b-barrel insertion. With sufficient temporal resolution, such an arrangement
would allow tracking of the monomers as they oligomerize, and detection of the b-
barrel insertion by the corresponding changes in donor and acceptor emission
intensities.

One major problem with such FRET measurements is the need to selectively
label a protein at two distinct sites of interest. The simplest method for dual
labelling of a protein with both donor and acceptor dyes is double cysteine sub-
stitution; however, such modification will result in four permutations of labelling
at the two residues. Although donor-donor and acceptor-acceptor labelled mole-
cules can be excluded in a single-molecule measurement, care must be taken in
treating donor-acceptor and acceptor-donor labelled constructs as identical [42].

A second approach to detecting the conformational change as the b-barrel inserts
is to exploit environmental changes to the fluorophore, and use specifically envi-
ronment-sensitive probes. During b-barrel insertion, certain residues of the MACPF/
CDC protein that have been exposed to a hydrophilic aqueous solution become
buried in the hydrophobic core of the membrane [36]. Fluorophores that exhibit
changes in their properties depending on the hydrophobicity of their local envi-
ronment [11] can therefore be used to report on b-barrel insertion. Environment-
sensitive fluorophores were used in bulk to identify the membrane-spanning region
of PFO and the secondary structure of this region [35, 76, 77] (summarized in a
review by Heuck and Johnson [36]). As with FRET measurements, however, bulk
changes in fluorescence based on local hydrophobicity are not sufficient to resolve
insertion of the b-barrel with respect to oligomerization without synchronization.
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Nguyen et al. report the use of the environment-sensitive fluorophore Badan (6-
bromoacetyl-2-dimethylaminonaphthalene) in a single-molecule investigation of
the membrane insertion of c-hemolysin [57]. They attached Badan to leukocidin
fast fraction, one of the two components comprising the c-hemolysin pore, at a
residue that changes environment during insertion. Using TIRF microscopy, they
identified membrane insertion by the increase in emission intensity and shift in
emission spectra of Badan as it moved into the hydrophobic core of the membrane.

A combination of the single-molecule experiments presented here would enable
us to resolve oligomerization and b-barrel insertion of the MACPF/CDC proteins,
and thereby develop a better understanding of how these processes are regulated
by the protein itself or the local environment. The biggest challenge will be
sufficient temporal resolution to clearly detect intermediate stages of assembly.

Are Arc-Pores Functional?

Cryo-electron microscopy and atomic force microscopy have revealed the exis-
tence of incomplete oligomeric arc structures on membranes exposed to CDCs [5,
28, 55, 60, 100]. It is unresolved as to whether these objects are functional as
pores, artefacts of the experimental procedure, or simply by-products of the
oligomerization process [39]. However, their height above the membrane is
equivalent to the pore rather than the prepore height [10], and a wide distribution
of pore conductivities is also observed [16, 28, 63]. Taken together, these results
suggest that the arcs may be functional as pores [26]. If arc-shaped oligomers do
form functional pores then questions immediately arise as to the membrane effects
of these structures [27]. How are the hydrophobic interactions at either end of the
arc satisfied, and how are the lipids arranged on the other side of the pore?
Determining the nature of these incomplete structures may have implications for
other pore-forming proteins, regarding their ability to form pores seemingly
without a full set of components.

Although cryo-electron microscopy and atomic force microscopy give us a
glimpse of the structure of arcs and rings, they are not able to confirm that such
structures form functional pores [26, 28, 39]. We need a method capable of
simultaneously confirming the size and structure of a pore, and the flow of ions
across the membrane. Fluorescence can be used to measure ionic flux (i.e. func-
tion) through MACPF/CDC pores using fluorogenic dyes that respond to the
presence of particular ions. For example, calcium flux through individual ion
channels can be measured both in vivo and in vitro [12, 34, 102]. We exploited
these measurements to image calcium flux through a-hemolysin [34].

By itself, fluorescence imaging of ionic flux is insufficient to discriminate arc--
pore function. We must also determine the nature, and ideally the shape, of the
oligomer which has formed a pore. Super-resolution methods are capable of over-
coming the diffraction limit that affects conventional optical microscopy [19, 20];
they can be used to resolve single molecules that are within a diffraction-limit of
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each other, and to determine the position of single molecules to within a few
nanometres. In single-molecule imaging, individual molecules are resolved as
separate point sources of light; this distribution of fluorescence can be fitted with a
function that approximates the point spread function (PSF) of the microscope,
typically a Gaussian. Given sufficient photons, the location of this Gaussian peak can
be determined with arbitrary precision of around 1–10 nm is possible (e.g. [97]).

Fluorescence imaging with one-nanometre accuracy (FIONA) provided the first
imaging of biological samples at a truly nanometre scale [49, 97–99]. This tech-
nique allows individual fluorophores to be tracked with millisecond temporal
resolution [49]. FIONA was first employed to observe the hand-over-hand walking
mechanism of myosin V (Fig. 15.4) [97]. Using TIRF microscopy in vitro, with a
0.5 s integration time, Selvin and colleagues excited fluorophores attached to the
light chain domain of myosin V molecules, and fitted the PSF of each fluorophore
with a Gaussian function. This enabled them to locate the centre of each PSF and
hence localize the fluorophores with a typical accuracy on the order of single
nanometres. Adding ATP to a solution of myosin V molecules attached to im-
mobilised F-actin filaments allowed the myosin V to walk along the actin in steps,
as observed by the step-wise movement of the fluorophore’s PSF. From the

Fig. 15.4 FIONA resolving the hand-over-hand walking mechanism of Myosin V [97]. Myosin V
was labelled with the fluorophore bisiodoacetamidorhodamine on the light chain domain of the
head, then added to immobilised F-actin filaments on a coverslip. Adding ATP allowed the Myosin
V to walk along the actin in steps; a typical fluorophore localization precision of ±3 nm was
achieved. In the example shown, alternating 52 and 23 nm steps are observed. The integration time
was 0.5 s, so some steps are not fully resolved, resulting in an apparent step-size of approximately
74 nm. Other observed step sizes included 74 nm steps, and alternating 42 and 33 nm steps. The
distribution of step sizes fits the hand-over-hand walking mechanism of Myosin V, for which
alternating step sizes of 37 + 2x and 37 – 2x nm are expected. Inset, a control to demonstrate
localization of a stationary fluorophore. A Gaussian function (solid lines) was fitted to the PSF of a
single Cy3 fluorophore attached to a coverslip. The close fit between the Gaussian and the PSF
allows the centre of the PSF to be localized with 1.3 nm precision. PSF width: 287 nm. Adapted
from [97] with permission from American Association for the Advancement of Science
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distribution of step-sizes they were able to validate the hand-over-hand walking
mechanism and reject the inchworm theory. They went on to apply this technique
in vivo with millisecond temporal resolution to look at the efforts of kinesin and
dynein in transporting the peroxisome [49].

As presented, this method can only resolve the position of a single well-sep-
arated fluorescent probe. It would therefore be sufficient to track the location of
individual MACPF/CDC monomers or pores, but not to resolve their structure.
However, if we can turn nearby fluorophores on or off, we can exploit this super-
resolution fitting to determine the positions of fluorophores in near proximity,
thereby revealing the shape of the protein complex. The simplest method to do this
is to wait for photobleaching during excitation of the multi-labelled complex.
When one fluorophore is left active, its position can be localized as in FIONA;
following the recorded wide-field image sequence backwards, the Gaussian cor-
responding to the last remaining fluorophore can be subtracted from the intensity
profile of the last two remaining fluorophores to determine the position of the
second to last remaining fluorophore. The intensity profile of the last two can be
subtracted from that of the last three to localize the third from last fluorophore to
photobleach, and so on. In this manner, in principle, the position of all the fluo-
rophores present in the complex could be determined. Continuing the penchant for
colourful acronyms in this field, this technique is called single-molecule high-
resolution imaging with photobleaching (SHRImP) [29].

Going beyond simple photobleaching, stochastically or actively modulating the
state of a fluorophore from ‘on’ to ‘off’ allows us to switch between different
subsets of the total fluorophore population; within each subset, the fluorophores are
further than a diffraction limit apart and can therefore be localized to within
nanometers by fitting their PSF [19, 20, 72]. This principle is the basis for sto-
chastic optical reconstruction microscopy (STORM) [72] and photoactivated
localization microscopy (PALM) [4]. These techniques are discussed further in the
section ‘‘Cellular Function’’. Such super-resolution schemes, including FIONA
and SHRImP, would in theory allow us to discriminate between complete rings
and arc-shaped structures. However the small size of even ‘large’ MACPF/CDC
pores (30–35 nm diameter [26]) is not trivial.

What Controls the Diameter of the Pore?

We do not know how the diameter of MACPF/CDC pores is determined. Is it by
the shape of the molecules, so that the effective pore size depends on the com-
pleteness of the arc- or ring-shaped structure? Does it depend on local membrane
properties like curvature or composition? The consistent level of observed olig-
omeric curvature, combined with varying pore conductance, seems to imply that
the former, at least, is true [16, 28, 63]. Structural changes in the monomers
induced by membrane binding [14, 40, 65] will also affect the size of the monomer
footprint in an oligomer and therefore the pore diameter.
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If our goal is simply to measure the distribution in pore diameters, then high-
resolution structural methods such as atomic force microscopy and cryo-electron
microscopy appear best placed to pursue this question. However, if dynamic
factors that affect pore diameter are of interest, then single-molecule, and in
particular super-resolution methods may have a role to play. The techniques dis-
cussed in the section ‘‘Are Arc-pores Functional?’’ on arc-pores are also directly
applicable to studying pore diameter.

What Happens to the Lipids When a Pore Inserts?

When a full[30 mer prepore punctures a hole through a membrane, the lipids and
other membrane components from the lumen must be redistributed to another
location; what happens to them following b-barrel insertion is unknown [39]. Do
the lipids reincorporate into the surrounding membrane or are they lost from the
bilayer? This is a difficult question to answer, because the membrane components
affected by the MACPF/CDC proteins are few in relation to the whole bilayer.
Worse still, they cannot be identified until the b-barrel has inserted, because until
that point the final site of the pore is not definite. As a result, the desired lipids
could not be labelled specifically, and if all of the lipids were labelled then any
change in fluorescence corresponding to pore formation would be masked by the
signal from the other lipids in the bilayer.

Other Than Cholesterol Binding, What Role do Lipid
Properties Have in Pore Formation?

Pilzer et al. review the role of complement proteins in inducing vesicle emission
from cell membranes [62]. Furthermore, a report by Gilbert summarizes structural
investigations into the effects of the CDC pneumolysin (PLY) on liposomal bilayer
structure [25], including depth of the bilayer, liposome aggregation and the for-
mation of vesicles from the liposomal membrane. Given the ability of MACPF/
CDC proteins to alter the lipid arrangement in membranes, it follows that the
membrane structure has a significant effect on pore formation. Further evidence
that pore formation and membrane binding are influenced by the structure of the
target bilayer comes from the example discussed previously in relation to
ensemble FRET measurements [51]. Lin and London used ensemble FRET to
demonstrate that PFO affinity for lipid domains depends on matching of the lipid
tail length with the transmembrane segment of the protein. This example high-
lights the relevance of lipid domains for pore formation; there is much evidence
for a non-trivial relationship between lipid rafts and domains and pore formation
by the MACPF/CDC proteins [22, 51, 90].
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The dependence of oligomerization and b-barrel insertion on membrane
properties can be studied using the fluorescence techniques already described, if a
method for manipulating the membrane properties can be devised. The type and
ratio of lipids comprising the membrane in vitro can usually be tuned using the
starting concentrations, and in a similar way the lipids can be chosen to have a
specific length of tail to alter bilayer thickness [51]. Creating membrane curvature
in a controlled manner is harder to implement.

In a review by Oliver and Parikh [59], methods for manipulating a supported
lipid bilayer are discussed, with a particular focus on membrane curvature. In one
technique, artificial curvature was created by rupture of small phospholipid uni-
lamellar vesicles on a substrate formed of hydrophilic colloidal crystals. A bilayer
formed on the substrate by hydrophobic interaction, with curvature matching the
surface of the colloids [8]. A second technique induced curvature by stretching a
poly(dimethyl) siloxane (PDMS) surface and exposing it to ultraviolet radiation to
make it stiff by oxidation. When the strain was removed, the PDMS became
corrugated along the stretched axis, and rupture of vesicles on this surface again
created a curved bilayer matching the surface profile. By adding the vesicles and
forming the bilayer first, then releasing the tension in the PDMS, dynamic cur-
vature of the bilayer was also induced [73].

Methods for manipulating membrane curvature and altering lipid composition
could be combined with the fluorescence imaging techniques discussed to observe
the effects of varying membrane parameters on the whole MACPF/CDC assembly
process, from membrane binding to oligomerization and b-barrel insertion. Thus,
the role of lipid properties in pore formation could be investigated.

Why Don’t Monomers Oligomerize in Solution?

Finally, for the formation of pores it is necessary for monomers to diffuse laterally
across the membrane. This requirement means that the protein must somehow
avoid oligomerization in solution before binding to the membrane. There are
different theories that could explain how premature oligomerization is avoided.
The first is by dimerization: Solovyova et al. used analytical ultracentrifuge and
small-angle x-ray scattering to show that PFO forms antiparallel dimers in solution
even at low concentrations [84]; antiparallel dimers were also observed in the
crystal forms of PFO [71]. PLY, on the other hand, does not seem to form an
antiparallel dimer in solution [84], and therefore must avoid oligomerization by
alternative means. One theory is that becoming constrained on a 2D membrane
increases the frequency of interaction between monomers, therefore leading to a
higher rate of oligomerization and pore formation than in solution, where the
concentration is mainly insufficient for oligomerization [26]. The final argument is
that membrane binding induces a structural transition in the monomers that is
necessary to allow monomer-monomer interaction [65]. This topic is discussed in
detail in Gilbert’s review [26].
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The formation of dimers is a property suitable for investigation by smFRET:
labelling a subset of monomers with a donor and the rest with an acceptor fluo-
rophore, at appropriate residues, would allow detection of the dimer by high FRET
efficiency between the donor and acceptor. Combined with imaging experiments, a
change in FRET efficiency either in solution or upon contact with the membrane
could be discriminated. smFRET or environment-sensitive fluorophores could also
be used to investigate the structural transitions induced by membrane binding that
are reportedly required for oligomerization. In the original study by Ramachandran
et al. [65], ensemble fluorescence techniques were used to characterise the
exposure of a b-strand upon membrane binding to allow monomer-monomer
interaction. Subsequent investigations into the nature of this structural rear-
rangement again utilised bulk fluorescence of the environment-sensitive fluoro-
phore NBD [14, 40]. However, single-molecule methods could be used to obtain
dynamic information about the transition relative to assembly of the pore. We
could thereby verify that the exposure of the b-strand is necessary for oligomer-
ization. The less dramatic conformational change in this process would make the
signal change harder to detect than in the previous examples relating to b-barrel
insertion.

Cellular Function

Do MACPF/CDC Proteins Have Roles Other Than Simple
Pore Formation?

In addition to the conventional roles in immune surveillance and bacterial path-
ogenesis [17, 48, 95], biochemical studies have revealed that proteins with
MACPF domains also play a part in neural development [101] and embryonic
structure [54, 89]. Furthermore, there is evidence that certain major roles of the
MACPF/CDC proteins go beyond just simple pore formation and target-cell lysis.
For example, perforin appears to be involved in the delivery of proteases to target
cells [91], and the CDC streptolysin O translocates Streptococcus pyogenes NAD-
glycohydrolase into keratinocytes with cytotoxic effects [52], but seemingly
without the necessity of a pore [53]. The CDCs listeriolysin O (LLO), PLY and
PFO appear to control host transcriptional activity by histone-modification [32],
and the observation that various CDCs have an affinity for rafts or domains [22, 51,
80, 90] hints at membrane remodelling and signalling roles for the MACPF/CDC
proteins. These roles clearly illustrate that MACPF/CDC proteins do more than
simply make holes in membranes, and suggest that we may be ignorant of other
important functions.

Each of these roles is suitable for investigation with fluorescence imaging,
reporting on location of the protein population at a given time and their colocal-
ization with other molecules. In contrast to the single-molecule investigations
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discussed in the previous sections, our focus here is on the larger scale cellular
effects of the proteins and not individual monomers and pores. The value of
fluorescence imaging in this setting has already been demonstrated with conven-
tional methods: confocal microscopy was used, for example, to study the func-
tional role of perforin [91]. Thiery et al. observed endocytosis of perforin and the
protease granzyme B due to a perforin-induced calcium gradient across the cell
membrane, and subsequent perforin-induced rupture of endosomes to release the
protease inside the target cell.

However, despite the useful information that can be extracted from conven-
tional fluorescence imaging methods, they are all limited to a spatial resolution
governed by the wavelength of light (*250 nm). To describe the cellular pro-
cesses influenced by the MACPF/CDC proteins with greater accuracy, we must
achieve resolution beyond this limit; we again look to the use of super-resolution
fluorescence imaging techniques.

STORM [72] and PALM [4] imaging follow a similar principle to that intro-
duced above for FIONA and SHRImP, in that they involve localizing individual
fluorophores. Subsets of fluorophores are sequentially activated by excitation with
one laser, then localized and deactivated by excitation with a different laser
(Fig. 15.5a (i)) [19, 20, 72]. The power of the activation laser is used to control
how many fluorophores are active in each subset; the fluorophores in a subset must
be at least a diffraction limit apart on average so that their PSF can be fitted and
they can be individually localized [20]. The iterations continue until the labelled
cellular feature is resolved to the desired accuracy. Fernández-Suárez and Ting
provide an excellent review of super-resolution techniques and the fluorophores
best suited to this type of imaging [19].

In addition to super-resolution methods based on the localization of individual
molecules, sub-diffraction imaging can be achieved via manipulation of the
ensemble excitation state of the fluorophores (stimulated emission depletion,
STED) [13, 33], or through the use of structured illumination to excite the sample
(structured illumination microscopy, SIM) [30, 31, 75]. In STED (Fig. 15.5c), the
sample is illuminated with an excitation beam superposed with a donut-shaped
STED beam [33]. The fluorophores that are excited around the periphery of the
diffraction-limited excitation spot are then depleted by stimulated emission, by the
STED beam, rather than fluorescence. This effect can reduce the size of the
effective illumination PSF to around 20 nm full width at half maximum (FWHM)
in the lateral direction (compared to nearer 200 nm in the diffraction-limited case)
[13]. In SIM (Fig. 15.5b (i)), a structured excitation beam generates an interfer-
ence pattern within the sample, so that high frequency information from the
sample can be detected by conventional methods and decoded later using software
[20, 31].

To illustrate the principle of super-resolution imaging of 3D cellular features,
both by the localization of individual fluorophores (STORM/PALM) and by sub-
diffraction illumination (STED/SIM), two relevant case studies are presented. The
use of STORM by Jones et al. [43], and 3D-SIM by Shao et al. [75], are chosen
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Fig. 15.5 Super-resolution microscopy. a STORM/PALM. (i) The concept for STORM and
PALM is the same. Here we illustrate it for STORM [72]. To resolve a feature, all the
fluorophores are first deactivated (black dots) with one (red) laser; a second (green) laser then
activates (orange dots) a subset of the fluorophores that are far enough apart to be resolved:
further than a diffraction limit. The red laser then excites these active fluorophores, whose
position (white crosses) is located to within a few nanometres using their fluorescence, before
being again deactivated by the red laser. The fluorophores are iteratively activated, localized and
deactivated until a full image can be constructed from all of the iterations. (ii) The advantage of
two-colour 3D-STORM (right panel) over conventional imaging (left panel) demonstrated with
transferrin encapsulated in clathrin-coated pits [43]. The STORM image, an x–y projection of a
3D volume, was taken in 30 s and displays the same area as the conventional image. Clathrin-
coated pits (magenta) were labelled with Alexa647 via a SNAP tag [46], transferrin (green) was
directly labelled with Alexa568. Scale bar, 500 nm. b 3D-SIM. (i) An implementation of 3D-SIM
where a phase grating is mechanically adjusted to illuminate the sample with patterned light in
various orientations [31]. Spatially incoherent light exits an optical fibre and is collimated onto
the phase grating. The diffraction orders generated by the grating are blocked save for orders -1,
0 and +1. These orders are focused onto the back focal plane of the objective, which collimates
the beams such that they intersect at the focal point, in the sample. The interference pattern
generated between the diffraction orders excites the sample; the resulting fluorescence intensity
pattern is directed by a dichroic mirror (DM) onto a charge-coupled device (CCD) camera and
can be decoded computationally. (ii) Conventional wide-field microscopy (upper panel) and 3D-
SIM (lower panel) images of a Drosophila S2 cell expressing a-tubulin genetically labelled with
enhanced GFP [75]. These images were taken using an implementation of 3D-SIM where the
mechanical phase grating was replaced with a spatial light modulator allowing faster image
acquisition and application of 3D-SIM to live cells. Scale bar, 2 lm. c STED [13]. (i) The
concept for STED. A diffraction-limited confocal excitation PSF (198 nm FWHM) is superposed
with a donut-shaped STED PSF. The fluorophores excited at the periphery of the diffraction-
limited confocal spot are depleted by stimulated emission, reducing the effective excitation PSF
to around 25 nm FWHM. The wavelengths displayed are those used for the green fluorescent
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because they exemplify super-resolution techniques that could be used to observe
novel MACPF/CDC cellular functions.

In the work of Jones et al. STORM was used to image clathrin-coated pits and
transferrin cargo in live cells in 3D, with resolution reaching 30 nm in the lateral
and 50 nm in the axial directions [43]. Traditionally, because of the large number
of iterations and many photons required to obtain a super-resolution image, the
technique is relatively slow, with temporal resolution on the order of tens of
seconds [6, 20, 82]. In this study, temporal resolution of 0.5 s in 2D and 2 s in 3D
was achieved by using a high excitation-beam intensity (15 kW cm-2). However,
only six consecutive 0.5- or 2-second images could be recorded at this intensity
before significant photophysical damage to the sample. Longer imaging was
possible after reducing the photobleaching rate by using a lower activation-beam
intensity (although fewer active fluorophores necessitates longer frames—meaning
lower temporal resolution—to maintain spatial resolution). 3D information was
obtained using a cylindrical lens in the imaging path so that each fluorescent
molecule appeared elliptical. The centroid was then used for lateral localization,
the ellipticity for axial localization. Finally, using spectrally distinct fluorophores,
they also resolved transferrin clusters encapsulated in cup-shaped clathrin coats by
two-colour fast 3D-STORM (Fig. 15.5a (ii)).

Shao et al. used 3D-SIM to obtain images of a-tubulin labelled with enhanced
GFP (Fig. 15.5b (ii)) and mitochondria labelled with MitoTracker Green [75].
They achieved 120 and 360 nm resolution in the lateral and axial directions
respectively. Whole live cells were imaged as stacks of 2D axial planes, with the
significant improvement of tens to hundreds of time-points acquired (compared to
six in the previously discussed STORM experiment). The full volume took in the
region of 5 s to acquire for the a-tubulin images, 20 s for the mitochondria. High
imaging speed, relative to previous SIM, was achieved by replacing a mechanical
transmission phase grating with a ferroelectric liquid crystal spatial light modu-
lator, allowing 3D-SIM on live cells.

These case studies provide examples of super-resolution methods that could
feasibly be applied to studying the MACPF/CDC proteins, enabling observation of
their functions in previously unseen detail. By labelling molecules of interest such
as the MACPF/CDC proteins themselves, or interacting molecules, we could study
their location and long-term movement in cells with resolution reaching tens of

channel in (ii). (ii) Two-colour conventional confocal (left panel) and STED (right panel)
microscopy applied to mitochondria labelled with antibodies specific for the F1F0-ATP synthase
(red) and the translocase of the outer membrane (TOM) complex (green). Both images were
subsequently enhanced by a linear deconvolution (LD). In the STED image, the TOM complex
seems to cluster at the mitochondrial surface while F1F0-ATP synthase is more evenly distributed;
this pattern cannot be resolved in the confocal image. Scale bar, 200 nm. a (i), reprinted by
permission from Macmillan Publishers Ltd: Nature Methods [72], � 2006. a (ii), adapted by
permission from Macmillan Publishers Ltd: Nature Methods [43], � 2011. b (i), reprinted from
[31] with permission from Elsevier � 2008. b (ii), adapted by permission from Macmillan
Publishers Ltd: Nature Methods [75], � 2011. C, adapted from [13] with permission from
Elsevier � 2007
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nanometres. The disadvantages of these techniques include the long image
acquisition times, possible photodamage of the relevant cellular components under
intense illumination and the high density of fluorophores necessary for STORM
and PALM. These factors will make resolution of individual pores in live cells
difficult. However, as discussed, the roles that we might expect for the MACPF/
CDC proteins include manipulating cellular structure, delivering molecules across
target-cell membranes, signalling and membrane remodelling. For understanding
these roles, accurate localization of the population of MACPF/CDC proteins is
required, and this can be provided by 3D super-resolution techniques.

What Membrane Features are Targeted by the MACPF/CDC
Proteins?

Canonically, CDCs depend on cholesterol for binding to the membrane. A recent
study demonstrated that the primary cholesterol recognition motif in a number of
CDCs consists of just two residues in the L1 loop [18]. Despite the apparent
simplicity of this conventional cholesterol binding process, other important features
of membrane targeting complicate the issue in cells. Intermedilysin (ILY), vagin-
olysin and lectinolysin are known to bind the human CD59 protein receptor [23, 24,
96]. In humans CD59 primarily inhibits the pore-forming function of the MAC, and
yet it is necessary for pore formation by ILY for example [39]. Therefore, the effect
of ILY binding CD59 on the membrane is two-fold: allowing MAC pore formation
in addition to ILY pore formation. As demonstrated by the CD59-binding proteins,
the overall effect of a MACPF/CDC protein on the target cell can depend not only
on its action subsequent to membrane binding, but also on the binding itself. It is

Fig. 15.6 An overview of
the biological processes and
the temporal and spatial
limits of the techniques that
we have discussed in relation
to the MACPF/CDC proteins.
See [19, 20] and references in
the text
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important to determine whether other MACPF/CDC proteins have novel receptors
and if they exhibit the two-fold effect of those that bind CD59.

Membrane targeting by these proteins is further complicated by the reported
ability of LLO to aggregate lipid rafts and their associated molecules on cell
membranes [22]. Pre-treatment of LLO with cholesterol to prevent lytic activity, but
not binding or oligomerization, did not stop the protein from aggregating lipid raft
markers. However, treatment with an antibody to prevent oligomerization did inhibit
this function, suggesting that the aggregation of rafts caused by LLO was dependent
on its oligomerization rather than its pore-forming capability [22]. Another study
found that mutants of PLY that were able to bind to the membrane, but were not able
to oligomerize, did not associate with cholesterol-rich rafts, whereas those that were
fully active did associate with rafts [90]; this study, however, did not discriminate
between the ability to oligomerize and the ability to form pores. More experiments
are required to consolidate these ideas to describe exactly how the MACPF/CDC
proteins interact with lipid rafts: do rafts affect protein binding affinity, and can they
be induced to form and aggregate directly by MACPF/CDC proteins?

Attaching fluorophores to both the MACPF/CDC protein and different mem-
brane components will allow observation of the interaction of the proteins with
membrane receptors or molecules involved in signalling. One example would be to
label the CD59 receptor and ILY to explore how pore formation depends on their
interaction, providing this is possible without affecting their natural function.
Labelled proteins and fluorescent markers for lipid rafts could be exploited in a
similar way [22]. The techniques that are relevant for answering questions about
membrane binding will inevitably also apply to revealing novel functions that
involve the cell membrane: those that involve manipulating the 3D membrane
structure and the remodelling of membrane domains, for example.

Super-resolution tracking such as FIONA is capable of capturing MACPF/CDC
proteins interacting dynamically with membrane receptors, particularly if different
fluorophores are used to label the interacting molecules. However, in order to
observe the 3D structural effects of the MACPF/CDC proteins on the target-cell
membrane, and the location of the proteins on the membrane relative to its
composition (such as in rafts), STORM and PALM imaging seem preferable. The
following case studies are examples of how cell membranes can be observed with
these super-resolution imaging techniques.

Shim et al. used the super-resolution technique STORM, with photoswitchable
membrane-specific fluorophores (that can reversibly be made active or inactive by
illumination), to label and observe the dynamics of the plasma membrane, mito-
chondria, the endoplasmic reticulum (ER) and lysosomes in live cells [79]. The
fluorophores were selected from existing membrane-specific fluorophores, and
their photoswitching capabilities were demonstrated. The experiment resolved
tubular intermediates connecting neighbouring mitochondria before fusion and
fission events, as well as the dynamic growth of new tubules in the ER. As an
example, the authors obtained a spatial resolution of 30–60 nm at a temporal
resolution of 2 s, and hence were able to capture speeds of up to 15–30 nm s-1 in
mitochondria fission and fusion events without substantial blur due to motion.

15 Fluorescence Imaging of MACPF/CDC Proteins 311



The results from Shim et al. show that super-resolution monitoring of membrane
structure is possible with specificity down to the individual organelle level. An
example where this capability is relevant is the targeting of mitochondria in neurons
by PLY [7]: PLY was reported to damage mitochondrial membranes and induce
native cell death pathways by increasing intracellular levels of calcium and reactive
oxygen species. The tracking of mitochondrial membranes in the Shim study sug-
gests an experiment where the effects of PLY on the target mitochondrial membrane
could be observed. Moreover, STORM could be used to improve the resolution that
was seen in the confocal experiments by Gekara et al. where aggregation of lipid
rafts by LLO was observed [22], providing further detail on a non-pore-forming role
of the MACPF/CDC proteins. In their study, Shim et al. demonstrated two-colour
STORM imaging of the ER and mitochondria using spectrally distinct fluorophores.
Two-colour STORM could be applied to resolve PLY and the mitochondrial
membrane, or LLO and lipid raft markers, simultaneously.

A study by Shtengel et al. describes the interference of emitted fluorescent light
as a means to achieve exceptional axial resolution, in a technique called inter-
ferometric PALM (iPALM) [83]. As discussed by Shtengel et al. there are con-
flicting obstacles to using conventional interference methods in the study of
biological samples. Cells do not interact strongly with visible light, they lack
reflective surfaces, and molecular specificity is a problem. Conversely, labelling
features with fluorophores has excellent specificity, but problems arise in that the
brightness of fluorophores is variable due to their photophysical properties, and
most importantly it is difficult to form two phase-coherent beams of fluorescence
emission that will interfere depending on their path difference [83].

In the Shtengel study, fixed cells were observed with photoswitchable geneti-
cally encoded fluorescent proteins (FPs). Two objective lenses were placed
opposing each other across the sample, and the fluorescence light emitted by
individual fluorophores was collected by the objective lenses into two beams that
were directed onto a beam-splitter. Light from the two beams (from the same
source fluorophore) interfered in the beam-splitter and exited in three channels.
The intensity in each channel depended on the relative phase of the incoming
beams, which depended on the distance of the source fluorophore along the optical
axis between the two objectives. The axial position of the source fluorophores was
extracted from the relative intensity of their signal in the three imaging channels
exiting the beam splitter, at a resolution of 9.8 nm FWHM for the PSF of an
individual fluorophore. Lateral localization was according to PALM but with
resolution improved by a factor of two because the dual objectives collect twice as
much light as a single objective, reaching 22.8 nm FWHM. The technique was
demonstrated by measuring the 25 nm diameter of microtubules, observing the
arrangement of integrin receptors in the ER, and resolving the dorsal and ventral
plasma membrane.

The improved photon collection efficiency of iPALM meant that FPs could be
used in place of synthetic dyes (which have lower specificity despite their added
brightness); using FPs is beneficial if possible because it improves the efficiency of
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labelling. However, the experimental set-up for iPALM only allows imaging of
thin samples (15–20 lm), an imaging depth of a few hundred nanometres, and is
ideally suited to studying fixed cells [20]. It remains to be seen whether or not
these limitations would prevent the technique being useful for MACPF/CDC
proteins, or if, for example, the plasma membrane could be observed using iPALM
during exposure to a MACPF/CDC protein, to reveal any structural changes.

How are MACPF/CDC Proteins Released?

Even the initial release of MACPF/CDC proteins is unclear in some cases [39, 69].
Given that it lacks a typical secretion-signalling peptide sequence, the process by
which PLY is released into the environment was assumed to be autolysis of the
bacteria Streptococcus pneumoniae [61], but secretion from the WU2 strain in the
absence of autolysis has been demonstrated [3]. There is therefore some ambiguity
in the secretion pathways available to PLY, and potentially other MACPF/CDC
proteins. Revealing the secretion pathway for PLY could have important conse-
quences for studies of other pore-forming toxins.

In order to observe secretion of the proteins, it may be necessary to track them
immediately following their expression. The most tractable way to achieve this is
to use genetically encoded FPs. Moreover, for the most detail about the secretion
process we may again look to super-resolution techniques. However, choosing the
right FP for super-resolution studies is not trivial. For super-resolution of the
STORM and PALM kind, the fluorophore must have special properties that enable
it to be rendered fluorescently active upon exposure to light of a specific wave-
length; both synthetic fluorophores and FPs with such properties exist [19]. Syn-
thetic fluorophores are generally brighter than FPs [19], but their conjugation to
proteins in live cells is difficult and may prevent their use in observing the
secretion process.

The creation of a suitable FP-MACPF/CDC fusion construct could allow 3D
super-resolution imaging of the protein as it is produced and secreted. Secretion
may coincide with autolysis of the cell, an event that could be observed sufficiently
with conventional techniques; alternatively, secretion may involve multiple mol-
ecules of interest. To resolve multiple molecules, two- or multi-colour fluorescence
experiments are necessary, where each type of molecule has a spectrally distinct
fluorophore attached to it and corresponding excitation wavelengths and emission
filters are used. Such an experiment would allow us to resolve, for example, cell-
machinery transporting the MACPF/CDC protein across the cell and into the
extracellular environment, if both components were labelled with fluorophores.
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Conclusion and Outlook

In this chapter we have briefly covered some of the remaining questions about
MACPF/CDC proteins, and have presented a selection of novel fluorescence
imaging methods based on their particular capabilities to aid our understanding of
these proteins (Fig. 15.6). Recent advances in fluorescence imaging have extended
both temporal and spatial resolution limits into regions that are pertinent to a range
of questions regarding MACPF/CDC function. For these reasons, we believe high-
resolution fluorescence imaging will play a significant role in future investigations
of MACPF/CDC proteins.
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