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Preface

This book includes extended and revised versions of a set of selected papers from
the 12th International Conference on Informatics in Control, Automation and
Robotics (ICINCO 2015) which is sponsored by the Institute for Systems
and Technologies of Information, Control and Communication (INSTICC) and
co-organized by the University of Haute Alsace. ICINCO is held in cooperation
with the ACM Special Interest Group on Artificial Intelligence (ACM SIGAI),
EUROMICRO, Association for the Advancement of Artificial Intelligence (AAAI),
Associação Portuguesa de Controlo Automático (APCA), The International Neural
Network Society (INNS), Asia Pacific Neural Network Assembly (APNNA) and
euRobotics AISBL (Association Internationale Sans But Lucratif). ICINCO is also
technically co-sponsored by IEEE Control Systems Society (CSS) and IEEE
Robotics and Automation Society and co-sponsored by International Federation of
Automatic Control (IFAC).

ICINCO 2015 received 214 paper submissions, including special sessions, from
42 countries in all continents, of which 44 % were orally presented (14 % as full
papers). In order to evaluate each submission, a double-blind paper review was
performed by the Program Committee. As in previous editions of the conference,
based on the reviewer’s evaluations and the presentations, a short list of authors
were invited to submit extended versions of their papers for this book. The selected
papers reflect the interdisciplinary nature of the conference as well as the logic
equilibrium of the four tracks: Intelligent Control Systems and Optimization,
Robotics and Automation, Signal Processing, Sensors, Systems Modelling and
Control, and Industrial Informatics. The diversity of topics is an important feature
of this conference, enabling an overall perception of several important scientific and
technological trends.

Furthermore, ICINCO 2015 included four keynote lectures, given by interna-
tionally recognized researchers: Krzysztof Kozlowski (Poznan University of
Technology, Poland), Gerhard Schweitzer (ETH Zurich, Switzerland), Oliver Brock
(TU Berlin, Germany), and Faïz Ben Amar (Université Pierre et Marie Curie,
Institut Systèmes Intelligents et de Robotique, France). We would like to express
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our appreciation to all of them and in particular to those who took the time to
contribute to this book with a paper.

On behalf of the conference organizing committee, we would like to thank all
participants, in particular all the authors, whose quality work is the essence of the
conference and the members of the Program Committee, who helped us with their
valuable expertise and diligence in reviewing the submitted papers. As we all know,
organizing a conference requires the effort of many individuals. We wish also to
thank all the members of our organizing committee, whose work and commitment
were invaluable. Aiming to provide the potential readers with an objective overview
of the latest advances in the four major topics of the conference mentioned above,
we hope that this book will be relevant for all researchers and practitioners whose
work is related to using informatics in control, robotics, or automation.

July 2015 Joaquim Filipe
Kurosh Madani
Oleg Gusikhin
Jurek Sasiadek
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Formation Control and Vision Based
Localization of a System of Mobile Robots

Krzysztof Kozłowski and Wojciech Kowalczyk

Abstract This paper presents trajectory tracking algorithms for a group of mobile
robots. The dynamics of differentially driven mobile robots with nonholonomic con-
strains is taken into account. The paper describes simulation results for the formation
motion in the environment free from obstacles and with circle-shaped static obsta-
cles, the experimental testbed and experiments for the kinematic version of theVector
Field Orientation algorithm. The collision avoidance utilizes local artificial potential
function that requires only the local information about the environment.

1 Introduction

Rapid development in the field of multirobot systems began in the 1980s. It was
possible due to continuous progresses in electronics (wireless communication, effi-
cientmotor control, new sensors), computer sciences (reliable and efficient embedded
systems, advances in operating systems and programming languages), mechanics
(more effective motors, accurate and reliable gears) and electrotechnics (durable
high-capacity batteries), to mention only some of them.

It is clear now that there is no common approach for all applications. Making the
right choice about the controlmethod should depend on the task for the robot group to
perform, the environment (space dimension, structured/unstructured), the type of
robot and its on board equipment which determines communication capabilities,
computing power and ability to determine the posture and the surroundings. The
possibility of autonomous operation depends on these features.
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The proper choice of the system architecture is another important problem. The
centralization makes some aspects of the control much simpler, however, the price is
that the system is not fault-tolerant. A large number of robots means that the central
part of the system is heavily loaded. The architecture also affects the communica-
tion in the system. In the centralized approach some data can be broadcast to the
robot-agents, while in the decentralized one it may be necessary to use peer-to-peer
communication links. As all agents utilize the same wireless medium with limited
capacity the extensive data exchange may lead to large delays.

In the tasks that require a very high accuracy and synchronization the centralized
approach is usually used. Virtual rigid body methods are the main area of their
applications [4, 8, 18]. Leader following methods [2, 17, 19] may be considered
as partly centralized because the leader plays the critical role in the reliability of
the system, while damage to the follower did not disturb the rest of the formation
continue the task. Behavioral methods [1, 11, 12] are entirely decentralized and
consequently they are fault-tolerant but ineffective if the precise and synchronized
motion must be performed.

The alternative to the local artificial potential function used in this paper is nav-
igation function [13, 14, 20]. In this method, however, the entire knowledge of the
environment is required. They require much more computing power in comparison
with local artificial potential function based methods.

Other methods that utilize an approach similar to that presented in this paper is
published in [15, 16]. The second presents experimental results for the algorithm that
takes into account the dynamics of robots and acceleration limits on robot wheels.
In [7] input-output linearization of the mobile robot dynamics is used to simplify the
formation control task.

InSect. 2 amodel of themultirobot system is introduced. Section3presents control
methods. Section4 describes components of the experimental testbed. Simulation
results are given in Sect. 5. Section6 presents experimental results. The last section
of the paper contains concluding remarks.

2 Model of the System

The model of the kinematics of the i-th robot (i = 1, . . . , N ), where N—number of
robots, is given as follows:

⎡
⎣
ẋi
ẏi
θ̇i

⎤
⎦ =

⎡
⎣
cos θi 0
sin θi 0
0 1

⎤
⎦
[
uvi

uωi

]
, (1)

where xi , yi , θi represent position and orientation coordinates of the center of the
i-th robot, respectively, and ui = [uvi uωi ]T is the input vector of linear and angular
velocity controls.
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The model of the dynamics of the i-th differentially driven mobile platform is
given by the following equation:

M i ω̇wi + Ci (q̇i )ωwi + Diωwi + Gi (qi ) = τ i , (2)

whereMi ismassmatrix,Ci (q̇i )—Coriolismatrix,Di—damping coefficientsmatrix,
Gi—gravitational force vector, ωwi = [ωRi ωLi ]T—robot wheels velocity vector,
τ i = [τRi τLi ]T—input torque vector for left and right wheel, respectively.

M i is a symmetric positive definite, constant matrix:

M i =
[
m11i m12i

m12i m11i

]
, (3)

where

m11i = 1

4b2i
r2i (mib

2
i + Ii ) + Iwi , (4)

m12i = 1

4b2i
r2i (mib

2
i − Ii ). (5)

In the above equationsmi = mci + 2mwi , Ii = mcia2i + 2mwi b2i + Ici + 2Imi ;mci—
mass of the body of the i-th robot, mwi—mass of the robots wheel, Ici—moment
of inertia of the i-th robot body about the vertical axis through the center of mass,
Iwi—moment of inertia of the wheel with the rotor of motor about the wheel axis,
Imi—moment of inertia of the wheel with the rotor of the motor about the wheel
diameter, ri—robot wheel radius, ai—distance between the center of mass of the
robot [xsi ysi ]T and wheel axis, 2bi—distance between the robot’s wheels (Fig. 1).

Coriolis matrix C(q̇i ) can be written as:

C i (q̇i ) =
[

0 −ci θ̇i
ci θ̇i 0

]
, (6)

where ci = 1
2bi

r2i mciai .
Damping coefficient matrix Di is as follows:

Di =
[
d11i 0
0 d22i

]
, (7)

where d11i and d22i are nonnegative damping coefficients.
Gravitational vector Gi = [0 0]T when robots move on the horizontal plane.
Transformation between linear and angular velocity vector � i and robot wheel

velocity vector ωwi is as follows:

ωwi = Bi� i , (8)
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where

Bi =
[

1
ri

bi
ri

1
ri

− bi
ri

]
. (9)

Transformation between force and torque for the platform τ i = [Fi τi ]T and wheel
torques τ i is given by the following equation:

τ̄ i = B̄iτ i , (10)

where

B̄i =
[

1
ri

1
ri

bi
ri

− bi
ri

]
. (11)

Notice that B̄i = BT
i .

Substituting (8) and its derivative into (2) and left-multiplying by the B̄i model
of the robots dynamics can be rewritten as follows:

M̄ i�̇ i + C̄ i (q̇i )� i + D̄i� i = B̄iτ i (12)

where M̄ i = B̄iM i Bi , C̄ i = B̄iC i (qi )Bi , and D̄i = B̄i Di Bi .
The right side of the Eq. (12) represents the force and torque controls applied to

the mobile platform.

3 Tracking Algorithms

This section presents two control algorithms of trajectory tracking for a group of
mobile robots. Collision avoidance is based on the artificial potential functions.

3.1 Do Algorithm

In this section a brief description of the algorithm originally presented in [3] is
given. The dynamics of the system is taken into account. Robots of the group track
desired trajectories (defined separately for each of them) avoiding collisions during
the motion. When the robots are close to each another repulsive component of the
control is activated. The shape of the robot is approximated with the circle, which
is a reasonable assumption in the case of the differentially driven mobile robot.
The algorithm takes into account uncertainties of the parameters of robots model
dynamics. It is assumed that the task space is free from obstacles other than robots.
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The parameter s represents the common trajectory parameter. The reference posi-
tion of the i-th robot is as follows:

qdi =
[
xdi (s)
ydi (s)

]
= qd +

[
lxi
lyi

]
, (13)

where qd is the common desired trajectory for the formation and [lxi lyi ]T is the
constant vector of desired offset for the i-th robot. The reference orientation is as
follows:

θdi = arctan

(
y′
di

x ′
di

)
(14)

where x ′
di i y

′
di and partial derivatives of the desired position of the i-th robot with

respect to the s parameter: x ′
di = ∂xdi

∂s , y′
di = ∂ydi

∂s .
The following auxiliary variables are introduced:

θie = θi − αθ i (15)

vie = vi − αvi (16)

where αθ i i αvi are virtual controls of the orientation θi and linear velocity vi , respec-
tively. They are given by the equations:

αθ i = θdi + arctan

(
ζ1

ζ2

)
, (17)

where
ζ1 = −k0udi

(−ψ(Ωxi ) sin(θdi ) + ψ(Ωyi ) cos(θdi )
)

(18)

ζ2 = −k0udi
(
ψ(Ωxi ) cos(θdi ) + ψ(Ωyi ) sin(θdi )

)+ 1 (19)

and
αvi = cos(αθ i )

(−k0u
2
diψ(Ωxi ) + cos(θdi )udi

)
(20)

+ sin(αθ i )
(−k0u

2
diψ(Ωyi ) + sin(θdi )udi

)
, (21)

where k0 is positive constant,ψ(·) is a scalar function (it can be assumed thatψ(·) =
arctan(·)), udi is given by the equation:

udi = ṡ
√

(x ′
di )

2 + (
y′

di

)2
, (22)

and Ωxi , Ωyi are components of the sums of x and y of the position errors and
collision avoidance terms:
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Ω i =
[

Ωxi

Ωyi

]
= q i − qdi +

N∑
j=1, j �=i

β ′
i jq i j . (23)

In the last equation qi j = qi − q j are partial derivatives of the potential functions

β ′
i j = ∂βi j

∂
(

1
2‖qi j‖2

) .

Potential functionβi j ∈ (0,∞) is obtained as the result ofmapping of the function
hi j ∈ (0, 1) using the formula:

βi j = hi j
1 − hi j

. (24)

In the above equation hi j is a bump function. One of the possible equations of
function Ba is as follows:

Ba(l) =

⎧⎪⎨
⎪⎩

1 f or l < r

1 −
∫ l

r f (τ−r) f (R−τ)dτ∫ R
r f (τ−r) f (R−τ)dτ

f or r ≤ l < R

0 f or l ≥ R

(25)

where f (·) is a scalar function that fulfills the following conditions:

• β ′
i j = 0, β ′′

i j ≥ 0 for
∥∥qi j

∥∥ = ∥∥qi jd
∥∥,

• βi j > 0 for 0 <
∥∥q i j

∥∥ < bi j ,
• βi j = 0, β ′

i j = 0, β ′′
i p = 0, β ′′′

i j = 0 for
∥∥qi p

∥∥ ≥ bi j ,
• βi j = ∞ for

∥∥qi j
∥∥ ≤ (ri + r j ),

• βi j = μ1,
∣∣∣β ′

i j

∣∣∣ ≤ μ2 and
∣∣∣β ′′

i jq
T
i jqi j

∣∣∣ ≤ μ3 ∀(ri + r j ) <
∥∥qi j

∥∥ < bip,

• βi j is at least triply differentiable with respect to
‖qi j‖2

2 for
∥∥qi j

∥∥ > (ri + r j )

where qi jd = qid − q jd , bi j is strictly positive constant satisfying the condition
(ri + r j ) < bi j ≤ min(Ri , R j ,

∥∥q i jd
∥∥), μ1, μ2, μ3 are positive constants.

For
∥∥qi j

∥∥≤(ri + r j ) functions β ′
i j =∞,β ′′

i j = ∞,β ′′′
i j = ∞ and β ′

i j = ∂βi j

∂
(

1
2‖qi j‖2

) ,

β ′′
i j = ∂2βi j

∂
(

1
2‖qi j‖2

)2 , β ′′′
i j = ∂3βi j

∂
(

1
2‖qi j‖2

)3 for
∥∥qi j

∥∥ > (Ri + R j ).

For the function f (c) = e− 1
y Eq. (24) above conditions are fulfilled.

Control law of the i-th robot is as follows:

τ i = (
B̄i
)−1

(
−Li� ie − Φ iΘ i − [

χi θie
]T)

(26)

where

χi = ΩT
i − θie

∂αθ i

∂qi
−

N∑
j=1, j �=i

(
∂αθ i

∂qi j
θie − ∂αθ i

∂q j i
θ je

)
Δ̄2i (27)
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and Li is symmetric, positive definite matrix of the coefficients. Model parameter
vector is as follows:

Θ i =
[
bici d̄11i d̄12i m̄11i

ci
bi

d̄21i d̄22i m̄22i

]T
, (28)

and the matrix of variables:

Φ i =
[

ω2
i −αvi −αωi −α̇vi 0 0 0 0
0 0 0 0 −vi θ̇i −αvi −αωi −α̇ωi

]
. (29)

The product Φ iΘ i in Eq. (26) is the adaptive component of the control (the algo-
rithm takes into account uncertainties of the robot dynamics parameters). Vector Δ̄2i

in (26) is as follows:

Δ̄2i =
[
cos θi
sin θi

]
. (30)

Virtual control of the angular velocity αωi in Eq. (29) is given by the equation:

αωi = −kθie − ΩT
i Δ1i

θie
+ ∂αθ i

∂qdi
q̇od + ∂αθ i

∂θdi
θ̇od + ∂αθ i

∂udi
u̇od + ∂αθ i

∂qi
(ui + Δ1i )

(31)

+
N∑

j=1, j �=i

∂αθ i

∂qi j

(
ui + Δ1i − (

u j + Δ1 j
))

, (32)

where k is a positive constant and Δ1i in (31) is as follows:

Δ1i =
[

(cos(θie) − 1) cos(αθ i ) − sin(θie) sin(αθ i )

sin(θie) cos(αθ i ) + (cos(θie) − 1) sin(αθ i )

]
αvi . (33)

The bounded control ui in Eq. (31) is given by the equation:

ui = −k0u
2
di

[
ψ(Ωi x )

ψ(Ωiy)

]
+ q̇di . (34)

In [3] additional equations are available, including higher order derivatives needed
for implementation. Stability proof and asymptotical convergence of the position and
orientation to desired values is also presented in this paper.
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3.2 VFO Algorithm

Vector Field Orientation method (VFO) for a single differentially driven mobile
robot is proposed in [10]. Combining this approach with local artificial potential
function method a new control algorithm for multiple mobile robots is proposed [6].
It is assumed that the model of the system dynamics is known and accurate. In the
task space static obstacles can appear. They are modeled with circles as the robots
are. Similar to the previous algorithm the range of the artificial potential function
associated with the obstacle is limited, hence autonomous operation with only on
board sensor usage is possible. In Fig. 2 APF as a function of distance to the center
of the obstacle is shown. It disappears at l = R.

Reference path for the i-th robot is given by the vector qdi = [xdi ydi ]T . Ref-
erence orientation can be computed using reference linear velocity: θdi = atan2c

Fig. 1 Differentially driven
mobile robot, ri—radius of
the wheel, 2bi—distance
between wheels,
ai—distance between wheel
axis and center of mass of
the robot, [xi yi ]T—robots
position, θi—robots
orientation,
[xsi ysi ]T—position of the
center of mass of the robot

Fig. 2 APF as a function of
distance to the center of the
obstacle (indexes omitted for
simplicity)

0 0.5 1 1.5 2 2.5
0

5

10

15

20

l [m]

V a
(l)

Rr
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(ẏdi , ẋdi ) where atan2c(·, ·) is continuous version of the atan2(·, ·) function
described in [10].

Let’s define q i = [xi yi ]T—position vector for the i-th robot. One can write the
position tracking error as follows:

ei =
[
exi
eyi

]
= qdi − qi . (35)

The dynamics of the robot can be linearized by the following control feedback:

τ i = B̄
−1
i (M̄ iνi + C̄ i� i + D̄i� i ), (36)

where νi is a new control input.
Substituting (36) into (12) one obtains an equation of linearized robots dynamics

in the form of integrator:

νi =
[

νvi

νωi

]
= �̇ i . (37)

For the linearized dynamics of the robot the following linear control law can be
proposed:

νi = u̇i + k(ui − � i ), (38)

where k is positive definite diagonal gain matrix. New control ui = [uvi uωi ]T is
computed using VFO (Vector Field Orientation) method [10].

According to this method a convergence vector is introduced:

hi =
⎡
⎣
hxi

hyi

hθ i

⎤
⎦ =

⎡
⎣
kpExi + ẋdi
kpEyi + ẏdi
kθeai + θ̇ai

⎤
⎦ , (39)

where kp, kθ > 0 are control gains for position and orientation, respectively.
Modified position errors are defined as follows:

Exi = exi + wxi (40)

Eyi = eyi + wyi (41)

wherewi = [wxi wyi ]T is the collision avoidance term that will be described further
in this paper; eai = θai − θi is the auxiliary orientation error. The auxiliary orientation
variable θai is defined as θai = atan2c(hyi , hxi ). Next the following control law
ui = [uvi uωi ]T for the i-th mobile platform is proposed:

uvi = hxi cos θi + hyi sin θi
uωi = hθ i

. (42)
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The VFO method requires the following assumptions be imposed.

Assumption 3.1 Desired trajectories do not intersect artificial potential function
areas of obstacles and robots do not interact when tracking is executed perfectly.

Assumption 3.2 If the robot position is in the repel area then the reference trajectory
is frozen:

qdi (t) = qdi (t
−), (43)

where t− is the time value before robot gets to the repel area. Higher derivatives of
qdi (t) are kept zero until robot leaves the repel area [9].

Assumption 3.3 When eai ∈ ( π
2 + πd − δ, π

2 + πd + δ), where δ is a small posi-
tive value, d = 0,±1,±2, . . . , then auxiliary orientation variable θai is replaced by
θ̃ai = θai + sgn

(
eai − (

π
2 + πd

))
ε, where ε is a small value that fulfills condition

ε > 0 and sgn(·) denotes the signum function.

Assumption 3.4 When robot reaches a saddle point the reference trajectory is dis-
turbed to drive robot out of the local equilibrium point. In the saddle point the
following condition is fulfilled: ∥∥h∗

i

∥∥ = 0, (44)

where h∗
i = [

hxi hyi
]T
. In this case θai (t) is frozen: θai (t) = θai (t−).

There is one unstable equilibrium point (saddle point) associated with each obsta-
cle. It appears as a result of cancelling attraction vector (connected with themotion to
the desired position) and repulsion vector (connected with the collision avoidance).

In [6] stability proof is presented. It is also shown that the position and orientation
error can be reduced to the arbitrarily small neighborhood of desired values.

The presented algorithm can be applied to the simplified model of the system.
By neglecting the dynamics of the mobile platforms the control algorithm can be
simplified. The results of the Eq. (42) can be used as an input to the system (1). The
Assumptions 3.1–3.4 still hold in this case. Stability proof and asymptotic conver-
gence of the position and orientation to the desired values for kinematic version of
the VFO algorithm with collision avoidance are presented in [5].

3.3 Artificial Potential Function

Collision avoidance behavior is based on the artificial potential functions (APF).
All physical objects in the environment like robots and static obstacles are sur-
rounded with APF’s that rise to infinity near objects boundaries r j ( j—number of
the robot/obstacle) and decrease to zero at some distance R j > r j .
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One can introduce the following function:

Bai j (li j ) =

⎧⎪⎨
⎪⎩

0 f or li j < r j

e
li j−r j
li j−R j f or r j ≤ li j < R j

0 f or li j ≥ R j

, (45)

that gives output Bai j (li j ) ∈ 〈0, 1). The distance between the i-th robot and the j-th
object is as follows: li j = ∥∥q j − qi

∥∥, where qi—position of the i-th robot, q j—
position of the j-th object.

In [3] APF given by Eq. (25) is proposed. It is smooth at the bound Ri j where it
disappears as the function (45), however, it requires higher computing power because
the integral must be computed in the each iteration of the algorithm. In [9] simpler
APF is proposed but due to the limited degree of differentiability its usage (in the
original form) is limited to the kinematic version of the algorithm.

By scaling function (45) to the range 〈0,∞) using equation:

Vai j (li j ) = Bai j (li j )

1 − Bai j (li j )
, (46)

APF is defined which is used to avoid collisions. Summing gradients of the APF’s
associated with robots and obstacles the term wi required to compute Exi and Eyi is
as follows:

wi = −
N∑

j=1, j �=i

[
∂Vari j (li j )

∂qi

]T
−

M∑
k=1

[
∂Vaoik(lik)

∂qi

]T
, (47)

where M—number of static obstacles; Vari j and Vaoik are the APF’s given by (46)
associated with the j-th robot and the k-th obstacle, respectively.

The first and second order time derivatives of the control algorithm equations are
calculated as follows:

θ̇ai = ḣ yi hxi − hyi ḣxi

h2xi + h2yi
(48)

θ̈ai = ḧ yi h3xi + ḧ yi hxi h2yi − hyi ḧxi h2xi − h3yi ḧxi(
h2xi + h2yi

)2 (49)

+ −2ḣxi h2xi ḣ yi + 2ḣ2xi hxi hyi − 2ḣ2yi hyi hxi + 2ḣ yi h2yi ḣxi(
h2xi + h2yi

)2 (50)

Ėi (t) = ėi −
N∑

j=1, j �=i

[
∂2Vari j (li j )

∂q2
i

]
q̇ i −

M∑
k=1

[
∂2Vaoik(lik)

∂q2
i

]
q̇i (51)
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Ëi (t) = ëi −
N∑

j=1, j �=i

([
∂2Vari j (li j )

∂q2i

]
q̈i +

⎡
⎢⎢⎢⎣

∂3Vari j (li j )

∂x3i

∂3Vari j (li j )

∂x2i ∂yi

∂3Vari j (li j )

∂y2i ∂xi
∂3Vari j (li j )

∂x2i ∂yi

∂3Vari j (li j )

∂y2i ∂xi

∂3Vari j (li j )

∂y3i

⎤
⎥⎥⎥⎦

⎡
⎢⎣

ẋ2i
ẋi ẏi
ẏ2i

⎤
⎥⎦

⎞
⎟⎟⎟⎠ (52)

−
M∑
k=1

([
∂2Vaoik(lik)

∂q2i

]
q̈i +

[
∂3Vaoik (lik )

∂x3i

∂3Vaoik (lik )
∂x2i ∂yi

∂3Vaoik (lik )
∂y2i ∂xi

∂3Vaoik (lik )
∂x2i ∂yi

∂3Vaoik (lik )
∂y2i ∂xi

∂3Vaoik (lik )
∂y3i

]⎡
⎣

ẋ2i
ẋi ẏi
ẏi 2

⎤
⎦
⎞
⎠ (53)

u̇vi = ḣxi cos(θi ) + ḣ yi sin(θi ) + ωi (−hxi sin(θi ) + hyi cos(θi )) (54)

u̇ωi = kθ ėai (t) + θ̈ai (t) (55)

4 Multirobot Testbed

This section presents the system architecture of the multirobot testbed. Software and
hardware modules of the system are described in detail.

The localization system is based on the digital camera uEye UI-1240SE-C com-
bined with PENTAX C418DX lens (focal length 4.8mm) (Fig. 3) connected to the
PC computer via USB2.0 interface. The camera is fixed above the scene surface
at 2.7m and covers rectangular area 4×3.2m where the robots can operate. The

Fig. 3 USB top-view
camera
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Fig. 4 LED markers. a View of the LED marker used for robot localization. b Task space view in
the marker recognition application

camera has a 1/2′′ CMOS sensor with resolution 1280×1024 pixels and ensures the
possibility of image acquisition frequency 25 frames per second with full resolution.

Vision server processes the data from the camera and recognizes current robots
posture using LED markers (Fig. 4a) which are mounted on the top of each robot.
The LED marker consists of a line of 8 diodes which form a large area for rough
marker detection, 3 ‘corner diodes’ for accurate localization and 5 diodes for coding
the number of the marker/robot. Figure4b shows the screen-shot from the vision
server application. It consists of the top view of three robots. In Fig. 5 MTracker
robot without marker is shown. Fig. 6a presents three robots equipped with markers.
In Fig. 6b MTracker robots in various hardware configurations are shown.

Single measurement requires an image from the camera which is processed in
order to determine the position of the markers on the image frame. Calculated posi-
tions of the robots are transformed from the image coordinate space to the physical
coordinates. Resolution of the vision localization based on the described algorithm
is about 0.4mm for the position coordinates and 0.3◦ for the orientation angle. A
processed image with calculated position is used for visualization on the operator
console.

The high level controller is an optional component of the presented system. As
the low level controller is equipped with a radio transceiver (cc2500 radio module)
it is possible to replace WiFi subsystems used in localization and operator console
systems. Such modularity means that the high level controller is not mandatory.

In the presented systema built-in computerwith IntelAtom1.6GHzprocessor and
SSD disk is used. It may run under Windows, Linux, QNX or some other operating
system.

High-level taskmanager receivesmessages through theWiFi radio link and passes
them to the high level motion controller. The outputs of this controller are velocities
of robot wheels that are transmitted through a serial port to the low level controller.
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Fig. 5 MTracker robot
without the marker mounted
on the top

Fig. 6 Formation of robots. a Formation of three MTrackers with active markers. b MTracker
robots in various hardware configurations

Passing these signals through the task manager makes it possible to send their values
to the remote operator console, present them on the screen and store in a database
or file. Depending on the level of autonomy of the robot the motion planner robot
can be used or not. The obstacle recognition subsystem analyzes the location data
frame provided by the localization subsystem and classifies if a particular marker is
mounted on the current robot or on the other robots/obstacles.

The robots are equipped with two controllers: a high-level PC controller and a
DSP low-level controller.
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The low level controller is responsible for the robot motor control and commu-
nication with the high-level controller. Other modules of the system can be used
optionally. Because of the high computational capabilities (signal processor TMS
320F28335 150MHz) the low level controller takes the role of the platform motion
controller as well as the formation controller when simple algorithms are imple-
mented. It manages measurements using a variety of sensors: encoders, IR and prox-
imity sensors, gyroscopes, two-axis accelerometers and compasses. Depending on
the needs these values can be used locally or transmitted to other subsystems.

The platform is equipped with a cc2500 radio transceiver. If there is no need to use
the high level control, this radio can be used to receivemessages from the localization
system, from the operator console or sending the robot state to visualize it and store
in a remote system (in this case WiFi radios are replaced with cc2500 transceivers).

5 Simulation Results

In this section simulation results of the presented control algorithms are given. Both
algorithms were tested with N = 10 robots.

5.1 Do Algorithm

Figure7a shows robots paths in (x, y) plane. Initially robots are located in random
coordinates surrounding the origin of the coordination frame. Desired paths are
marked with dashed lines and robots paths with solid ones. Figure7b presents the
initial part of the simulation. Figure7c illustrates desired orientation (dashed line)
and real robot orientations.

As can be observed in Fig. 7d, e, position and orientation errors converge to near
zero values in about 15 s.

In Figs. 7f and 8a linear and angular velocities of the robot platform are shown.
In the transient states large value peaks are observed, but when robots reach desired
velocity values oscillate smoothly as the desired trajectories.

In Fig. 8b control force and torques are presented. Similar to the velocities signals
large value peaks that are observed. Figure8c presents a scaled graph to highlight
the forces (solid lines) and torques (dashed lines) applied to the platform during a
longer period.

5.2 VFO Algorithm

In this section VFO algorithm simulation results are presented. The scenario differs
from that presented in Sect. 5.1 because a static obstacle can occur in the environment.
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Fig. 7 Do algorithm. a Robot paths on (x, y)-plane. b Robot paths on (x, y)-plane during initial
transient state. c Robot orientations θi . d Position errors. e Orientation errors. f Linear velocities
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Fig. 8 Do algorithm. a Angular velocities. b Control forces and torques. c Control forces and
torques (graph with changed scale)

Figure9a shows robots paths in (x, y) plane. Robots’ initial positions are random
points located in the left half of the coordination plane. The desired trajectories start
from x = 0 line. The robots have tomove through the area where four static obstacles
are located before they reach the desired positions. Figure9c presents robot paths
during the transient state.

In Fig. 9d position errors are illustrated. They reach desired trajectories in about
12 s.

Figure9b, e show linear and angular velocities of the platform.
Figure9f presents control forces (solid line) and control torques (dashed lines).

Figure10a highlights the same signal in steady state.
In Fig. 10b the signal representing collision avoidance module activity is shown

(1—active, 0—inactive). As expected, the module is activated many times during
initial motion and never activates during motion along the desired trajectories.
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Fig. 10 VFO algorithm. a Control forces and torques (graph with changed scale). b Collision
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Fig. 11 Physical implementation of the system

6 VFO Algorithm—Experimental Results

This section presents experimental results of the VFO algorithm for kinematic model
of the robot. In Fig. 11 scheme of the experimental testbed is shown. In experiment 1
three robots move along circular desired trajectories. Initially, robots are positioned
far from the desired trajectories (Fig. 12a).

In this figure robot paths on (x, y) plane are presented. Dashed lines represent the
desired paths of robots.

In Fig. 12b position errors as a function of time are shown. They decrease to the
near zero value in less then 20s.
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Fig. 12 VFOalgorithmexperiment 1. aRobot paths on (x, y)-plane.bPosition errors. cOrientation
of the robots. d Orientation errors. e Linear velocity controls. f Angular velocity controls
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Fig. 13 VFO algorithm experiment 1. a Wheel velocity controls. b Collision avoidance activa-
tion/desired trajectory freeze signal

Figure12c shows a time graph of the orientations. Figure12d presents orientation
errors.

In Fig. 12d orientation errors are shown.
In Fig. 12e, f linear and angular controls are presented.
Figure13a shows angular controls for the left and right wheel. Wheel velocities

are scaled [10] with a procedure that keeps the direction of motion of the mobile
platform. It limits the wheel angular velocities to ±9 rd

s .
Figure13b shows the signal representing collision avoidance module activity

(1—active, 0—inactive). It also represents the period when the desired trajectory
is ‘frozen’.

In the second experiment the desired trajectories are of the same type, however,
initial configuration causes the robots to come into hard interaction. Robots must
mutually bypass each other and this process increases the transient state time. In
this case four robots are used. Figure14a presents robots paths in (x, y)-plane. The
straight segments of the desired trajectory exist thanks to the process of the desired
trajectory ‘freezing’ in the case of the occurence of the collision. When the robot
completes the collision avoidance procedure the desired trajectory ‘jumps’ to catch
up with the task execution. Initially, robots have to avoid collision with the static
obstacles centered at points (1, 1), (1, 0) and (1,−1).

Figure14b presents position errors. They are quickly reduced, however, when
robots are near their desired positions they have to rearrange the formation bypassing
each other. The position errors increase during this process (15–25s of the experi-
ment) and then fall to near zero value at about the 55th second. In Fig. 14c the same
graph with changed y-axis scale is presented. As can be observed, the error in steady
state is less than 1cm in each coordinate.

In Fig. 14d orientations (solid lines) and their desired values (dashed lines) are
presented. In Fig. 14e orientation errors are shown.
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Fig. 14 VFOalgorithmexperiment 2. aRobot paths on (x, y)-plane.bPosition errors. cOrientation
of the robots. d Position errors (orientation of the robots). e Orientation errors. f Linear velocity
controls

Figures14f and 15a present linear and angular controls for the mobile platforms.
In Fig. 15b angular velocities of left and right wheel are shown. In Fig. 15c the
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Fig. 15 VFO algorithm experiment 2. a angular velocity controls. b wheel velocity controls.
c collision avoidance activation/desired trajectory freeze signal

signal representing collision avoidance module activity is illustrated (1—active, 0—
inactive).

6.1 Conclusions

This paper presents control algorithms for trajectory tracking by the multiple robots.
Dynamic properties of the nonholonomic mobile platforms were taken into account.
Robots track desired trajectories avoiding collisions. For both Do and VFO algo-
rithms simulation results are presented. For the kinematic version of the VFO algo-
rithm experimental results are shown.

The testbed for the multiple mobile robot system is described in detail including
both hardware and software components. Experimental results for the kinematic
version of the VFO algorithm is presented. Collision avoidance was achieved by the
APF use.
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All presented algorithms provide practical convergence as the position and ori-
entation errors decrease to the small values. In all algorithms oscillations connected
with collision avoidance were observed. They resulted from the sensitivity of the
system near the obstacle or in the case the robots are near each other. In these cases
the control signal is obtained as a sum of tracking term and collision avoidance term.
The second one increases rapidly near the obstacle giving a highly variable direction
of resulting control. This leads to oscillations that may be even increased by the
inevitable delays in the real system.

The Do algorithm is characterized by the highest computational complexity. Sim-
ulation results were obtained using numerical differentiation of some higher order
components of the control equations. It was difficult to calculate these derivatives
manually. In VFO algorithm all the terms of the control equations were implemented
in analytical form.

In both simulation and experimental results control signals were reaching prac-
ticably unrealizable values. Usually, they were peaks connected with the collision
avoidance processes. In the experiments their influence on motor control signals was
removed by the use of the scaling procedure that keeps the direction of motion of
the robot. It extends the transient state but avoids wheel slippage and unpredictable
disturbances on motion direction because of the uncertainties in dynamic limits of
motor drives, gear and wheel.

Future work includes experiments with a greater number of robots. The authors
plan to improve robots behavior in transient states and conduct some experiments
utilizing algorithms based on the navigation functions.
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Path Tracking Controllers for Fast Skidding
Rover

Mohamed Krid, Ziad Zamzami and Faiz Benamar

Abstract This article presents a comparative analysis between two new path
tracking controllers, a linear and non-linear one. First, dynamic model of the vehicle
moving on a horizontal plane is developed and validated with the experimental plat-
form Spido. Then, to reduce the complexity, the model is linearized by assuming that
the side slip angles remain small and a linear lateral slippage model introducing the
lateral contact stiffness is used. The kinematics of the vehicle is also linearized by
assuming that the rover remains close a reference path and with a small relative head-
ing angle. The linearized model permits the design of a Linear Quadratic Regulator
LQR that minimizing the angle deviation and the lateral error. Then, nonlinear pre-
dictive controller is presented. This approach combines the kinematic model of the
path-tracking with the dynamic model of the vehicle to deduce a non-linear Contin-
uous Generalized Predictive Controller NCGPC controller. The predictive approach
is dedicated to achieve an accurate path tracking and minimizing the angle deviation
and the lateral error during prediction horizon time. Finally, we compare perfor-
mance results between the NCGPC and the LQR controller. The simulation results
show that both controllers have equivalent path tracking performance only in the
straight line sections. However, predictive controller clearly outperform LQR con-
troller when cornering. NCGPC controller has a higher rate of convergence to the
reference trajectory with minimal lateral position error, thanks to the anticipation of
future reference path changes.
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Keywords Mobile robot · Path tracking · Nonlinear continuous time generalized
predictive control · LQR controller · Lateral slippage · Lateral dynamics

1 Introduction

Increasing adoption of outdoor mobile robots in challenging field conditions demand
increasing capabilities in operating speed and distance range. Therefore we are inter-
ested in the design and control of fast rovers which are able to move autonomously in
natural environment at high velocity (up to 10m/s) following a reference path referred
by RTK-GPS points. Generally, vehicle dynamics are neglected when designing the
path tracking controller [1, 2], however purely kinematic based approaches are clearly
incongruous for solving the problem of motion control of fast rovers.

Many researches focused on path following of autonomous vehicle in presence
of sliding have been developed [1, 3]. This problem has an important nonlinearity
in the dynamic and kinematic models. Usually a linearized model is used to resolve
the control problems [4] and the vehicle dynamics are neglected. These approaches
significantly reduce the control performance (accuracy, stability, robustness…).

On the other hand, when we observe animals or humans during their movement
we understand that forward vision field is vital to anticipate the future state. Most
of control laws do not explicitly take account the future state of the system and
the implication of the current input on the future output (PID, LQR…) [5, 6]. This
induces the idea of predictive control which depends not only on the actual state
of the system but also on its predicted state. This capacity of fusion between actual
dynamics, future predicted state and eventually constraints makes this control to be
one of the most powerful [7]. In general, Model Predictive Control (MPC) uses linear
models that makes model prediction solving sufficiently efficient to be runned in real
time.

In off-road mobile robotics context and especially high speed, wheel’s slippage
and robot dynamics can not be neglected. Basic mobile robot control laws based on
the ideal rolling assumption, as developed in [8] or [9], cannot be applied confidently.
In order to improve the path tracking in presence of sideslip phenomena without
reducing the robot speed, a nonlinear predictive approach will be used here and a
closed-form control law will be defined.

In this paper, the approach of Nonlinear Continuous-time Generalized Predic-
tive Control (NCGPC) is used for developing a robot path tracking controller and
will be compared to the classical LQR approach. The model prediction considers
the lateral dynamics, the wheel slippage and the nonlinear kinematics form of the
path tracking problem. This article is organized as follow. We begins with a descrip-
tion of a 3-dof vehicle dynamic model, using a linear slippage model. The lateral
dynamics model is then validated using the real robot. Afterward, the LQR approach
is used in order to design a new controller for path tracking achievement. Finally,
a non-linear model based predictive controller is then designed and generalized to
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our multi-inputs multi-outputs dynamic system. Controller performances are then
compared and validated using a Co-simulation ADAMS/Simulink model and the
Spido experimental platform.

2 Lateral Dynamics Model

This section describes the vehicle dynamic model which will be used for control
design. The model will be also discussed through experimental validation carried out
on the Spido platform. This experimental platform is an off-road vehicle with four
steered and driven wheels and with 4 independent suspensions shown in Fig. 1. The
vehicle weight is about 620kg and the front and rear half wheel base are respectively
0.62mand 0.58m. It is equippedwith aReal TimeKinematicGPS (RTK-GPS)which
supplies a localization with respect to a reference station accurate within ±2cm.

We consider in this section the double track model, well-known as the handling
model, illustrated in Fig. 2. The vehicle model has 3 dof: longitudinal, lateral and
yaw motions [10] of the chassis.

We denote by Fx and Fy the longitudinal and lateral tire forces, Vx and Vy the
longitudinal and lateral velocities of the chassis center of mass, ψ̇ is its yaw rate, Iz
is the yaw-inertia moment, M is the car mass, d is the half-width of the wheel-base,
a and b are the distances from the center of gravity to the front and rear axles and,
β f and βr are front and rear wheel steering angles.

Except for the gravity and aero dynamic forces, the main external forces applied
on the vehicle are produced by the tires. The lateral forces acting on the front and
rear tire are assumed to be a linear function of the side-slip angle [11], i.e.

Fig. 1 The Spido
experimental platform
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Fig. 2 Model of the
four-wheeled mobile robot

Fy( f,r) = C( f,r)α( f,r) (1)

where C f and Cr are, respectively, the tire cornering stiffness of the front and rear
tires.

The side-slip angle α f,r is defined as the angle between the wheel velocity and the
longitudinal axis of the wheel itself. Assuming that side-slip angles are quite small
(less than 10◦ in practice), we can use a linear approximation, that is:

We focus in this paper on the lateral dynamics and the path tracking control.
Henceforth, the longitudinal velocity Vx will be considered constant (V̇x = 0). The
dynamic model can be then given by the following equation of motion.

(
V̇y

ψ̈

)
= A

(
Vy

ψ̇

)
+ B

(
β f

βr

)
+ d

(
0

ΔFx f + ΔFxr

)
(2)

where ΔFx f ,ΔFxr are front and rear traction force difference between right and left
wheels, A and B are 2 × 2 matrix of:

a11 = 2C f +Cr

MVx
a12 = 2 aC f −bCr

MVx
− Vx

b11 = Fx f − 2C f

M b12 = Fxr−2Cr
M

a21 = 2 aC f − bCr

Vx Iz
a22 = 2 a2C f +b2Cr

Vx Iz

b21 = a(Fx f − 2C f )
Iz

b22 = b(−Fxr+2Cr )

Iz

α f = Vy + aψ̇

Vx
− β f ,αr = Vy − bψ̇

Vx
− βr (3)
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Fig. 3 Predicted (red) and
measured (black) lateral
velocity and yaw rate at 4m/s

0 5 10 15 20 25
−0.1

0

0.1

0.2

0.3

S
te

er
in

g 
an

gl
e 

[r
ad

]

0 5 10 15 20 25

−0.2

0

0.2

0.4

0.6
la

te
ra

l v
el

oc
ity

 [m
/s

]

0 5 10 15 20 25
−0.5

0

0.5

1

Y
aw

 r
at

e 
[r

ad
/s

]

The linear state model described in (2) can be validated using the Spido platform.
The dynamic model described in (2) is identified and validated in an open loop

controller. We compare from the real robot and the mathematical model output in
Figs. 3 and 4 at different speeds, respectively 4m/s and 6m/s. In this validation stage,
we consider the same trajectory for the different velocities. We assume constant all
of the parameter of the state model matrix A and B except the longitudinal velocity
Vx . We emphasize two observations in these tests: (1) the error between themeasured
and estimated lateral velocity varies with the magnitude of the velocity, as shown
in Figs. 2, 3 and 4 we observe a clear delay between the measured and estimated
value. These observations were key to enhance the performance of the controller as
described in the following section.



34 M. Krid et al.

Fig. 4 Predicted (red) and
measured (black) lateral
velocity and yaw rate at 6m/s

0 5 10 15
−0.1

0

0.1

0.2

0.3

0.4

S
te

er
in

g 
an

gl
e 

[r
ad

]

0 5 10 15
−1

0

1

2

3

4

la
te

ra
l v

el
oc

ity
 [m

/s
]

0 5 10 15
−0.5

0

0.5

1

1.5

Y
aw

 r
at

e 
[r

ad
/s

]

3 Linear Path Tracking Controller Design

3.1 Robot-Path Kinematic Model

We will consider in this section the design of a linear controller for tracking a given
prescribed path defined in the horizontal plane and at a constant forward velocity
(V̇x = 0). ψ and ψre f are the robot heading and the heading of the local tangent of
the prescribed path with respect to a fixed arbitrary reference direction, as it can be
illustrated in Fig. 5. The rate of change ofψre f with respect to the curvilinear distance
measured along the path defines the path curvature k. eψ represents the heading error
of the robot. en is the lateral deviation of the robot center of mass with respect to the
prescribed path.

Sign conventions for both eψ and en are denoted in Fig. 5. With reference to
the same figure and by assuming that the angular deviation is small, the following
kinematical relationships are derived:
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Fig. 5 The reference and
actual path

Reference
Trajectory

Vy

Vx

en

Work-space

ref

Robot

1/k

ψ

ψ

ėn = Vx sin eψ + Vy cos eψ

= Vxeψ + Vy (4)

ėψ = ψ̇ − ψ̇re f

= ψ̇ − Vx cos eψ − Vy sin eψ

1/k + en
(5)

In case of straight line tracking (k = 0), this last equation is not singular and is
equivalent to ėψ = ψ̇, since ψ̇re f = 0 for a straight line path. Assuming that en �
1/k, Eq. (5) can be linearized as follow:

ėψ = ψ̇ − Vxk + Vxk
2en (6)

Assuming a constant curvature, the derivative with respect to time of this latter
equation gives

ëψ = ψ̈ + V 2
x k

2eψ + Vxk
2Vy (7)



36 M. Krid et al.

3.2 Design Control

In this section, we define a path tracking control of the robot using linear state
feedback. Combing the kinematic model of the path-tracking errors (4) and (7) with
the dynamic model of the vehicle (2) results in a new state-space model:

Ẋ = AX + BU

where X = [
Vy ψ̇ eψ ėψ en

]T
is the state vector andU = [

β f βr ΔFx f ΔFxr
]T

is
the inputs vector, A is 5 × 5 matrix and B is 5 × 4 matrix. In this study, the main
objective of the control design is to improve the steering behavior of the robot in the
presence of lateral and yaw disturbances. Therefore, the controller should minimizes
the side-slip angle β of the robot center mass through minimizing lateral velocity Vy

and its yaw rate (thereby decreasing the probability of lateral skidding). To achieve
good tracking performance, the cost function must include a term that penalizes both
the heading angle deviation eψ and the lateral offset en ,

J = lim
t→∞

1

t

∫ t

0

(
XT QX +UT RU

)
dt (8)

The second term on the right-hand penalizes the weighted-magnitude of the con-
trol inputs vector. This will prevent the use of too high control commands and the
resultant control actions will be smooth. Q and R are the nominal state-weighting
and the input-weighting matrices.

3.3 Tracking Performance of the Linear Controller

In this section, the LQR controller presented in the previous section has been tested
using co-simulation between ADAMS for the mechanical model and Matlab for
the control one. The ADAMS model consider a mechanical model with 16 DOF,
including 4 independent double wishbone suspensions. The classical Z and O paths
are used for testing the controller, they are plotted respectively on (Figs. 6 and 10). In
the simulation, the LQR controller gains are calculated on-line, as they depend on the
longitudinal velocity Vx and the reference path curvature k. The path curvature was
filtered to remove the abrupt variations. During the first 3 s of simulation, the system
is open-loop until reaching the reference longitudinal velocity. For the first path, we
give the control inputs for the front and rear steering angles. The time evolution of
lateral deviation and orientation errors are shown on Figs. 8 and 9. For the second
path, we give on Fig. 11 the differential forces ΔFx f ΔFxr for the front and the rear
axles (Fig. 7).
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Fig. 6 The reference (blue)
and actual (red) paths for the
‘Z’ path
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Fig. 7 Steering angles: front
(red) and rear (blue) for the
‘Z’ path (rad)
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Fig. 8 Lateral deviation for
the ‘Z’ path (m)
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Results show that the proposed LQR control based on the dynamics model is able
to track the reference path with quite good accuracy and quite small and smooth
inputs. The new inputs controllers, ΔFx f and ΔFxr , seems to increase the rank of
the controllability matrix what permits to reduce the steering angles.
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Fig. 9 Yaw deviation for the
‘Z’ path (rad)
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Fig. 10 The reference (blue)
and actual (red) paths for the
‘O’ path
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Fig. 11 The differential
forces on front (red) and rear
(blue) axle for ‘O’ path (N)
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4 Nonlinear Predictive Approach

Using the dynamic model developed in the previous section, we will now define
a predictive controller which have to minimize the tracking error along a receding
time horizon. As with the linear approach, we assume a constant forward velocity
(V̇x = 0). We combine the dynamic model of the vehicle (2) and the non-linear
kinematic model of path tracking composed by the projection of the actual global
position of the vehicle (X,Y ) on the reference path. Using this model a nonlinear
predictive control is computed, dedicated to achieve an accurate path tracking despite
the nonlinear dynamical phenomena such as the bad grip conditions that leads to
slipping.

Combing the dynamics model (2) and the kinematic one results in a new nonlinear
state-space model:

V̇y = a11Vy + a12Vψ + b11β f + b12βr

V̇ψ = a21Vy + a22Vψ + b21β f + b22βr

ψ̇ = Vψ

Ẋ = Vx cosψ − Vy sinψ
Ẏ = Vx sinψ + Vy cosψ

(9)

We define the output y by:

y =
⎛
⎝

ψ
X
Y

⎞
⎠

Although a linear kinematic model is usually used [5] to simplify the controller
form, in our case, we choose a nonlinear kinematic model for increased accuracy.
The delay observed earlier when we compared the measured and estimated value of
the state of the model (2) and the nonlinear form of the kinematic model motivate us
to choose Nonlinear Continuous-time Generalized Predictive Control.

4.1 NCGPC Based Controller Design

To introduce the design of NCGPC controller, we can write the dynamic model (9)
in the following form:

ẋ = f (x) + g(x)u
y = (

h1(x), . . . , hm(x)
)

where, the state vector x ∈ �n , the output y ∈ �m and input u ∈ �p. The NCGPC
controller minimizes a quadratic cost criterion which is based on the difference
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between the predicted state y and a reference signal w. We denote ei (t) the
error between the output hi and the reference signal wi (t) at the time t and
w = (

w1(t) . . . wm(t)
)
.

ei (t) = hi (x(t)) − wi (t) (10)

The output prediction is based on the expansion inTaylor series.An approximation
of the reference signal is done in the same way.

ŷ(t + τ ) =
ρ∑

k=0

y(k)(t)
τ k

k! + R(τρ) (11)

We can define the cost function as following

Ji = 1

2

∫ Ti

0

[
êi (t + τ )

]2
dτ (12)

where Ti is the prediction horizon time of the i th output hi and τ a given value
belonging to the time interval [t, t + Ti ]. We then deduce the global cost function J :

J =
m∑
i=1

Ji = 1

2

m∑
i=1

(∫ Ti

0

[
êi (t + τ )

]2
dτ

)
(13)

To derive the control law, we need to minimize the expression (13) of the criterion
with respect to control u:

∂ J

∂u
= 0p×1 (14)

The analytical expression of the control law u can be found in (14). The analytical
expression of the control law is not detailed in this paper. To understand this issue,
more information can be found in [12–14]. It was demonstrated that the stability of
such NCGPC controller is guaranteed for system having a relative degree of each
output less than or equal to four. That is particularly true for our system.

4.2 Simulation and Experimental Results

The NCGPC controller presented in the previous section has been tested using co-
simulation between Adams for the plant model and Matlab/Simulink for the con-
trol one. The Adams model considers a multibody system with 16-dof, including
4 independent double wishbone suspensions. The wheel-ground contact model is
the solid/solid native model composed by a series of non-linear spring-damper for
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normal forces and a regularized Coulomb friction model for tangential forces. The
slope at the origin of the latter will give contact stiffnessC f andCr defined in Sect. 2.

The classical O-shaped paths are used for testing the controller. Since the simu-
lation should start preferably from equilibrium, during the first 3 s of simulation, the
vehicle is open-loop driven till it reaches the reference longitudinal velocity.

Figures13 and 14 illustrate controller performance with initial error at two veloc-
ity levels Vx = 4m/s and Vx = 6m/s. Each one compares the actual and the reference
paths in the horizontal plane. We can appreciate the effect of vehicle velocity during
the transition phase between the straight line and the curvilinear sections; the con-
troller’s rate of convergence to the reference trajectory is inversely proportional to the
robot’s velocity. We denote that the simulation started with an initial lateral deviation
of 1.2m and we use a time receding horizon of 0.6 s. Furthermore, we can deduce
form the position and angular error at Vx = 4m/s in Figs. 15 and 16, respectively
at Vx = 6m/s in Figs. 17 and 18, that the NCGPC controller provides equivalent
performance. We notice that the controller stabilizes the initial position error during

Fig. 12 CAD view of the
used 16-dof Adams model

Fig. 13 Reference (red) and
actual (blue) robot position
(m) at Vx = 4m/s
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Fig. 14 Reference (red) and
actual (blue) robot position
(m) at Vx = 6m/s

−5 0 5 10 15 20 25
−30

−25

−20

−15

−10

−5

0

5

Fig. 15 Angular deviation
(rad) versus time (s) graph at
Vx = 4m/s
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Fig. 16 Angular deviation
(rad) versus time (s) graph at
Vx = 6m/s
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the first second and start anticipation the path curvature change at approximately 1 s
(Fig. 12).

We compare performance results of theNCGPC controller developed in this paper
to the LQR-based controller developed in Sect. 3. Figure19 shows the reference path
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Fig. 17 Lateral deviation
(m) versus time (s) graph at
Vx = 4m/s
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Fig. 18 Lateral deviation
(m) versus time (s) graph at
Vx = 6m/s
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Fig. 19 Comparing 2
different controllers: LQR
(red) versus NCGPC
(magenta) robot position
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in blue and the performed paths in red andmagenta colors using theLQRandNCGPC
controllers respectively. We can deduce that both controllers have equivalent path
tracking performance only in the straight line sections.However, predictive controller
clearly outperform LQR controller when cornering as shown in Fig. 22. NCGPC
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Fig. 20 Steering angle (rad)
versus time (s) graph: LQR
(red) and NCGPC (blue)
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Fig. 21 Angular error (rad)
versus time (s) graph: LQR
(red) and NCGPC (blue)
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Fig. 22 Lateral deviation
(m) versus time (s) graph:
LQR (red) and NCGPC
(blue)
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controller has a higher rate of convergence to the reference trajectory with minimal
lateral position error, thanks to the anticipation of future reference path changes.
The predictive controller can track the path with a small lateral error comparing to
the pure feedback-based LQR controller. It is clearly shown that this latter can not
control accurately the lateral dynamics and the sideslip angle (Figs. 20 and 21).
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Fig. 23 Experimental
results: performed paths at
different velocities using the
predictive NCGPC controller
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Weobserve that there is no difference between both controllers, during the straight
line phase and at the end of the path when the robot reduces its velocity, this is mainly
due to the low presence of the sideslip phenomena in these operating conditions (low
steering angle and velocity).

The NCGPC controller presented has been also tested using the Spido experi-
mental platform. The classical O paths (Fig. 23) was used for testing the controller
at different forward velocities, Vx = 2, 3, 4m/s. The path to be followed is recorded
by a preliminary run achieved in manual driving. The testing conditions induced
perturbations due to the terrain irregularities and friction conditions changes. The
ground is composed by concrete area and wet nonuniform grass area where the vehi-
cle is inevitably prone to slide. We must notice that our controller model is based on
constant front and rear cornering stiffness. But thanks to controller robustness, the
control law ensure a trajectory tracking with low tracking errors. The errors increase
with velocities because of lateral slippage are increasing and probably roll angle
as well which leads to stability limit and to the limitation of the model. We must
note that the lateral acceleration reaches 0.7g which is the maximal value of the
availability of the friction linear model and dynamic friction coefficient of 0.7.

5 Conclusion

In this work, we present two controllers for mobile robot path tracking with high
speed and dynamics. The mobile robot is a four wheel steered rover with suspension
and capable to perform high speed cornering on natural ground. By combining the
dynamic model of the vehicle, a slip based tyre model and a classical kinematic
model of path trackingmodel, a linear and nonlinearmodel are deduced and validated
using the real robot. Based on minimization of tracking error cost function along a
receding time horizon, then nonlinear continuous-time generalized predictive control
(NCGPC) has been designed and its performance is compared to that of the LQR
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controller. Simulation and experimental results show a clear advantage of predictive
controller when it comes to efficient and stable path tracking. This superiority ismore
pronounced for high speed motion and high curvature cornering, simply because
such controller predict the robot behaviour over a receding time horizon and choose
the optimal control input which drive the plant along the prescribed trajectory. An
important advantage of the proposed solution is its easy integration because this
controller supply an analytical expression of the control law u that reduce the real
time calculation which simplify the implementation of the controller algorithm. This
work will be continued to extend the NCGPC approach to redundant steering system,
that includes front and rear steering and differential torque due to traction forces.
Also, in order to increase the controller performance, another challenge for this study
concerns the definition of the optimal prediction horizon time, probably as function
of path curvature.
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Abstract Implementation issues related to evolving Takagi-Sugeno-Kang (TSK)
fuzzy models of a nonlinear process are offered. The nonlinear process is the pen-
dulum dynamics in the framework of the representative pendulum-crane systems,
where the pendulum angle is the output variable of the TSK fuzzy models. An online
identification algorithm (OIA) is given, which continuously evolves the rule bases
and the parameters of the TSK fuzzy models, adds new rules with more summa-
rization power and modifies the existing rules and parameters. The OIA includes
an input selection algorithm and a Gravitational Search Algorithm that updates the
parameters in the rule consequents. The evolving TSK fuzzy models are validated
by experiments conducted on pendulum-crane laboratory equipment.
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1 Introduction

The evolving Takagi-Sugeno-Kang (TSK) fuzzy models are characterized by the
continuous online learning for rule base learning according to [1–4]. An online
identification algorithm (OIA) continuously evolves the rule bases and the parameters
of the TSK fuzzy models, and the models are built online by the adding mechanism
(adding new or removing old local models). As shown in [5], the OIAs dedicated to
evolving TSK fuzzy models are divided in three categories. The OIA proposed as
follows belongs to the second category, namely the incremental algorithms, which
implement only adding mechanisms. Some representative incremental algorithms
are RAN, SONFIN, SCFNN, NeuroFAST, DENFIS, eTS, FLEXFIS and PANFIS.

Using the recent results related to evolving TSK fuzzy models reported in [6, 7],
a new OIA will be suggested in the sequel. This OIA is inspired from [8], and it
computes rule bases and parameters that continuously evolve by adding new rules
with more summarization power, the existing rules and parameters are modified in
terms of using the potentials of new data points. The new OIA is a modified version
of that proposed in [9], which includes an input selection, and it is characterized
by inserting a Gravitational Search Algorithm (GSA) [10, 11], that updates the
parameters in the rule consequents.

The proposed OIA is advantageous with respect to other OIAs by the fact that the
GSA replaces the recursive least squares algorithm, so there is no need to compute
the covariance matrices. Therefore, the computational effort is reduced.

The presentation is dedicated to the fuzzy modeling of the pendulum dynamics in
the framework of pendulum-crane systems. Some details concerning the implemen-
tation of evolving TSK fuzzy models of this process are given in the next sections.
Other fuzzy models dedicated to this nonlinear process have been recently discussed
in [12–17].

The following topics are treated as follows: the GSA-based OIA is presented
in the next section. The case study that leads to new TSK fuzzy models for the
pendulumdynamics and implementation issues are treated in Sect. 3. The conclusions
are pointed out in Sect. 4.

2 Gravitational Search Algorithm-Based Online
Identification Algorithm

The OIA is formulated using the details on the algorithms given in [7–9] and the
GSA described in [10, 11]. The OIA consists of the following steps:

Step 1 The rule base structure is initialized by initializing the parameters in the
rule antecedents. The initialization means that the initial TSK fuzzy model has a
single rule, i.e., nR = 1, where nR is the number of rules. The subtractive clustering
[18] is implemented to compute the parameters of the TSK fuzzy models using the
first data point p1, where the data point p at the discrete time step k is
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pk = [p1k p2k . . . pn+1
k ]T , (1)

where T indicates the matrix transposition, the data point in the input-output data
space Rn+1 is

p = [zT y]T = [z1 z2 . . . zn y]T = [p1 p2 . . . pn pn+1]T ∈ Rn+1, (2)

the rule base of the affine-type TSK fuzzy models that are identified is

Rule i : IF z1 IS LTi1 AND . . .AND zn IS LTin
THEN yi = ai0 + ai1z1 + · · · + ainzn, i = 1 . . . nR,

(3)

where z j , j = 1 . . . n, are the input variables, n is the number of input variables,
LTi j , i = 1 . . . nR, j = 1 . . . n, are the input linguistic terms, yi is the output of the
local affine model in the rule consequent of the rule i, i = 1 . . . nR, and ail , i =
1 . . . nR, l = 0 . . . n, are the parameters in the rule consequents.

The algebraic product t-norm tomodel theANDoperator and theweighted average
defuzzification method in the TSK fuzzy model structure lead to the output y of the
TSK fuzzy model

y =
[

nR∑
i=1

τi yi

]
/

[
nR∑
i=1

τi

]
=

nR∑
i=1

λi yi =
nR∑
i=1

λi [ 1 zT ]Tπi , (4)

where the firing degree and the normalized degree of the rule i are τi (z) and λi (z),
respectively:

τi (z) = AND(μi1(z1), μi2(z2), . . . , μin(zn)) = μi1(z1) · μi2(z2) · · · · · μin(zn), i = 1 . . . nR ,

λi (z) = τi (z)/

[
nR∑
i=1

τi (z)

]
, i = 1 . . . nR ,

(5)

and the vector πi , i = 1 . . . nR, in (4) is the parameter vector of the rule i

πi = [ai0 ai1 ai2 . . . ain ]T , i = 1 . . . nR . (6)

The parameters are initialized as a part of the parameters specific to the OIAs given
in [7–9]

θ̂1 = [ (πT
1 )1 (πT

2 )1 . . . (πT
nR

)1 ]T = [ 0 0 . . . 0 ]T , rs = 0.4, (7)

k = 1, nR = 1, z∗
1 = zk, P1(p∗

1) = 1,

and the parameters of the GSA [10, 11], related to the generation of the initial pop-
ulation of agents, namely the nR(n + 1)-dimensional search space of the parameters
in the rule consequents, the number of agents N , and initialize randomly the agents’
velocity vector Vi,0 ∈ RnR(n+1) of i th agent, i = 1 . . . N . θ̂k in (7) is an estimation of
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the parameter vector in the rule consequents at the discrete time step k, rs, rs > 0,
is the spread of all Gaussian input m.f.s μi j , i = 1 . . . nR, j = 1 . . . n, of the fuzzy
sets of the input linguistic terms LTi j

μi j (z j ) = exp[−(4/r2s )(z j − z∗
i j )

2], i = 1 . . . nR, j = 1 . . . n, (8)

and z∗
i j , i = 1 . . . nR, j = 1 . . . n, are the centers of these m.f.s. p∗

1 in (8) is the first
cluster centre, z∗

1 is the centre of the rule 1 and also a projection of p∗
1 on the axis z

defined in (2). P1(p∗
1) in (7) is the potential of p

∗
1.

The input selection algorithm proposed in [7] is next applied in order to select the
important input variables from all possible input variables. This algorithm ranks the
inputs according to their importance factors and is described in [9].

Step 2 At the next time step, k is set to k = k + 1, and the next data sample pk is
read.

Step 3 The potential of each new data sample is calculated as

Pk(pk) = (k − 1)/[(k − 1)(ϑk + 1) + σk − 2νk], ϑk =
n+1∑
j=1

(p j
k )

2,

σk =
n+1∑
j=1

k−1∑
l=1

(p j
l )

2, νk =
n+1∑
j=1

(p j
k

k−1∑
l=1

p j
l ).

(9)

Step 4 The potentials of the centers of existing rules (clusters) are recursively
updated in terms of

Pk(p∗
l ) = (k−1)Pk−1(p∗

l )/

⎡
⎣k − 2 + Pk−1(p∗

l ) + Pk−1(p∗
l )

n+1∑
j=1

(d j
k(k−1))

2

⎤
⎦ , (10)

where Pk(p∗
l ) is the potential at the discrete time step k of the cluster centre, which

is a prototype of the rule l.
Step 5 The possible modification or upgrade of the rule base structure is carried

out using the potential of the new data compared to the potential of existing rules’
centers. The rule base structure is modified if certain conditions specified in [7, 8]
are fulfilled.

Step 6 The parameters in the rule consequents are updated using the velocity and
position update equations specific to the GSA

Vi,k = ρiVi,k−1 + Ai,k−1,

θ̂i,k = θ̂i,k−1 + Vi,k, k = 2 . . . D, i = 1 . . . N ,
(11)

where ρi , 0 ≤ ρi ≤ 1, is a uniform random variable and Ai,k−1 ∈ RnR(n+1) is the
acceleration vector of i th agent. The fitness function used in the GSA is

fk = yk − ψT
k−1θ̂k−1, k = 2 . . . D. (12)
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The parameter vector θ̂k is obtained as

θ̂k = min
i=1...N

θ̂i,k . (13)

The output of the TSK fuzzy model given in (4) is expressed in the vector form

y = ψT θ, θ = [πT
1 πT

2 . . . πT
nR

]T ,

ψT = [λ1[1 zT ] λ2[1 zT ] . . . λnR [1 zT ] ]. (14)

Step 7Using (14), the output of the evolving TSK fuzzy model at the next discrete
time step k + 1 is predicted

ŷk+1 = ψT
k θ̂k . (15)

The algorithm continues with the step 2 until all data points from the set of input-
output data are used.

{pk |k = 1 . . . D} (16)

The step 1 of the OIA is conducted offline. The steps 2–7 are conducted online.

3 Case Study and Experimental Results

The laboratory setup built around the pendulum-cart system [19] has been used to
exemplify and validate the OIA and the evolving TSK fuzzy models. The laboratory
setup is illustrated in Fig. 1.

Fig. 1 Laboratory setup in the Intelligent Control SystemsLaboratory of the PolitehnicaUniversity
of Timisoara
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The expression of the state-space model of the process in the pendulum-cart
system is

ẋ1 = x3,

ẋ2 = x4,

ẋ3 =
{

Jp
(mc + mp)ld

[ p1u

(mc + mp)ld
− x24 sin x2 − ( fc − p2)x3

(mc + mp)ld
] + [g sin x2

− f px4
(mc + mp)ld

] cos x2
}

/[ Jp
(mc + mp)l2d

− cos2 x2],

ẋ4 =
{
[ p1u

(mc + mp)ld
− x24 sin x2 − ( fc − p2)x3

(mc + mp)ld
] cos x2 + 1

l
[g sin x2 (17)

− f px4
(mc + mp)ld

]
}

/[ Jp
(mc + mp)l2d

− cos2 x2],
y = x2,

where the variables are: x1—the cart position (the distance between the cart and the
centre of the rail), x2—the angle between the upward vertical and the ray pointing at
the centre ofmass cart, x3—the cart velocity, x4—the pendulum angular velocity, u—
the control signal represented by a constrained PWMvoltage signal, |u| ≤ umax > 0,
mc—the equivalent mass of the cart, mP—the mass of the pole and load, and ld—
the distance from the axis of rotation to the centre of mass. The parameters in (17)
are: Jp—the moment of inertia of the pendulum-cart system with respect to the axis
of rotation, p1—the ratio between the control force and the control signal, p2—the
ratio between the control force and x3, fc—the dynamic cart coefficient, and f p—the
rotational friction coefficient. The parameter values of the laboratory setup are [7, 9,
19]

umax = 0.5,mc = 0.76 kg, mp = 0.052 kg, ld = 0.011 m, Jp = 0.00292 kg · m2,

p1 = 9.4 N, p2 = −0.548 N s/m, fc = 0.5 N s/m, f p = 6.65 · 10−5 N m s/rad.
(18)

The OIA presented in the previous sections has been applied in order to obtain
evolving TSK fuzzy models of the process that can be characterized by the nonlinear
crisp model given in (17). The OIA has been implemented starting with the eFS Lab
code given in [20, 21] and adding the functionalities taken from [7–11].

The sampling period has been set to 0.01 s. The control signal u has been generated
as two weighted sums of pseudo-random binary signals (Fig. 2) to cover different
ranges of magnitudes and frequencies. This process input has been applied to the
laboratory setup to generate the input-output data points (zk, yk), k = 1 . . . D, and
a total number of 6000 data points has been used in the tests. The data points are
separated in training data and validation data. The first D = 2500 data points (the
time domain from 0 to 25s) in Fig. 2 belong to the validation data, and the rest of
D = 3500 data points (the time domain from 25 to 60s) in Fig. 2 belong to the
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Fig. 2 Control signal versus time, corresponding to training data (0–25s) and testing data (25–60s)

testing (validation) data. The process output y is not presented in Fig. 2, but it will
be illustrated as follows.

The input selection algorithm, which belongs to the step 1 of the OIA has been
applied for three values of the importance threshold, as in [9], λ = 0.4, 0.3 and 0.2,
and one value of the significance threshold, τ = 0.5. This has lead to three final TSK
fuzzy models with the following inputs: the TSK fuzzy model 1, with the input uk ,
the TSK fuzzy model 2 with the inputs uk and yk−1, and the TSK fuzzy model 3 with
the inputs uk , yk−1 and yk−2. The output of all these three TSK fuzzy models is yk .

The number of inputs of the TSK fuzzy models is variable during the iterations of
the OIA, and that is the reason why the considered fuzzy models are the final ones.
The inputs of the three TSK fuzzy models have been obtained from delayed system
inputs and/or outputs, which have been extracted from the training and validation data
sets. The values of the parameters of the GSA included in the step 6 of the GSA have
been set to: number of agents N = 100, zero initial velocity vectors, exponential type
depreciation law of the gravitational constant with the initial gravitational constant
G0 = 5.

The final results are similar to those obtained for the OIA given in [9], but with the
recursive least squares algorithm employed in the step 6. Therefore, the TSK fuzzy
model 1 has evolved to nR = 2 rules, the TSK fuzzy model 2 has evolved to nR = 7
rules, and the TSK fuzzy model 3 has evolved to nR = 9 rules.

The OIA and the TSK fuzzy model performance have been compared with other
OIAs that result in evolving TSK fuzzy models, ANFIS [22], DENFIS [23] and
FLEXFIS [24]. The comparison of all fuzzy models has been carried out using the
root mean square error (RMSE) as performance index:

RMSE =
√√√√(1/D)

D∑
k=1

(yk − x2,k)2, (19)
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Fig. 3 Evolution of output (blue) and potential of data points of TSK fuzzy model 3 on training
data

the same inputs, numbers and shapes of m.f.s as those of the three TSK fuzzymodels,
and the numbers of rules nR have been set such that to be very close. The variable yk
in (19) is the output (the pendulum angle) of the TSK fuzzy models and x2,k is the
output (the pendulum angle) of the laboratory setup at the discrete time moment k.
The RMSE has been computed and measured for the training data and for the testing
(validation) data as well.

Some of the results for the TSK fuzzy model 3 on the training data are presented
in Fig. 3 as clusters in the input space and in Fig. 4 as clusters in the input space. The
time responses of the system output versus time of the TSK fuzzy model 3 and of
the real-world process on the validation data are shown in Fig. 5.

TheRMSE can be used as an objective function in appropriately defined optimiza-
tion problems solved by several classical and nature-inspired optimization algorithms
[24–33]. These optimization problems can be inserted in the OIA, and they must be
accompanied by real-world constraints.

The comparison of results reads to the conclusion that the best performance on
the validation (testing) data is exhibited by the TSK fuzzy model 3 obtained by the
OIA presented in the previous section. In addition, the performance is very close to
that achieved by the TSK fuzzy model obtained by the OIA proposed in [9].

As shown in [9], the evolving TSK fuzzy models obtained by the OIA outperform
the evolving fuzzy models obtained by ANFIS, DENFIS and FLEXFIS. However,
the performance depends on the parameters of both the input selection algorithm and
the GSA.
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Fig. 4 Clusters in input
space of TSK fuzzy model 3
on training data

Fig. 5 Pendulum angle
versus time of TSK fuzzy
model 3 and real-world
process for validation data

4 Conclusions

An OIA for evolving TSK fuzzy models has been proposed. The new features of
this OIA are the inclusion of an input selection algorithm and of a nature-inspired
optimization algorithm represented by the GSA. This offers not only a more system-
atic approach but also the alleviation of the computational effort. But the random
parameters specific to the GSA and the parameters of the input selection algorithm
affect the results and the models are sensitive with respect to the choice of these
parameters.
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The real-time experimental results related to the fuzzy modeling of the pendulum
dynamics in pendulum-crane systems validate the OIA and the evolving TSK fuzzy
models as well. Future research will be focused on considering other fuzzy models
for several applications [34–44] accounting for the further simplification of the OIA.
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Speech Phoneme Classification by Intelligent
Decision-Level Fusion

Fréjus A.A. Laleye, Eugène C. Ezin and Cina Motamed

Abstract This paper explores the decision fusion for the phoneme recognition prob-
lem through intelligent combination of Naive Bayes and Learning Vector Quantiza-
tion (LVQ) classifiers and feature fusion using Mel-frequency Cepstral Coefficients
(MFCC), Relative Spectral Transform—Perceptual Linear Prediction (Rasta-PLP)
and Perceptual Linear Prediction (PLP). This work emphasizes optimal decision
making from decisions of classifiers which are trained on different features. The pro-
posed architecture consists of three decision fusion approaches which are weighted
mean, deep belief networks (DBN) and fuzzy logic.Weproposed a performance com-
parison on a dataset of an African language phoneme, Fongbe, for experiments. The
latter produced the overall decision fusion performance with the proposed approach
using fuzzy logic whose classification accuracies are 95.54% for consonants and
83.97% for vowels despite the lower execution time of Deep Belief Networks.

1 Introduction

Phoneme classification is an integrated process to phoneme recognition and an impor-
tant step in automatic speech recognition. Since the 60s, very significant research
progress related to the development of statistical methods and artificial intelligence
techniques, have tried to overcome the problems of analysis and characterization
of the speech signal. Among the problems, there is still the acoustic and linguistic
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specificity of each language. Considering the number of languages that exists, there
were some good reasons for addressing phoneme recognition problems.

The aim of speech recognition is to convert acoustic signal to generate a set
of words from a phonemic or syllabic segmentation of the sentence contained in
the signal. Phoneme classification is the process of finding the phonetic identity of
a short section of a spoken signal [11]. To obtain good recognition performance,
the phoneme classification step must be well achieved in order to provide phoneme
acoustic knowledge of a given language. Phoneme classification is applied in various
applications such as speech and speaker recognition, speaker indexing, synthesis etc.
and it is a difficult and challenging problem.

In this paper, we placed the phoneme recognition problems in a classification
con- text from multiple classifiers. We dealt with the decision-level fusion from two
different classifiers namely Naive Bayes and Learning Vector Quantization (LVQ).
Since the 90s, the combining classifiers has been one of the most sustained research
directions in the area of pattern recognition. Methods of decision-level fusion have
been successfully applied in various areas such as the recognition and verification
of signatures, the identification and face recognition or the medical image analysis.
In automatic speech recognition, decision-level fusion was introduced to recognize
phoneme, speech, speaker age and gender and to identify language with the best per-
formance. The work we present in this paper deals with the phoneme recognition of
Fongbe language which is an unressourced language. Fongbe is an African language
spoken especially in Benin, Togo and Nigeria countries. It is a poorly endowed lan-
guage which is characterized by a series of vowels (oral and nasal) and consonants
(oral and nasal). Its recent written form consists of a number of Latin characters and
the International Phoneoutic Alphabet. Scientific studies on the Fongbe started in
1963. In 2010, there was the first publication of Fongbe-French dictionary [3]. Since
1976, several linguists have worked on the language and many papers have been
published on the linguistic aspects of Fongbe. Until today, these works have been
aimed at the linguistic description of Fongbe, but very few works have addressed
automatic processing with a computing perspective.

The idea behind this work is to propose a robust discriminatory system of con-
sonants and vowels thanks to intelligent classifier combination based on decision-
level fusion. To achieve this goal, we investigated on both methods of decision
fusion namely the non-parametric method using weighted combination and para-
metric method using deep neural networks and a proposed adaptive approach based
on fuzzy logic. The intelligent decision-level fusion used in this work to perform
classification is carried out after the feature-level fusion of MFCC, Rasta-PLP, PLP
coefficients applied to classifiers to represent the phonetic identity of each phoneme
of the chosen language. In other words, the features were initially combined to pro-
duce coefficients as input variables to the classifiers. Experiments were performed on
our Fongbe phoneme dataset and showed better performancewith the proposed fuzzy
logic approach. The rest of the paper is organized as follows. In Sect. 2, we briefly
present the related works on phoneme recognition and decision fusion. Section2.1
presents an overview on the proposed classification system. In Sect. 3, we describe
the classifier methods and their algorithms. In Sect. 4, the proposed Fongbe phoneme
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classification is detailed and explained. Experimental results are reported in Sect. 5.
In the same sectionwe present a detailed analysis of the used performance parameters
to evaluate the decision fusion methods. We finally conclude this paper in Sect. 6.

2 Related Works

This work deals with two different issues namely decision-level fusion frommultiple
classifiers and phoneme classification of a West Africa local language (Fongbe).

2.1 Overview on Phoneme Classification

Some of the recent research works related to phoneme classification applied to the
world’s languages are discussed as follows.

In [22], the authors proposed an approach of phoneme classification which per-
formed better on TIMIT speech corpus, with warp factor value greater than 1. They
have worked on compensating inter-speaker variability through Vocal tract length
normalization multi-speaker frequency warping alternative approach. Finally, they
compared each phoneme recognition results from warping factor between 0.74 and
1.54 with 0.02 increments on nine different ranges of frequency warping boundary.
Their obtained results showed that performance in phoneme recognition and spoken
word recognition was respectively improved by 0.7% and 0.5% using warp factor
of 1.40 on frequency range of 300–5000Hz.

Phoneme classification is investigated for linear feature domains with the aim of
improving robustness to additive noise [1]. In this paper, the authors performed their
experiments on all phonemes from the TIMIT database in order to study some of
the potential benefits of phoneme classification in linear feature domains directly
related to acoustic waveform, with the aim of implementing exact noise adaptation
of the resulting density model. Their conclusion was that they obtained the best
practical classifiers paper by using the combination of acoustic waveforms with
PLP+ � + ��.

In [11], the authors integrated into phoneme classification a non-linear manifold
learning technique, namely “Diffusion maps” that is to build a graph from the feature
vectors and maps the connections in the graph to Euclidean distances, so using
Euclidean distances for classification after the non-linear mapping is optimal. The
experiments performed on more than 1100 isolated phonemes, excerpted from the
TIMIT speech database, of both male and female speakers show that Diffusion maps
allows dimensionality reduction and improves the classification results.

The work presented in [30] successfully investigates a convolutional neural net-
work approach for raw speech signal with the experiments performed on the TIMIT
and Wall Street Journal corpus datasets. Still on the TIMIT datasets, the authors
in [37] focused their work on the robustness of phoneme classification to additive



66 F.A.A. Laleye et al.

noise in the acoustic waveform domain using support vector machines (SVMs).
The authors in [9] used a preprocessing technique based on a modified Rasta-PLP
algorithm and a classification algorithm based on a simplified Time Delay Neural
Network (TDNN) architecture to propose an automatic system for classifying the
English stops [b, d, g, p, t, k]. And in [8], they proposed an artificial Neural Network
architecture to detect and classify correctly the acoustic features in speech signals.

Several works have been achieved on the TIMIT dataset which is the refer-
ence speech dataset, but other works were performed on other languages than those
included in the TIMIT dataset.We can cite, for example the following papers [19, 26,
28, 34], where the authors worked respectively on Vietnamese, Afrikaans, English,
Xhosa, Hausa language and all American English phonemes.

A state of the art on the works related to Fongbe language stands out the works
in the linguistic area. In [2], the authors studied how six Fon enunciative particles
work: the six emphatic particles h...n “hence”, sin “but”, m “in”, 1 “insist”, lo “I am
warning you”, and n “there”. Their work aimed at showing the variety and specificity
of these enunciative particles. In these works [3, 20] listed in the Fongbe language
processing, the authors introduced and studied grammar, syntax and lexicology of
Fongbe.

In [18], the authors addressed the Fongbe automatic processing by proposing a
classification system based on a weighted combination of two different classifiers.
Because of the uncertainty of obtained opinions of each classifier due to the imbalance
per class of training data, the authors used the weighted voting to recognize the
consonants and vowels.

2.2 Decision-Level Fusion Methods

The second issue dealt with in this work is the decision fusion for optimal Fongbe
phoneme classification. Combining decisions from classifiers to achieve an optimal
decision and higher accuracy became an important research topic. In the literature,
there are researchers who decided to combine multiple classifiers [6, 16, 33]. Other
researchers worked on mixture of experts [14, 15].

In decision fusion methods, there are so-called non-parametric methods (clas-
sifiers outputs are combined in a scheme whose parameters are invariant) and the
learning methods that seek to learn and adapt on the available data, the necessary
parameters to the fusion. In speech recognition, several researchers successfully
adopted the decision level fusion to recognize phoneme, speech, speaker age and
gender and to identify language. For example, the authors in [24] performed deci-
sion level combination of multiple modalities for the recognition and the analysis of
emotional expression. Some authors adopted non-parametric methods as weighted
mean [13, 21, 27] and majority voting [7, 31]. Others adopted parametric methods
as Bayesian inference [25, 32, 36] and Dempster-Shafer method [10].

In this work we adopted both methods to compare their performance in decision
fusion of classifiers for an optimal phoneme classification of Fongbe language. First,
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we performed a weighted mean, which is a non-parametric method, to combine deci-
sions. This method needs a threshold value chosen judiciously by experiment in the
training stage. The second method we used is a parametric method with learning
based on deep belief networks. Deep Belief Networks (DBNs) have recently shown
impressive performance in decision fusion and classification problems [29]. In addi-
tion to these two methods we also used an adaptive approach based on fuzzy logic.
Fuzzy logic is often used for classification problems and has recently shown a good
performance in speech recognition [23]. Indeed, the limitations of the use of thresh-
old value that requires weighted mean is that the value is fixed and does not provide
flexibility to counter any variations in the input data. In order to overcome the limi-
tations of the threshold based weighted mean which gives a hard output decision of
which either “True” or “false” and the time that can be taken a training process of
deep belief networks, we proposed a third approach based on fuzzy logic which can
imitate the decision of humans by encoding their knowledge in the form of linguistic
rules. Fuzzy logic requires the use of expert knowledge and is able to emulate human
thinking capabilities in dealing with uncertainties.

3 Classification Methods and Algorithms

We detail in this section the algorithm implemented in the classification methods
used for the discriminating system of consonants and vowels phonemes.

3.1 Naive Bayes Classifier

NaiveBayes is a probabilistic learningmethodbasedon theBayes theoremofThomas
Bayes with independence assumptions between predictors. It appears in the speech
recognition to solve the multi-class classification problems. It calculates explicitly
the probabilities for hypothesis and it is robust to noise in input data. Despite its
simplicity, the Naive Bayesian classifier often does surprisingly well and is widely
used because it often outperforms more sophisticated classification methods. The
Bayes classifier decides the class c(x) of the input data x based on the Bayes rule:

p(c|x) = p(c, x)

p(x)
(1)

= p(c)p(x |c)∑
c′ p(c′)p(x |c′)

(2)

where p(c) is the prior probability of class c, and p(x |c) is the class c-conditional
probability of x .
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Consider an example X = {x1, x2, . . . , xn}
X is classified as the class C = + if and only if,

F(X) = p(C = +|X)
p(C = −|X) ≥ 1 (3)

F(X) is a Bayesian classifier.
Naive Bayes is the simplest form of Bayesian network, in which we assume that

all attributes are independent given the class [38].

p(X |c) = p(x1, x2, . . . , xn|c) =
n∏

i=1

p(xi |c) (4)

The naive Bayesian classifier is obtained by:

Fnb(X) = p(C = +|X)
p(C = −|X)

n∏
i=1

p(xi |C = +)

p(xi |C = −)
(5)

3.2 Learning Vector Quantization Classifier

Learning Vector Quantization (LVQ) is a supervised version of vector quantization.
Networks LVQ were proposed by Kohonen [17] and are hybrid networks which use
a partially supervised learning [5].

Algorithm LVQ method algorithm can be summarized as follows:

1. Initialize the weights w(1)
i j to random values between 0 and 1.

2. Adjust the learning coefficient η(t)
3. For each prototype pi , find the neuron of the index i∗ which has the weight vector

w
(1)
i∗ closest to the pi .

4. If the specified class at the network output for the neuron of the index i∗ corre-
sponds to the prototype of the index i , then do:

w
(1)
i∗ (t + 1) = w

(1)
i∗ (t) + η(t)(p(t) − w

(1)
i∗ (t)) (6)

else

w
(1)
i∗ (t + 1) = w

(1)
i∗ (t) − η(k)(p(t) − w

(1)
i∗ (t)) (7)

5. If the algorithm has converged with the desired accuracy, then stop otherwise go
to step 2 by changing the prototype.
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4 Proposed Phoneme Classification System

4.1 Overview of Classification System

Our intelligent fusion system is summarized in two modules which are each subdi-
vided into submodules:

1. feature-level fusion and classification: the first module performs classification
with Naive Bayes and LVQ classifier and produces outputs with the coefficients
obtained after features fusion andwhich are applied as input. Thismodule contains
the submodules which are (i) signal denoising, (ii) feature extraction (MFCC,
PLP, and Rasta-PLP), (iii) features fusion and classification with Naive Bayes
and LVQ.

2. decision-level fusion and optimal decision making: the second module performs
in parallel the decisions fusion with fuzzy approach that we proposed and the
method with learning based on Deep Belief Networks.

Both modules are separated by an intermediate module which performs weighted
mean calculation of classifiers outputs and contains the submodule which is (iv)
standardization for classifiers decisions database. In this submodule, the outputs of
the first module are combined to produce a single decision that is applied to the
decision-level fusion module. The various steps are shown in Fig. 1.

4.2 Speech Feature Extraction

From phoneme signals we extracted MFCC, PLP and Rasta-PLP coefficients to
perform the proposed adaptive decision fusion using Fuzzy approach and deep belief
networks. The benefit of using these three types of coefficients is to expand the
variation scale from input data of classification system. This enabled our system to
learn more acoustic information of Fongbe phonemes. These three speech analysis
techniques were initially allowed to train two classifiers and then put together to
build the set of input variables to the decision fusion. Phoneme signals were split
into frame segments of length 32ms and the first 13 cepstral values were taken.

4.3 Decision Fusion Using Simple Weighted Mean

An intermediate step between the two steps was the normalization of output data
of the first step. First, we calculated the weighted mean value of the two classifier
outputs for each coefficient using the expression (8).

input1 = Snaivebayes × τ naivebayes + Slvq × τ lvq

τ naivebayes + τ lvq
(8)
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Fig. 1 Paradigm of our classification system. a Classification and standardization. b Decision
fusion using fuzzy logic and deep belief networks

SA represents the output of classifier A whereas τ A represents the recognition rate of
classifier A. Before applying fuzzy logic and neuronal technique to fuse the decisions
of each classifier, we performed the output combination based on the simpleweighted
sums method using the threshold value obtained and given by Eq.9.

τ = −1.2
∑
i

Ci + 2.75(
∑
k

w1
kλ1 +

∑
k

w2
kλ2) (9)

Ci : is the number of class i, w1
k : weight of classifier k related to class 1, w2

k : weight
of classifier k related to the class 2, λ1 and λ2 are values that are 0 or 1 depending on
the class. For example, for the consonant class: λ1 = 1 and λ2 = 0. The results are
compared with fuzzy logic method and neuronal method to evaluate the performance
of our phoneme classification system.

4.4 Fuzzy Logic Based Fusion

The Nature of the results obtained in the first step allows us to apply fuzzy logic on
four membership functions. The inputs to our fuzzy logic system are MFCC, PLP
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Table 1 Generated fuzzy rules

Rules no Input Output

MFCC Rasta PLP

1 Low Low Low Consonant

2 Low Low Medium Vowel

3 Low Low High Consonant

4 Low Medium Low Vowel

5 Low High Low Consonant

6 Low High High Consonant

7 Low Very high Low Vowel

8 Low Very high Very high Vowel

9 Medium Low Low Vowel

10 Medium Low Very high Vowel

11 Medium Very high Low Vowel

12 Medium Very high Very high Vowel

13 High Low Low Consonant

14 High Low High Consonant

15 High High Low Consonant

16 High High High Consonant

17 Very high Low Low Vowel

18 Very high Low Medium Vowel

19 Very high Low High Consonant

20 Very high Low Very high Vowel

21 Very high Medium Low Vowel

22 Very high Medium Very high Vowel

23 Very high High High Consonant

24 Very high Very high Low Vowel

25 Very high Very high Medium Vowel

26 Very high Very high Very high Vowel

and Rasta-PLP and the output obtained is the membership degree of a phoneme to a
consonant or vowel class. The input variables are fuzzified into four complementary
sets namely: low, medium, high and very high and the output variable is fuzzified into
two sets namely: consonant and vowel. Table1 shows the fuzzy rules which were
generated after fuzzification.

First, the input data is arranged in an interval as [Xmin…Xmax]. The different
membership functions were obtained by examining the local distribution of samples
of both classes (see Fig. 2). Local distribution has induced four subsets according to
the variation of the input data and the output is obtained depending on the nature
of the data. For example, if we give MFCC, PLP and Rasta as input to the system,
the consonant or vowel output is obtained according to the subsets of the input data.
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Fig. 2 Top Local distribution of decisions from MFCC coefficients classification, Middle local
distribution of decisions from Rasta-PLP coefficients, Bottom local distribution of decisions from
PLP coefficients

Because of the linearity of values in the subsets, a simple triangle curve (trimf ) is
used for low andmediummembership functions and a trapeze curve (trapmf ) is used
for high and very high membership functions.

4.5 DBN Based Fusion

Thismethod based on the use of deep belief networks (DBNs) requires a learning step
for a good adaptation of the decisions to the system input. DBNs are multilayered
probabilistic generative models which are constructed as hierarchies of recurrently
connected simpler probabilistic graphical models, so called Restricted Boltzmann
Machines (RBMs) [4, 12]. Every RBM consists of two layers of neurons, a hidden
and a visible layer. Using unsupervised learning, each RBM is trained to encode in
its weight matrix a probability distribution that predicts the activity of the visible
layer from the activity of the hidden layer [29].

To perform the classifier for making of decision, we used the DBN parameters
showed in Table2
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Table 2 DBN parameters RBM layer 1 200 units

RBM layer 2 200 units

Learning rate 0.01

Training epochs 100

Batch size 8

Algorithms 1 and 2 summarize the different parts of our classifier implemented
with Matlab. Function names give the idea about the operation they perform and
sentences beginning with // represent comments. For example, final_decision_2
← dbn f usion(all_input)means that the optimal decision given by DBN fusion is
stored in final_decision_2.

Algorithm 1: Classification with Naive Bayes and LVQ

Data: Phoneme signals
Result: Decision of each classifier for each extraction technique.

signal denoising;
for signal ∈ phonemedatabase do

signal←denoising(signal);
base←put(signal)

end
Feature extraction;
for signal ∈ base do

m←mfcc_calculation(signal);
p←plp_calculation(signal);
r←rasta_calculation(signal);
base_mfcc←put(m);
base_plp←put(p);
base_rasta←put(r);

end
training←put(m,p,r);
//Classification with Naive Bayes and LVQ;
for i ← 1 to si ze(training) do

if i <= si ze(base_m f cc) then
bayes_m f cc_decision←bayes(training(i));
lvq_mfcc_decision←lvq(training(i));

end
if i > si ze(base_m f cc) and i <= si ze(base_m f cc) + si ze(base_plp) then

bayes_plp_decision←bayes(training(i));
lvq_plp_decision←lvq(training(i));

end
if i > si ze(base_m f cc) + si ze(base_plp) and
i <= si ze(base_m f cc) + si ze(base_plp) + si ze(base_rasta) then

bayes_rasta_decision←bayes(training(i));
lvq_rasta_decision←lvq(training(i));

end
end
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5 Experimental Results and Analysis

Wepresent the different results obtained after training and testing with two classifiers
and the results of decision fusionwith fuzzy logic approach and deep belief networks.
Experiments were performed on phonemes of the Fongbe language that we describe
in the next section. Programming was done with Matlab in an environment which is
Intel Core i7 CPU L 640 @ 2.13GHz×4 processor with 4GB memory.

Algorithm 2: Decision fusion with Fuzzy logic and Deep belief networks

Data: Decision of each classifier for each extraction technique.
Result: Final Decision

//calculation of recognition rate;
for j ← 1 to si ze(classes) and k ← 1 to si ze(classi f iers) do

τ ← −1, 2
∑

i Ci + 2, 75(
∑

k w
1
kλ1 + ∑

k w
2
kλ2);

end
//calculation of weighted mean values as input of fuzzy system;
for l ← 1 to 3 do

inputi ← Snaivebayes∗τnaivebayes+Slvq∗τ lvq

τnaivebayes+τ lvq
;

all_input ← put (inputi );
end
final_decision_1 ← f uzzylogicsystem(all_input);
final_decision_2 ← dbn f usion(all_input);

5.1 Speech Data Structure

The used speech dataset was obtained by recording different phonemes pronounced
by foreigners and natives speakers with a recorder in various environments of real
life. It contains 174 speakers whose ages are between 9 and 45 years, including 53
women (children and adults) and 119 men (children and adults). It is an audio corpus
of around 4h of pronounced phonemes which includes 4929 speech signals for all
32 phonemes. 80% of speech signals in dataset is used to construct the training data
and 20% for the testing data.

5.2 Classification Results

LVQ parameters:

• number of hidden neurons: 60
• first class and second class percentage: 0.6 and 0.4
• learning rate: 0.005
• number of epochs: 750
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Table 3 Training and testing results

Classifier MFCC Rasta-PLP PLP

C1 C2 C1 C2 C1 C2

Training results

Naive
Bayes

88.66 51.53 90.43 59.17 88.2 68.25

LVQ 98.09 47.44 97.32 40.65 97.35 51.53

Testing results

Naive
Bayes

92.29 38.34 91.48 46.04 93.10 60.24

LVQ 98.78 24.95 98.58 21.70 97.97 20.89

Values are estimated in percentage

Normal distribution is used for Naive Bayes classification. Table3 shows the training
results and the testing recognition rate.

5.3 Decision Fusion Results of Classifiers

Table4 presents the fusion results of the methods we used.

5.4 Performance Analysis

Several measures were developed to deal with the classification problem [35]. The
values of True Positive (TP), True Negative (TN), False Positive and False Negative
were calculated after decision fusion with the different used methods. These val-
ues were used to compute performance parameters like sensitivity (SE), specificity
(SP), Likelihood Ratio Positive (LRP), Accuracy (Ac) and Precision (Pr). Three
other important measures were used as evaluation metrics: F-measure, G-measure
and execution time. F-mesure considers both the precision Pr and the sensitivity
SE to compute the score which represents the weighted harmonic mean (precision
and sensitivity). G-mean is defined by sensitivity and specificity and measures the
balanced performance of learning between the positive class and the negative class.

Table 4 Results of decision fusion using fuzzy logic

Fusion methods Consonant (%) Vowel (%)

Weighted mean 99.73 54.02

Fuzzy logic 95.54 83.97

Deep belief networks 88.84 84.79
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Table 5 Performance analysis

Parameters Naive Bayes LVQ Using
weighted
mean

Using fuzzy
logic

Using deep
belief nets

SE 0.93 0.99 0.99 0.95 0.88

SP 0.60 0.25 0.38 0.84 0.86

LRP 2.36 1.32 1.60 5.94 6.28

LRN 0.12 0.04 0.03 0.06 0.14

Ac 0.77 0.62 0.69 0.90 0.87

Pr 0.70 0.57 0.62 0.86 0.88

F-measure 0.80 0.72 0.76 0.90 0.88

G-measure 0.75 0.50 0.61 0.89 0.87

Execution
time (s)

– – 0.10 0.7 0.04

Values in bold are emphasized for the performance comparison

Execution time measures the computation time of each fusion methods in the testing
step.

We used the same dataset to evaluate the performance of Naive Bayes, LVQ and
the decision fusion methods on consonants and vowels of Fongbe phonemes. Table4
shows that by considering the balance of phoneme classes, decision fusion of classi-
fiers based on fuzzy logic achieved better performance even if the approaches based
on the weighted mean and deep belief networks classified respectively consonants
and vowels better than fuzzy logic. We noticed that fuzzy logic approach combined
efficiently the decisions and got the optimal decision, but with an execution time
increased by sixty percent compared to DBN. The results in Table5 show the highest
performances of Fuzzy logic approach onAccuracy, F-measure andG-measure para-
meters which were the chosen metrics to evaluate the performance of the compared
methods. The best performances obtained with fuzzy logic confirmed that adding
extra expert knowledge improves decision making after decision combination made
by multiple classifiers.

6 Conclusion

This paper evaluates the performance of three decision-level fusion methods by
intelligent classifier combination in a speech phoneme classification problem. The
performance evaluation was achieved with methods such as weighted mean, deep
belief networks and fuzzy logic after combination of Naive Bayes and LVQ and
feature-level fusion. The main idea is to make an optimal decision compared with
the decisions obtained with each classifier. The results of the accuracy, F-measure
and G-measure parameters achieved in Table5, show the best performance with the
proposed decision fusion using fuzzy logic which uses human reasoning. So, this
paper highlights two main results: (i) the performance comparison of three decisions
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fusion methods in a phoneme classification problem with multiple classifiers and (ii)
the proposal of a robust Fongbe phoneme classification system which incorporates a
fusion of Naive Bayes and LVQ classifiers using fuzzy logic approach. This proposal
builds on the performance achieved by our fuzzy logic-based approach compared to
DBN-based approach and especially because of the limitations of the fixed threshold
value inweighted combination. Futureworks include automatic speech segmentation
into syllable units and an automatic continuous speech recognition based on speech
phoneme classification.
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Abstract Aluminium is produced by means of the electrolysis of alumina in molten
fluoride salts. A certain proportion of the fluoride compounds continuously evapo-
rates, and this negatively impacts on the optimal composition of the electrolyte in
the electrolytic baths. It means that a regular adjustment of the electrolyte compo-
sition is required by the addition of fluorides based on the results of the automatic
express analysis of the electrolyte. TheXRDphase analysis of crystallized electrolyte
samples automatically performs the control of the main composition characteristics.
This method, most frequently implemented in conjunction with aluminium smelters,
necessitates periodic calibration with reference samples, whose phase composition is
known exactly. The preparation of such samples is relatively complex since samples
include 5–6 different phases with variable microcrystalline structure. One further
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diffraction method is the Rietveld method, which can be implemented without the
use of reference samples. The method is based on the modelling of the experimental
powder patterns of crystalline samples as the sumof the powder patterns of comprised
phases, calculated from their atomic crystal structure. Included in the simulation is
a refinement of the profile parameters and crystal structure of phases using the non-
linear least squares method. The difficulty associated with the automation of this
approach is that a set of initial values for the parameters must be inputted that must
be automatically refined by LSM to exact values. In order to resolve this problem, an
optimization method was put forward by the article based on an evolutionary choice
of initial values of profile and structural parameters using a genetic algorithm. The
criterion of the evolution is the minimization of the profile R-factor, which represents
the weighted discrepancy between the experimental and model powder patterns of
the electrolyte sample. It is established that this approach achieves the required level
of accuracy and complete automation of the electrolyte composition control.

Keywords Aluminium industry · Aluminium electrolyte · Cryolite ratio · Bath
ratio ·X-ray diffraction analysis · Rietveld method ·Genetic algorithms · Chemical
control

1 Introduction

Aluminium production is based on the electrolysis of alumina consisting of various
forms of Al2O3. Electrolytes of aluminium electrolysis baths in their composition
comprise melts of the senary system Na-Al-Ca-Mg-F-O at a temperature of 930–
950 ◦C. Part of the components continuously evaporates from the baths, which shifts
the composition of the electrolyte from the optimum point. It causes a technological
need for the regular adjustment of the electrolyte composition by fluoride salts. The
amount of fluoride salt for addition into the electrolysis bath is calculated from the
results of operational analysis of the chemical composition of crystallized electrolyte
samples.

The bath chemistry composition or more exactly the bath ratio (BR is wt.
NaF/AlF3) or cryolite ratio (CR is mol. NaF/AlF3, CR=2BR) is a principal and
fundamental cell parameter to achieve the best performance of electrolytic baths.
The CR has a direct impact on the temperature control, alumina solubility, ledge
formation and current efficiency. The industrial characterization of the bath elec-
trolyte for process control is generally carried out using two automatic calibrating
methods: a combined X-ray diffraction (XRD) analysis of CR and X-ray fluores-
cence (XRF) analysis of CaF2 and MgF2. The technologically required accuracy of
the CR analysis is characterized by standard deviation in 0.02 CR units. The XRD
method performs quantitative phase analysis (QPA) of themineral composition of the
electrolyte samples, and then the CR is calculated from the found mineral phase con-
centrations. Appropriate electrolyte reference samples are required in the XRD and
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Fig. 1 Shows a scheme of the system of X-ray process control and correction of electrolyte com-
position, acting on the aluminium smelters

XRF instrument calibration on crystalline phases and on calcium and magnesium,
respectively.

Figure1 shows a scheme of the system of X-ray process control and correction
of electrolyte composition, acting on the aluminium smelters.

Sampling from the cells is performed manually by certain regulations. The prepa-
ration of samples for analysis (grinding and fitting of powder in the cell) is performed
automatically, along the sample preparation lines. Pressing quality control is carried
out visually, and X-ray phase analysis on an automatic diffractometer. As a result
of analysis the mass of fluoride compounds to be added in the bath to adjust the
composition of the electrolyte to the optimum is calculated. Reproducibility and
accuracy of analysis is periodically randomly checked on routine and reference sam-
ples, respectively. In a case of unsatisfactory results, the identification of causes and,
if necessary, re-calibration of the X-ray equipment is carried out.

Figure2 shows the XRD full powder pattern and the mineral composition of one
of a number electrolyte samples. The colour sticks are XRD reference standards of
identified minerals from the PDF ICDD database.

An alternative standardless XRD method is quantitative phase full-profile analy-
sis by the Rietveld method [2]. The estimation of the CR from XRD data by the
Rietveld method is possible with the technologically desired accuracy. In addition,
the Rietveld method universally applies to baths from various plants that are sam-
pled with different methods and that are characterized by different crystallinity and
very diverse chemical compositions. However, the Rietveldmethod is interactive and
time-consuming, and the industrial electrolyte samples analysis frommany hundreds
of baths should be fully automatic. Even the best attempts to automate the full-profile
CR analysis by the Rietveld method has not yet provided satisfactory accuracy [3].
This is due to the need for automatic refinement not only of the profile parameters
of X-ray diffraction patterns, but also of the crystal structure parameters of some
fluoride electrolyte phases, which can vary in different samples and critically affect
the accuracy of the CR determination.

An automatic method for XRD CR electrolyte analysis is proposed in this article.
The method is based on an evolutionary hybrid genetic algorithm, which controls
the full-profile analysis by the Rietveld method.
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Fig. 2 Shows a XRD full powder pattern and a mineral composition one of a number electrolyte
samples. Colour sticks are XRD reference standards of identified minerals from data base PDF
ICDD [1]

2 The Method and Program of Evolutionary Full-Profile
Phase Analysis

Evolutionary genetic algorithms simulate the biological processes of natural selec-
tion in wildlife and are successfully used in various fields of science and technol-
ogy [4]. Genetic algorithms are also used in diffraction structural analysis [5, 6] to
determine the approximate models of the atomic crystal structure of materials by
their X-ray powder diffraction patterns. Crystal structure includes the coordinates of
atoms in the symmetrically independent part of the unit cell of crystal material and
some additional parameters. This information is accumulated in the Crystal Structure
Databases (ICSD, CSD) [7, 8].

The essence of the approach is to generate a random set (population) of trial crys-
tal structures and evolve it using probabilistic formal genetic operations: selection,
crossover, mutation, etc.

Evolutionary selection is based on the offspring structure evaluation by fitness
function, which represents here the weighted difference between the model profile
(calculated from the trial structure) and the experimental diffraction pattern, i.e. one
must minimize the profile Rwp-factor of the Rietveld method. The crystal structure
model found is refined by the Rietveld method based on the nonlinear least squares.
The Rietveld method is also used for the quantitative X-ray analysis of multiphase
materials. The possibility of refinement of the actual crystal structure of multiphase
material phases makes QPA “structurally sensitive” and thereby greatly increases its
accuracy.
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A two-level hybrid genetic algorithm (GA) of structural analysis [9] is usedmainly
to analyse the crystal structure of inorganic substances. This GA performs the evo-
lution of profile and structural parameters of the Rietveld method and controls its
refinement by the derivative differenceminimizingmethod (DDM) [10] (an analogue
of the Rietveld method).

The DDM method is based on the minimization of difference curve derivatives:

MF =
∑

w1

(
∂

∂θ
(Yo − Yc)

)2

+ (1)

∑
w2

(
∂2

∂θ2
(Yo − Yc)

)2

→ min,

where Yo and Yc are observed and calculated profile intensities, correspondingly, θ is
the diffraction angle, w is the weight coefficient and the summation is fulfilled over
the entire XRD powder profile.

The calculated profile is

Yc(P̄, θ j ) = K
∑
j

Si
∑
i

Iih(P̄str ) · �i (P̄pro f , θh, θ j ), (2)

where K is constant; Si are scale factors of the calculated diffraction profile for phase
i ; Iih is a function of the crystal structure parameters for the phase i ; �i is the profile
function of diffraction reflexes; P̄ = (P̄pro f , P̄str ) is the vector of the profile and
crystal structure parameters.

The DDM method includes a refinement of the profile and crystal structure para-
meters P̄ of phases by the nonlinear least squares method (LSM). The initial values
of the parameters are determined by the hybrid GA.

The GA fitness function is the R-factor of the DDM, which represents a numerical
derivative of the relative difference between the calculated and experimental powder
pattern and is computed in a similar way to the usual Rwp-factor of the Rietveld
method.

The authors of [11] have shown that it is possible to perform the automated
standardless full-profile quantitative X-ray diffraction analysis on the basis of a two-
level hybrid GA with the DDM.

The concept of evolutionary XRDQPA is the searching on the first level of the GA
for the initial approximation of a profile and refinable structural parameters within
given value ranges and then its refinement by theDDMon the second level of the GA.
The QPA feature is that the crude initial values of the parameters can be determined
in advance. For example, the atomic coordinates of the crystal structures are taken
from the Crystal Structure Databases. Therefore, the search for more accurate initial
values by the GA can be performed within narrow ranges of parameter values. The
flowchart of the GA is shown in Fig. 3.

The profile parameters include the width of the diffraction reflexes, their shape,
etc. Refinable structural parameters include the coordinates of atoms in the common
positions of phase crystal lattices. Along with them, the dimensions of crystallinecell
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Fig. 3 The flowchart of the
two-level hybrid GA

axes and texture parameters (preferred orientation of particles) are refined, as well
as the scale factors Sj of calculated diffraction profiles of phases in the powder
patterns of the material. The listed parameters are binarized and encapsulated in
a string, the GA chromosome. Objects of the evolution in GA2 are bit strings B.
Each bit set in ‘1’ specifies a corresponding parameter of P̄ to be refined by the
DDM on the current generation. The better the refining has been, the higher B-type
fitness is assigned. Thus genetic operations over B-individuals generate strategies of
P-individuals refinement.

The evolution of the parameters in the iterative execution process on both GA
levels provides a selection of good initial approximations for the DDM. Periodic
refinement of the best parametric strings by DDM leads to a convergence of any of
them to low Rwp-factor values (less than 10%). Then, the optimized scaling factors
Sj of the calculated diffraction profiles of phases are used to calculate the phase
concentrations C j in the material:

C j = Sj Z j M jVj/

N∑
j=1

Sj Z j M jVj (3)
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where Vj , Z j,Mj are, respectively, the cell volume, the number of formula units per
cell and the molecular weight of phase j; N is the number of crystalline phases in the
samples.

The XRD QPA procedure by the GA can be divided into three stages.

(a) Search and refinement of profile parameters, optionally together with the para-
meters of the anisotropic broadening of lines; decomposition of the diffraction
pattern and an initial refinement of profile parameters are performed by the Le
Bail algorithm built into DDM.

(b) Search and refinement of structural parameters together with texture parameters.
Search intervals of refinable atomic coordinates are given in the neighbourhood
of their positions in the structures, taken from the database.

(c) Joint refinement of all parameters by DDM under the control of the second level
of the GA.

The precision of the method, estimated on test data from the Round Robin on
QPA [12], was shown to be 0.45 wt.% per phase.

This method is implemented in a special computer program with a user-friendly
interface. Figure4 shows the form to specify settings for the genetic algorithm and
their optimal empirical values. Figure5 shows the form to specify the profile and the
structural parameters of the mineral phases. The refinable parameters are indicated
by the green buttons.

The convergence of the genetic algorithm depends on the magnitude of the range
of parameter variation. The ranges are determined automatically by the iterative
analysis of a set of electrolyte reference samples [13]. Figures6 and 7 show the

Fig. 4 The form for settings for the genetic algorithm
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Fig. 5 The form for the profile (top) and structural (bottom) parameters with settings for Cryolite

Fig. 6 The map of the distribution of Weberite in the electrolyte reference samples; the horizontal
axis is the R-factor, the vertical axis is the concentration
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Fig. 7 The computed interval values of Weberite profile and lattice parameters

forms of the results of the iterative analysis for one of the mineral phases in Table1
(Weberite).

Figure6 shows amap of the distribution ofWeberite concentrations in the samples.
The concentrations vary from 0.93 to 14.74% mass in difference samples. The point
colour shows the accuracy of parameter values (e.s.u.): red for high accuracy and
green for low accuracy. The accuracy significantly depends on the concentration.
Figure7 shows the computed interval values of profile and lattice parameters for
this phase. The intervals can be reduced by eliminating some samples with low
phase concentrations. Intervals of varying atomic coordinates and other structural
parameters are calculated similarly. The calculated intervals may be used by the
GA1 to analyse bath electrolyte samples.

3 Accuracy Evaluation of the CR Analysis and Discussion

The method of the evolutionary full-profile QPA can be configured for an automatic
analysis of multiple samples with the same type of phase composition as a result of
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Table 1 The phase composition of the electrolyte samples

# Phases Chem. formula Fraction
(% mass)

CR area

1. Cryolite Na3AlF6 0–90 >1.67

2. Chiolite Na5Al3F14 0–85 <3.0

3. Fluorite CaF2 0–9 >2.45

4. Ca-cryolite 1 NaCaAlF6 0–15 <3.0

5. Ca-cryolite 2 Na2Ca3Al2F14 0–20 <2.95

6. Weberite Na2MgAlF7 0–15 <2.85

7. Neiborite NaMgF3 0–6 >2.5

8. Sodium fluoride NaF 0–5 >3.0

9. α-, β-, γ -alumina Al2O3 2–5

the selection of relevant search intervals and settings of genetic operations. Industrial
electrolytic samples of aluminium production are suitable for this purpose. The phase
composition of the electrolyte samples is shown in Table1, and the crystal structure
of these phases are taken from the database ICSD (Inorganic Crystal Structure Data-
base).

The high-quality industry reference samples (IRS) of chemical and phase com-
position [13] prepared directly from the industrial electrolyte samples of four large
aluminium smelters, containing calcium and magnesium, were used for testing and
accuracy evaluation of the method. The search intervals and settings of genetic oper-
ations for the automatic analysis of the profile, which were universal for this task,
as well as the structural parameters of fluoride phases have been identified in spe-
cial experiments of preliminary studies. CR values calculation from the found phase
concentrations were fulfilled according to the formula:

CR = total NaF, mol

total AlF3,mol
= 2 ·

∑
i

αiCi

∑
i

βiCi

(4)

where Ci is the concentration of the i th phase (% mass), calculated according to (1);
αi , βi are the mass fractions of NaF and AlF3, respectively.

An analysis of 26 IRS was conducted. Figure8 shows an example of a plot of the
convergence in the evolutionary full-profile QPA for one of them.

On the 1st level of the GA, the profile and some structural parameter values
are searched for in the specified search range including atomic coordinates, allowing
variation in a given neighbourhood of its positions in the structures of fluoride phases
taken from the structural data base ICSD, as well as texture parameters of the phases.
Level 2 of the GA controls the gradual full-profile DDM-based refinement of the
best current solutions found on the 1st level of the GA. The sizes of test solution
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Fig. 8 The plot of convergence in the evolutionary XRD QPA from analysis of sample H803 from
IRS; the x-axis depicts the evolution generation number, the y-axis depicts the profile Rwp-factor;
dotted vertical lines show the time of the shift from the level 1 GA to the level 2 GA and back; the
red line is the current best fitness value, blue dots show the current worst fitness value, green dots
show an average fitness value for the current population

populations were: 30 for the 1st level of the GA and 10 for the 2nd level of the GA.
The alternation of GA levels brings the iterative search process to the true solution
with Rwp = 5.6% after 37 generations of evolution (in this example).

On the first three GA1 cycles, the best solution in the population of the parametric
strings gradually improved and the R-factor decreased from 13.7 to 9.7%. However,
a good approximation for the local search has not yet been found and the refinement
with DDM cannot reduce the Rwp value (even-numbered bands in Fig. 8). Finally,
on the 4th GA1 cycle, the R-factor dropped less (from 9.7 to 8.8% in generations
27–31) and the approximation was found which could be refined with the local
search. This approximation was refined with DDM through the choosing of various
parameter combinations by the GA2 within the last 4 generations. After refinement,
the R-factor decreased from 8.8 to 5.6% and then was stabilized.

After the final refinement of all parameters by DDM, the Rwp was equal to 5.3%
and the phase concentrations calculated by (1) were used for the CR calculation
according to (2). The comparison of the experimental and calculated final powder
patterns is shown in Fig. 9.

A feature of the method is the refinement of the crystal structure of the electrolyte
main phases. The crystal structure of cryolite, chiolite and calcium cryolite may vary
slightly from sample to sample. This is caused by the nonequilibrium crystallization
of sample dew, its sampling from the bath and variable sampling factors such as
the electrolyte composition and temperature, mold mass and temperature, weight
of the sample, time since loading the bath with alumina, etc. Figure10 shows the
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Fig. 9 The experimental (red) and calculated (green) diffraction patterns for reference electrolyte
sample H803 and the difference between them (blue, contains background from an amorphous
phase of alumina); radiation with CuKa wavelength; Rwp-factor=5.3%

Fig. 10 Structure of cryolite
and the main differences in
the samples C363 and C460,
respectively: inclination
angle of octahedras axis
relative to the c-axis: 18.69◦
and 19.51◦; edges and the
angle of parallelogram in the
base of the octahedras: 2.484
Å, 2.727 Å, 88.50◦ and
2.513 Å, 2.569 Å, 89.04◦;
Na2–Na1 distance: 3.249
and 3.188 Å

atomic crystal structure of cryolite and identifies its main differences in two reference
samples (C363 and C460).

The main structural variations are in the change of the inclination angle and the
geometric dimensions of [AlF6]−3 octahedras, and in the corresponding shifts of Na
atoms, located in the common position for (Na2). This is reflected in the variation of
the lattice parameters, in particular, with the c-axis size and the value of monoclinic
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Fig. 11 Regression charts for the estimation of the full-profile analysis accuracy: a for CR values,
calculated by the data of evolutionary XRD QPA, to the certified CR values for electrolyte IRS,
b for BR values (BR=CR/2), calculated by the automatic Rietveld analysis, to the certified BR
values for electrolyte reference samples (Alcan International Ltd, 2005) [14]

angle β, same as its intensity value. The difference in lattice parameters leads to a
perceptible shift of the analytical diffraction reflexes of cryolite to about 2� ∼ 0.02◦–
0.03◦, and the difference in the coordinates of the atoms leads to a relative change
in the integrated intensity of the reflexes of up to 4%. Neglect of these distortions of
the crystal structure significantly affects the accuracy of the electrolyte analysis and
the corresponding errors of the CR determination are about 0.01–0.02.

The left side of Fig. 11 shows the regression graph of the corresponding calculated
and certified CR values for a set with 26 IRS of industrial electrolyte. The calculated
CR values correspond to the certified CR values with precision, characterized by
a standard deviation (SD) in 0.019 CR units. The achieved accuracy completely
satisfies the technological requirements of the production.

The advantages of determining the CR by the evolutionary XRD QPA method of
relatively automatic full-profile CR analysis by the Rietveldmethod can be estimated
by comparing the results with the data of [15]. It should be remembered that many
of the aluminium factories, instead of the cryolite ratio, apply its counterpart—the
bath ratio (BR), which is related as BR=CR/2.

The right side of Fig. 11 shows the regression graph of the corresponding BR val-
ues, calculated according to the automatic full-profile BR analysis by the Rietveld
method, to the certified values for the standard electrolyte samples of the company
ALCAN International Ltd [14], taken from [15]. Unfortunately, the standard devi-
ation value for the BR graph in Fig. 11 in [15] was not provided. To compare the
graphs for BR and CR on the same scale, all values along each of the axes on the
right graph should be doubled. After performing this procedure it becomes apparent
that the standard deviation of the evolutionary XRD QPA is at least twice as good.
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4 Conclusions

The increased accuracy of the analysis by the evolutionary QPA method can be
explained through the fact that the genetic algorithm searches various variants of
the approximate values of profile and structural parameters (i.e. adapts them to a
particular sample) as well as periodically refining the best ones on the 2nd level of
the GA by the DDM—full-profile analysis method. However, a variant of full-profile
analysis by the Rietveldmethod automatically specifies the pre-selected initial values
(i.e. does not adapt to a particular sample) of the profile and structural parameters.

The disadvantage of the current version of the evolutionaryQPAmethod is that the
amount of computational time is significantly higher than for the existing calibration
XRD methods of CR process control. However, the development and optimization
of the evolutionary method certainly will increase the processing speed of CR full-
profile analysis and bring it to a comfortable level. Thus, this approach opens up new
prospects for electrolyte CR automatic standardless determination by XRD data for
chemical control on aluminium smelting baths.
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Improving the 3D Positioning for Low Cost
Mobile Robots

Rafael Socas, Sebastian Dormido, Raquel Dormido
and Ernesto Fabregas

Abstract A new algorithm to improve the 3D positioning for low cost mobile robots
is presented. The core of the algorithm is based on a Finite State Machine (FSM)
which estimates the 3D position and orientation of the robots, also a low pass filter
and a threshold calculator are used in the system to filter and to estimate the noise in
the sensors. The system sets dynamically the parameters of the algorithm and makes
them independent of the noise. The algorithm has been tested with differential wheel
drive robots, however it can be used with other different types of robots in a simple
way. To improve the accuracy of the estimations, a new reference system based on
the accelerometer of the robot is presented which reduces the accumulative error that
the odometry produces.

Keywords 3D positioning · Mobile robots · Sensors

1 Introduction

In mobile robots applications a good positioning and orientation estimation are cru-
cial [1]. Different methods can be used to solve this problem. The most common
techniques can be divided in seven categories [2, 3]: 1. Odometry; 2. Inertial nav-
igation; 3. Magnetic compasses; 4. Active beacon; 5. Global Positioning Systems;
6. Landmark navigation; and 7. Model matching. At the same time, they can be
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categorized into two groups based on the position measurements: relative, (also
called dead-reckoning which includes the categories 1 and 2) and absolute (which
includes the rest of the categories). Many applications usually combine two of them,
one of each group to compensate the lacks of a single method.

The low cost robots frequently have few sensors. They typically have wheel
encoders, accelerometers and obstacle detectors [4–6]. For this reason, in this kind
of platforms, the techniques that can only be applied are Odometry and Inertial
Navigation. Although both techniques produce accumulative errors they provide a
good short-term accuracy. The odometry measures the distance that each wheel of
the robot has travelled over the time. With this information, the position and the
orientation of the robot can be obtained. On the other hand, inertial navigation uses
accelerometers and gyroscopes to measure the acceleration and the rate of rotation
of the robot. These measurements have to be integrated to obtain the position and the
orientation by inertial navigation techniques. However, the cost of the gyroscopes
constrains on the environments in which they are practical for use. In low cost robot
the techniques that can be used to estimate the position are odometry and inertial
navigation with accelerometers.

In general way, low cost accelerometers have poor signal to noise ratio when the
robot has small accelerations (common situation in many applications, for example in
robots with constant speed), for this reason, the positioning and orientation estimation
by accelerometers in low cost platforms is a bad solution [7]. On the other hand, the
accelerometers have a good performance in tilt angles estimation [8, 9].

In this paper a new 3D positioning algorithm for low cost robots is proposed, it
combines odometry and tilt estimation to obtain the position and the orientation in 3D.
Also, the tilt estimation is used as a reference system to reduce the orientation error
that the classical odometry produces. The paper is organized as follows. Section 2
presents the 3D positioning in mobile robots applications. The proposed algorithm
is presented in Sect. 3. The experimental results are analysed in Sect. 4. And finally,
the conclusions and future work are presented in Sect. 5.

2 3D Positioning and Orientation

The estimation of the position and orientation of mobile robots is one of the basic
preconditions for their autonomy. The aim of this work is to estimate the position and
orientation of the robot in 3D. Both estimations can be defined as a vector with six
components po = {x̂, ŷ, ẑ, ϕ̂, θ̂ , ψ̂} [10]. The position (x̂, ŷ, ẑ) and the orientation
(ϕ̂, θ̂ , ψ̂) are defined with respect to the world frame (O) as it is shown in Fig. 1.
The elevation θ̂ , the bank ψ̂ and the heading ϕ̂ are the Tait-Bryan angles. Finally, on
the robot a moving frame (Om) is defined.

When the robot is travelling on a flat surface S, a new reference frame can be
defined Os (surface frame). Via odometry the position (x̂o, ŷo) and the orientation
ϕ̂o with respect to the surface frame can be calculated. A tilt estimation based on an
accelerometer is used to obtain the elevation θ̂ and the bank ψ̂ angles of the surface
S with respect to the world frame (see Fig. 2).
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Moving 
 Frame

World Frame

Moving 
Frame

Fig. 1 Position (x̂, ŷ, ẑ) and orientation (ϕ̂, θ̂ , ψ̂) with respect to the world frame (O)

S

S
S

(a) (b) (c)

Fig. 2 a Position (x̂o, ŷo) and orientation (ϕ̂o) with respect to the surface frame (Os). b Elevation
angle (θ̂ ). c Bank angle (ψ̂)

With the parameters x̂o, ŷo, ϕ̂o, θ̂ and ψ̂ the components of the vector po can
be calculated. The methodology to estimate it will be explained in the following
sections.

2.1 Position and Orientation Estimation via Odometry

Two differential wheels robots are the most common low cost mobile robots. These
systems usually have wheel encoders, an accelerometer and other sensors to avoid
obstacles. When the robot is travelling on a flat surface its position and orientation
can be estimated using odometry [11, 12]. Wheel encoders allow to measure the
distances that each wheel has travelled (Dl for the left wheel and Dr for the right
wheel). With Dl , Dr and the distance between the two wheels L (see Fig. 3), the
position and the orientation of the robot can be calculated in discrete-time domain
using the Eqs. (1)–(3).

ϕ̂o[n] = ϕ̂o[n − 1] + Dl[n] − Dr [n]
L

. (1)
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Fig. 3 Position (x̂o, ŷo) and
orientation (ϕ̂o) with respect
to the surface frame (Os ) S

x̂o[n] = x̂o[n − 1] +
(
Dl[n] + Dr [n]

2

)
sin(ϕ̂o[n]) . (2)

ŷo[n] = ŷo[n − 1] +
(
Dl[n] + Dr [n]

2

)
cos(ϕ̂o[n]) . (3)

where
Dl[n]: Distance travelled by left wheel.
Dr [n]: Distance travelled by right wheel.
L: Distance between the two wheels.

2.2 Tilt Estimation

The accelerometer is sensitive to the total acceleration of the mobile robot. It is
composed of the inertial acceleration, the gravity field g, the centripetal and the
tangential acceleration. This sensor measures the three components (ax , ay, az) of
the total acceleration with respect to the moving frame (Om). In the two differential
wheel drive robots considered in this paper, the gravity field is the most important
component of the acceleration, for this reason, the rest of them are not considered.

On the other hand, the robot is made to drive three possible rotations: the elevation
θ̂ , the bank ψ̂ and the heading ϕ̂ angles with respect to the world frame (O). With
this assumption, the sensor in the robot is measuring the gravity field g (because
the movements of the robot do not produce other accelerations or they are irrele-
vant) with respect to the moving frame on the robot (see Fig. 4). In the world frame
the acceleration is always the same (0, 0,−g), on the other hand, the relationship
between the accelerations in the two frames and the rotation angles is defined by (4).

⎛
⎝
ax
ay
az

⎞
⎠ = R(θ̂ , ψ̂, ϕ̂)

⎛
⎝

0
0

−g

⎞
⎠ . (4)
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Moving 
 Frame

(c)(b)(a)

Fig. 4 a Gravity field with respect to the moving frame, the components (ax , ay, az) are the mea-
surements of the accelerometer. b Robot with elevation angle θ̂ . c Robot with a bank angle ψ̂

The rotation matrix R(θ̂ , ψ̂, ϕ̂) depends on the order of rotations. Therefore to
calculate the angles θ̂ , ψ̂ and ϕ̂ it is necessary to know the order of rotation. Consid-
ering a robot that rotates first an angle θ̂ and then an angle ψ̂ , the measurements in
the accelerometer are described by (5).

⎛
⎝
ax
ay
az

⎞
⎠ =

⎛
⎝

−g cos(θ̂ ) sin(ψ̂)

−g sin(θ̂)

−g cos(θ̂ ) cos(ψ̂)

⎞
⎠ . (5)

If the robot rotates first an angle ψ̂ and then an angle θ̂ , the accelerometer measure-
ments are given by (6).

⎛
⎝
ax
ay
az

⎞
⎠ =

⎛
⎝

−g sin(ψ̂)

−g cos(ψ̂) sin(θ̂)

−g cos(ψ̂) cos(θ̂ )

⎞
⎠ . (6)

Comparing (5) and (6) the components ax and ay are different in each equation,
and therefore, we can conclude that the problem is undetermined. If the robot has
gyroscopes, the order of rotations can be estimated and consequently the rotation
angles can be calculated. As we mentioned before, low cost robots frequently have
an accelerometer but they do not have gyroscopes. For this reason, in a general way
in this kind of robots the elevation θ̂ and the bank ψ̂ angle can not be estimated.

3 Algorithm Architecture

The limitations of the low cost robots to estimate the elevation and the bank angles
has been analysed in Sect. 2. To avoid these problems in this paper we assume that:
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Fig. 5 Algorithm
architecture

Wheel 
Encoders Accelerometer

Low Pass 
Filter

Finite State Machine

Threshold
Calculator

(a) The two-wheel differential robot can travel only on a flat surface and,
(b) this surface might have an elevation angle or a bank angle, but not both angles

at the same time.

With the previous assumptions, to estimate the positioning in 3D and the orienta-
tion of the robot, the discrete-time architecture depicted in Fig. 5 has been proposed.

As it is shown in the Fig. 5, the algorithm is composed of the following signals
and blocks:

(a) Input signals, Dl[n] and Dr [n] directly reading from wheel encoders, and ax [n],
ay[n] and az[n] from the accelerometer.

(b) A low pass filter to remove the noise in the sensor’s signal. The outputs of this
blocks are ax f [n], ay f [n] and az f [n].

(c) A threshold calculator which obtains the threshold values (thx [n] and thy[n]),
these values will be used in the Finite State Machine (FSM) to define the changes
between states.

(d) The FSM which estimates the position and orientation parameters.
(e) And finally, the output signals (x̂[n], ŷ[n], ẑ[n], ϕ̂[n], θ̂ [n], ψ̂[n]).

3.1 Low Pass Filter

Low pass filtering of the signals from the accelerometer is a good way to remove
the noise (both mechanical and electrical) [13]. In this work, an IIR filter has been
proposed (7).
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ai f [n] = (1 − α) ai [n] + α ai f [n − 1] for i = {x, y, z} . (7)

The inputs are the accelerometer’s signal (ax [n], ay[n], az[n]) and the outputs
are the filtered signals (ax f [n], ay f [n], az f [n]). The parameter α sets the cut off
frequency and the group delay of the filter. In the design process, α has to be selected
to obtain a good balance between the noise reduction and the delay in the acceleration
measurements.

3.2 Threshold Calculator

As we mention before, the positioning algorithm is based on a Finite State Machine.
The states, as they will be explained in the next section, depend on the values of the
elevation angle θ̂ [n] and the bank angle ψ̂[n]. When the robot is on a surface with
θ̂ [n] ≈ 0 or ψ̂[n] ≈ 0, the noise in the accelerometer sensor could produce changes
between states and the system could be unstable. For this reason, the algorithm needs
a threshold system to control the changes between the states taking in account the
noise in the sensors.

As it will be explained later, when the elevation and the bank angle are close to
zero (θ̂ ≈ 0, ψ̂ ≈ 0), the values of the accelerations ax f [n] and ax f [n] should be zero
except by the noise in the sensor. For this reason, the noise in these measurements
will be considered in the threshold calculator.

The noise nx [n] and ny[n] in the acceleration signals ax [n] and ay[n] can be
estimated by the difference between the acceleration signals and their filtered signals
as it is shown in (8) and (9).

nx [n] = ax [n] − ax f [n] . (8)

ny[n] = ay[n] − ay f [n] . (9)

Then a simple moving average has been used to obtain a stable value of the noise,
then the function atan() is applied to calculate the threshold angles by (10) and (11).

thx [n] = atan

(
1

l

l∑
k=1

abs(nx [k])
)

. (10)

thy[n] = atan

(
1

l

l∑
k=1

abs(ny[k])
)

. (11)

In this way, the proposed system obtains two dynamic threshold values (thx [n] and
thy[n]) one for each acceleration signal. Moreover, it has a degree of freedom, the
parameter l, which will be set depending on how the level of noise changes over the
time. The proposed threshold calculator is depicted in Fig. 6.
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Fig. 6 Threshold calculator.
The threshold values are
obtained as a moving average
of the noise in the sensor

…..
…..

…..
…..

3.3 Finite State Machine

A Finite State Machine (FSM) has been included in the architecture to estimate
the position in 3D of the robot (see Fig. 5). The inputs are the wheel encoders, the
filtered accelerations and the threshold values. The outputs are the estimation of the
position (x̂[n], ŷ[n], ẑ[n]) and the orientation (ϕ̂[n], θ̂ [n], ψ̂[n]) of the robot. As we
mentioned before, the robot only can travel on a flat surface and this surface could
have an elevation angle or a bank angle with respect to the world frame, but it can
not have two rotations at the same time. Taking into account these considerations, in
this section the behaviour of the FSM have been developed.

As it is shown in the Fig. 7, the FSM has five states and five conditions to change
between the states. The meaning of each state is presented in the following definitions:

(a) State 0: The robot is on a surface without elevation angle (θ̂ ≈ 0) and without
bank angle (ψ̂ ≈ 0) with respect to the world frame.

(b) State 1: The robot is on a surface with a positive elevation angle (θ̂ > 0) and
without bank angle (ψ̂ ≈ 0).

(c) State 2: The robot is on a surface with a negative elevation angle (θ̂ < 0) and
without bank angle (ψ̂ ≈ 0).

(d) State 3: The robot is on a surface with a positive bank angle (ψ̂ > 0) and without
elevation angle (θ̂ ≈ 0).

(e) State 4: The robot is on a surface with a negative bank angle (ψ̂ < 0) and without
elevation angle (θ̂ ≈ 0).

On the other hand, we assume that the system works in discrete-time, in each
sample time the measurements of the sensor (Dl[n], Dr [n], ax f [n], ay f [n], az f [n])
are available.

The conditions (C0,C1,C2,C3,C4) which control the changes between states are
defined as function of the components of the acceleration (ax f [n], ay f [n], az f [n]),
the threshold values (thx [n] and thy[n]) and two positive guard parameters (H and
h) as it is presented in the following Eqs. (12)–(18):
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Rotation X+

Rotation X-

Rotation Y+Rotation Y-

(State 0)

(State 1)
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(State 3) (State 4)

Start

Fig. 7 The FSM has five states (State 0, 1, 2, 3 and 4) and five transition conditions (C0,C1,C2,C3
and C4)

θtilt = atan
(
ay f [n]/az f [n]) . (12)

ψtilt = atan
(
ax f [n]/az f [n]) . (13)

C0 : (abs(θtilt ) ≤ thy[n] + h)&(abs(ψtilt ) ≤ thx [n] + h) . (14)

C1 : θtilt > thy[n] + H . (15)

C2 : θtilt < −thy[n] − H . (16)

C3 : ψtilt > thx [n] + H . (17)

C4 : ψtilt < −thx [n] − H . (18)

The parameters H and h create two guard bands around the threshold values.
These guard bands make a new threshold value (thy[n] + H or thx [n] + H ) when the
elevation and bank angles increase and another one (thy[n] + h or thx [n] + h) when
they decrease. This method avoids instabilities when θtilt ≈ thy[n] or ψtilt ≈ thx [n].
In the Fig. 8 the meaning of the guard bands are presented. The parameters H and h
have to be set taking in account the level of noise in the sensor.
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Fig. 8 Relationship between the guard bands (H, h), the angles (θtilt , ψtilt ) and the conditions
(C0,C1,C2,C3,C4) in the FSM

3.4 Position and Orientation Estimation

In each state of the FSM an estimation of the 3D positioning has to be calcu-
lated. In the state 0 the classical odometry has been applied. For the rest of the
states a combination of tilt estimation and odometry have been used. The aim
of the 3D positioning estimation is to calculate the position vector of the robot
( po[n] = {x̂[n], ŷ[n], ẑ[n], ϕ̂[n], θ̂ [n], ψ̂[n]}). Depending on the state where the
robot is, different equations have to be applied. These equations are defined as fol-
low.

Estimation in State 0. In state 0, due to the tilt is zero, the classical odometry has
to applied as it is presented in (19)–(24).

ϕ̂[n] = ϕ̂[n − 1] + ϕ̂o[n] . (19)

x̂[n] = x̂[n − 1] + Dc[n] sin(ϕ̂[n]) . (20)

ŷ[n] = ŷ[n − 1] + Dc[n] cos(ϕ̂[n]) . (21)

ẑ[n] = ẑ[n − 1] . (22)

θ̂[n] = 0 . (23)

ψ̂[n] = 0 . (24)

where
ϕ̂o[n]: Heading estimation by odometry Dl [n]−Dr [n]

L .

Dc[n]: Mean distance Dc[n] = Dl [n]+Dr [n]
2 .

L: Distance between the two wheels.
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Estimation in State 1 and 2. The elevation angle θ̂ [n] can be calculated in state 1
by (25) and in state 2 by (26).

θ̂ [n] = atan

(√
ax f [n]2 + ay f [n]2

−az f [n]

)
. (25)

θ̂ [n] = atan

(√
ax f [n]2 + ay f [n]2

az f [n]

)
. (26)

In both states the components ϕ̂[n], x̂[n], ŷ[n] and ψ̂[n] have the same expressions
(27)–(30)

ϕ̂[n] = ϕ̂[n − 1] + ϕ̂o[n] . (27)

x̂[n] = x̂[n − 1] + Dc[n] sin(ϕ̂[n]) . (28)

ŷ[n] = ŷ[n − 1] + Dc[n] cos(ϕ̂[n]) cos(θa) . (29)

ψ̂[n] = 0 . (30)

where θa = abs(θ̂ [n]).
The component ẑ[n] can be calculated in state 1 by (31) and in state 2 by (32).

ẑ[n] = ẑ[n − 1] + Dc[n] sin(ϕ̂[n]) sin(θa) . (31)

ẑ[n] = ẑ[n − 1] − Dc[n] sin(ϕ̂[n]) sin(θa) . (32)

Estimation inState 3 and4. On the other hand, the bank angle ψ̂ [n] can be calculated
in state 3 by (33) and in state 4 by (34).

ψ̂[n] = atan

(√
ax f [n]2 + ay f [n]2

−az f [n]

)
. (33)

ψ̂[n] = atan

(√
ax f [n]2 + ay f [n]2

az f [n]

)
. (34)

In both states the components ϕ̂[n], x̂[n], ŷ[n] and θ̂[n] have the same expressions
(35)–(38)

ϕ̂[n] = ϕ̂[n − 1] + ϕ̂o[n] . (35)

x̂[n] = x̂[n − 1] + Dc[n] sin(ϕ̂[n]) cos(ψa) . (36)

ŷ[n] = ŷ[n − 1] + Dc[n] cos(ϕ̂[n]) . (37)
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θ̂[n] = 0 . (38)

where ψa = abs(ψ̂[n]).
Finally, the component ẑ[n] can be calculated in state 3 by (39) and in state

4 by (40).
ẑ[n] = ẑ[n − 1] + Dc[n] sin(ϕ̂[n]) sin(ψa) . (39)

ẑ[n] = ẑ[n − 1] − Dc[n] sin(ϕ̂[n]) sin(ψa) . (40)

3.5 Heading Reference System Based on Tilt Angle

The heading angle ϕ̂[n] is the most important of the navigation parameters in terms
of its influence on accumulated errors. In the proposed system, when the robot is in
the state 0 the only way to calculate this parameter is by odometry (ϕ̂[n] = ϕ̂[n −
1] + ϕ̂o[n] where ϕ̂o[n] = Dl [n]−Dr [n]

L ). But, when the robot is moving on a surface

with an elevation angle θ̂[n] �= 0 or with a bank angle ψ̂[n] �= 0 (states 1, 2, 3 or 4),
the values of ax f [n] and ay f [n] can also be used to estimate the heading angle of the
robot.

When the FSM is in state 1, 2, 3 or 4, two estimations of the heading can be
obtained, one of them via odometry ϕ̂o[n] and another one from the accelerometer
ϕ̂a[n] by the following Eqs. (41)–(44).

In state 1,

ϕ̂a[n] =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

atan
( |ax f |

|ay f |
)

if (ax f >0)&(ay f ≤0) .

π
2 + atan

( |ay f |
|ax f |

)
if (ax f >0)&(ay f >0) .

π + atan
( |ax f |

|ay f |
)

if (ax f ≤0)&(ay f >0) .

3π
2 + atan

( |ay f |
|ax f |

)
if (ax f ≤0)&(ay f ≤0) .

(41)

in state 2,

ϕ̂a[n] =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

π + atan
( |ax f |

|ay f |
)

if (ax f >0)&(ay f ≤0) .

3π
2 + atan

( |ay f |
|ax f |

)
if (ax f >0)&(ay f >0) .

atan
( |ax f |

|ay f |
)

if (ax f ≤0)&(ay f >0) .

π
2 + atan

( |ay f |
|ax f |

)
if (ax f ≤0)&(ay f ≤0) .

(42)
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in state 3,

ϕ̂a[n] =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

π
2 + atan

( |ax f |
|ay f |

)
if (ax f >0)&(ay f ≤0) .

π + atan
( |ay f |

|ax f |
)

if (ax f >0)&(ay f >0) .

3π
2 + atan

( |ax f |
|ay f |

)
if (ax f ≤0)&(ay f >0) .

atan
( |ay f |

|ax f |
)

if (ax f ≤0)&(ay f ≤0) .

(43)

and finally, in state 4

ϕ̂a[n] =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

3π
2 + atan

( |ax f |
|ay f |

)
if (ax f >0)&(ay f ≤0) .

atan
( |ay f |

|ax f |
)

if (ax f >0)&(ay f >0) .

π
2 + atan

( |ax f |
|ay f |

)
if (ax f ≤0)&(ay f >0) .

π + atan
( |ay f |

|ax f |
)

if (ax f ≤0)&(ay f ≤0) .

(44)

where ax f = ax f [n] and ay f = ay f [n].
Here, it is important to note that the heading estimation from the accelerometer

ϕ̂a[n] is an absolute measure of the heading angle and it does not depend on the
previous values. For this reason, this measure is a good way to avoid the accumulated
errors that the classical odometry produces.

On the other hand, due to the acceleration signals have to be filtered to eliminate the
noise in the sensor, the measurements of the acceleration have a delay which depends
on the parameter α of the filter (see Eq. 7). In this case, if the heading estimation is
calculated as ϕ̂[n] = ϕ̂a[n] it would be a bad approximation, for example, when the
robot is making a circular path. Nevertheless, a little time after the robot starts to travel
in straight line, the accelerations are stable (because the values of ax f [n], ay f [n] and
az f [n] do not change) and the delay does not affect.

Heading Estimation

yes

no

Fig. 9 Proposed heading reference system
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Taking in account the previous considerations, when the robot is travelling in
straight line (Dl[n] = Dr [n]) after certain time (t ime > tmin) and the FSM is in
state 1, 2, 3 or 4, the heading estimation from the accelerometer ϕ̂a[n] can be used as
a reference value for the heading angle parameter. In this way, the accumulated error
that the classical odometry produces in the heading angle can be avoided. The tmin

value has to be defined as a function of the parameter α of the filter. The reference
system proposed in this paper is depicted in Fig. 9.

4 Experimental Results

To check the proposed algorithm in this paper, the low cost mOway differential
wheel drive robot has been used. This robot has wheel encoders and a three-axis
MMA7455L accelerometer from Freescale Semiconductor. The accelerometer has
a dynamic range from −2g to 2g (where g value is 9.81 m/s2) in the three axis. The
positioning algorithm has been implemented in C++ language and it runs in a laptop
with Windows OS. A radio frequency link of 2.4 GHz has been used to communicate
the robot and the laptop. A flat surface without tilt angle has been used as the world
frame and a moving surface as surface frame (see Sect. 2). Finally, a video camera
has been used to capture the real movements of the robot and with the Tracker video
analysis and modeling tool the real path of the robot has been captured and analysed.

Before checking the algorithm, the sensor and other parameters of the robot were
calibrated. The results of these procedures are presented in the Table 1. On the other
hand, the parameters of the algorithm were set as they are shown in Table 2.

Next sections, show some experiments to analyse the response of the algorithm.

Table 1 Robot parameters Sampling period ts = 0.2 s

Distance between two wheels L = 6.6 cm

Bias X acceleration axbias = −0.1059 g

Bias Y acceleration aybias = −0.3480 g

Bias Z acceleration azbias = 0.0927 g

Table 2 Algorithm
parameters

Filter constant α = 0.9

Length of threshold
calculator

l = 20

Guard value H H = 0.2◦

Guard value h h = 0.1◦

Minimum time in reference
system

tmin = 1 s
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Fig. 10 FSM’s behaviour. a Elevation angle in blue and thy in green. b Bank angle in blue and thx
in green. c States of the FSM

4.1 Behaviour of the FSM

To check the behaviour of the FSM, the robot was put on the moving surface (surface
frame) with a constant speed of 10.3 cm/s in straight line. Then different tilts (θ̂ and
ψ̂) were applied and the states of the FSM were analysed. The elevation angle was
modified from −8◦ to 8◦, in the same way, the bank angle was varied from −7.5◦ to
7.5◦. The result of the experiment is depicted in the Fig. 10.

As Fig. 10 shows, the behaviour of the system is according to the tilt angle. When
tilt angles are close to zero, the system is in the state 0. The FSM is in the state 1 or
2 depending on the value of θtilt as it is presented in Fig. 10a, c. And finally, states 3
and 4 depend on the value of ψtilt as it is shown in Fig. 10b, c.

It is important to note that the system can change between states with an error
smaller than 1◦ in the tilt estimation as it is presented in Fig. 10.

4.2 3D Positioning Estimation

To analyse how the heading reference system improves the 3D positioning estimation,
a new experiment has been set up. In this case, the robot has been programmed with
a trajectory as it is shown in the Fig. 11.

The real path of the robot has been recorded by the video camera and two estima-
tions have been calculated in the same experiment. One of them without the heading
reference system and the another one using this system.

The real heading and its estimations by the algorithm are presented in the Fig. 12.
As it can be noticed from this figure, the error in the heading estimation without
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t=0s t=5s t=8s t=13s

t=16s t=21s t=29s t=32s

Fig. 11 Snapshots of the experiment. In the straight line path the robot has a speed of 10.8 cm/s.
In the circular path the speed of the right wheel is 10.3 cm/s and the left wheel is 17.5 cm/s
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Fig. 12 Heading estimation. Solid blue line is the real heading, solid red line is the heading esti-
mation without reference system and solid green line is the heading estimation with the reference
system

the reference system increases over time. However when the reference system is
activated, the error in the heading estimation does not increase.

Considering the position parameters, the results of the experiment are depicted in
the Fig. 13.

As it is shown in the figure, when the position is obtained with the reference system
proposed in this work, the estimation error is reduced considerably. If the real position
vector is defined as p = {x, y, z} and the estimation position vector as p̂ = {x̂, ŷ, ẑ},
the positioning error can be defined as Perror = | p − p̂|. In Fig. 14, the positioning
error is presented for this experiment. If these results are compared, although both
methodologies have accumulative errors over time, the proposed reference system
reduce significantly the positioning error.
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Fig. 13 3D position parameters, solid blue line is the real path. a Red circles is the position
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Fig. 14 Red solid line is the positioning error when the reference system has not been used. The
solid green line is the positioning error when the reference system is activated

5 Conclusions

In this work we have proposed a new 3D positioning algorithm for low cost mobile
robots. The architecture presented can be applied in robots which have wheel
encoders and a three axis accelerometer. The problem formulation have been devel-
oped for two wheel differential robots, however this algorithm is easy to apply in
other kind of robots in a simple way. The methodology presented is based on a Finite
State Machine. A threshold calculator allows to set the system dynamically as a
function of the noise in the accelerometer. Also a new reference system is proposed,
this new system improves considerably the estimation of the algorithm respect to the
classical odometry.
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The proposed algorithm was checked in the low cost robot mOway. In these
experiments, in a simple way, the algorithm has been set and precise estimations of
the 3D position were obtained. The threshold calculator worked in a correct way to
estimate the states of the FSM and it sets the systems dynamically. Finally with the
new reference system the positioning error has been considerably reduced.

As a future work, now we are considering to apply this algorithm in robots which
have also gyroscopes to allow estimations on surface with elevation and bank angles
at the same time. On the other hand, new methods for reference systems in low cost
robots are being explored.
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Abstract This chapter presents the kinematic analysis of a novel 10-degrees-of-
freedom serial-parallel redundant robot. The robot is designed for climbing and
exploring 3D truss structures to execute maintenance and inspection tasks. First, the
forward kinematic problem of the robot is solved. Then, since the general inverse
kinematic problem is complex due to the kinematic redundancy, a simplified problem
which assumes planar and symmetric postures is solved. Using a developed simulator,
it is shown that these planar and symmetric postures are sufficient to execute many
typical movements necessary to explore 3D structures, such as transitions between
different beams or between different faces of a beam. Finally, the workspace of the
robot when it adopts the planar and symmetric postures is analyzed for different
designs, demonstrating the flexibility of these postures.
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1 Introduction

Many human-made vertical structures require periodic maintenance and inspection
tasks. For example, the glass facades of skyscrapers must be cleaned, and the welded
unions in the metallic skeletons of the buildings must be checked. Tasks like these
are dangerous for human operators, who must work in environments difficult to
access and are exposed to risks such as falling from height, contamination (e.g.
inspections in nuclear or chemical facilities) or electrocution (e.g. maintenance of
power transmission lines). To eliminate these risks, during the last two decades many
researchers have been investigating the possibility of automating the execution of
these tasks using climbing robots. Reference [11] presents an exhaustive analysis of
the applications and design of climbing robots, as well as a comprehensive review
of the locomotion and adhesion technologies.

Three-dimensional (3D) truss structures are present in many vertical structures
such as bridges, towers and skeletons of buildings. These structures are typically
constituted by a network of beams connected at structural nodes, and a high degree of
mobility is required to explore them. Climbing robots for 3D trusses can be classified
into two main types [13]: continuous-motion and step-by-step robots. Continuous-
motion robots are faster, use wheels, and employ magnetism or friction to adhere
to the structure [3, 14]. However, they usually have more difficulties to negotiate
obstacles and their wheels may slip. Step-by-step robots have two grippers connected
by a kinematic chain which has some degrees of freedom (DOF). Their name reflects
their locomotion method: in each motion cycle, one gripper is fixed to the structure,
whereas the kinematic chain moves the other gripper to the next attachment point of
the structure, where it will be fixed. Then, the previously fixed gripper is released and
a new motion cycle begins. During each motion cycle, these robots are equivalent
to typical robot manipulators. Hence, they have a higher mobility that facilitates the
avoidance of obstacles, but they are heavier, slower, and more complex.

The architecture of the kinematic chain of step-by-step robots can be serial, par-
allel, or hybrid. Serial architectures have larger workspaces than parallel ones, but
they are less rigid and have a limited payload. The serial architectures have been
the most explored ones in step-by-step climbing robots, with many different designs
proposed by different authors. For example, [5] presents a 6-DOF robot to explore
3D metallic structures. Since the robot is powered by a battery, the movements are
optimized to reduce the energy consumption and increase its autonomy. Another 4-
DOF serial climbing robot is presented in [13]. Other authors propose robots inspired
by inchworms, with 5 and 8 DOF [8, 12]. Reference [10] presents a similar modular
robot whose number of DOF can be increased connecting more modules in series.
Finally, [16] presents 3-DOF robots that can individually explore 3D trusses or can be
combined with other robots to form more complex kinematic chains with increased
maneuverability.

Parallel climbing robots have also been studied. These architectures offer a higher
payload-to-weight ratio than serial robots, but their workspace is more limited. In [2],
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the authors propose using a Gough-Stewart platform for climbing truss structures,
pipelines and palm trees. The robot adheres to the structure using grippers or embrac-
ing it with its annular platforms.

Finally, hybrid climbing robots are composed of some serially connected paral-
lel mechanisms, and they have the advantages of both architectures: high payload,
maneuverability, and stiffness. A hybrid robot for climbing 3D structures is proposed
in [15], where the authors combine a 3-RPR parallel robot with a rotation module
connected in series. Another hybrid robot is proposed in [7]. In this case, the robot
is biped and each leg is the serial combination of two 3-RPS parallel robots. Hence,
the complete robot has 12 DOF.

This chapter presents a novel 10-DOF hybrid robot for climbing 3D truss struc-
tures. The robot is biped and each leg is the serial combination of two parallel
mechanisms. The design of the robot makes it especially suitable to maneuver in 3D
truss structures and perform transitions between planes with different orientations.
In this chapter, we solve the forward kinematic problem of this robot. Also, we ana-
lyze a simplified case of the inverse kinematic problem in which the robot adopts
planar and symmetric postures. As the simulations show, these postures suffice for
exploring 3D structures. Finally, we study the workspace of the robot to assess the
feasibility of exploring 3D structures using the planar and symmetric postures when
the conditions of the problem (design parameters of the robot, initial position, etc.)
change.

This chapter is organized as follows. The architecture of the robot is described in
Sect. 2. Next, the forward kinematic problem is solved in Sect. 3. In Sect. 4, a sim-
plified yet useful version of the inverse kinematic problem is solved. Then, Sect. 5
presents a tool that simulates the forward kinematics of the robot. This tool is used to
demonstrate the execution of some example trajectories in a 3D structure. Section 6
analyzes the workspace of the robot to further study the usefulness of the aforemen-
tioned simplified inverse kinematic problem. Finally, the conclusions are exposed
in Sect. 7.

2 Description of the Robot

Figure 1a shows a 3D model of the biped climbing robot. The robot has two identical
legs (A and B) connected to the hip through revolute joints driven by motors (angles
θA and θB). Each leg has three links: a core link and two platforms. The lower platform
is the foot of the leg and carries the gripper that fixes the robot to the structure (the
grippers are not considered in the kinematic analysis presented in this chapter). The
upper platform is connected to the hip through the aforementioned revolute joint.
Each platform is connected to the core link by means of two prismatic actuators in
parallel and a passive slider.

The mechanism composed of the core link, one platform, and the two prismatic
actuators that connect these two elements, is a closed-loop linkage that will be called
hereafter “parallel module”. The parallel modules are planar mechanisms that can
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be represented schematically as shown in Fig. 1b. Hence, each leg is the serial com-
bination of the parallel modules 1 (which is connected to the foot) and 2 (which is
connected to the hip). The prismatic actuators of each parallel module lie in opposite
sides of the plane Π j , which is one of the planes of symmetry of the core link of the
leg j (see the side view in Fig. 1a). This is indicated with dashed lines in Fig. 2.

Figure 1a also shows some reference frames attached to different parts of the
robot. In this chapter, the X , Y , and Z axes of reference frames will be represented
in red, green, and blue colors, respectively. The frames HA and HB are fixed to the
hip of the robot, whereas the frames A and B are respectively attached to the feet of
the legs A and B.
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The robot has 10 DOF: the rotation angles θA and θB , and the four prismatic
actuators of each leg. In the next sections, the forward and inverse kinematic problems
of the robot will be analyzed. After that, we will simulate the forward kinematics to
demonstrate its ability to explore 3D structures.

3 Forward Kinematics

In this section, the forward kinematic problem (FKP) of the robot is solved. The
problem considered here consists in calculating the position and orientation of one
foot with respect to the other foot when the joint coordinates are known: the angles
θA and θB and the lengths (lij, rij) of the linear actuators of the parallel modules
(i ∈ {1, 2}, j ∈ {A, B}). First, the forward kinematics of the parallel modules is
analyzed.

3.1 FKP of the Parallel Modules

Figure 1b shows the i-th parallel module of the leg j (i ∈ {1, 2}, j ∈ {A, B}). A
parallel module is a closed-loop planar mechanism composed of a mobile platform
connected to a base through two prismatic actuators with lengths lij and rij. The
platform is constrained to only translate vertically and rotate. The forward kinematics
consists in calculating the position yij and the orientation ϕij of the mobile platform
in terms of lij and rij. According to Fig. 1b, the relationship between (lij, rij) and
(yij,ϕij) is:

(p cos ϕij − b)2 + (yij + p sin ϕij)
2 = r2

ij (1)

(p cos ϕij − b)2 + (yij − p sin ϕij)
2 = l2

ij (2)

These equations can be combined to obtain an equivalent system. Adding together
Eqs. (1) and (2) yields Eq. (3), whereas subtracting Eqs. (2) from (1) results in Eq. (4):

4bp cos ϕij = 2y2
ij + 2b2 + 2p2 − l2

ij − r2
ij (3)

4yij p sin ϕij = r2
ij − l2

ij (4)

Solving cos ϕij from Eq. (3) gives:

cos ϕij = 2y2
ij + 2b2 + 2p2 − l2

ij − r2
ij

4bp
(5)

Squaring Eq. (4):
16y2

ij p
2(1 − cos2 ϕij) = (r2

ij − l2
ij)

2 (6)
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Finally, substituting Eqs. (5) into (6) yields a cubic equation in Υij = y2
ij:

Υ 3
ij + kij2 Υ 2

ij + kij1 Υij + kij0 = 0 (7)

where:

kij2 = 2b2 + 2p2 − l2
ij − r2

ij (8)

kij1 =
[
(b + p)2 − l2

ij + r2
ij

2

] [
(b − p)2 − l2

ij + r2
ij

2

]
(9)

kij0 = b2(lij + rij)
2(lij − rij)

2/4 (10)

Equation (7) always has three roots, two of which may be complex. For a given
strictly positive root Υij of Eq. (7), two solutions are obtained for yij = ±√

Υij. For
each of these two values of yij, cos ϕij is calculated from Eq. (5), whereas sin ϕij is
obtained from Eq. (4):

sin ϕij = r2
ij − l2

ij

4yij p
(11)

Once cos ϕij and sin ϕij are known, ϕij is unequivocally determined in (−π,π]. If
Υij = 0, then yij = 0 and cos ϕij is calculated using Eq. (5). However, sin ϕij cannot
be calculated from Eq. (11) since yij = 0. Instead, sin ϕij is calculated as follows:

sin ϕij = ±
√

1 − cos2 ϕij (12)

obtaining two solutions. It is shown in [9], using Sturm’s Theorem, that Eq. (7)
cannot have more than two non-negative roots. Since each non-negative root of
Eq. (7) yields two different pairs (yij,ϕij), the FKP of each parallel module has four
solutions at most.

Note that swapping the values of rij and lij neither affects Eq. (7) nor Eq. (5), but
it changes the sign of sin ϕij in Eq. (11). Hence, swapping rij and lij changes the sign
of ϕij, leaving yij unchanged. This can be observed in Fig. 1b, where swapping rij
and lij is equivalent to rotating the figure π rad about the vertical Y axis. This fact
will be exploited in Sect. 4 to analyze the inverse kinematics.

3.2 FKP of the Complete Robot

The forward kinematics of the complete robot consists in calculating the position and
orientation of one foot with respect to the other foot when the ten joint coordinates are
known. The problem will be solved using Homogeneous Transformation Matrices
(HTMs). An HTM has the following form [4]:
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Tm/n =
[

Rm/n tm/n

01×3 1

]
(13)

where 01×3 = [0, 0, 0]. The matrix Tm/n encodes the position and orientation of a
frame m with respect to another frame n. Indeed, Rm/n ∈ R

3×3 is a rotation matrix
whose columns are the vectors of the frame m expressed in the basis formed by the
vectors of the frame n, whereas tm/n ∈ R

3×1 is the position of the origin of the frame
m in coordinates of the frame n.

The forward kinematics of one leg can be easily solved using HTMs. Figure 2
represents a generic leg j ∈ {A, B}. Each leg has two parallel modules whose bases
are attached to the core link. The platform of the parallel module 1 is the foot of
the leg, whereas the platform of the parallel module 2 is connected to the hip of the
robot by means of a revolute joint. The variables (y1 j ,ϕ1 j , y2 j ,ϕ2 j ) are obtained
from (l1 j , r1 j , l2 j , r2 j ) as explained in Sect. 3.1. All the reference frames of Fig. 2 are
contained in the plane Π j , which is one of the planes of symmetry of the core link
of the leg j (see Fig. 1a). The transformation between the frame j (fixed to the foot)
and the frame Fj (fixed to the core link) is:

TFj/j =

⎡
⎢⎢⎣

cos ϕ1 j sin ϕ1 j 0 y1 j sin ϕ1 j

− sin ϕ1 j cos ϕ1 j 0 y1 j cos ϕ1 j

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (14)

Similarly, the transformation between the frame G j (attached to the platform of the
parallel module 2) and the frame Fj is:

TG j/Fj =

⎡
⎢⎢⎣

cos ϕ2 j − sin ϕ2 j 0 0
sin ϕ2 j cos ϕ2 j 0 y2 j − h

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (15)

where h is a geometric constant. Finally, a rotation θ j about the Y axis of the frame
G j transforms it into the frame Hj , which is attached to the hip:

THj/G j =

⎡
⎢⎢⎣

cos θ j 0 sin θ j 0
0 1 0 0

− sin θ j 0 cos θ j 0
0 0 0 1

⎤
⎥⎥⎦ (16)

The position and orientation of the frame Hj with respect to the frame j is obtained
as follows:

THj/j = TFj /jTG j/Fj THj/G j (17)

which completes the FKP of any generic leg j . Once the forward kinematics of each
leg is solved, it is straightforward to calculate the position and orientation of the foot
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of one leg k ∈ {A, B} \ { j} with respect to the foot of the other leg j :

Tk/j = THj/jTHk/Hj Tk/Hk (18)

where Tk/Hk = (
THk/k

)−1
and THk/Hj is the HTM that encodes the position and

orientation of the frame Hk with respect to the frame Hj :

THk/Hj =
[

I tHk/Hj

01×3 1

]
(19)

which is constant because both frames are attached to the same rigid body (the hip).
I is the 3 × 3 identity matrix. Moreover, according to Fig. 1a: tHB/HA = [t, 0, 0]T =
−tHA/HB , where t is the distance between the parallel axes of the revolute actuators.

Note that, in theory, there are 44 = 256 different solutions to the FKP of the
complete robot. This is because the kinematic chain between the feet has four parallel
modules connected in series and the FKP of each module has four real solutions
at most.

4 Inverse Kinematics

The inverse kinematic problem (IKP) consists in finding the values of the joint coor-
dinates necessary to attain a desired relative position and orientation between the
feet of the robot, and it is necessary for planning trajectories. In this robot, ten joint
coordinates are used to place and orient one foot with respect to the other foot, which
makes it redundant. Hence, the IKP is underconstrained and one should expect infi-
nitely many solutions. This redundancy makes it difficult to solve the general IKP
of this robot. Fortunately, many important movements necessary to explore a 3D
structure (e.g., walking in one dimension, changing between planes, etc.) can be
executed using the configuration analyzed in this section, which reduces the number
of variables and simplifies the IKP.

The configuration considered in this section is depicted in Fig. 3, where the foot j
is fixed to the structure and the foot k is mobile ( j, k ∈ {A, B}, j �= k). It is assumed
that the Z axes of the frames attached to the feet are parallel and point in the same
direction. Moreover, the origin of the frame attached to the foot k is contained in
the XY plane of the frame attached to the foot j . In this situation, any variation in
the length of the prismatic actuators of the parallel modules only produces planar
motions of the frame k in the XY plane of the frame j . In this case, the position and
orientation of the frame k relative to the frame j can be calculated as follows:

Tk/j = TG j/j

[
I [t, 0, 0]T

01×3 1

] (
TGk/k

)−1
(20)
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Fig. 3 The Planar
Symmetric Inverse
Kinematic (PSIK) problem
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where TG j/j = TFj/jTG j/Fj . Moreover, it is assumed that the joint coordinates of the
parallel modules of the two legs are related as follows:

lik = rij, rik = lij (i = 1, 2) (21)

This means that the joint coordinates of the parallel module i of the legs k and j are
swapped. According to Sect. 3.1, this translates into:

yik = yij, ϕik = −ϕij (i = 1, 2) (22)

It can be graphically checked that Eq. (22) implies that the legs k and j are symmetric
with respect to the line L , which is the axis of symmetry of the hip of the robot.
Substituting Eqs. (22) into (20), the matrix Tk/j can be written only in terms of the
variables of the leg j and has the following expression:

Tk/j =

⎡
⎢⎢⎣

−c(2ω) −s(2ω) 0 μ (1 − c(2ω))

s(2ω) −c(2ω) 0 μ · s(2ω)

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (23)

where s(x) = sin x , c(x) = cos x and:

μ = [
t − 2(h − y1 j − y2 j ) sin ϕ2 j

]
/
[
2 cos(ϕ1 j − ϕ2 j )

]
(24)

ω = ϕ1 j − ϕ2 j + π/2 (25)

Thus, under the condition of planar and symmetric motion, the position and orienta-
tion of the foot k relative to the foot j can be defined by two parameters (μ,ω), which
are indicated in Fig. 3. We define the Planar Symmetric Inverse Kinematic (PSIK)
problem, which consists in calculating the joint coordinates (l1 j , r1 j , l2 j , r2 j ) needed
to achieve a desired position and orientation (μ,ω). Since the joint coordinates do
not appear explicitly in Eqs. (24) and (25), the kinematic equations of the parallel
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modules of the leg j must be included:

(p cos ϕ1 j − b)2 + (y1 j + p sin ϕ1 j )
2 = r2

1 j (26)

(p cos ϕ1 j − b)2 + (y1 j − p sin ϕ1 j )
2 = l2

1 j (27)

(p cos ϕ2 j − b)2 + (y2 j + p sin ϕ2 j )
2 = r2

2 j (28)

(p cos ϕ2 j − b)2 + (y2 j − p sin ϕ2 j )
2 = l2

2 j (29)

Hence, the PSIK problem requires calculating (l1 j , r1 j , l2 j , r2 j , y1 j ,ϕ1 j , y2 j ,ϕ2 j )

from Eqs. (24)–(29). Like the general inverse kinematic problem, the PSIK problem
is underconstrained since eight unknowns must be obtained from six equations.
However, the PSIK problem involves less variables and simpler equations. In the
following section, we will show that some postures necessary to negotiate obstacles
in a 3D structure can be analyzed solving the PSIK problem. Also, we will describe
a method to choose appropriate solutions to the PSIK problem assuming that the
lengths of the prismatic actuators of the parallel modules have upper and lower
limits: lij and rij must be in [ρ0, ρ0 + Δρ], where ρ0 > 0 is the minimum length of
the actuators and Δρ > 0 is their stroke.

5 Simulation

In this section, we will simulate the movements of the complete robot in an example
3D structure to validate the kinematic analyses of Sects. 3 and 4, and demonstrate the
ability of the robot to explore the structure. More specifically, we will show how the
robot can walk on a beam, perform transitions between different faces of the beams,
and negotiate structural nodes.

To demonstrate these movements, we have developed a Java simulation tool that
can be downloaded from http://arvc.umh.es/parola/climber.html (the latest version
of Java may be required). The simulator implements the equations derived in Sect. 3
to solve the forward kinematics. As shown in Fig. 4, the simulator has a graphical
window that shows the robot in the 3D test structure. The tool also has a window with
a control panel where the user can modify the values of the ten joint coordinates,
change the foot that is attached to the structure, or reset the simulation. It is important
to remark that the simulation tool only implements the kinematic equations, without
considering the dynamics of the robot (gravity is neglected) or the collisions between
the robot and the structure. These advanced topics will be analyzed in the future.

Three reference frames are shown in the graphical window of the simulator: the
world frameW (which is attached to one of the corners of the beam b1 of the structure)
and the frames A and B (which are attached to the feet of the legs). The fixed foot is
indicated in orange color. When the user modifies the value of a joint coordinate, the
forward kinematics is solved and the position and orientation of the free foot with
respect to the frame W is calculated as follows:

http://arvc.umh.es/parola/climber.html
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Fig. 4 Interface of the tool developed to simulate the forward kinematics of the robot

Tk/W = T j/WTk/j (30)

where Tk/j is defined in Sect. 3.2, j denotes the fixed leg, and k denotes the mobile leg
( j, k ∈ {A, B} , j �= k). As shown in Fig. 4, the translation and rotation submatrices
of TA/W and TB/W are indicated to the user in an output window of the tool. According
to Sect. 3.2, there are 256 solutions to the forward kinematics of the complete robot
since each parallel module can have up to four different solutions. However, it will
be shown next that only one solution is valid.

For the following simulations, we will assume that b = p = 4 cm, ρ0 = 19 cm,
and Δρ = 6 cm, which means that the prismatic actuators must satisfy: rij, lij ∈
[19, 25] cm. Solving the forward kinematics of a parallel module for these ranges of
the joint coordinates, and plotting the solution yij versus rij and lij, results in the four
surfaces shown in Fig. 5. Each surface is associated with one of the configurations
labeled as follows: H+, X+, H−, and X−. The solutions H+ and X+ are indicated
in Fig. 5; the solutions H− and X− are their respective mirror images with respect to
the base of the parallel module. According to the design of the robot (see Sect. 2), the
only valid solution is H+, since the other solutions are impossible due to mechanical
interferences between different links of the legs. Moreover, Fig. 5 also provides a
criterion for selecting the valid solution: the solution H+ always has the highest yij
coordinate.

Once the only valid solution to forward kinematics has been characterized, we will
simulate the execution of an example trajectory in the structure, which is composed
of the three beams b1, b2, and b3 indicated in Fig. 4. At the beginning of the trajectory,
the robot lies on the face f1 of the beam b1, and the objective is to move the robot to the
face f4 of the beamb3, negotiating the structural node where the three beams intersect.
Next, we will show that such a trajectory can be executed by a sequence of basic
movements that can be used to reach any other point of the structure. The values of
the remaining geometric parameters of the robot are: t = 15.6 cm, h = 16 cm, which
correspond to the design parameters of the prototype currently under development.
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Fig. 5 Solution surfaces of
the FKP of a parallel module
for b = p = 4 cm. The
surfaces H+ and H− are
almost parallel to the
surfaces X+ and X−,
respectively
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Moreover, the side of the square cross section of the beams measures 12 cm, and the
distance between the face f2 of the beam b2 and the origin of the frame W is 88 cm.

5.1 Phase 1: Walking Along a Beam

At the beginning of the trajectory (see Fig. 6a), the foot A is attached to the face f1
of the beam b1, and the frame A has the following position and orientation:

tA/W =
⎡
⎣

6
−40

5

⎤
⎦ cm, RA/W =

⎡
⎣

0 0 1
1 0 0
0 1 0

⎤
⎦ (31)

The number “6” in tA/W means that the frame A is centered in the beam, whereas the
number “5” is the size f of the feet, indicated in Fig. 1a. Initially, the joint coordinates
have the following values: θA = θB = 0, rij = lij = 21 cm (i ∈ {1, 2}, j ∈ {A, B}).
Starting from this configuration, Table 1 describes a simple sequence of movements
that allows the robot to reach the vertical beam b2. In each step of the given sequence,
we indicate only the joint coordinates that change with respect to the previous step.

5.2 Phase 2: Concave Change of Plane

Once the beam b2 has been reached, it can be climbed to negotiate the structural
node defined by the intersection of the three beams. The next objective is to perform
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(a)

(d) (e) (f)

(b) (c)

Fig. 6 Example trajectory where the robot moves along a beam of the structure

Table 1 Sequence of movements in the first phase of the simulated trajectory

Step Joint coordinates Description of the movements in each step

1 r1B = l1B = 19 cm Retract the actuators connected to the foot B to lift it (Fig. 6b)

2 θA = π rad Rotate the robot about the leg A (Fig. 6c)

3 r1B = l1B = 21 cm Extend the actuators connected to the foot B until it touches
the beam b1 (Fig. 6d)

4 r1A = l1A = 19 cm Attach the foot B to the face f1. Release and lift the foot A
retracting the actuators connected to it (Fig. 6e)

5 θB = π rad Rotate the robot about the leg B (Fig. 6f)

a concave transition between the faces f1 and f2. Note that at the end of the previous
phase (Fig. 6f), the Z axes of the frames attached to the two feet point in the same
direction. Hence, the postures needed to change between these faces can be obtained
solving the PSIK problem defined in Sect. 4.

Figure 7a indicates the input parameters needed to solve the PSIK problem:
μ = 27.4 cm, ω = π/4 rad, and j = B. Substituting these values and the geometric
parameters of the robot into Eqs. (24)–(29) yields:

15.6 − 2(16 − y1B − y2B) sin ϕ2B

2 cos(ϕ1B − ϕ2B)
= 27.4 (32)

ϕ2B − π/4 = ϕ1B (33)
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(a) (b) (c)

(d) (e) (f)

Fig. 7 A trajectory that includes a concave transition between different planes

(4 cos ϕ1B − 4)2 + (y1B + 4 sin ϕ1B)2 = r2
1B (34)

(4 cos ϕ1B − 4)2 + (y1B − 4 sin ϕ1B)2 = l2
1B (35)

(4 cos ϕ2B − 4)2 + (y2B + 4 sin ϕ2B)2 = r2
2B (36)

(4 cos ϕ2B − 4)2 + (y2B − 4 sin ϕ2B)2 = l2
2B (37)

As discussed in Sect. 4, infinitely many solutions exist since there are eight variables
to be solved from six equations. Next, we describe a way of choosing a proper
solution to this underconstrained problem. First, Eq. (33) is used to eliminate ϕ1B

from Eq. (32). Then, ϕ2B is solved from the resulting equation:

ϕ2B = sin−1

(
13.7

√
2 − 7.8

y1B + y2B − 16

)
(38)

This solution can be substituted into Eqs. (33)–(37) to express the joint coor-
dinates {l1B, r1B, l2B, r2B} in terms of {y1B, y2B}, which can be chosen so that
li B, ri B ∈ [19, 25] (i = 1, 2). Figure 8 represents the curves of the (y1B, y2B) plane
in which each joint coordinate equals 19 or 25; any point inside the shaded region
R enclosed by these curves is a valid solution to the PSIK problem. For example,
the solution y1B = y2B = 22 cm yields: r1B ≈ 20.59536194, l1B ≈ 23.40761347,
r2B ≈ 23.65623783, and l2B ≈ 20.34961301, all in cm (these accurate values are
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Fig. 8 Region of valid solutions to the PSIK problem

Table 2 Sequence of movements in the second phase of the simulated trajectory

Step Joint coordinates Description of the movements in each step

1 li A = ri A = 21 cm
l2B = r2B = 21 cm
l1B = r1B = 19 cm

Lift the foot B and place both legs perpendicular to the
face f2, leaving some distance between the foot B and
the face f2 (Fig. 7b)

2 θB = π/2 rad Rotate the leg B about its own axis (Fig. 7c)

3 r1B = l1B = 21 cm Extend the actuators connected to the foot B until it
touches the face f2 (Fig. 7d)

4 r1A = l1A = 19 cm Attach the foot B to the face f2. Release and lift the foot A
retracting the actuators connected to it (Fig. 7e)

5 θB = π rad Rotate the robot about the leg B (Fig. 7f)

valid only for the simulation; in a real implementation we will have to deal with
the finite precision of the sensors). This solution is used to perform a transition
between the faces f1 and f2 (see Fig. 7a). After performing this transition, the foot
A is attached to the beam b2, and the sequence of movements described in Table 2 is
used to complete this phase.

5.3 Phase 3: Convex Change of Plane

At the end of phase 2, the Z axes of the frames attached to the feet are paral-
lel to the beam b2 and point in the same direction. Hence, the PSIK problem
can be solved to determine the joint coordinates that permit performing a con-
vex transition from the face f2 to the face f3 (the face f3 is defined in Fig. 9).
Substituting μ = 11 cm, ω = 3π/4 rad, and j = B in Eqs. (24)–(29), and follow-
ing the procedure detailed in Sect. 5.2, we can obtain the region of the (y1B, y2B)

plane where li B, ri B ∈ [19, 25] cm (i = 1, 2). It can be checked that the solution
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Fig. 9 A trajectory that includes a convex transition between different planes

Table 3 Sequence of movements in the third phase of the simulated trajectory

Step Joint coordinates Description of the movements in each step

1 li A = ri A = 21 cm
l2B = r2B = 21 cm
l1B = r1B = 19 cm

Place both legs perpendicular to the face f3, leaving
some distance between the foot B and the face f3
(Fig. 9b)

2 θA = 3π/2 rad Rotate the robot about the leg A (Fig. 9c)

3 r1B = l1B = 21 cm Extend the actuators connected to the foot B until it touches
the face f3 (Fig. 9d)

4 r1A = l1A = 19 cm Attach the foot B to the face f3. Release and lift the foot A
retracting the actuators connected to it (Fig. 9e)

5 θA = π rad Rotate the leg A about its own axis (Fig. 9f)

adopted in the previous section (y1B = y2B = 22 cm) is also valid here, obtain-
ing in this case: r1B ≈ 24.85374622, l1B ≈ 19.20940403, r2B ≈ 21.99688208, and
l2B ≈ 22.00311791 (all in cm). For these values of the joint coordinates, the robot
can perform a transition between the faces f2 and f3 (see Fig. 9a). After that, the foot
A can be attached to the face f3.

After attaching the foot A to the face f3, the sequence of movements described
in Table 3 is executed. After executing this sequence, solving exactly the same PSIK
problem as in Sect. 5.2 permits the foot A of the robot to be attached to the face f4
of the beam b3, which completes the trajectory.
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6 Workspace of the PSIK Problem

In the previous section, it has been shown that the robot can explore orthogonal
3D structures combining the following three basic movements: (1) moving along a
beam using the rotations {θA, θB} of the hip (Fig. 6), (2) performing a concave tran-
sition between two beams (Fig. 7), and (3) performing a convex transition between
two faces of the same beam (Fig. 9). Moreover, the robot can perform the last two
movements adopting planar and symmetric postures, which simplifies the inverse
kinematic problem (PSIK problem defined in Sect. 4). However, this has been shown
using an example where the geometry of the robot and of the structure, as well as
the initial position of the robot, have particular values that guarantee the existence
of solutions to the problem of exploring the structure.

The objective of this section is to determine if the robot will be able to explore 3D
structures adopting planar and symmetric postures if its geometry deviates from the
design used in Sect. 5, if the robot starts at a different position, or if the geometry of
the structure is different. Regarding the geometry of the structure, we will analyze
what happens when the width of the cross section of the beams varies, assuming
that the structure is still orthogonal. To this end, we will study the workspace of the
PSIK problem, which is the set of pairs (ω,μ) (variables defined in Fig. 3) that can be
attained satisfying the joint limits. This workspace can be used to assess the ability
of the robot to execute the three basic movements defined in the previous paragraph
using the planar and symmetric postures of the PSIK problem, for different designs
of the robot.

Figure 10a–f show the PSIK workspaces for different choices of the geometric
design parameters of the robot, obtained using a Monte Carlo algorithm [1]. Each
subfigure of Fig. 10 shows the different PSIK workspaces that are obtained when
the corresponding geometric parameter of the robot is varied, keeping the remaining
parameters at the default values used in Sect. 5, which are: b = p = 4, t = 15.6,
h = 16, Δρ = 6, and ρ0 = 19 (all in cm). The curves that have the same color in each
subfigure of Fig. 10 enclose the PSIK workspace corresponding to each geometry,
i.e., these curves are the boundaries of the workspaces. This is illustrated in Fig. 10a,
where the PSIK workspace for the default geometry, denoted by WSd and enclosed
by the red curves, has been shaded. It is evident from Fig. 10 that the shape of the
PSIK workspace is most sensitive to the parameters p and Δρ, whereas the shape
changes little with b.

Figures 10a–f also show three vertical lines at ω = π/4, ω = π/2, and ω = 3π/4.
The lines ω = π/4 and ω = 3π/4 represent the concave (Fig. 7a) and convex (Fig. 9a)
transitions, respectively. The line ω = π/2 represents a posture that can be used to
move the robot along a beam like an inchworm, extending and retracting the legs as
shown in Fig. 11. This is an alternative gait to the one shown in Fig. 6, which uses the
rotations of the hip to move along a beam. The segment of these vertical lines that
lies within the PSIK workspace of a given geometry is the set of lengths μ that can be
achieved for the corresponding value of ω. For example, for the default workspace
WSd in Fig. 10a and ω = π/4, μ must be between μ1 and μ2. Next, we will analyze
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Fig. 10 PSIK workspaces for different values of the geometric design parameters of the robot.
In the axes, μ is in cm and ω is in rad. a Varying p. b Varying b. c Varying ρ0. d Varying Δρ.
e Varying t . f Varying h

Fig. 11 An inchworm-like gait to move along a beam

Fig. 10 to discuss if the robot can perform convex and concave transitions using the
planar and symmetric postures of the PSIK problem in three cases.

Case 1: The Geometry of the Robot is Modified. Can the robot perform convex
and concave transitions if its geometry is different from the default one? As Fig. 10
shows, the vertical lines ω = π/4 and ω = 3π/4 (which represent the concave and
convex transitions) intersect the PSIK workspace for most of the geometries, which
means that both transitions are possible. However, for some designs obtained by
increasing p or decreasing Δρ, the workspace is too small and does not intersect
these vertical lines. Thus, these designs should be avoided.

Case 2: The Initial Position of the Robot is Modified. Even if the PSIK workspace
intersects the vertical line ω = π/4, the robot may be unable to perform a concave
transition between two beams (e.g. to climb to the beam b2 in the example of Sect. 5.2)
if the distance between the robot and the new beam is not adequate. This is because,
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according to Fig. 10, for most of the geometries the feasible concave transitions
(those obtained intersecting the PSIK workspace and the line ω = π/4) require μ to
be between a minimum value μ1 and a maximum value μ2 (e.g. see the default PSIK
workspace WSd in Fig. 10a). As a result, if the robot is too close (μ < μ1) or too far
(μ > μ2) from the beam b2, the concave transition will be impossible.

This can be a problem if the distance between the robot and the new beam cannot
be adjusted continuously, but only by means of discrete increments, like when using
the gait shown in Fig. 6. With this gait, which uses the rotations {θA, θB} of the hip,
the robot can only travel a distance equal to an integer multiple of t . Thus, depending
on the initial position of the robot, approaching the beam b2 using this gait may
eventually place the robot at a point too close or too far from the beam, without the
possibility to finely adjust its position to make possible the execution of a concave
transition.

Nevertheless, this can be avoided if the inchworm-like gait of Fig. 11 is used to
approach the beam b2. With ω = π/2, the robot travels a distance equal to 2μ, where
μ can take any value from the line ω = π/2 which lies inside the PSIK workspace
for the considered geometry. Thus, using this gait permits the robot to continuously
adjust its position along the beam b1 to position itself at a proper distance from the
beam b2 to climb it performing a concave transition.

Case 3: The Width of the Beams is Modified. Even if the PSIK workspace intersects
the vertical line ω = 3π/4, the robot may be unable to perform a convex transition
between different faces of a beam if the distance μ necessary to execute this transition
(shown in Fig. 9a) is too large, since the point representing this transition in the (ω,μ)

plane may lie outside the PSIK workspace of the considered geometry. For example,
the convex transition of Fig. 9a, which is represented by the point P in Fig. 10d,
can be performed using the default geometry because P lies inside the default PSIK
workspace, but if the stroke of the linear actuators is decreased to Δρ = 5 cm, P will
lie outside the workspace and the transition will be infeasible.

As Fig. 9a shows, the distance μ necessary to perform a convex transition equals
the sum of the size f of the foot (indicated in Fig. 1a) and 0.5 times the width of
the cross section of the beam. This assumes that the fixed foot of the robot is placed
at the middle of the cross section of the beam, which will be the most typical case,
especially if grippers are used to adhere to the structure. Thus, if f is too large,
and/or the beam is sufficiently wide, the robot may be unable to perform a transition
between different faces of a beam.

In case the beams of a given structure are too wide to allow the robot to execute
convex transitions between different faces of the beams, the design of the robot should
be modified. One possibility is to reduce the size f of the feet. Another possibility is
to modify some of the design parameters of Fig. 10 to increase the maximum value
of μ that can be attained with ω = 3π/4. Note that this maximum value changes
little with the parameters {b, ρ0, h}, whereas it increases when increasing {t,Δρ} or
decreasing p.

To sum up, the analysis presented in this section reveals that by choosing an
appropriate design for the robot, the planar and symmetric postures of the PSIK
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problem provide a relatively high flexibility to explore 3D structures using the basic
movements defined in this section. This is partly thanks to the possibility of precisely
adjusting the position of the robot along a beam by means of the inchworm-like gait of
Fig. 11. This result suggests that the architecture of the robot studied in this chapter
may be modified to design a simpler robot based on the PSIK problem, with an
actuation scheme in which a single actuator may simultaneously drive various joints,
producing symmetric movements. This symmetry in the movements was previously
identified by Balaguer et al. [6] as one of the key criteria for designing climbing
robots, since this symmetry reduces the number of actuators and hence the overall
weight of the robot.

7 Conclusion

This chapter has presented the kinematic analysis of a novel biped climbing robot
with a hybrid serial-parallel architecture. The forward kinematic problem has been
solved, obtaining the relative position and orientation between the feet in terms of the
joint coordinates. The inverse problem is more difficult due to the redundancy of the
robot. Hence, a simplified inverse problem which considers planar and symmetric
postures has been analyzed. Using a developed simulation tool, it has been shown
that the simplified problem is sufficient to perform some important movements which
are necessary to explore 3D structures. Also, the workspace of this simplified inverse
kinematic problem has been analyzed in depth for different designs of the robot. This
analysis has shown that the planar and symmetric postures of the simplified problem
are also useful when the robot starts at other positions or when the width of the beams
varies, provided that the geometric parameters of the robot are chosen properly.

To exploit all the possibilities offered by the proposed kinematic architecture,
the general inverse kinematic problem of the robot will be solved in the future.
Other problems that will need to be addressed include the determination of the
workspace and singularities of the complete robot (not just the PSIK workspace),
the dynamic modeling, and the planning of trajectories avoiding collisions in more
complex structures. Also, considering the flexibility of the planar and symmetric
postures of the PSIK problem, we will optimize the architecture of the robot to obtain
a more lightweight robot able to perform these planar and symmetric movements
using less actuators, as discussed at the end of Sect. 6.
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A Standing Assistance Scheme
Using a Patient’s Physical Strength
by a Load Estimation Considering
the Muscle Arrangements of a Human Leg

Daisuke Chugo, Satoshi Muramatsu, Sho Yokota and Hiroshi Hashimoto

Abstract In this paper, we propose a standing assistance scheme that uses a patient’s
own physical strength, as evaluated by physical activity estimates. In general, con-
ventional assistive robots do not require patients to use their own physical strength to
stand, which leads to decreased strength in the elderly. Therefore, an assistive robot
that allows a patient to maximally use their remaining physical strength is desired.
Assistive robots can achieve this objective by estimating the physical activity of a
patient when they stand. Therefore, the activity estimate proposed here is based on a
human musculoskeletal model of a lower limb, which exhibits a biarticular muscle
function. The patient generates a natural standing motion using the biarticular muscle
function, and the proposed model enables the assistive robot to estimate the patient’s
physical activity without using biosensors such as electromyographs. Using the pro-
posed estimated results, our prototype assistive robot can assist elderly patients to use
their remaining physical strength maximally by selecting a suitable assistive control
method.
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1 Introduction

The act of standing may be the most serious and important activity in the daily
life of an elderly person lacking physical strength [1, 2]. However, assisting elderly
individuals in standing is a difficult task for caregivers and can be a primary source
of the lumbago that many experience [3]. Therefore, creating a care service robot
capable of assisting the elderly when they stand is important, and many such assistive
devices have been developed and presented in previous works [4, 5].

In Japan, elderly people requiring assistance in daily life are classified into five
different care levels [3], where care level 1 is minor and care level 5 represents a seri-
ous condition. Generally, the elderly people whose care level is 1 or 2 have difficulty
in standing on their own but are able to perform normal daily life activities if standing
assistance is provided. However, in many cases, standing assistance devices provide
all the power necessary for the patient to stand and do not allow the patient to use
their remaining physical strength. Thus, the patient’s physical strength decreases [6].
In fact, between 2002 and 2003, more than 10 % of care level 1 patients were sub-
sequently assigned to higher care levels within the next year [3]. Thus, to improve
the quality of life of elderly patients with low care levels, assistive robots should use
the patient’s remaining physical strength. However, no studies have been conducted
toward this end.

Therefore, we have developed a novel assistive robot designed to aid patients
in using their own physical strength to stand [7]. The robot is based on a walker
(a popular assistance device for aged people in normal daily life) and uses a support
pad actuated by manipulators with three degrees of freedom (Fig. 1) to assist patients
in standing.

To maximally utilize the remaining physical strength of a patient while provid-
ing standing assistance, the robot is required to accurately estimate the physical
activity of the patient so that it may coordinate its assistive force accordingly. How-
ever, generally, it is difficult to conduct such estimates without biosensors such as
electromyographs (EMGs); furthermore, physical activity estimates with biosensors,
which must be attached to the patient, is impractical because assistance robots should
be low-cost and easy to use.

Previous works have proposed physical activity estimates using human models
comprising linkages and joints without the use of biosensors [8]. These schemes
evaluate the patient’s physical activity using joint traction, which is calculated using
the kinematic model as an index. However, many muscles generate human body
movements, and the maximum amount of traction that muscles can generate changes
according to the relative positions of the bones and muscles. Therefore, maximum
joint traction is not constant, but changes according to the patient’s posture. During
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a standing motion, a patient’s posture changes considerably, which should be taken
into consideration when evaluating a patient’s physical activity.

Therefore, in this paper, we propose a standing assistance scheme using a patient’s
physical strength, which is evaluated by means of real-time physical activity esti-
mates without additional biosensors. The paper is organized as follows: in Sect. 2,
we propose the estimate scheme for a patient’s activity according to their posture
during standing motion using a human musculoskeletal model of a lower limb, which
expresses a biarticular muscle function; in Sect. 3, we propose a standing assistance
control scheme on our robot, which uses a patient’s strength based on estimated
results; in Sect. 4, we provide experimental results obtained using our prototype; and
Sect. 5 concludes this paper.

2 Physical Activity Estimate

2.1 Overview of the Proposed Estimate Scheme

In the linkage model of a human body [9, 10], joint traction is used as an index of a
patient’s load. However, this index does not consider the posture of the patient, and in
some cases, this index diverges from the experience of nursing specialists, especially
when the patient is in a half-sitting posture. When the patient stands, the muscles
shown in Fig. 2 generate a lifting motion [11]. Many muscles (shown in Table 1)
are used to accomplish the standing movement, and the traction, which muscles can

Actuator 2

Actuator 1

Actuator 3

Link 1

L
ink 2

(a)

(b)

Fig. 1 Our developed robot for standing assistance. a Frame kinematic model. b Overview of our
robot
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Fig. 2 Muscle arrangements in the human leg

Table 1 Human leg muscles

No. Muscale actuator Physical areas (cm2)

1 Tibialis anterior (TA) 19.7

2 Gastrocnemius (GAS) 99.1

3 Soleus (SOL) 247.6

4 Rectus femoris (RF) 43.5

5 Vastus lateralis (VAS) 248.1

6 Semimenbranosus (SM) 60.2

7 Biceps femoris and short head
(BFSH)

8.7

8 Iliopsoas (IL) 23.0

9 Gluteus masimum (GMAX) 20.0

maximally generate, changes according to the relative position between frames and
muscles.

Thus, we propose a novel physical activity estimate scheme that takes all this into
consideration. In this paper, we focus on the traction of the knee and waist joints,
which are the main forces propelling patients to stand. Our proposed algorithm is as
follows:

• First, we derive the required traction (knee joint τ
req
k and waist joint τ

req
k ) to

accomplish a standing motion with our assistive robot.
• Second, we derive the maximum traction (knee joint τmax

k and waist joint τmax
k )

that the muscles can generate for the posture at the present time.
• Comparing the two derived tractions, we evaluate the physical activity of the

patient, μi , which demonstrates how much the patient is required their own phys-
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Fig. 3 Linkage model of a
human body
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ical strength as compared with their maximum power (1). i is the identification
character (for example, in the case of the knee joint, i is k):

μi = τ
req
i

τmax
i

. (1)

2.2 Derivation of the Required Traction

To estimate the applied load to each joint, we approximate human motion based on
the movement of the linkage model on a two-dimensional (2D) plane [9]. Using this
model, we can derive the traction of each joint and estimate the patient’s load.

The assistance system is designed in such a way that patients lean on a pad and
grasp an armrest while standing with our assistance (we will explain our prototype
more closely in the next section), which means that our system uses the pad to apply
force to the patient’s chest and the armrest to apply force to their forearm. These
forces move vertically (at the pad) and horizontally (at the armrest). Considering
these conditions, we propose a linkage model that approximates the human body
with our assistance device (see Fig. 3).

This model consists of six linkages. The armrest applies the assistance force
( farmrest ) to the center position of Link 1 and the support pad applies the force
( f pad) to the center position of Link 3. mi is the mass of the link (i = 1, . . . , 6) and
Ii is the moment of inertia. (xi , yi ) is the position of the center of gravity on each
link, and (xi , yi ) (i = a, k, w, s, and e) is the position of each joint. We assume that
each linkage is in pillar form with its mass distributed uniformly:
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Table 2 Human body parameters

No. Name M (%) C.G (%) K (%) Length (m)

1 Forearm 3.2 41.5 27.9 0.35

2 Humerus 5.4 52.9 26.2 0.39

3 Trunk 57 49.3 34.6 0.48

4 Femur 22 47.5 27.8 0.61

5 Leg 10.2 40.6 27.4 0.56

6 Foot 2.2 59.5 20.4 0.26

M The ratio of the mass of the body segment to that of the body
C.G. The ratio of segmental length, which shows the location of the center of gravity on the
longitudinal axis
K The ratio of the gyration radius of the body segment to the length of its segment

τ req
w = − (ys − yt ) fxarmrest − (xs − xt ) fyarmrest

+ (yw − y3) fxpad + (xw − x3) fypad
+ m3 {(yw − y3) ẍ3 − (xw − x3) (ÿ3 − g)}
+ m2 {(ys − yw) ẍ2 − (xs − xw) (ÿ2 − g)}
+ m1 {(ys − yw) ẍ1 − (xs − xw) (ÿ1 − g)} + I3θ̈3 − τ req

s

, (2)

τ
req
k = − (yw − yk)

(
fxarmrest + fxpad

)

+ (xw − xk)
(
fyarmrest + fypad

)

+ m4 {(yk − y4) ẍ4 − (xk − x4) (ÿ4 − g)}
+ m3 {(yk − yw) ẍ3 − (xk − xw) (ÿ3 − g)}
+ m2 {(yk − yw) ẍ2 − (xk − xw) (ÿ2 − g)}
+ m1 {(yk − yw) ẍ1 − (xk − xw) (ÿ1 − g)} + I4θ̈4 − τ req

w

. (3)

Here, we use body parameters chosen from a standard body of data from adult
Japanese males [10]; see Table 2. To derive the required body parameters for calcu-
lating the moment force, we measure the length of each body segment and the mass
of the entire body of each individual patient.

We know from previous research [12] that the maximum force that each muscle
can realize at the ankle joint is Fme1, Fme2, Fme3, Fmf 1, Fmf 2, and Fmf 3, and the output
distribution of the force at the ankle joint is expressed kinematically as a hexagon
(see Fig. 5).

The directions of Fme1 and Fmf 1 are parallel to the leg, the directions of Fme2 and
Fmf 2 are parallel to the straight line that connects the waist and ankle joints, and
the directions of Fme3 and Fmf 3 are perpendicular to the leg. Furthermore, Oshima
et al.’s previous research [12] demonstrates that there is a relationship between the
force output vector and the activation level, ηi , of the muscle working in the force
output direction. This relationship is shown in Fig. 4, and our system can estimate the
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Fig. 4 Musculoskeletal model considering the role of the antagonistic and biarticular muscles

activation level of each muscle using the output force at the ankle joint. For example,
when the output force is Fexample, as in Fig. 4, the direction of the force vector is
between e and f.

Therefore, the activation levels of each muscle are ηe1 = ηe3 = 100(%), η f 1 =
η f 3 = 0(%), and ηe2 = η f 2 = 50(%), as shown in Fig. 4.

Using this model, we propose a physical activity estimate scheme for a patient
according to their posture. First, our system calculates the required traction of the
waist joint, τ

req
w , and of the knee joint, τ

req
k , using Eqs. (2) and (3), respectively.

From the kinematic relationship shown in Fig. 4, the force output vector
(
fx , fy

)
at

the ankle joint is derived as

∣∣∣∣
τ
req
w

τ
req
k

∣∣∣∣
=

∣∣∣∣
l5 sin θ5 + l4 sin θ4 − (l5 cos θ5 + l4 cos θ4)

l5 sin θ5 −l5 cos θ5

∣∣∣∣ ·
∣∣∣∣
fx
fy

∣∣∣∣
. (4)
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Second, our system derives the distribution of the output force at the ankle joint
from the patient’s posture, and then adapts the force output vector

(
fx , fy

)
derived

from (4) to the hexagon from Fig. 4, which expresses the distribution of the output
force, and derives the muscle activation level, ηi , at this time.

We know from previous research [13] that the maximum force, Fmax
i , that a muscle

can generate is
Fmax
i = Aiσ, (5)

where Ai is the cross-sectional area of each muscle and σ is the maximum force that
the muscle can generate per unit area. In this study, we set σ = 50(N/cm2) [12] and
use the values shown in Table 1 for the cross-sectional area of each muscle [11]. i is
the identification number of the muscle.

When the muscle activation level is ηi , the maximum traction outputs of the waist
joint, τmax

w , and the knee joint, τmax
k , that the muscle can generate with the posture at

a given time is derived as

τmax
w = (

ηe1F
max
e1 − η f 1F

max
f 1

)
r

+ (
ηe3F

max
e3 − η f 3F

max
f 3

)
r,

(6)

τmax
k = (

ηe2F
max
e2 − η f 2F

max
f 2

)
r

+ (
ηe3F

max
e3 − η f 3F

max
f 3

)
r,

(7)

where r is the moment arm of each joint [14]. τmax
w and τmax

k change according to
the relative position between muscles and frames, which means that they reflect the
posture of the patient.

Using (2), (3), (6), and (7), we can derive the physical activity of the patient,
μi , as (1). If the physical activity (1) is a large value compared with the maximum
activity that the muscles can generate, then the load is evaluated as being heavy.
Usually, the patient does not use their maximum power, and in this study, we set the
threshold showing the capability of the patient as μmax = 40(%), which is based on
the opinions of the nursing specialists [12].

3 Assistance Control

3.1 System Overview

Figure 5a shows our proposed assistance robot. The system consists of a support pad
with three DOFs and a walker. The support pad is activated by our new assistance
manipulator, which has four parallel linkages [7]. The patient leans on the support
pad and grasps the armrest while standing with assistance (see Fig. 1b). In general,



A Standing Assistance Scheme Using a Patient’s Physical Strength … 145

Actuator1

Actuator2

Actuator3

Support Pad 
(3DOF)

Actuator1 and 2
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Motor Position
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Fig. 5 Prototype of the assistive robot. a The robot’s actuators. b The robot’s sensors

fear of falling forward during the standing motion reduces elderly patients’ standing
ability [15]. With the proposed scheme, patients can easily maintain their posture
during a standing motion without the fear of falling forward.

Figure 5b shows the prototype of the proposed robot. The prototype is able to
lift patients up to 180-cm tall and weighing up to 150 kg. Furthermore, because
of its actuated wheels, the prototype can assist patients in walking. To measure a
patient’s posture, the prototype has a force sensor and a laser range finder in its body
(see Fig. 5b).

Our physical activity estimate scheme, which is proposed in the previous section,
requires real-time data regarding its assistance force and the patient’s posture. To
measure its assistance force, our support pad has two force sensors on its body that
measure Fpad and Farmrest (see Fig. 5b). To measure the patient’s posture, we use a
laser range finder; thus, special markers do not need to be stuck onto the patient for
a motion capture systems.

3.2 Standing Motion as Recommended by Nursing Specialists

Previous studies have proposed many types of assisted standing. Based on Kamiya’s
experience as a nursing specialist, she proposed using the patient’s maximum strength
to stand, as shown in Fig. 6. For effective standing assistance, we use a control
reference, as shown in Fig. 7 [16]. Figure 7a shows the support pad’s position tracks,
and Fig. 7b shows its angle tracks. The movement pattern in Fig. 7b refers to the ratio
of the standing motion as determined by (8);
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ŝ = t

ts
. (8)

Here, ts is the time required to complete the standing operation, and t is the present
time.

3.3 Assistance Control Scheme Based on Physical Activity

In order to use the remaining physical strength of a patient, our assistance system
uses a novel combination of damping and position control [17]. Damping control is
suitable for controlling objects with contact. From (2) and (3), the assistance force,
Fy

(= fyarmrest + fypad
)
, in the lifting direction will reduce the required traction of

each joint (τ req
w and τ

req
k ) because the coefficients of Fy , − (xs − xw), and (xw − x3)

in (2) and (xw − xk) in (3) will be negative in the usual standing posture. Therefore,
we can expect that the damping control that increases Fy will reduce the required
load of a patient during standing motion.
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In our proposed control algorithm, if the physical activity of the patient is great,
our system uses the damping control to reduce the patient’s load. On the other hand,
if the activity of the patient is small, our system uses the position control, which
does not assist the force, but uses the remaining physical strength of the patient. In
our previous works, our system used joint traction as an index of the patient’s load
for this algorithm [17]. In this paper, we extended our assistance algorithm using a
proposed index of the patient’s physical activity defined in (1).

Furthermore, for practical use, our system equips two assistance modes. One is a
load-reducing mode. In this mode, our system assists the patient’s body to reduce the
fixed rate of the physical strength of a knee joint. The patient can set this fixed rate
according to their bodily situation and in this paper, and we call this fixed rate the
assistance force ratio. This mode is suitable for patients whose required care levels
are serious. The other is a rehabilitation mode. In this mode, our system assists the
patient’s body only when the required physical strength of the patient exceeds that of
which they are capable. The patient can set any value as the threshold and this mode
is suitable for patients who have enough dexterity to stand up and require limited
assistance.

3.3.1 Deriving the Reference

Before using the robot for assistance, we measure the height and mass of each patient
individually. The length of each body segment is derived based on Table 2 and used
by the reference generator as it derives the velocity control reference (9) of each
actuator (Nos. 1, 2, and 3) from the motion reference (shown in Fig. 6) using the
following equation:

vre f
i =

[
vre fi (0) , . . . , vre fi

(
ŝ
)
, . . . , vre fi (1)

]T
. (9)

Here, vre fi is the velocity control reference (i = 1, 2, 3), which is a function of the
movement pattern ŝ defined in (8). For more details regarding the calculation process,
please refer to our previous work [17].

3.3.2 Control Algorithm

Our system estimates the physical activity of the patient using the proposed scheme
(1) while assisting patients as they stand. Based on this estimate, the system selects
a suitable control scheme for damping and position controls. For this to happen, the
output of each actuator is derived using

vi = vre fi − B
(
Fy − Fy0

) − K
(
xi − xre fi

)
, (10)
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where Fy
(= fyarmrest + fypad

)
is the force applied to the vertical direction on the

support pad and armrest. xre fi is the angular position reference derived from (9), and xi
is the actual angular position. vi is the updated reference value that our system inputs
to the motor controller during the assisted standing motion. Fy0 is the coefficient and
force that the patient applies to the support pad while he or she stands. Using (10),
our system can switch between the position control mode and the damping control
mode.

3.3.3 Controller’s Parameter Coordination

B and K are constants used to coordinate the ratio between the damping and position
controls. Our system applies the damping control mode when the estimated physical
activity of each joint μi , which is defined in (1), exceeds the threshold, μmax. μmax

is derived in (11) in the case a in the load-reducing mode:

μmax = max
{
μk, . . . , μ j

}
. (11)

In the case of the rehabilitation mode, the patient may set the coefficient according
to their own body situation:

μmax
i = (1 − r) μi ; (12)

where r (0 ≤ r ≤ 1) is the assistance force ratio, which the patient can set.
To apply the damping control mode when the estimated physical activation, μi ,

exceeds μmax, the coefficient B that validates the damping control mode is derived
in (13): {

B = b (μi − μmax) i f (μi ≥ μmax)

B = 0 i f (μi < μmax)
(13)

On the other hand, the position control mode is always useful because it helps the
patient to maintain stable posture during motion. Therefore, we set the coefficient, K ,
which validates the position control mode to a constant. Please note that the values
of b and K are derived experimentally.

4 Experiments

4.1 Experimental Setup

To verify the effectiveness of our proposed scheme, eight subjects test the prototype
robot based on the proposed estimate scheme. Two subjects (Subjects A and B) are
young students and four subjects (Subjects C–F) are 54–72 years old with care levels
of 1 or 2. Two subjects (Subjects G and H) are hemiplegics aged 32 and 64 years.
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The young subjects (Subjects A and B) wear special clothing designed to limit their
motion in order to simulate an elderly person’s limited mobility [18].

Unless otherwise noted, each subject tests the following three cases five times.
In Case 1, the robot assists with the standing motion using only the position control
mode. Only subjects A and B test this case because the robot does not assist with
force and the subject is required to stand using only their own physical strength. In
Case 2, the robot assists the subject using our proposed scheme. In this case, the
robot uses the force control mode when the subject’s physical activity exceeds their
capability threshold. In case 2A (rehabilitation mode), we set the assistance ratio to
30(%), and in case 2B (rehabilitation mode) we set the threshold of the subject’s
capability to μmax = 40 % based on the opinion of nursing specialists [12]. In Case
3, the robot assists the subject with the force control mode as necessary, similar to
Case 2. The difference between Cases 2 and 3 is that in Case 3, the robot estimates
the physical activity of the subject using joint traction, as in our previous work [17].
In this case, we set the threshold of the subject’s capability as τmax

prev = 0.5(Nm/kg)
based on previous research [19].

In all cases, we use the standing motion recommended by nursing specialists [16],
as specified in Sect. 3.2.

4.2 Experimental Results

The subject stands up as shown in Fig. 8. Figure 9 shows the required traction, τ req
i , the

maximum traction, τmax
i (defined in (2), (3), (6), and (7)), and the estimated physical

activity of the subject, μi (defined in (1)) for each joint. As Fig. 8 shows, there
are different tendencies between τmax

i and μi . The estimated load μi increases—
especially at 40–75 % movement in a knee joint, around which time the subject
lifts their upper body and their load tends to be heavy. This result is similar to the
experiences of nursing specialists [8].

Fig. 8 Standing motion with our assistance robot (Case 1, Subject A). a 0(%). b 30(%). c 60(%).
d 100(%)
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Fig. 9 A required traction, a maximum traction, and the estimated physical activity. (Case 1, Subject
A). a A waist joint. b A knee joint
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Fig. 10 The estimated physical activity and the measured muscle activity during a standing motion
(Subject A). a Case 1 (without force assistance). b Case 2 (with force assistance)
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Fig. 11 Correct estimate ratio of the physical activity. a Case 2A (with proposed estimate, rehabil-
itation mode). b Case 2B (with proposed estimate, load-reducing mode). c Case 3 (with previous
scheme)

Furthermore, Fig. 10 shows the EMG data of a vastus lateralis (VAS) muscle that
is normalized by maximum voluntary contraction. This data reflects the activity of
the knee joint. The activity of the VAS muscle in Fig. 10a has the same tendency
as our proposed load-estimate index. In Fig. 10b, the estimated load exceeds the
threshold (μmax = 40(%)), and our robot assists with force for the standing motion.
Therefore, the load of the subject decreases during the knees’ 40–75 % movement.
These results show that our proposed load estimate scheme is effective.

Figure 11 shows the ratio, ρ, which shows the correct answer rate of the estimated
physical activity from (14):

ρ = tmatch

ts
, (14)

where ts is the time required to complete the standing operation and tmatch is the time
at which the estimated physical activity exceeds the threshold μmax and the measured
muscle activity exceeds this threshold as well.
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Fig. 12 Workload of the knee joint. a Case 2A (with proposed estimate, rehabilitation mode). b
Case 2B (with proposed estimate, load-reducing mode). c Case 3 (with previous scheme)

In Case 2A (Fig. 11a), our system uses the rehabilitation mode and the pro-
posed activity ratio μmax = 40(%) as an index of high physical activity; in Case
2B (Fig. 11b), our system uses the load-reducing mode with assistance ratio r = 0.3
as the index; in Case 3 (Fig. 11c), our system uses joint traction τmax

prev = 0.5(Nm/kg)
as the index.

These results show that our proposed physical activity estimate scheme (Cases
2A and 2B) is more accurate than the previous index using joint traction (Case 3).
Two subjects (Subjects G and H) are hemiplegics and the estimate results for both
cases are inaccurate because their standing motions were different from the motion
recommended by nursing specialists [16]; therefore, different muscles may be used
when they stand up. Future work will discuss the muscle model for hemiplegics.

Using the estimated physical activity of the subject, our robot assists with force
control only when necessary under the rehabilitation mode in Case 2A and the load-
reducing mode in Case 2B. As a result, Fig. 12 shows the maximum traction output,
τ
req
knee (peak load), which the subject is required to output to stand completely and

Fig. 13 shows the required output power for one standing motion of a knee joint.
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Fig. 13 Peak load of the knee joint. a Case 2A (with proposed estimate, rehabilitation mode). b
Case 2B (with proposed estimate, load-reducing mode). c Case 3 (with previous scheme)

From Fig. 12a, c, we see that the workload in Case 2A is larger than that in Case
3, which means that the subject uses more physical strength in the rehabilitation
mode with our proposed load-estimate (Case 2A). Furthermore, from Fig. 12b, c, we
see that the workload in Case 2B is smaller than that in Case 3, which means that
our system assists more efficiently in the load-reducing mode under our proposed
load-estimate scheme (Case 2B).

On the other hand, from Fig. 13a–c, we see that the peak load is almost the same
and does not exceed the capability of the subject, τmax

prev = 0.5(Nm/kg), which means
that our robot assists with enough force when necessary. These results show that our
proposed load-estimate method allows the robot to assist with standing in such a way
that the subject’s remaining physical strength is used as much as possible.

Finally, to investigate whether subjects find our assistance scheme oppressive, we
administer a questionnaire survey to all subjects, as shown in Fig. 14. This Japanese
questionnaire form is proposed by [20]. Figure 15 shows the questionnaire results.
From Fig. 15, we find that, using our proposed idea, the feeling of oppression arising
from a standing assistance system seems to be reduced. This means that our assistance
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Fig. 14 Questionnaire form. means uneasy and means safe. means uncom-

fortable and means comfortable. means the subject does not feel famil-

iarity and means he feels it. means the subject feels the robot is not

reliable and means he feels it is reliable. means the subject feels fear and
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Fig. 15 Questionnaire results of the 8 subjects (A–H)

fits the condition of using a subject’s physical strength, and that subject does not feel
fear of falling or other feelings of oppression. Thus, the proposed system succeeds
in leading the standing motion by the subject.

5 Conclusions

This paper proposes both a physical activity estimate scheme that considers muscle
arrangements and a novel assistance system that uses results of such estimates to
take advantage of a patient’s remaining physical strength in such a way as to prevent
their muscular strength from declining over time. By using our proposed scheme,
our system can reduce a patient’s load when the patient’s posture is such that it is
difficult to use any of the patient’s own physical strength.

In our system, the subject is required to set parameters, such as the cross-sectional
area of each muscle. Previous researchers have proposed a derivation method of
these values using easy gymnastics [11]. We plan to develop an automatic individual
parameter derivation scheme in future work.
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Multimodal Image Registration and Visual
Servoing

M. Ourak, B. Tamadazte, N. Andreff and E. Marchand

Abstract This paper deals with multimodal imaging in the surgical robotics context.
On the first hand, it addresses numerical registration of a preoperative image obtained
by fluorescence with an intraoperative image grabbed by a conventional white-light
endoscope. This registration involves displacement and rotation in the image plane as
well as a scale factor. On the second hand, a method is developed to visually servo the
endoscope to the preoperative imaging location. Both methods are original and dually
based on the use of mutual information between a pair of fluorescence and white-light
images and of a modified Nelder-Mead simplex algorithm. Numerical registration is
validated on real images whereas visual servoing is validated experimentally in two
set-ups: a planar microrobotic platform and a 6DOF parallel robot.

1 Introduction

This work is grounded into robot assisted laser phonosurgery (RALP). The current
gold standard procedure for the vocal folds surgery is certainly suspension micro-
laryngoscopy (Fig. 1a) which requires direct visualization of the larynx and the
trachea as proposed in [9]. This system is widely deployed in hospitals but it features
many drawbacks related to patient and staff safety and comfort. Therefore, alterna-
tive endoscopic approaches are under investigation: the extended use of the HARP
(Highly Articulated Robotic Probe) highly flexible robot, designed for conventional
surgery [6] or the use of an endoscopic laser micro-manipulator [17] (Fig. 1b). In
all aforementioned cases, cancer diagnosis can be performed thanks to fluorescence
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Fig. 1 Global view of the microphonosurgery system: a the current laser microphonosurgery system
and b the targeted final system

imaging [16], (a few) days before the surgical intervention. The latter is usually
performed under white-light conditions because fluorescence may require longer
exposure time than real time can allow. Therefore, during a surgical intervention the
fluorescence diagnosis image must be registered to the real-time white light images
grabbed by the endoscopic system in order to define the incision path of the laser
ablation or resection. Registration can be done either numerically or by physically
servoing the endoscope to the place where the preoperative fluorescence image was
grabbed.

In this paper, our aim is to control a robot based on direct visual servoing, i.e.
using image information coming from white light and fluorescence sensors. Several
visual servoing approaches based on the use of features (line, Region of interest
(ROI)) [2] or the image global information (gradient [11], photometry [3] or mutual
information [5]) can be used. Nevertheless, the use of mutual information (MI)
in visual servoing problems has proved to be especially effective in the case of
multimodal and less contrasted images [4]. In fact, these control techniques assume
that the kinematic model of the robot and the camera intrinsic parameters are at
least partially known, but would fail if the system parameters were fully unknown.
In practice, the initial position cannot be very distant from the desired position to
ensure convergence. To enlarge the stability domain, [12] proposed to use the Simplex
method [13] instead of the usual gradient-like methods (which require at least a rough
calibration of the camera and a computation of the camera/robot transformation).
However, the work in [12] relies on the extraction from the image of geometrical
visual features.

Furthermore, in the surgical robotics context, it is preferable to free ourselves
from any calibration procedure (camera, robot or robot/camera system) for several
reasons:

1. Calibration procedures are often difficult to perform, especially by non-
specialist operators i.e., clinicians.
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2. Surgeons entering in the operating room are perfectly sterilized to avoid any risk
of contamination, and then it is highly recommended to limit the manipulation of
the different devices inside the operating room.

For these reasons, we opted for uncalibrated and model-free multimodal registration
and visual servoing schemes using mutual information as a global visual feature and
a Simplex as optimization approach. Thereby, it is not necessary to compute the
interaction matrix (Jacobian image); the kinematic model of the robot may be totally
unknown, without any constraint in the initial position of the robot with respect to its
desired position. A preliminary version of this work was presented in [14] in the case
of planar positioning and is extended in this paper to positioning in the 3D space.

This paper is structured as follows: Sect. 2 explains the medical application of
the proposed approach. Section 3 gives the basic background on mutual information.
Section 4 presents a modified Simplex method. Section 5 describes multimodal reg-
istration and multimodal visual servoing. Finally, Sect. 6 deals with the validation
results.

2 Medical Application

The vocal folds are situated at the center and across the larynx and form a V-shaped
structure. They are used to create the phonation by modulating the air flow being
expelled from the lungs through quasi-periodic vibrations. They can be affected by
benign lesions, such as cysts or nodules (for instance, when they are highly stressed,
e.g. when singing) or, in the worst case, cancer tumors (especially for smokers). These
lesions change the configuration of the folds and thereby the patient’s voice. Nowa-
days, medical tools can be used to suppress this trouble and recover the original voice
in particular for cyst and nodules. Appeared in 1960, phonosurgery—the surgery of
the vocal folds—can be divided into laryngoplastic, laryngeal injection, renovation
of the larynx and phonomicrosurgery. Specifically, laser phonomicrosurgery con-
sists of a straight rigid laryngoscope, a stereoscopic microscope, a laser source, and
a controlled 2DOF device to orient the laser beam [8], as shown in Fig. 1a. Nev-
ertheless, the current system requires extreme skill from the clinician. Specifically,
high dexterity is required because both the laser source is located out of the patient,
400 mm away from the vocal folds. This distance increases the risk of inaccuracy
when the laser cutting process is running. Moreover, the uncomfortable position of
the patient’s neck in a straight position all along the operation can be traumatic. The
drawbacks of the conventional procedure are taken into account in the new set-up
developed within the European project μRALP, which consists on embedding all the
elements (i.e., cameras, laser and guided mirror) inside an endoscope Fig. 1b. More
precisely, the endoscope is composed of white light, high speed camera imaging
the laser evolution with 3D feedback to the clinician. Additionally, a low framerate,
high sensitivity fluorescence imaging system is to be used preoperatively to detect
cancerous lesions.
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The global approach is based on the use of 2 degrees of freedom (DOF) to guide the
laser along the trajectory drawn by the surgeon on a preoperative fluorescence image.
However, since the preoperative image is not necessarily taken by the same instru-
ment on the same location, this approach requires the preoperative fluorescence image
(where the surgeon decides the trajectory) and the white light image (where the con-
trol of the robot is developed) to be registered (Fig. 2). This can be done in two ways:
registration or servoing. Registration deals with the estimation of the transformation
between both images, which can then be used to morph the fluorescence image onto
the real-time endoscopic image flow (for instance, as an augmented reality). Visual
servoing deals with bringing the endoscope back to the place where the fluorescence
image was grabbed and stabilizing it in that configuration, which amounts to a phys-
ical registration and should turn useful in many other applications, such as surgery
in the stomach to compensate for physiological motions.

3 Mutual Information and Registration

In the literature, multimodal image registration has been widely discussed. Zitova
et al. [19] classified registration techniques for medical applications into two main
categories: area-based and features-based methods. In these cases, the registration
process follows mainly four steps: feature detection, feature matching, transforma-
tion estimation, and image resampling. As previously stated, our approach is based
on mutual information rather than geometrical visual features. Therefore, the most
critical steps (feature detection and matching) of a conventional registration method
are removed. Instead, from the joint and marginal entropy of two images, it is possi-
ble to compute their similarities. This means that the higher the mutual information
is, the better the images are aligned [4].

Fig. 2 Vocal folds endoscopic images: a white light endoscopic image, b fluorescence endoscopic
image [18]
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3.1 Mutual Information in the Image

Mutual information is based on the measure of information, commonly called entropy
in 1D signal. By extension, the entropy expression in an image I is given by

H(I) = −
NI∑
i=0

pI(i)log2(pI(i)) (1)

where H(I) represents the marginal entropy, also called Shannon entropy of an image
I; i ∈ [0, NI ] (with NI = 255) defines a possible gray value of an image pixel; and
pI is the probability distribution function, also called marginal probability of i . This
can be estimated using the normalized histogram of I.

Moreover, the entropy between two images I1 and I2 is known as joint entropy
H(I1, I2). It is defined as the joint variability of both images

H(I1, I2) = −
NI1∑
i=0

NI2∑
j=0

pI1I2(i, j)log2(pI1I2(i, j)) (2)

where i and j are the pixel intensities of the two images I1 and I2 respectively;
and pI1I2(i, j) is the joint probability for each pixel value. The joint probability
is accessible by computing the (NI1 + 1) × (NI2 + 1) × (Nbin + 1) joint histogram
which is built with two axes defining the bin-size representation of the image gray
levels and an axis defining the number of occurrences between I1 and I2.

From (1) and (2), the mutual information contained in I1 and I2 is defined as

MI(I1, I2) = H(I1) + H(I2) − H(I1, I2) (3)

and can be expressed using the marginal probability pI and joint probability
pI1I2(i, j), by replacing (1) and (2) in (3) with some mathematical manipulations

MI(I1, I2) =
∑
i, j

pI1,I2(i, j)log
( prI1I2(i, j)

pI1(i)pI2( j)

)
(4)

This cost-function has to be maximized if I1 and I2 are requested to “look like each
other”.

In practice, the cost-function computed using (4) is not very smooth. This creates
local maxima, hence complicating the convergence optimization process [4]. To
reduce the joint histogram space as well as the irregularities in the mutual information,
and thereby local maxima (at least for the less significant ones), Dawson et al. [7]
proposed to use the in-Parzen windowing formulation when computing the mutual
information:

Ib1(k) = I1(k)
Nc
rmax

and Ib2(k) = I2(k)
Nc
tmax

(5)
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where tmax = rmax = 255 and Nc are the new bin-size of the joint histogram and
Ib1, Ib2 are the new gray level value of I1 and I2, respectively.

In addition to re-sampling of the joint histogram, it is advisable to introduce
a filtering method based on B-splines interpolation in order to further smooth the
mutual information cost-function. As far as multimodal images are concern, the
abrupt change in the cost-function creating local maxima are flattened in order to
reduce again these irregularities. In practice, we opted for a third-order interpolation
ψ , which presents a good balance between smoothing quality and time computation.
Thereby, both marginal and joint probabilities become

pIb1Ib2(i, j) = 1

Nk

∑
k

ψ (i − Ib1(k)) ψ
(
j − Ib2(k)

)
(6)

pIb1(i) = 1

Nk

∑
k

ψ (i − Ib1(k, x)) (7)

pIb2( j) = 1

Nk

∑
k

ψ ( j − Ib2(k)) (8)

with Nk is the number of pixels in the new images Ib1 and Ib2 and ψ is the used
B-spline function.

4 Simplex-Based Registration

This section deals with the method for solving the mutual information maximization
problem. However, before describing the chosen optimization approach among the
many existing ones [10] to solve this problem, it is necessary to know the exact shape
of the cost-function in the case of bimodal images (fluorescence vs. white light) of
the vocal cords.

In practice, rather than maximizing mutual information, we minimize the cost-
function

f(r) = −MI[Ib1(r), Ib2] (9)

In the general case, because the mutual information depends on a Euclidean
displacement (i.e. in SE(3)) between both image viewpoints, the problem to solve is

r̂ = arg min
r∈SE(3)

f(r) (10)

where r is the camera pose with respect to the world reference frame, attached to the
fluorescence image.
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Fig. 3 MI cost-function in
nominal conditions
(representation of -MI)
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4.1 Cost-Function Shape

Figure 3 shows the computed cost-function in nominal conditions (i.e., the high def-
inition images shown in Fig. 8). It has a global convex shape but still has many
irregularities. Consequently, derivative based methods such as gradient descent could
not necessarily guarantee convergence. Thereby, an unconstrained optimization tech-
nique was chosen to overcome this problem, i.e., a modified Simplex algorithm.

4.2 Modified Simplex Algorithm

The Nelder-Mead Simplex algorithm [13] roughly works as follows. A Simplex
shape S defined by vertices r1 to rk+1 with k = dim(6) is iteratively updated until
convergence using four operators: reflection, contraction, expansion, and shrinkage
(see Fig. 4), defined on a linear space.

(a) (b)

(c) (d)

Fig. 4 Example of the Simplex steps: a reflection, b expansion, c contraction, and d shrinkage
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In order to apply this algorithm in the non linear Euclidean space, we represent
any rigid displacement r ∈ SE(3) as

r =
(

t
uθ

)
such that [r] de f=

([u]∧ t
01×3 0

)
de f= logmT (11)

where logm is the matrix logarithm and T is the 4 × 4 homogeneous matrix repre-
sentation of r.

Thus, the usual four steps of the Simplex S can be used:

reflection : rR = (1 − α)g + αrW (12)

where rR is the reflection vertex, α is the reflection coefficient and g is the centroid
between rG and rB .

expansion : rE = (1 − γ )g + γ rR (13)

where rE is the expansion vertex and γ is the expansion coefficient, and

contraction : rC = (1 − β)g + βrW (14)

where rC is the contraction vertex, and β is the contraction coefficient.

shrinkage : r′
G = (rG + rB)/2

r′
W = (rW + rB)/2

(15)

where the vertices are updated as: rG = r′
G and rW = r′

W .
Finally, the algorithm ends when val(S) ≤ ε where ε is a predefined eligible small

distance, val(S) is defined as

val(S) = max
(
dist(rW , rB), dist(rW , rG), dist(rG, rB)

)
(16)

and dist is the distance between two vertices. By convention, the vertices are ordered
as

f (r1) ≤ f (r2) ≤ · · · ≤ f (rk+1) (17)

where r1 is the best vertex and rk+1 is the worst vertex.
The minimization of the cost-function using the Simplex algorithm is shown in

Fig. 5. In our case, the Simplex was modified, by introducing the quasi-gradient
convergence instead of reflection stage method [15], in order to improve the con-
vergence direction of f (without getting trapped in local minima) when the con-
troller approaches the desired position. This combination of an unconstrained and
non-linear method with a quasi-gradient technique allows a higher rate, faster and
smooth convergence speed. This returns to combine the advantages of a Simplex
and gradient-based optimization methods.



Multimodal Image Registration and Visual Servoing 165

Fig. 5 Modified simplex
algorithm

Therefore, (12) is replaced with

rR = rB − αQ (18)

where Q is the quasi-gradient vector based on the diagonal elements of the vertices
matrix [15].

5 Registration Versus Visual Servoing

5.1 Image Transformation

First, the considered registration is defined as a rigid transformation between two
images. Let us assume the transformation r̂ ∈ SE(3) = R(3) × SO(3) between the
white light image Ib1 and the fluorescence image Ib2. Thereby, this transformation
can be estimated by minimizing the value of MI(Ib1, Ib2):

r̂ = arg min −MI[Ib1(r), Ib2] | r ∈ SE(3) (19)

where r is a possible rigid transformation.
The process allowing to carry out this registration is operating as follows: acqui-

sition of both white light image Ib1 and fluorescence image Ib2 then computing
MI(Ib1, Ib2). The obtained transformation r̂ from the first optimization is then applied
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Fig. 6 Possible evolution of
the simplex
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to synthesize a new image Ib1
(
r
)

from the image Ib1. These steps are repeated until
the predefined stop criterion is reached (Fig. 6).

5.2 Visual Servoing

Let us assume that we have the cost-function shown in Fig. 3, then our objective is
to find the global minimum

r̂ = arg min
r∈SE(3)

−MI [Ib1(r), Ib2] (20)

A first way to move the robot so that the current (smoothed) image Ib1 superimpose
onto the desired fluorescence (smoothed) image Ib2 is to use the look-than-move
approach: let the Simplex method converge, then apply r̂−1 to the robot and start
again (Fig. 7). However, this requires a very fine tuning of the Simplex algorithm.
The chosen approach allows interlacing the Simplex loop and the vision-based control
loop. At each iteration n, the Simplex provides rn

B, the best vertex so far, which is

associated to the best transformation 0Tn = e[rn
B], with [rn

B] =
([unθn]∧ tn

0 0

)
, from

Fig. 7 MI-based visual
servoing scheme
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the initial to the current pose thanks to the exponential mapping. Thus, applying
directly the Simplex would require displacing the robot by

n−1Tn = (0Tn−1
)−1 0Tn (21)

where 0Tn−1 = e

⎛
⎝[un−1θn−1]∧ tn−1

0 0

⎞
⎠

This displacement will not be applied to the complete transformation n−1Tn found,
because that may have the robot to take too large motion. Instead, we extract the screw
(�t, uθ)� associated to n−1Tn and convert it to a damped velocity over the sample
period Ts which is v = (

λ · �t
)
/Ts and ω = (

λ · u�θ
)
/Ts .

Applying this velocity to the robot requires to update the Simplex vertex rn
B

according to the current (estimated) transformation (Fig. 6):

(
rn

B

)update ⇔ 0Tn
update = (0Tn−1

)−1
e

⎛
⎝[ω]∧ v

0 0

⎞
⎠Ts

(22)

6 Real-World Validation

6.1 Planar Positioning

Numerical Registration

The proposed numerical registration method is validated using two vocal folds
images: real fluorescence and white light. These images taken from [1] were acquired
in two different points of view with known pose as shown in Fig. 8. It can be

(a) (b)

Fig. 8 a Fluorescence image Ib2 and b white light image Ib1
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(a) (b)

Fig. 9 Numerical registration results: a shows Ib1 integrated in Ib2, and b a zoom in the region of
interest

highlighted that r̂ between Ib1 and Ib2 includes four parameters (x , y, θ and zoom).
To be more realistic in our validation tests, we added a circular trajectory (i.e., vir-
tual incision mark done by a surgeon), to be tracked by the surgical laser spot, in the
fluorescence image delimiting the tumor (Fig. 8). Then by analyzing Fig. 9a, can be
underlined the continuity of the combination (Ib1 + Ib2), which relates to the high
accuracy of the registration method. This accuracy is clearly visible on the zoom in
the incision mark (Fig. 9b). For this example, the numerical values are summarized
in Table 1.

Visual Servoing

For ethical reasons, we have not yet performed trials in a clinical set-up. Therefore,
we validated the method on two benchmarks. The first one is a 3 DOF (x , y, θ )
microrobotic cell (Fig. 10).

Firstly, the MI-based visual servoing is validated on monomodal images in aim
to verify the validity of our controller. Figure 11a represents an example of white
light images registration in visual servoing mode. More precisely, Fig. 11a(a, b)
represent the initial and desired images, respectively. In the same way, Fig. 11a(c, d)
show the initial and final error Ib1 − Ib2. It can be noticed that the final position of
the positioning platform matches perfectly with the desired position indicating good
accuracy of our method.

Table 1 Numerical values of
r̂, ẑ (1pix = 0.088 mm)

DOF Real pose Obtained pose Errors

x (mm) −8.000 −7.767 0.233

y (mm) −12.000 −12.059 0.059

θ (deg) 12.000 12.500 0.500

z 1.09 1.089 0.010
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Camera

Vocal folds 
photography

 stage

x stage y stage

P1

P2

R1

R: revolute 

P: prismatic

Fig. 10 Global view on the 3DOF experimental platform

(a)
(a) (b)

(c) (d)

(a) (b)

(c) (d)

(b)

(c) (d)

Fig. 11 Image snapshots acquired during the SE(2) positioning: a white light versus white light
images, b white light versus fluorescence images. Velocities vx , vy and ωz (in µm/s, mrad/s) versus
iterations in the case of: c white light versus white light image, d fluorescence versus white light
image
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Figure 11c shows the evolution of the velocities vx , vy and ωz in the different
DOF versus number of iterations. It can be underlined that the developed controller
converges with accuracy in fifty iterations (each iteration takes about 0.5 s). Also,
the speed varies in the iteration 40 because the Simplex after initialization found a
new best minimum.

Secondly, vocal folds multimodal images are also used to test the proposed con-
troller. In this scenario, the desired image is in fluorescence mode (prerecorded
image) and the current images are in white light mode as it would be in the surgical
context. Figure 11b(a, b) show the initial image Ib1 and the desired image Ib2, respec-
tively. Figure 11b illustrate the error (Ib1 − Ib2) during the visual servoing process.
As shown in this figure, the controller converges also to the desired position with a
good accuracy. Note that the image (Ib1 − Ib2) is not completely gray (if two pixels
are exactly the same, it is assigned the gray value of 128 for a better visualization of
(Ib1 − Ib2), this is due to the fact that both images are acquired from two different
modalities, then the difference will never be zero (respectively 128 in our case).

In the same manner, Fig. 11d shows the evolution of the velocities vx , vy and ωz

with respect number of iterations. It can be also underlined that the controller con-
verges with the accuracy to the desired position despite the large difference between
Ib1 and Ib2.

Additional validation tests were performed to assess the repeatability and behavior
(convergence and robustness) of the controller. Therefore, for each test, the experi-
mental conditions (lighting conditions, initial position and image quality) were delib-
erately altered. Table 2 gives the results of a sample of these experiments.

Table 2 Repeatability test
for visual servoing (x , y,
error in mm, θ in ◦ and t in
seconds)

No. DOF Des. pos. Ini. pos. Error t

1 x 5.37 2.47 −0.33 25.2

y 2.94 0.66 0.37

θ −2.61 −8.43 2.51

2 x 4.02 −0.66 0.37 36.5

y −5.57 −5.05 1.45

θ 2.47 −5.05 2.41

3 x 6.05 3.14 0.16 49.2

y 1.47 0.21 0.88

θ −14.59 −24.19 0.64

4 x 4.09 2.1 0.17 36.3

y 2.12 0.44 0.4

θ 14.56 6.63 1.15

5 x 3 0.31 0.55 57.3

y 2.5 0.19 0.53

θ −4.81 14.53 0.83
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6.2 3D Positioning

Numerical Registration

This numerical registration was tested in the same condition as in the planar numerical
registration experiment. However, in this case the transformation between Ib1 and Ib2

is r̂ ∈ SE(3). As in the previous experiment, we use the fluorescence image (Fig. 12a)
versus white light (Fig. 12a) image, with circular trajectory of the laser spot draw
by the surgeon in both images. The initial Cartesian error between the desired image
Ib1 and the current image Ib2, was r = (30, 30, 40 mm, 4◦, 10◦, 5◦).

Again in this experiment we can see overlapping between the reference and the
transformed image in the combined image Fig. 13c. The resulting image is the sum
between a region of current image (Fig. 13a) and the transformed one with the
returned registration values (Fig. 13b) to show the continuity of the vocal fold shape.
Besides, the real final error is δr = (0.22, 1.29, 9.5 mm, 0.29◦, 0.86◦, 1.02◦), with a
computation time of 6.564 s.

Visual Servoing

The previous experiment on the visual servoing was extended to the 6 DOF robot
platform with an eye-to-hand configuration as shown in the Fig. 14 (left). The test

Fig. 12 a Fluorescence image Ib2 and b white light image Ib1

(a) (b) (c)

Fig. 13 Numerical registration results: a shows a sample region of Ib1, b shows a sample region of
Ib2 after applying the numerical registration transformation, and c the combination of the images
(a) + (b)
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Fig. 14 Global view on the 6 DOF experimental platform

(a) (b)

(c) (d)

Fig. 15 Image sequence captured during the positioning task. a Desired image Ib1, b current image
Ib2, c initial difference Ib1 − Ib2 and d final difference Ib1 − Ib2 showing that the controller reaches
the desired position
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consists in the validation of our controller without any information of the setup as
an interaction matrix or calibration parameters.

The approach consists of 3D positioning of the robot based on desired image,
Fig. 15a (planer image (i.e., photography of vocal fold)) from current image Fig. 15b
chosen arbitrary at the workspace of the robot. To do so, the robot is placed at an initial
position r = (−6, 6, 75 mm, −1◦, −1◦, −1◦) and must reach the desired position r∗ =
(6, −6, 74 mm, −4◦, 2◦, 1◦). While, the Fig. 15c presents the initial image difference
(Ib1 − Ib2) and Fig. 15d the final image difference when the controller reaches the
desired position. The positioning errors in each DOF are computed using the robot
encoders. The final error obtained is δr = (1.22, 0.352, 0.320 mm, 1.230◦, 1.123◦,
0.623◦). By analyzing this numerical value, it can be underlined the convergence of
the proposed method.

In Fig. 16a, b illustrate the velocities v evolution sends to the robot during the
positioning task relative to the number of iterations (each iteration takes 0.5 s). Fur-
thermore, the mutual information values evolution decay is presented in Fig. 16c
with respect to the number of iterations.

(a) (b)

(c)

Fig. 16 a Translation velocities v (in mm/s), b rotation velocities ω (in rad/s), c mutual information
values evolution
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7 Conclusion

In this paper, a novel metric visual servoing-based on mutual information has been
presented. Unlike the traditional methods, the developed approach was based only
on the use of a modified Simplex optimization. It has been shown that the designed
controller works even in the presence of many local minima in the mutual informa-
tion cost-function. Beside this, the controller has shown good behavior in terms of
repeatability and convergence. Also, we have validated the controller in SE(3) using
a 6 DOF robot.

Future work will be devoted to optimize the computation time to reach the video
rate and improve the velocity control trajectories.
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Trajectory Tracking Control of an Excavator
Arm Using Guaranteed Cost Control

Alexander Gurko, Oleg Sergiyenko, Juan Ivan Nieto Hipólito,
Igor Kirichenko, Vera Tyrsa and Wilmar Hernandez

Abstract Improving excavators control systems allows increasing efficiency and
productivity of these machines, reduces loads on an operator and improves his safety.
One of the stumbling blocks in the way of improving an excavator control system is
uncertainty of high dynamic loads during the bucket and soil interaction. Therefore,
this paper deals with the problem of robust trajectory tracking control of an excavator
bucket during digging. The optimal inverse kinematic solution is used to determine
the joint angles, given in the base coordinate system. To control an excavator arm
movement, the computed torque control with the guaranteed cost control is designed.
Themathematical tool of R-functions for state estimation of an excavator arm is used.
Simulation results and functional ability analysis for the proposed control system
are given. Some intermediate outcomes concerning the sensing part of the robotic
excavator prototype, that is being developed, are presented.
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1 Introduction

Increasing quality and productivity of construction and road-building works, as well
as theirs cost saving, require improving control systems of corresponding earthmov-
ing machines, and one of the most widespread of them is a hydraulic excavator.
Development of excavator control systems is also stimulated by the need to reduce
the load on the operator and improve his safety.

However, the problem of an excavator control is generally made complicated
by a range of factors that include a lot of nonlinearities and uncertainties such as
backlashes between machine parts, variability of the inertial and gravitational forces
with joint motions as well as variation of a fluid viscosity in hydraulic actuators,
oil leaks, etc. The problem is aggravated by external uncertainties such as high
dynamic loads during a bucket and soil interaction. Such nonlinear systems present
the designer with a difficult challenge, which researchers meet using a wide range
of approaches [1–12].

On the basis of aforementioned itmay be said that, among several tasks, in order an
excavator to be automated, the trajectory tracking control of excavator’s tool during
digging is one of the most fundamental and essential tasks.

Much research has been done on the design of the digging process control sys-
tem. For example, some works [1–3] describe PD and PID controllers application
to control a robotic excavator arm movement. Besides, in one of the papers [3] a
proportional-integral-plus (PIP) controller and a nonlinear PIP controller based on a
state-depended parameter model structure were offered.

In one of the works [4] a disturbance observer was offered in addition to PI-
controller to control a mini excavator arm. Along with the computed torque control,
the adaptive and robust controls of the excavator arm were designed in [5].

In [6] a fuzzy plus PI controller with fuzzy rules based on the soft-switch method
was developed. In [7] an adaptive fuzzy sliding mode control to realize the trajectory
tracking control of an automatic excavator was designed. Two controllers based on
fuzzy logic, including the fuzzy PID controller and fuzzy self-tuning with neural
network, were developed in [8] to control the electrohydraulic mini excavator. In
[9] the Time-Varying Sliding Mode Controller with fuzzy algorithm was applied to
the tracking control system of the hydraulic excavator. Time-delay controllers were
offered for motion control of a hydraulic excavator arm in [10, 11]. A time-delay
control with switching action using an integral sliding surface for the control of a
heavy-duty robotic excavator was offered in [12].

All these works have made a valuable contribution in solving the problem of
robotic excavator creating, but nevertheless, the development and improvement of
digging control systems is still a very important and urgent task, as evidenced by the
large number of new publications on this subject.

The focus of this paper is on the guaranteed cost control for the trajectory track-
ing control of the excavator arm during digging operation. The control guarantees
robustness against uncertainties of modelling and unexpected disturbances due to,
for instance, the bucket and soil interaction.
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2 Excavator Modelling

2.1 Modelling of an Excavator Arm

A normal excavator working mechanism is a 4 DOF hydraulic manipulator mounted
on a mobile base. The dynamic model of an excavator arm can be obtained using the
Lagrange equation and can be expressed concisely in amatrix form as thewell-known
equations for a rigid-link manipulator [13]:

D(θ)θ̈ + C(θ, θ̇)θ̇ + G(θ) + B(θ̇) = τ − τL , (1)

where θ, θ̇, θ̈ are the 4 × 1 vectors of the measured joint position, velocity and accel-
eration angles as shown in Fig. 1; D(θ) is the 4 × 4 symmetric, positive-definite
inertia matrix; C(θ, θ̇) is the 4 × 4 Coriolis and centripetal matrix; G(θ) is the 4 × 1
vector of gravity terms; B(θ̇) is the 4 × 1 vector of frictions; τ is the 4 × 1 vector
specifying the torques acting on the joint shafts; and τL is the 4 × 1 vector repre-
senting the interactive torques between the links and environment during the digging
operation. As research suggests [14–17] the main contribution to the torque τL cre-
ation is made by the Digging Resistance Force Fr . The force Fr will be defined in
the next section.

For convenience, the dynamic equation (1) can be rewritten as follows:

D(θ)θ̈ + N (θ, θ̇) + τL = τ, (2)

where N (θ, θ̇) = C(θ, θ̇)θ̇ + G(θ) + B(θ̇).
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Fig. 1 Coordinate frames of an excavator
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As a rule, a skilled operator combines parts of an excavator work cycle, e.g.
lifting the bucket loaded with soil and swinging the base towards a vehicle. Here, for
simplicity we will suppose that during the digging operation the joint variable θ1 is
not changed, it is therefore assumed that θ̇1 = θ̈1 = 0.

2.2 Digging Resistance Force

Digging by an excavator is performed due to the bucket movement in two directions.
The main movement, named lifting, cuts a slice of soil. The second movement (pen-
etration) is perpendicular to the main movement and regulates the thickness of the
cut slice of the soil.

During digging soil by an excavator the resistance force Fr acts at the cutting edge
of the bucket teeth (Fig. 2). Fr is a resultant reaction force of the tangential Ft and
the normal Fn forces. There are a lot of equations that model these forces [14, 16,
18], but the simplest ones and at the same time accurate enough are Dombrovskyi
equations.

According to Dombrovskyi [14, 18], the tangential force can simplistically be
determined as

Ft = kcbh, (3)

where kc is the specific cutting force in N/m2 that takes into account soil resistance
to cutting as well as all other forces (frictional resistance of the bucket to the soil,
resistance to the movement of the prism of soil etc.); h and b are the thickness and
width of the cut slice of soil.

The normal component Fn is calculated as:

Fn = ψFt , (4)

Fig. 2 Bucket and soil
intersection
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where ψ = 0.1 − 0.45 is a dimensionless factor depending on the digging angle,
digging conditions and the cutting edge where ψ = 0.1 − 0.45. Higher values of
ψ correspond to blunting of the bucket teeth edge.

It should be noted that the factors kc, ψ and the soil density ρs can vary within
wide ranges.

Thus, the torques of resistance forces for each link of an excavator arm can be
calculated as:

τL =
⎡
⎣
1 1 1
0 1 1
0 0 1

⎤
⎦

⎡
⎣

�τL2
�τL3
�τL4

⎤
⎦ , (5)

where �τL4 = l4 (Ft sin θb −Fn cos θb); �τL3 = −l3 ( Ft sin(θ4 − θb) + Fn cos
(θ4 − θb) );�τL2 = l2 (Ft sin(θ34 − θb) + Fn cos(θ34 − θb)); θb is the angle between
the axes x4 and the direction of the force Ft (Fig. 2); θ34 = θ3 + θ4 (Fig. 1); l j , j = 2, 4
are the lengths of the excavator arm links.

It is obvious that using more accurate models of a bucket and soil interaction, for
example, given in [16], it is still possible to improve the performance of the proposed
control system.

2.3 Controller Model

In classical case of manipulator control, the computed-torque control (CTC) and
computed-torque-like controls are widely used. The equation for the CTC is given
by Spong [13]

u = D(θ)a + N (θ, θ̇) + τL , (6)

where u is the control vector; a = θ̈
d + Kvė + Kpe;Kp and Kv are symmetric

positive-definite matrices; e = θ
d − θ is the position error vector; ė = θ̇

d − θ̇ is the
velocity error vector; and superscript “d” means “desired”.

As far as the values of the parameters in (2) are not known exactly due to the
uncertainties in the system, we have to rewrite the control (6) as

u = D̂(θ)a + N̂ (θ, θ̇) + τ̂L , (7)

where the notation ˆ( ) represents the estimates of the terms in the dynamic model.
Having substituted (7) in (2), we can obtain θ̈ = a − η, where η is the uncertainty.

Hence, ë = θ̈
d − a + η. We can set the outer loop control as θ̈ = a + δa, where δa

is to be chosen to guarantee robustness to the uncertainty effects η. By taking x =
[ eT ėT ]T as the system state, the following first-order differential matrix equation
is obtained:

ẋ = Ax + B(η − δa), (8)
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where A and B are the block matrices of the dimensions (6 × 6) and (6 × 3) respec-
tively:

A =
[
0 I
−Kp −Kv

]
; B =

[
0
I

]
.

Thus, the issue of the control of an excavator arm movement is reduced to finding
an additional control input δa to overcome the influence of the uncertainty η in the
nonlinear time-varying system (7) and to guarantee ultimate boundedness of the state
trajectory x in (8).

3 Controller Design

3.1 Trajectories planning

Before development of control system as a subject to improve excavator dynamics,
it is necessary to solve the problem of its kinematic control. In [19] an optimal solu-
tion of the trajectories planning task for robotic excavator that provides bucket teeth
movement along the desired path was considered. As optimality criterion the mini-
mizing quadratic function (9) of joint angles associated with the respective weights
was accepted:

J0 =
4∑
j=2

γ j · (
θ
I
j − θ

0
j

)2 →
θ∈�θ

min, (9)

where θ
0
j and θ

I
j are the initial and the final values of the angles θ j , j = 2, 4, respec-

tively (Fig. 1); γ j are the weighting factors, that prioritize the angles changing θ j ;
�θ is the given subset.

To solve the problem (9) it is necessary to solve the matrix equation (10):

Hi�i = Fi , (10)

where�i = [� θ
i
2 � θ

i
3 � θ

i
4]T ;� θ

i
j are increments of the joint angles of an exca-

vator arm at each step i in time domain; Fi = [−�xib �zib]T ; �xib and �zib are
increments of a bucket teeth coordinates in a Cartesian frame at each i-th step in
time domain;

Hi =

⎡
⎢⎢⎢⎣

4∑
j=2

l j sin αi−1
j

4∑
j=3

l j sin αi−1
j l4 sin αi−1

4

4∑
j=2

l j cosαi−1
j

4∑
j=3

l j cosαi−1
j l4 cosαi−1

4

⎤
⎥⎥⎥⎦ , α j =

j∑
k=2

θk, j = 2, 4.
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To solve such underdetermined systems as (10) either the Moore-Penrose
pseudoinverse or the Tikhonov regularization methods are used. Here, taking into
account the specifics of the issue, we will use the Tikhonov regularization method.
Using this method we can write the original Eq. (10) in the following form

(
HT
i Hi + λ�

)
�i = HT

i Fi , (11)

where λ is an arbitrary small positive parameter that provides stability of the matrix
(HT

i Hi + λ�)−1 computation; � is the square 3 × 3 matrix.
In classical problems the matrix � has equal diagonal elements. Taking into

account the specifics of the vector �i , we will use the diagonal matrix � where
non-zero elements are determined as:

(�) j−1, j−1 = γ j , j = 2, 4. (12)

If the values of γ j are known, solution of (12) is trivial. We offer to determine the
weighting coefficients γ j in the following way. The value of γ2 is selected wittingly
large to minimize the boom motion. Values γ3 and γ4 depend on the method of
digging:

• when digging with the bucket γ3 � γ4;
• when digging with the stick γ4 � γ3;
• when excavator digs simultaneously with the stick and with the bucket, the γ3
and γ4 ratio is chosen to equate the maximum angular acceleration of ε3 and ε4.
Accelerations ε j are calculated by the well-known formula:

εij = θ
i−1
j − 2 θ

i
j + θ

i+1
j

�t2
. (13)

3.2 Robust Control

For an additional control δa determining, we propose the optimal guaranteed cost
control approach. According to this approach, it is assumed that uncertainties in the
system are known with accuracy to a certain guaranteed bounded set. During the
control system operation the new sets representing the estimates of the system state
are built. The advantage of this approach is in providing an upper bound on a given
performance index and thus, the system performance degradation incurred by the
uncertainties is guaranteed to be less than this bound [20].

Let’s derive the digital version of the Eq. (8) for the digital control system imple-
mentation [21]:

xk+1 = Adxk + Bd{ηk − δak} (k = 0, 1, . . . , n − 1), (14)
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where Ad and Bd are the digital versions of matrices A and B in (8); the uncertainty
ηk is bounded by the known set �η

k ; k—moments of quantization.
Control is formed on the basis of joint angles θ measurements, which are repre-

sented in the form of the vector yk :

yk = Cd(xk + vk), (k = 1, 2, . . . , n − 1), (15)

where Cd is the output vector; vk is the vector of measurement noises bounded by
the known set �v

k .
In (14) and (15) Ad , Bd are assumed to be controllable, and Ad , Cd are assumed

to be observable.
We assume theminimizing of the following cost function as the aim of the control:

Jk(xk, δak) = Vk(xk+1) + k
ω(xk, δak), (16)

where Vk is Lyapunov function that allows estimating the quality of the further
excavator arm motion in the absence of perturbations; ωk is the given function,
which defines the control costs and assigns limitations on their value.

Lyapunov function can be defined as a quadratic form

Vk(xk) = xTk Pxk, (17)

where P is the 6 × 6 symmetric, positive-definite matrix, i.e. P = PT > 0.
For the well-posed problem (16) formulation, information about the uncertainty

ηk has to be redefined. As far as the ηk can take on any value inside the set �
η

k , we
have to consider the values maximizing the cost function (16).

Moreover, the fact that ηk and vk belong to the proper sets �
η

k and �v
k enables

to suppose that as a result of measurement (15) of the excavator arm joint angles θ,
information about the current state is obtained in the form of the set xk ∈ �r

k . For the
additional control δa determining the point estimation of xk ∈ �r

k is required. For
this purpose we will consider the point maximizing the cost function (16). So, the
objective of the additional control δak is to solve the following task:

min
δak∈�u

k

max
ηk∈�

η

k

max
vk∈�v

k

max
xk∈�r

k

Jk(xk, δak). (18)

It’s obvious that the task (18) solution guarantees the proper excavator control
system performance that depends on Jk at any allowed ηk and vk .

The description of the sets of the possible states of the excavator arm will be
carried out according to the following algorithm [20].

1. Let there be an estimate of the excavator arm state as xk ∈ �r
k at an arbitrary

moment of quantization k. The transformation (19) should be realized to find the
set of states �

f
k,k+1

�
f
k,k+1 = Ad�

r
k, (19)
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where �
f
k,k+1 is a prediction of possible system states x f

k+1 ∈ �
f
k,k+1 at the [k +

1]th moment to which it must transit moving freely from the state xk ∈ �r
k .

2. A new set �w
k,k+1 of possible system states is developed by transformation (blur-

ring) of the set of states �
f
k,k+1:

�w
k,k+1 = �

f
k,k+1

⋃
Bd∂�

η

k , (20)

where ∂�
η

k is the aggregate of boundary elements of the set �
η

k . Thus, the set
�w

k,k+1 is a prediction of the excavator arm state at the [k + 1]th moment with
allowance for the influence exerted by uncertaintiesηk on the values of parameters
of vector x f

k+1.
3. The value xuk+1 ∈ �w

k,k+1 of the system state is found. The xuk+1 is used for an
additional control δak determined to solve the task (16).

4. Moving set �w
k,k+1 by the additional control δak is provided and a new set �u

k+1
is constructed. The set �u

k+1 is an estimation of the system state to which it must
transit at the [k + 1]th moment under δak and ηk action.

5. The newmeasurement of joint angles θk is carried out to find a posteriori estimate
xk+1 ∈ �r

k+1 of the system state at the [k + 1]th moment:

�r
k+1 = �u

k+1

⋂
�v

k+1. (21)

Further, the mentioned procedure is repeated iteratively.

4 Determination of a Set of Possible States

Until recently linear matrix inequalities have been used to construct sets of control
system possible states. In [22] we offered to use R-functions for this purpose.

The R-function ϕ(xk) of the set �k has the following properties:

⎧⎨
⎩

ϕ(xk) > 0, when xk ∈ �k,
ϕ(xk) = 0, when xk ∈ ∂�k,
ϕ(xk) < 0, when xk /∈ �k

⋃
∂�k,

where ∂�k is the aggregate of boundary elements of set �k .
Let’s denote R-functions of sets �r

k , �
f
k,k+1, �

η

k , �v
k , �u

k and �w
k,k+1 as ϕr (xk),

ϕ f (xk), ϕ
η(xk), ϕv(xk), ϕu(xk) and ϕw(xk). For instance, set �r

k is constructed using
the following R-function:

ϕr (xk) = ϕu(xk)∧
R

ϕv(xk), (22)
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where ∧
R
is the R- operation of conjunction:

ϕu ∧
R

ϕv = ϕu + ϕv −
√

(ϕu)2 + (ϕv)2. (23)

Using R-functions significantly simplifies the estimation of sets of an excavator
arm states. For instance, the simple MATLAB code:

f(1)=P(1)+P(3)-sqrt(P(1)ˆ2+P(3)ˆ2);
f(2)=f(1)+P(4)-sqrt(f(1)ˆ2+P(4)ˆ2);
f(3)=f(2)+P(5)-sqrt(f(2)ˆ2+P(5)ˆ2);
f(4)=f(3)+P(6)-sqrt(f(3)ˆ2+P(6)ˆ2);
f(5)=f(4)+P(2)-sqrt(f(4)ˆ2+P(2)ˆ2);

allows building the hexagon set. In the code P(k) is a straight-line equation, that
contains the k-th side of hexagon. Using Linear Matrix Inequalities for this purpose
gives a more complex code.

5 Simulations

Simulation study of the excavator arm motion with the numerical values given in
Table1 [1] was performed in MATLAB.

A desired bucket trajectory is presented in Fig. 3.
The desired joint angles θ j , j = 2, 4 were calculated by the Eq. (11) and are

shown in Fig. 4.
At simulating only the joint angles θ j , j = 2, 4 have been measured. It was

assumed that the measurement noise is in the foregoing range |vi | ≤ 0.5◦ and is
subject to the uniform distribution law. The resistance forces, experienced when the
bucket penetrates into the soil, are calculated by (3)–(4).

Loam as the type of soil has been considered; the loam density varied arbitrarily
in the range 1600 ≤ ρs ≤ 1900 kg/m3. The exact value of the force kc in (3) was
considered to be unknown except for the fact that it belongs to the set 117600 ≤
kc ≤ 245000N/m2. The value of the factor ψ in (4) was assumed to be 0.25. Change
of the bucket mass has also been taken into account. The true load torques τL acting
at the links are shown in Fig. 5.

As the aim of the control the task (16)–(18) solution has been assumed, where
Vk = xTk+1Pxk+1; ωk = δakT Rδak ; R = diag{0.7, 0.5, 0.2} and

Table 1 Excavator parameters

Link Mass (kg) Inertia (kgm2) Length (m)

Boom 1566 14250.6 5.16

Stick 735 727.7 2.59

Bucket 432 224.6 1.33
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Fig. 3 Desired bucket
trajectory
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Fig. 6 Joint angles tracking
errors versus time

t, s 

0 2 4 6 8 10
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

T
ra

ck
in

g 
er

ro
r,

 d
eg

Boom
Stick
Bucket

P =

⎡
⎢⎢⎢⎢⎢⎢⎣

3.2 0 0 1.12 0 0
0 3.2 0 0 1.12 0
0 0 3.2 0 0 1.12

1.12 0 0 1.86 0 0
0 1.12 0 0 1.86 0
0 0 1.12 0 0 1.86

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Sampling time was Ts = 0.1 s. For the sets of the system possible states R-
functions have been used.

The simulation results are presented in Figs. 6, 7 and 8. As depicted in Fig. 6, the
joint angles tracking errors are less than 0.1, 0.2, and 1 degree for the boom, the stick
and the bucket, respectively.

In Fig. 7 the predicted sets of possible states �r vs. the true system states Xt at
t = 4 s are shown. It corresponds to the maximum value of the bucket tracking error.
To determine the sets �r expressions (19)–(21) have been used.

The digging error is less than 1.2cm or 3.5% (Fig. 8).
The simulation results illustrate that the proposed controller provides high quality

of digging under uncertainties.

6 Sensing

6.1 Joint Angle Sensor

To test the aforementioned control system the robotic excavator prototype is being
created. To realize the control it should take the current information about joint angles
from corresponding sensors as well as excavator position from the Laser scanning
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Fig. 7 Predicted sets �r and
the true system states Xt :
a—for the boom; b—for the
stick; c—for the bucket
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Fig. 8 Digging error
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Technical Vision System (TVS). The positioning system is to form a same depth
plane in a wide area at work sites with uneven ground and when the excavator body
height changes when the machine body moves [23]. In this section we present some
results concerning the sensing part of the robotic excavator prototype.

The most commonmethods to sense joint angles are to use position sensors inside
hydraulic cylinders and accelerometers. Thedownside of these sensors is that position
sensing can be noisy [24]. For noise elimination various kinds of software (digital
filters) and circuitry solutions are implemented. For example, in [25] a method for
measuring the rotation angles based on the processing of signals from the pair of
accelerometers located on adjacent links is proposed. However, the accelerometer
noise remains a serious problem.

An alternative is to use potentiometers for our robotic excavator prototype. These
sensors produce a signal that is proportional to joint displacement. But as the prac-
tice shows, the static characteristic of these sensors can be significantly different
from the linear ones. The maximum scatter linearly depends on the function of the
angle, resistance and the tracks size of potentiometers [26]. Therefore, for successful
operation of the control system, sensors have to be calibrated.

Calibration is establishing relationship between the sensor output and input, and
its data is used for potentiometers characteristics linearization in smart sensors. Cali-
bration is performed as follows (Fig. 9). The position of the stepper motor (SM) shaft
changing within the range from 0◦ to 310. . .350◦ is transmitted to the potentiometer
shaft (R). Microstepping modes of polyphase stepper motors allow obtaining the
accuracy of angular positioning within the range of 0.25–0.5◦.

Information about changing the SM shaft angle is fed to the microcontroller unit
(MCU), but data from the potentiometer—to the ADC. Obtained from the ADC code
values N (Table2) are fed to a microcontroller, which compares values N with the
SM reference values, and are transmitted to the PC for graphical (Fig. 10) or tabular
representation.
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ADC

MCUSM R

reference

PC

α
U(α) N(α)

Fig. 9 The diagram of potentiometers calibration

Table 2 Experimental data

Angle (deg.) N Angle (deg.) N Angle (deg.) N

0 0 90 162 180 746

10 0 100 228 190 807

20 0 110 289 200 870

30 0 120 356 210 924

40 18 130 423 220 951

50 33 140 488 230 970

60 52 150 554 240 989

70 73 160 619 250 1004

80 103 170 683 260 1016

Fig. 10 Linearity graphs of three single-type potentiometers
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Each item of the single-type sensors has individual characteristics which are sig-
nificantly different from the nominal (Fig. 10). This problem is solved by the char-
acteristics linearization using microcontrollers.

To plot the sensor characteristic with sufficiently small step of tabular represen-
tation (Table2) a linear interpolation can be used to find the value y(x) according to
a well-known relationship:

y − f (x0)

f (x1) − f (x0)
= x − x0

x1 − x0
, (24)

where x0 ≤ x ≤ x1.
Step data tables can be fixed (Table2) or variable. The characteristic (Fig. 11,

curve 1) being plotted from experimental data taking into account the amplitude
quantization step in the ADC, has a marked non-linear character. Curve 2 in Fig. 11
shows the ADC code increments which correspond to specific values of angles.

Analyzing Fig. 11 the characteristics, close to linear parts of the potentiometer
curves, can be detected. It is obvious that it is preferred to use the sensor in this
operating range of angles. The inappreciable nonlinearities of the characteristics in
this range can be eliminated relatively simple by using expression (25):

y = f (x0) + f (x1) − f (x0)

x1 − x0
(x − x0). (25)

Modern microcontrollers with embedded or external ADC can perform the men-
tioned conversion in real time.
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Fig. 12 Excavator positioning by the laser scanning TVS

6.2 Laser Scanning Technical Vision System

In [19] for the purposes of excavator control we introduced the TVS (Fig. 12) that
uses the dynamic triangulation principle, has the object tracking offset accuracy less
than 1% for the central sector of field-of-view (FOV), this accuracy being valid only
at the distance of 3–5m.

The TVS is fixed on the ground, in a lateral view of the excavator bucket working
zone (as shown on Fig. 12). Initial imperfections in TVS’s coordinate system posi-
tioning can be detected by accelerometer platform with efficient noise filter. These
none zero initial values ofRPY-angles can bemeasured and used as correction factors
for automatic coordinate system self-calibration.

The TVS based on original principle (see Fig. 13) of dynamic triangulation [27]
is able to detect with metrological accuracy the 3D coordinates of up to 1000 points
per second inside predetermined FOV (frame).

Dynamic triangulation consists of detection of laser instantly highlighted point
coordinates based on two detected angles Bi j and Ci j (here ij means the number of
horizontal and vertical scanning steps consequently) and fixed distance a between
a projector and a receptor. Such triangle’s lifetime is about 0.039 × 0.5/2000 ≈
0.00000975s (where 0.039s is minimal time of semi-sphere scanning at 7–13 rev/s
motor speed; 0.5cm is averaged laser spot size on experimental striking distance,
and 2000cm is the selected frame width). In such triangle (Fig. 13) if 3 parameters
are known, it makes possible to calculate all others. Angle Bi j is calculated as simple
ratio of two counters codes: number of clock pulses between two home pulses and
in interval ‘home pulse—spot pulse’.

TVS measurement accuracy can also be improved (Fig. 14) by neuronal network
methods implementation [28] in fast postprocessing.
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Fig. 13 Dynamic triangulation Principle of laser scanning TVS

Fig. 14 Comparison graph
of object’s real, measured
and corrected coordinates
with the TVS (scale in m)

7 Conclusions

The motion control system of an excavator has been developed for the purpose of
improving digging work efficiency. For this the optimal solution of the trajectories
planning, the dynamics model of an excavator arm, and also the model of the bucket-
soil interaction were considered, and it was assumed that the parameters of the
latter are not precisely known and can vary according to the uniform law within
the specified range. The same suggestion was made for the joint angles sensors. To
compensate these uncertainties the control based on guaranteed cost control was
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designed. The practical value of the proposed controller is in providing an upper
bound on a given performance index at any uncertainties from the given bounded
set, as well as in requiring a relatively low computational capability compared to
other reviewed methods. The controller can have other applications, for instance, in
automotive industry [29].

Some simulation work was conducted to demonstrate that the proposed system
good tracking performance is gained in execution of excavation taskswith soil contact
considerations.

In addition, some results concerning the preparation of the measurement part of
the robotic excavator prototype, which is being developed, is described.

The presented work can be extended in a number of ways.
We will take into account the dynamics of the hydraulic actuators with their

nonlinearities, leakages and uncertainties. Parametric uncertainties of the excavator
arm dynamic model will also be considered.

Since the uncertainties do not always tend to maximize the cost function, the
implementation of an additional circuit of adaptation, which adjusts the bounds of
sets of uncertain parameters, is desirable, e.g. one that relies on measurements of
digging forces. In future it is planned to conduct the experimental study as well.
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Computation of Curvature Skeleton
to Measure Deformations in Surfaces

Carlos M. Mateo, Pablo Gil and Fernando Torres

Abstract This work presents a method to analyse 3D flat objects and to measure
variations of its surface. The method represents of the objects using processsing
techniques based on point cloud. The proposed method is focused on the deformation
detection of elastic objects which are formed by flat faces. These deformations are
usually caused when two bodies, a solid and another elastic object, come in contact
and there are contact pressures among their faces. Our method describes an algorithm
to estimate the deformation shape. It is done by calculating its skeleton. Particularly,
the algorithm calculates the curvature values of the surface points on the object
using an analysis of eigenvectors and eigenvalues. Afterwards, the points of the
similar curvature are grouped in level curvatures. Finally, a set of the minimum path
among level curvatures are calculated to obtain the skeleton. The paper shows a set of
experiments which simulate the deformations caused by a robot hand in manipulation
tasks of flat objects.
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1 Introduction

Generally, researchers about robotic manipulation have been focused to recognize
rigid objects such as solids [1, 2]. But, in recent years, the manipulation process
has changed to recognize articulated objects [3], deformable objects [4] such as soft
objects [5] semi-solids such as organic material [6] or tissue [7]. Therefore, three
basic types of rigid objects can be considered solids, elastics and deformable objects.

The object rigidity can be mathematically measured with three different inter-
pretations: stiffness which is dependent on the force and the size of area where it
is applied, hardness which defines the forces required to penetrate the material and
toughness which is the amount of energy that a material can tolerate before it can be
fractured.

Using tactile and/or force control is usually to manage the grasping processes
[8]. Thus, a robot hand is able to do task manipulation of objects applying forces
that is not usually enough large to break the surface structure or to drill it. In a
rule, the forces never exceed a value which can cause a rupture or penetration.
Notwithstanding, this is a complex task in which just the tactile control does not
allow us to avoid deformations. More data are required to control the manipulation
process if the deformations wish be controlled and measured [9]. Sometimes, the
tactile and force information is poor, inconsistent or ambiguous to detect and analyse
deformations in an object which is being manipulated [10]. In contrast to [11], the
goal of this paper is to model and identify deformation in semi-solids with elastic
properties from contactless sensors. Thus, visual sensors can assist to other sensors
[1, 12, 13]. Firstly, they built a geometrically modeled object and secondly, they
identify the object deformation for comparison between points of surface with and
without deformation.

Consequently, the elastic object can be construed just as a stiff object because
there is not surface penetration or rupture of its structure. The elastic modulus has
often been used to measure the stiffness properties in the study of materials when they
are known. The elastic modulus measures the applied force per unit area to deform
an object surface. However, the elastic modulus cannot be used when the objects
were made with an unknown material. In this paper, the stiffness can be measured
by the curvature in surface points from the object geometry. The curvature features
are computed from mesh points which models the object surface.

The paper is structured as follows: the concept of curvature to measure curves by
means differential geometry is shown in Sect. 2. In Sect. 3, we present the method
based on surface variation to model surfaces, detect and measure deformation in
those. Experimental results of the deformations caused in virtual robot manipulation
tasks are shown in Sect. 4. Finally, Sect. 5, contains the conclusions.
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2 Mathematical Approach to Compute Curvature
of Surfaces

In this paper, the differential geometry of curves is used as a tool to propose a method
which allows us to analyse 3D surfaces. Generally, in computer vision, the 3D object
surface consists of an unstructured point cloud represented as P = {pi ∈ �3}. If a
plane object in the Euclidean space is deformed by pressing on its outside surface, the
geometric properties change and some smooth curves could appear. Here, the curves
are understood as a variation of surface, and they can be computed by measuring of
the orientation change of normal vector to the surface.

Generally, each pointpi satisfies a set of axioms in relation with its neighbourhood
environment. Thus, the computation of the geometric properties of the curves depends
on the k-nearest neighbour points to each pi j . Therefore, P can be sampled as a set of
patch N j and each one is a subset of points pi j . Both, the size (radius) and number of
points of a patch (dense) influence the accuracy to compute the geometric properties
of the curves. Few points cause inaccuracy. In contrast, many points distort the values
hindering the detection of orientation changes in the surface. In this last case, the
detection is smoothed.

An analysis of the eigenvalues computed from covariance matrix of points in
a neighbourhood environment according to (1) can be used to estimate the local
geometric properties of a patch of the surface [14]. To define the covariance matrix
is applied PCA (Principle Component Analysis) as follows:

CP = PPT =
⎡
⎣
pi1 − p

· · ·
pik − p

⎤
⎦

⎡
⎣
pi1 − p

· · ·
pik − p

⎤
⎦

T

(1)

where each pi j is a point of the neighbourhood environment N j and p is the centroid
of the patch. And k defines the number of points N j .

Equation (1) is solved by Turk and Pentland method [15] that allow us the compu-
tation of eigenvalues and eigenvectors ofCP with low computational cost by building
a matrix A = PPT and by applying singular value decomposition (SVD) to A as fol-
lows:

A · v′
j = λ′

j · v′
j → PTP · v′

j = λ′
j · v′

j (2)

where v′
j are the eigenvectors and λ′

j are the singular values of the matrix A. Multi-
plying by P is obtained:

PPTP · v′
j = λ′

j · Pv′
j → CPP · v′

j = λ′
j · Pv′

j (3)

Then, the eigenvalues and associated eigenvectors of CP can be obtained as:

λ j = λ′
j and v j = p · v′

j√
λ′
j

(4)
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Fig. 1 Level curves set SP
computed from a surface P
with a deformation

The eigenvalues sum provides information about the surface variation between
each point of the patch N j and its centroid. In addition, the smallest eigenvalue pro-
vides a measure of the variation along the normal vector to the surface. Consequently,
the eigenvalues can help to classify the concavity of the surface at each point, and
the set of all defines the curvature parameter. Thus, the local maximum curvature
[16] of pi j within the patch N j can be computed by:

ci j = λ0

λ0 + λ1 + λ2
(5)

where λ0 ≤ λ1 ≤ λ2 are eigenvalues of CP. The associated eigenvector v0 is the
normal vector to the tangent plane of the patch surface P that define v1 and v2. The
set of level curves is defined as a function SP : �3 → � as follows:

SP(�) = {
(x, y, z) ∈ �3 : �(x, y, z) = l

}
(6)

where l is a constant value and it represents a level curve in the surface. Then, every
level curve is computed like a cluster with the same colour that represents the points
of P with a similar value of curvature (Fig. 1).

3 Our Method to Find Surface Variations

In this work, the surfaces are represented as a point clouds. It is worth nothing that
the data of P can be obtained from a structured or unstructured way. P is structured
whether it can be stored in a matrix PX×Y where X and Y are the number of rows and
columns, respectively. This occurs whether P is acquired from a sensor like a RGBD
or ToF, then each point corresponds with a position of the sensor. In contrast, P is
unstructured whether it can only be stored as a vector matrix PX×1 . In this last case,
P has no direct relationship with the data of range image. P is usually unstructured
when it is built from a virtual CAD model (Fig. 2a). Consequently, in order to find
the neighbor of each point of P is typically used either kdtree or octree data structure.



Computation of Curvature Skeleton to Measure Deformations in Surfaces 201

0

125

250

375

500

0 0.01 0.02 0.03

#o
cu

rr
en

ce
s

Surface variation

hcn
ε otsu

0

125

250

375

500

0 0.01 0.02 0.03

#o
cu

rr
en

ce
s

Surface variation

hcn
ε otsu

otsuε

(a) (b) (c)

Fig. 2 a CAD Model of a deformation caused in a planar surface by contacting of two differ-
ent geometric objects: Sphere and Cube. b Level curves set computed from the deformation and
represented with a different colour l. c Histogram

The proposed algorithm has two phases: Initialization and Extract-Curvatures. The
first step is only computed when P is unstructured because it needs to be structured
to get sorted points. The closest points in the Euclidean space must be stored as
neighbors withinP. Thereby, it is possible to search points with the same geometrical
properties and located in the same neighbourhood environment. This is essential to
calculate the level curves from the curvature parameter and to detect surface variations
given by the transversal paths to the level curves.

The proposed method detects deformations of any surface represented as P. It
is based on finding the critical points of P in which there are surface variations. In
this work, the critical points are points belonging to different level curves � of the
surface but also, they lie in the transversal path that goes across the level curves by
fitting of singular points. The singular points are defined as the points with maximum
curvature values, and whose curvature value is estimated like a curvature threshold
computed from a Histogram of curvature.

3.1 Histogram of Curvatures

Once the curvature parameter, according to (5), is calculated for all points within P
(Fig. 2b), a curvature histogram is built (Fig. 2c). It represents the distribution of the
surface variation and it can be computed as follows:
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HP = Number(ci j )

size(P)
(7)

where cij is the curvature value, and size(P) represents the density or number of points
used to sample the surface. HP changes depending on the size of the neighbourhood
environment N j used to compute each cij. The user must choose the radio according
to the accuracy for the detection of abrupt changes in the surface (Fig. 5).

The histogram HP is useful to find the singular points, that is to say both the points
with max(ci j ) and the boundary points which define the border where there is no
curvature variation in the surface. The boundary points split the curvature region and
the non-curvature region. They are computed from HP using the technique presented
in [17]. The histogram allows us to find the curvature threshold εotsu by minimizing
the standard deviation of the Gaussian distributions that represent the two zones
(Fig. 2c).

Algorithm. Finding curvatures
Begin
/ / Initialization:

O ←− P
For each leaf of O with points do:

For i = lea fx − 1 : lea fx + 1 do:
05 For j = lea fy − 1 : lea fy + 1 do:

For k = lea fz − 1 : lea fz + 1 do:

N
add←−−−−− pi jk

End For
End For

10 End For
Q

add←−−−− {p, N }
End For
/ / Extract-Curvatures:

R
curvature(p)≥εotsu←−−−−−−−−−−−−− Q

15 While R 	= {} do:

C
add←−−−− head(R) // Candidate list of point for def. D′

R
remove←−−−−−− head(R)

While C 	= {} do:

20 D′ add←−−−− head(D′)
If curvature(head(D′)) ≤ εotsu then:

C
addAdjacent Points←−−−−−−−−−−−−−−− head(C)

End If
C

remove←−−−−− head(C)

End while
25 D

add←−−− D′
WhileD′ 	= {} do:

If curvature(head(D′)) ≡ εotsuthen:
FindMinPath(head(tail(D)), head(D′))

End If
30 D′ remove←−−−−−− head(D′)
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End while

End while

3.2 Path of Critical Points to Measure the Surface Variations

We assume that the surface is always differentiable, then the surface gradient at a
point is either zero or perpendicular to the level curve which represents the surface
variation at that point. We inspect the critical points of the surface function along its
level curves. Our critical points are the curve points which follow the direction of
gradient.

The proposed algorithm is used to find the critical and boundary points and the
transversal path which define the deformation on the surface. The algorithm uses
an octree O like [18] in order to contain all points p of P as a sorted structured.
Later, we create a priority queue Q of pairs {p, N }, where p is each point of O
and N is its adjacency list. N represents the 26-connected neighbour points. Q puts
on the head, the points p with the greater curvature values. Later, Q is filtered to
only obtain the values of Q which are greater than εotsu then they are stored in R.
Subsequently, R is crossed according to algorithm from line 18 until 24 in order
to get a list with the deformations from the clusters D. Finally, we use Dijkstra’s
algorithm FindMinPath(v1, v2) to find the minimum paths. Let v1 be the point with
maximum curvature (the head into each D′) and let v2 be the target point (points into
the boundaries).

4 Experiments

Several experiments and tests have been done. We have modelled the movements
of a real robot hand considering both the kinematics and the virtual model (shape
and structure) of their fingers and palm without physical constraints and without
considering singularities, by using free software Blender. In particular, the model of
robot hand corresponds to a Shadow Hand Robot available in our research laboratory.

4.1 Experiments to Compute Curvatures Skeleton

The deformations are described by curvature skeletons. A curvature skeleton is a
set of minimum transversal paths. These path goes across the level curvatures, thus
they start in the same critical point (maximum curvature) and end over the bound-
ary points. An example of the skeleton is represented in the curvature map of the
Fig. 3. The chart of that figure shows the minimum transversal paths which define
the behaviour of the deformation. Thereby, if all paths have similar distances then
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Curvature map 
with deformation 
skeleton.

Fig. 3 Characterization of the transversal path variations computed from critical points

the deformations are homogeneus (in this case, the values are all close to 0.1 m and
then the deformation shape could be understand like a circle). In opposition, if the
paths represent different distances then the deformation is heterogeneous (in this
case, other irregular deformation shapes can be read). Furthermore, the chart shows
the deformation as a set of branches which represents several minimum transversal
paths. The number of branches and the value of slope of them determine how is the
deformation: steep, smooth, flat, etc. In Fig. 3, there are two groups of path (group 1:
path 1, 2, 4, 6, 8, 11; group 2: path 3, 5, 7, 9, 10, 12) and each one tends to curvature
values around to 0.03 (group 1) and 0.005 (group 2).

4.2 Experiments Applied to Grasping Tasks

Our experiments simulate several deformations which are caused by contact between
fingers of the virtual robot hand and a planar object. The deformations depend on
the orientation of the fingers, the trajectory used in the contact process, the shape of
the finger and the pressure produced by it when the contact occurs (Fig. 4).

Each experiment consists of a movement that shows an image sequences. Each
sequence is done from 60 images for testing. The algorithm computes the level
curves set from both the curvature parameter and the histogram of curvatures. They
allow us to obtain the evolution of the curvatures during a time sequence through the
formation process of the deformation (Figs. 4 and 6). Afterwards, we estimate the
path of critical points to measure the surface variation and the topographic profile of
the deformation (Figs. 5 and 6).
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(a) (b)

Fig. 4 Temporal evolution of the deformation of a planar surface caused by contact of a robot
finger from two movement sequence of the robot hand. a Test 1. b Test 2

Fig. 5 Evolution of the
curvature mean value
through the movement
sequences shown in Fig. 4
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The algorithm is implemented with the C++ language and using the open source
libraries PCL, Boost and Eigen. It runs over a computer with a Core i7-4770k proces-
sor, equipped with 8GB of system memory and an nVidia GeForce 760GTX.

Figure 5 shows the dependence of the curvature measures when the radius of the
neighborhood is chosen in a proper way or not. If the radius is not enough large
then the smallest gaps on the surface are not detected by the algorithm. Also, Fig. 5
shows the evolution of the boundary points and how they grow quickly in the first
iterations. This fact indicates that the contact between robot hand and elastic surface
is occurring in that moment. Later, the growth is smoother and more progressive.
The curve slope indicates the deformation level generated during the grasping over
time. Figure 6 shows us how the minimum transversal paths retrieve us information
to determine the deformation in an instant time. In the test 2, there are two dominant
paths 2 and 3 because they are far from the rest of paths (those other are close and have
similar length). The paths 2 and 3 determine the shape of the deformation caused on
the surface. But also, the paths 0, 1, 4, 5 and 6 show a sharp slope which represents
an abrupt deformation. This is much variation among level curves located near on
the surface.

5 Conclusions

This paper has described a novel approach to analyse the deformation of flat surfaces.
The proposed method builds curvature variation maps to measure the local uneven-
ness in the surface by comparison among the points that lie on the same surface.
Also, the method uses a novel algorithm to characterize and to describe the curvature
variation caused by deformation. To do it, our algorithm identifies the level curves
and later, it finds the critical points which define transversal paths among those level
curves. Thus, we generate topographic profiles in the local maximum gradient direc-
tions. The gap, between the curvature value and the Euclidean distance of the critical
points, determines whether or not deformation and the degree of slope that defines
if the deformation is smooth or abrupt.

The results reveal that this surface analysis provides an empirical investigation
on the effect of the deformations about the surface of elastic objects when several
grasping tasks with robot hand are performed. And most importantly, an algorithm
to measure these deformations has been implemented and tested successfully. It is
programed in C++, and it can be integrated into robotic platforms.
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Abstract Complex robot applications or the cooperation of multiple mobile robots
are use cases of increasing popularitywhere software distribution becomes important.
When developing mobile robot systems and applications, software structure and
distribution has to be considered on various levels, with effects on the organization
and exchange of data. With respect to structure and distribution, this work proposes
to distinguish between real-time level, system level and application level. Ways of
structuring the software, as well as advantages and disadvantages of distribution
on each level are analyzed. Moreover, examples are given how this structure and
distribution can be realized in the robotics frameworks OROCOS, ROS and the
Robotics API. The results are demonstrated using a case study of two cooperating
KUKA youBots handing over a work-piece while in motion, which is shown both in
simulation and in a real world setup.
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1 Introduction

With service robotics getting more and more important, robot demand has extended
from factory automation towards mobile robot systems. Thus, the topic of mobile
robotics has become important, and a lot of research has been performed. However,
in some cases a single mobile robot is not sufficient to execute a task or deal with
all problems [1]. For example, Knepper et al. [2] introduced the IkeaBot which is a
coordinated furniture assembly system with multiple KUKA youBots. Based on that
work, a flexible assembly systemwith cooperative robots was suggested in [3].When
multiple robots work together, cooperative mobile manipulation becomes important
and poses new challenges—especially to the software structure.

Already in the 1990s, Dudek et al. [4] and Cao et al. [5] described a classification
for cooperative mobile robotics. Dudek et al. [4] defined a taxonomy for multi-agent
mobile robotics, where such a system can be e.g. differentiated by the number of
agents, the communication range, topology and bandwidth as well as the reconfig-
urability and the composition of homogeneous or heterogeneous agents. Similarly,
Cao et al. [5] defined research axes such as the differentiation, the communication
structure or different types of modeling other agents. Moreover, they made a dis-
tinction between centralized and decentralized control in the software for mobile
robots. Later, Farinelli et al. [6] added a classification based on coordination, where
they compared cooperation, knowledge, coordination and organization of agents in
multi-agent systems. This classification defines aware multi-robot systems where
each robot knows that it is cooperating with other robots.

Concentrating on aware systems, this work analyzes which software structure
and distribution can be used. However, there is not only one software structure and
distribution that is possible in cooperative mobile robotics. From our point of view,
there are different levels and aspects in the software architecture of a multi-robot
system that can be distributed, ranging from the application level to low-level real-
time device control. Typical early software architectures such as 3T [7] include
reactive behavior as well as planning and execution, but are limited to single robot
systems. The decision to distribute the software solution on one of the mentioned
levels may affect the other levels and the complexity of the solution. Every possible
solution, i.e. the chosen distributed software architecture, has its advantages but also
its shortcomings that must be considered. For example, in current robotics systems
component-based software frameworks which facilitate transparent distribution (e.g.
ROS) are commonly used (cf. [8]). However, although communication between dis-
tributed components is easy using these frameworks, the decision about distribution
as well as the assignment of responsibilities to certain components affects the overall
capabilities of the solution (e.g. support for hard real-time).

In this work, we introduce a taxonomy for distributed software architectures in
cooperative mobile robotics. However, the concepts are not specific to mobile robots,
but also apply to other cooperating robots such as teamsof industrial robots in automa-
tion systems. Hence, we are interested in finding a generalized representation and
description of distributed robotics systems that can be used to classify and compare
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Fig. 1 Case study of two cooperating youBots: a Simulated scenario. b Real world scenario

software architectures of distributed robots. Additionally, we give advantages and
disadvantages of applying distribution on different levels. It is important to be able
to compare distributed robotics systems as the chosen software architecture often
influences or sometimes even determines the complexity of the solution.

For experimental results, a case study is used where two KUKA youBots [9]
physically interact with each other to transfer a work piece from one robot to
the other. This scenario is inspected in different levels of difficulty. In simulation
(cf. Fig. 1a), both robots can be coordinated in real-time, exact position informa-
tion is available and all control inputs and trajectories are exactly followed. Initially,
workpiece transfer happens while the first robot is standing still, and then while both
robots are moving. As some of the assumptions made for simulation are not valid
for real robots, a second scenario with real youBots is analyzed (cf. Fig. 1b). There,
a youBot platform (left, without arm) is initially carrying a workpiece, which is then
picked up by the second youBot (right) while both youBots are moving. The youBots
and the workpiece are tracked externally using a Vicon optical tracking system, so
precise position information is available.

In Sect. 2, the different levels for structuring and distribution of software for
(mobile) robots is introduced. Subsequently, the identified levels (i.e. the real-time,
system, and application level) are discussed in Sects. 3–5. Implications on the world
model of robotics software are addressed in Sect. 6. To show the general validity
of the suggested taxonomy, the possibilities of structuring and distribution on each
level are explained using three different robotic frameworks in Sect. 7. Experimental
results with different possible solutions of the case study are presented in Sect. 8.
Finally, Sect. 9 concludes this work and gives an outlook.

2 Different Levels of Structuring Robotics Software

When designing a software architecture for a distributed robot scenario, we propose
to group the software components into different layers as illustrated in Fig. 2. Each
of the hardware devices present in the robot solution is represented and controlled
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Fig. 2 Software structure
for distributed robots

by a device driver which is defined as the component that communicates with the
hardware device through the vendor-specific interface.Additionally, the device driver
is responsible for exchanging data with the surrounding software components. It has
to derive control inputs and forward them to the device, as well as receive feedback
from the device and make it available to other software components.

Each device driver can belong to a real-time context where data transfer and
coordination between components occur with given timing guarantees. Depending
on the implementation, the real-time context can contain only one device or span over
multiple devices. Within a real-time context, reactions to events or the processing of
sensor data can be guaranteed to happen before a given time limit. This allows to
handle safety-critical situations that require timing guarantees (e.g. to stop the robot
if an obstacle occurs), or to execute precise behaviors (such as actions that happen
at a given point on a trajectory).

Above the real-time level, one or multiple real-time contexts belong to a sys-
tem where all knowledge is shared between the components. Hence, all components
within one system are allowed to access each other’s data, as well as to communicate
with and send commands to each other. This allows components to directly include
other components’ data into planning or computation, however no real-time guaran-
tees are given unless the communication is handled within one real-time context.

To perform a desired task, systems can be controlled from applications that coor-
dinate the work flow. Within an application, data is read and commands are sent
to the controlled systems, so that the corresponding devices execute the task. How-
ever, if data from one system is required for an action in another system, it is the
responsibility of the application or the deployment to facilitate the data transfer, as
there is no concept of implicit shared data between systems. The overall behavior of
cooperating robots results from the interplay of all applications that coordinate the
robots.
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Each application performs its work based on its world model, i.e. the knowledge
about the controlled devices and systems, as well as about the environment including
other (cooperating) devices. This includes geometric information such as positions
and orientations of the relevant objects, as well as also physical data (such as mass
and friction), shape data (such as 3D models for visualization or collision checks),
semantics andontologies. Information from theworldmodel can be stored andused in
applications, systems or real-time contexts, and can also be shared between different
applications and systems. Structurally, the world model data can be differentiated
into dynamic and static knowledge, with static knowledge (e.g. maps, shapes and
ontologies) being valid everywhere, while dynamic knowledge (such as positions and
sensor data) may be known in only one system or be different in different systems.

Depending on the requirements and technical limitations of the robot solution,
the size and distribution of real-time contexts, systems and applications and thus the
structure of the software can vary. The following sections discuss different design
decisions concerning this structure based on the examples of the case study and
using the three popular frameworks OROCOS, ROS and the Robotics API. ORO-
COS as a component framework mainly targets control systems with real-time guar-
antees [10]. Themain focus of ROS is to be a component framework with transparent
distribution, which over time has collected a large amount of algorithms as reusable
components [11]. The Robotics API focuses on high-level robot programming using
modern programming languages (such as Java) while still providing real-time guar-
antees [12].

3 Real-Time Level

First, the existing hardware devices and device drivers have to be grouped into one
or more real-time contexts. Within a real-time context, reactions to events or the
processing of sensor data can be guaranteed to happen before a given time limit.
Having hard real-time guarantees allows to control precise behaviors or to handle
safety-critical situations that need strict timing. In themobilemanipulator example of
the case study, the available device drivers have to be grouped into real-time contexts,
especially focusing on the two youBot platforms and one or two arms.

3.1 Software Structure on the Real-Time Level

Generally speaking, there are five different choices to structure these devices
(and their device drivers) into real-time contexts. In the first case (i.e. the real-time
context in Fig. 3a), the device driver software is written without real-time in mind.
Here, the real-time context only spans the (possibly real-time capable) firmware or
controller present in the device itself. For the youBot arm, this could mean that only
the position control mode of the arm motor controllers is used. Thus, it is sufficient
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(a) (b) (c)

(d) (e)

Fig. 3 Variants of real-time contexts: a No real-time. b One device. c One device incl. logic.
d Two devices. e All used devices, together with logic

to give one joint configuration that the robot is expected to move to. While easy
to implement, no synchronization between the joints or support for precise Carte-
sian space motions is possible. Moreover, no guarantees can be given regarding the
interpolation quality of user-defined trajectories or the timing of reactions to events
(unless supported directly by the device).

In the next case (cf. Fig. 3b), the device driver and the communication with the
device is implemented in a real-time capable fashion. This requires to use a real-time
operating system (RTOS) and more care when implementing the device driver, but
allows to execute precise custom trajectories and handle sensor events with timing
guarantees. Besides the device driver, additional real-time logic (cf. Fig. 3c) can be
present that implements control, trajectory tracking or coordination of the device.
For example, a real-time capable driver running at 250Hz can be implemented for
the youBot Platform on a RTOS such as VxWorks or Xenomai. It provides the motor
controllers with smooth control set points for velocity or torque control, which allows
precise user-defined trajectories or custom feed-forward or feedback control laws.
However, as a drawback only information that is provided by the device itself can be
included in the control law. For example, only the wheel position can be controlled
exactly, but the position of the entire robot in Cartesian space is inaccurate (due to



On Structure and Distribution of Software for Mobile Manipulators 215

wheel slip and other factors limiting odometry precision), and the platform motion
cannot be synchronized with the arm motion.

Increasing the real-time context, multiple devices can be combined up to all
devices that are physically connected to the controlling computer (cf. Fig. 3d).
Both the youBot arm and the platform—connected to the onboard computer via
EtherCAT—can be controlled from a real-time capable software on a RTOS. In this
way, coordinated motions between platform and arm are possible by combining
the five joints of the arm and the three degrees of freedom provided by the omni-
directional platform. This allows, for example, to execute Cartesian space motions of
the end-effector relative to a point in Cartesian space known to the youBot (such as
the position where the youBot started assuming that odometry exactly provides the
current position relative to this origin based on wheel rotations). Additionally, one
device can react to events that occur at other devices or are detected by other sensors.
However, in order to be able to specify these reactions, either this part of the real-time
logic has to be changed for a specific application, or a flexible specification language
is required in the real-time logic [13]. To enable easy cooperation between multi-
ple robots, the devices of all robots could be combined into one real-time context
(cf. Fig. 3e). However, if the corresponding devices are connected to different PCs,
real-time distribution becomes important to establish this kind of real-time context.

3.2 Distribution of Real-Time Contexts

In the simplest cases, all devices structured into one real-time context are connected
to the same computer (cf. Fig. 4a), which requires no distribution. Regarding our case
study where both youBot platforms are not connected to one computer using a single
(wired) EtherCAT bus, the real-time context has to be distributed in order to achieve

(a) (b)

Fig. 4 Examples for distributing real-time contexts: a No distribution. b Distribution over two
computers
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this structure (cf. Fig. 4b).However, to distribute a real-time context, special real-time
capable communication is required. For stationary robots such as manipulators or
automation systems, as well as for complexmobile robots where different devices are
connected to the different on-board computers (such as the PR2 or DLR’s Justin),
this is possible through Ethernet or a field bus like EtherCAT. In the automation
domain, standard equipment such as PLCs are used, while in robot research software
frameworks such as aRDx [14] or OROCOS [10] are preferred. But between mobile
robots, using a wired connection usually is no option, and standards for general
purpose real-time capable wireless connections are not yet common, so providing a
single real-time context is not yetwidely usable. In summary,while distributing a real-
time context overmultiple computers can improve the scalability of the solution (w.r.t.
processing power or device connectivity), the need for deterministic communication
implies special requirements (such as field bus hardware or dedicated networks) that
make the solution more complex or expensive.

4 System Level

Proceeding to the system level, one or more real-time contexts can be grouped into
one system.Within a system, all components are allowed to access each other’s data,
and to communicate with and send commands to each other. This allows components
to directly include other components’ data into planning or computation, though no
real-time guarantees are given (unless handled within one real-time context).

4.1 Software Structure on the System Level

Working with the two youBots, three different structures of systems are possible: As
shown in Fig. 5a, each youBot can work in its own system optionally together with
further logic used in the system. Then, no implicit data transfer occurs between both
youBots. The second option is to group both real-time contexts for the two youBots
into one system (cf. Fig. 5b), in addition with further computation logic. Then, the
system introduces communication between both real-time contexts that however
does not provide real-time guarantees. Finally, one real-time context spanning both
youBots can be used in a system (cf. Fig. 5c), which allows real-time cooperation of
the youBots. However, this may require a distribution of the real-time context.

Using a big system spanning all robots (cf. Fig. 5b, c) has the advantage of sim-
plifying application programming or deployment: All the data that any component
might need is made available everywhere in the system. Hence, no manual data
transfer is required. This especially covers the world model. Within one system, a
consistent world model is possible, because the best knowledge about the world is
available to every component. Moreover, every change to the common world model
is available to every component immediately.
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(a) (b) (c)

Fig. 5 Variants of system structure: a Two separate systems. b Two real-time contexts. c One
real-time context

However, there can be various reasons to use multiple systems: The sheer amount
of data present in a big (multi) robot system can be a technical reason. Scalability
can be limited by the management overhead induced by the data transfer between a
great amount of components, and the addressing or mapping of data to components
can become problematic. Furthermore, network bandwidth or reliability can be a
limiting factor. In particular, this can be a problem when multiple robots are used
that cooperate in varying teams. While for constant teams the corresponding robots
could be joined into one system, varying teams quickly increase the required system
size as all robots that might work together in a team at any time have to be within
the same system.

But also more political reasons can opt for the separation into multiple systems,
if cooperating robots belong to different people or parties. In this situation, not
everyone might want to provide access to all of the robot’s data, or allow everyone
else to control the robot. Then, matters of trust or access control become important
that do not fit into the share-everything theme of a system. However, these reasons
do not occur between the different devices within one robot (such as the arm and
the platform of one youBot), so grouping them into two different systems does not
really make sense and has been omitted in the figure.

4.2 Distribution of Systems

Looking at the distribution aspect of a system, some constraints are given by the real-
time contexts: As the real-time contexts have to communicate with the corresponding
hardware devices, the assignment to a certain computer is usually given. Depending
on the devices and their connectivity, this can lead to a solution without distribution
(cf. Fig. 6a), if all devices are connected to the same computer. In this case however,
further logic components can be moved to a different computer as shown in Fig. 6b,
based on performance deliberations. When the devices are connected to different
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(a) (b) (c)

Fig. 6 Examples for distributing systems: aNo distribution. b Separate logic. cDistributed devices

computers and are not handled within a distributed real-time context, distribution
of the system is required. Here, each real-time context’s assignment is given, while
the further logic components can be assigned to the different computers based on
further requirements (cf. Fig. 6c). For communication between the different com-
ponents and real-time contexts, no timing guarantees are required. When data is
to be exchanged between components on the same computer, communication can
be performed locally, while otherwise network connections can be used to transfer
the corresponding data and make necessary information available. Therefore, stan-
dard communication methods including wireless ones such as WiFi are applicable,
however reliability or bandwidth can be limiting factors.

5 Application Level

To perform a requested task, one or multiple systems have to execute actions that are
controlled and coordinated by one or multiple applications. There are various ways
to specify applications: Mainly sequential workflows can well be expressed as a
programming language control flow. For reactive behavior, model-based approaches
such as statecharts (e.g. [12, 15, 16]) or Petri nets (e.g. [17]) can bemore appropriate.
Solutions offered by different robotics frameworks are discussed in Sect. 7.

5.1 Software Structure on the Application Level

Figure7 gives the different possibilities to structure the application(s) for controlling
twoyouBots.Oneway is to control all robots fromone application as shown inFig. 7a.
This defines all the interaction present in the solution in one place and thus makes
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(a) (b) (c)

(d) (e) (f)

Fig. 7 Variants of application structure: a One app. b Two apps. c Three apps. d Two systems, like
(a). e Two systems, like (b). f Two system, like (c)

it easier to understand. However, if varying teams are needed in a certain scenario,
the corresponding application has to coordinate all robots at the same time. This can
become confusing if the concurrent execution of multiple subtasks is encoded in one
control flow or sequential state machine. Thus, separating concerns into subtasks,
one for each team, should be considered within the application.

Another way is to use multiple applications, e.g. one for each controlled robot
(cf. Fig. 7b). In this way, team behavior can be implemented by only locally and
independently describing the behavior of each robot. However, the applications have
to coordinate, either through explicit communication or through observation of the
environment or other robots. As a third way, a further application coordinating both
applications is a possible solution (cf. Fig. 7c), which however leads to a coordination
application similar to the one in Fig. 7a. Using separate applications can also be
required for political reasons, as described in Sect. 4.

In a multi-application cooperation scheme, however, the resulting behavior is not
easily understandable by looking at one place, but only by examining the interaction
of all different applications involved. In multi-agent robot systems (e.g. [18, 19])
every agent is controlled by one application. The overall behavior is given by the
agents’ interaction. As shown byHoffmann et al. [20], this can lead to self-organizing
properties making the overall solution more robust. It is even possible that the appli-
cation for each robot only implements low-level behaviors, and the resulting behavior
completely emerges from the interaction [21].

Another structuring approach looks at the relation between applications and sys-
tems. It is possible to control (different devices of) one system from multiple appli-
cations (cf. Fig. 7b, c), one system from one application (cf. Fig. 7a, e) or multiple
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systems from one application (cf. Fig. 7d). The software framework should allow an
application that was intended for use withmultiple systems (e.g. Fig. 7d) to also work
when all corresponding devices exist in one system, while the distribution aspect on
the system and real-time level is handled by deployment (e.g. through configuration).
This may however not be possible the other way round, if the application relies on
having one system (or even real-time context).

5.2 Distribution of Applications

When looking at the application level, different possible variants of distribution can
occur. An application can run on another computer than the controlled system(s).
In this case, network communication is required to transfer data between the sys-
tem(s) and the application. However, this kind of distribution is equivalent to dis-
tribution on the system level, when seeing the application as a component in the
system.When multiple applications are used, they can be executed on different com-
puters. Then, coordination between the applications has to be implemented in a way
supporting remote communication. Finally, a single application can be distributed
ontomultiple computers. Therefore, programming language concepts such as remote
procedure calls or service-oriented architectures can be used, which can however be
used in a standard fashion and do not require any special, robotics-related treatment.

6 World Model

If a robot is expected to cooperate with another robot, it needs the relevant data
about that other robot. In the easiest case, both robots belong to the same system,
thus the required information is already accessible. Then we refer to both robots
as controlled robots within this system. Once robots from multiple systems are to
be coordinated from one application, the world model becomes more complex. The
information about robots in other systems can originate either fromcommunication or
observation. If the other systemprovides (maybe read-only) access to the information,
then we term the other robot a remote robot. However, if the information is only
available through observation, we define the other robot as an observed robot. Thus,
the world model has to keep (a descending amount of) information about controlled,
remote and observed robots.

When working with two youBots, each of which belongs to its own system, some
information (e.g. the robot positions) is available in different systems with varying
precision, and has to be organized. One way is to keep one world model per system.
Figure8a shows an example of two resulting world models. The figure concentrates
on geometric information, with coordinate systems (frames) indicating positions
of objects in Cartesian space, while arrows represent positions or transformations
between these frames. Solid arrows indicate controllable positions, while dashed
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(a)

(b) (c)

Fig. 8 Different options to represent theworldmodel ofmultiple systems: a Separateworldmodels.
b Global world model. c Mixed world model

arrows indicate positions retrieved through measurement or communication. Orange
arrows (i.e. L1–L3) belong to the system of the left youBot, while blue arrows
(i.e. R1–R3) belong to the right youBot system. The frames could be augmented by
additional information such as shape data, which is omitted here for clarity. In this
case, the system of the left youBot knows information about the left youBot’s start
position together with the distance traveled, as well as current position information
about the right youBot. On the right youBot system, the opposite situation occurs.

Using separate models has the advantage that multiple systems can just use differ-
ent instances of the same world model, which allows to re-use models designed for
single systems to a large extent. However, for cooperation a lot of information has
to be duplicated, such as robot models of robots that occur as controlled robot in one
and as a remote robot in another system. Additionally, the different world models
have to be kept consistent. For example, a workpiece that is grasped and moved in
one system also has to appear as grasped and moved in the other system.

The second way is to keep one global world model with all the objects and rela-
tions, and to provide access to the different transformations or sensor values for each
system (cf. Fig. 8b). This has the advantage that the world model is always consistent
(as far as topology and static information is concerned, however different systems
can still disagree about object transformations), and structural changes performed in
one system are automatically present in other systems. However, this scheme lacks
flexibility when dealing with observed robots: While a mobile robot can keep track
of its movement since the start through odometry measurements, an observer has no
way to achieve this information from outside. Thus, the frame graph contains two
transformations for controlled and remote robots (cf. R1 and R2 in Fig. 8a), while
for observed robots only one transformation is available (cf. R3 in Fig. 8a).
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To solve this problem, we propose a mixed world model scheme (cf. Fig. 8c). In a
mixed world model, the static data is shared between all systems, while dynamic data
can be different for each system. For example, information about physical objects
(such as youBot geometry) as well as static connections (such as the position of the
youBot arm relative to the youBot platform) are shared. Dynamic connections (such
as the position of the youBot relative to the origin, or the fact that the youBot is
positioned relative to the world origin or youBot origin) can be different for each
system. Still, in both systems it should be possible to compute the transformation
of the left youBot to the right youBot, using the data and topology present in each
system (and to use it for planning and execution). This combines the advantages of
a shared world model with the flexibility to include limited observations, while still
allowing the application to address one youBot in a uniform way.

7 Support in Software Frameworks

When looking at the different software frameworks, a different focus becomes obvi-
ous. ROS itself puts no emphasis on real-time guarantees, so typically a real-time
context only spans one device (cf. Fig. 3a–c), where a single device is encapsulated
into a ROS node, providing an interface to execute the required local commands.
Sometimes multiple devices (such as a youBot arm and platform) are combined into
one node, however this leads to higher coupling. On the system level, all nodes that
run using the same ROSmaster are seen as a system. In this situation, all these nodes
can subscribe to any data published by other nodes, and post messages or actions,
thus providing the transparent data exchange required for a system.

To implement applications in ROS, Python scripts can be used for sequential
workflows, while SMACH state machines introduced by Bohren and Cousins [22]
allow reactive behavior. However, communication with multiple ROS masters from
one application is not natively supported. To share data between different systems
(i.e. ROS masters), concepts like multimaster or foreign_relay [23] can be used to
forward topics betweenmultiplemasters. The forwarded topics have to be configured
during deployment. Additionally, working with multiple masters is one of the new
use cases motivating ROS 2.1 Within one ROS system, the world model is managed
through data periodically published by different nodes. It includes transformation
data as provided by the tf service, as well as robot models and data (e.g. sensor
values) from other nodes.

In OROCOS usually most devices are combined into one real-time context
(cf. Fig. 3b–e), because the framework targets real-time capable component sys-
tems with device drivers implemented in C++ on a RTOS. When using multiple
robots, wired connections are used to ensure one real-time context, sometimes even
for mobile systems [24]. Looking at the system level, OROCOS as a framework does
not contain features for non-real-time communication, however often ROS is used

1http://design.ros2.org/articles/why_ros2.html.

http://design.ros2.org/articles/why_ros2.html
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to combine multiple real-time contexts into one common system [25] that allows for
non-real-time communication and data sharing. Consequently, OROCOS does not
provide direct support for access to multiple systems. Control flow can be expressed
in LUA scripts, while complex coordination is possible using rFSM statecharts as
suggested by Klotzbücher and Bruyninckx [15]. World models are usually imple-
mented as components in an application dependent manner within the real-time
context, which can include geometry, semantics and history [26].

Using theRoboticsAPI, the underlyingRobotControlCore [27] is implemented in
C++ for Xenomai and includes real-time capable drivers for devices connected to the
corresponding computer. Additionally, the Realtime Primitives Interface [27] allows
for the flexible definition of real-time logic to execute user-defined tasks. In this
way, all devices physically connected to the computer can form a real-time context
(cf. Fig. 3c–e). The system term here refers to the concept of a RoboticsRuntime,
which represents one real-time context and makes the data available to applications
in a non-real-time way as well as to other devices in the same context for real-time
reactions. Control flow can be expressed directly in Java applications, as well as
through statecharts, e.g. by using Java libraries for SCXML. It is easily possible to
use multiple systems in one application (as in the Factory2020 case study [12]) and
to share limited amount of data between different systems or applications—either
through common data sources (such as a Vicon system connected to both youBots
through WiFi) or through explicit direct transfer. The frame graph [28] contains
semantic information such as the relation between frames (e.g. if they are static,
temporary or have a transformation that can change during execution). With further
information about physical objects (e.g. their physical properties or shape), it serves
as a world model in an application and can be used for planning as well as task
execution.

8 Experimental Results

The simulation experiments described in the case study have been performed using
the Robotics API as a framework and its corresponding simulation and visualization
engine. A single application as shown in Fig. 9a was used to control one system
(cf. Fig. 5c) containing a single real-time context (cf. Fig. 3e). In this real-time con-
text, both youBot arms and platforms were simulated, as well as the youBot grip-
pers. The application was programmed in an object-oriented fashion, referring to the
robots and work pieces as software objects. Moreover, the application used a sin-
gle world model and expressed all interaction in the control flow of a Java method.
Its initial version, where the first robot was not moving during transfer, was easily
extended into the second version where both platforms were moving. This extension
mainly consisted of adding commands to move the first platform, and to make the
second platform synchronize itsmotion to the position andmovement of the first plat-
form. This showed the simplicity of programming and synchronizing robots in the
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(a) (b)

Fig. 9 Software structure for the example application: a Simulation application. bReal application

idealized simulation case where every device belongs to the same real-time context
and can be synchronized, and where exact positioning is available.

Transferring the results from simulation to reality, various changes had to be done.
The tests were conducted on two KUKA youBots using a Vicon optical tracking sys-
tem for external localization. A straightforward approach would be to combine both
youBots into one real-time context. Then, the same distribution scheme as in simula-
tion could be re-used, as well as large parts of the implementation. However, lacking
real-time communication over wireless networks (cf. Sect. 3.2), this was not easily
possible. On the other hand, while for stationarymanipulators adding a common real-
time context greatly simplifies and improves the precision of physical cooperation, in
the mobile case the gains are less clear. This is because precise cooperation does not
only require exact timing synchronization, but also exact spatial synchronization. For
stationary manipulators, this can be achieved by appropriate calibration procedures.
For mobile systems, this is in general more problematic due to sensor inaccura-
cies. External positioning systems—e.g. the Vicon system used here—can mitigate
this problem. However, wireless real-time communication becomes a problem again
when it comes to transmitting the position information to the youBots.

Thus, we decided to choose an alternative distribution approach as shown in
Fig. 9b. On each internal computer an instance of the Robot Control Core was run-
ning, which formed the real-time context (cf. Fig. 3d) as well as the system for
the corresponding youBot. On the system level, this structure corresponds to Fig. 5a.
Vicon tracking data for both youBots and theworkpiecewas streamed to both youBot
systems through aWiFi connection from an external PC running the Vicon software.
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Looking at the application level, each youBot was controlled from a separate applica-
tion (cf. Fig. 7e). The motion of the platform carrying the workpiece was controlled
through teleoperation. The other youBot was controlled by a Java method similar to
the one in the simulation case.

However, both applications used separate world models (cf. Fig. 8a). The work-
piece and the other youBot platform were not modeled as Java objects, but only the
Vicon position data was used to synchronize the motion and find the grasp position.
The youBot arm used joint impedance control to mitigate position inaccuracies. Still,
the experiment succeeded and the work piece could be transferred. Instead of sepa-
rate world models, a single application with a mixed world model could have been
used, which would be closer to the (single) world model in the simulation case. This
way, changes to the world model topology (e.g. the information that the object has
been grasped) would have automatically been transferred to the second youBot’s
system and static position data would be known to both youBots.

9 Conclusion and Outlook

In this paper,we introduced different levels for structuring the software for distributed
robot applications: real-time, system, application level. Moreover, implications on
theworldmodel have been discussed. The structure on the different levels can be used
and combined independently, motivated by technical as well as political constraints.
The different options for structuring and distribution have been explained based on
a case study of cooperating mobile manipulators and various robot frameworks, and
evaluated both in simulation and in real world setup with two KUKA youBots. In
the example applications, different ways to distribute the software on different levels
have been introduced, and the advantages and drawbacks for the given scenario have
been shown.

Overall, it became clear that there is not a single optimal way of structuring and
distributing the software. The levels presented in thisworkwill hopefully be a starting
point that can help developers in designing and discussing their software architecture.
Based on non-functional requirements to the developed solution (e.g. reactiveness,
synchronization quality, data privacy, trust), the choice of the appropriate distribution
scheme and framework(s) for implementation should become easier. As next steps,
we plan to implement the mentioned other ways of distribution and to evaluate
the gains for the given scenario. This especially includes the use of a mixed world
model, as well as ways to share a world model between multiple applications or to
synchronize relevant structural changes.
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Combination of HMM and DTW
for 3D Dynamic Gesture Recognition
Using Depth Only

Hajar Hiyadi, Fakhreddine Ababsa, Christophe Montagne,
El Houssine Bouyakhf and Fakhita Regragui

Abstract Gesture recognition is one of the important tasks for human Robot
Interaction (HRI). This paper describes a novel system intended to recognize 3D
dynamic gestures based on depth information provided by Kinect sensor. The pro-
posed system utilizes tracking for the upper body part and combines the hidden
Markov models (HMM) and dynamic time warping (DTW) to avoid gestures mis-
classification. By using the skeleton algorithm provided by the Kinect SDK, body
is tracked and joints information are extracted. Each gesture is characterized by one
of the angles which remains active when executing it. The variations of the angles
throughout the gesture are used as inputs of HiddenMarkovModels (HMM) in order
to recognize the dynamic gestures. By feeding the output of (HMM) back to (DTW),
we achieved good classification performances without any misallocation. Besides
that, using depth information only makes our method robust against environmental
conditions such as illumination changes and scene complexity.

Keywords 3D gesture recognition · Gesture tracking · Depth image · Hidden
Markov models · Dynamic time warping

1 Introduction

1.1 Motivation

The goal of Human Robot Interaction (HRI) research is to increase the performance
of human robot interaction in order to make it similar to human-human interaction,
allowing robots to assist people in natural human environments. As for communica-
tion between humans, gestural communication is also widely used in human robot
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interaction. Several approaches have been developed over the last few years. Some
approaches are based on data markers or gloves and use mechanical or optical sen-
sors attached to these devices that transform reflexion of the members into electrical
signals to determine the posture. These methods are based on various information
such as the angles and the joints of the hand which contain data position and orienta-
tion. However, these approaches require that the user wear a glove or a boring device
with a load of cables connected to the computer, which slows the natural human
robot interaction. In the other side, computer vision is a non intrusive technology
which allows gesture recognition, without any interference between the human and
the robot. The vision-based sensors include 2D and 3D sensors. However, gesture
recognition based on 2D images had some limitations. Firstly, the images can not be
in a consistent level lighting. Second, the background elements can make the recog-
nition task more difficult. With the emergence of Kinect [1], depth capturing in real
time becomes very easy and allows us to obtain not only the location information,
but also the orientation one. In this paper we aim to use only the depth information
to build a 3D gesture recognition system for human robot interaction.

1.2 Related Work

A gesture recognition system includes several steps: detection of one or more mem-
bers of the human body, tracking, gesture extraction and finally classification. Hand
tracking can be done based on skin color. This can be accomplished by using color
classification into a color space. In [2], skin color is used to extract the hand and then
track the center of the corresponding region. The extracted surface into each chromi-
nance space has an elliptical shape. Thus, taking into account this fact, the authors
proposed a skin color model called elliptical contour. This work was extended in [3]
to detect and localize the head and hands. In addition, the segmentation process
is also an important step in tracking. It consists of removing non-relevant objects
leaving behind only the regions of interest. Segmentation methods based on clus-
tering are widely used in hand detection and especially K-means and expectation
maximization. In [4] the authors combine the advantages of both approaches and
propose a new robust technique named KEM (K-means Expectation Maximization).
Other detection methods based on 2D/3D template matching were also developed
[5–7]. However, skin color based approaches are greatly affected by illumination
changes and background scene complexity. Therefore, recent studies tend to inte-
grate new information such as depth. Indeed, depth information given by depth sen-
sors can improve the performance of gesture recognition systems. There are several
studies that combine color and depth information, either in tracking or segmentation
[8–11]. Other works combine depth information, color and speech [12]. In [10], the
authors use a silhouette shape based technique to segment the human body, then
they combine 3D coordinates and motion to track the human in the scene. Filtering
approaches are also used in tracking such as the Unscented Kalman Filter [13], the
Extented Kalman Filter [14] and the Particle Filter [15]. Other methods are based
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on points of interest which have more constraints on the intensity function and are
more reliable than the contour based approaches [16]. They are robust to occlusions
present in a large majority of images.

The most challenging problem in dynamic gesture recognition is the spatial-
temporal variability, when the same gesture could be different in velocity, shape and
duration. These characteristics make recognition of dynamic hand gestures very
difficult compared to static gestures [17]. As in speech, hand writing and char-
acter recognition [18, 19], HMM were successfully used in gesture recognition
[20–22]. Actually, HMM can model spatial-temporal time series and preserve the
spatial-temporal identity of gesture. The authors in [23] developed a dynamic gesture
recognition system based on the roll, yaw and pitch orientations of the left arm joints.
Other mathematical models such as Input-Output Hidden Markov Model (IOHMM)
[24], Hidden Conditional Random Fields (HCRF) [25] and Dynamic Time Warping
[26] are also used to model and recognize sequences of gestures.

In this paper, we propose a robust classification realized by combining HMM
and DTWmethods for 3D dynamic gesture recognition. The basic framework of the
technique is shown in Fig. 1. The Skeleton algorithm given by theKinect SDK is used
for body tracking. Only depth information is recorded. The 3D joints information
are extracted and used to calculate new and more relevant features which are the
angles between joints. Discrete HMM with Left-Right Banded topology are used
to model and classify gestures. Finally, the output of HMM is given as input for
DTW algorithm in order to measure the distance between the gesture sequence and a
reference sequence. The final decision is given by comparing the distance calculated

Fig. 1 Flowchart of the
proposed 3D dynamic
gesture recognition
technique
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Fig. 2 Five distinct gesture kind

by DTW to a fixed threshold. The evaluation experiments show the effectiveness of
the proposed technique. The performance of our technique is further demonstrated
with the validation step which yielded good recognition even without training phase.

The rest of the paper is organized as follows: Sect. 2 describes our 3D dynamic
gesture approach and the featureswe used. Section3 gives some experimental results.
Finally, Sect. 4 ends the paper with a conclusion and future work.

2 Proposed Approach

In the context of human robot interaction, the aim of our work is to recognize five 3D
dynamic gestures based on depth information. We are interested in deictic gestures.
The five gestures we want to recognize are: {come, recede, stop, pointing to the
right and pointing to the left}. Figure2 shows the execution of each gesture to be
recognized. Our gesture recognition approach consists of two main parts: (1) Human
tracking and data extraction, and (2) gesture classification.

2.1 Human Tracking and Data Extraction

In order to proceed to the gesture recognition,weneedfirst to achieve a robust tracking
for Human body and arms. Most recent tracking methods use color information.
However, color is not a stable cue, and is generally influenced by several factors such
as brightness changing and occlusions. Hence, color-based tracking approaches fail
often and don’t success to provide 3D human postures at several times. In our work
we choose to use a depth sensor (Kinect) in order to extract 3d reliable data. Figure3
shows the reference coordinate frames associated to the acquisition system.

The coordinates x , y and z denote, respectively, the x and y positions and the depth
value. Human tracking is performed using the Skeletal Tracking method given by the
kinect SDK.1 This method projects a skeleton on the human body image so each joint

1http://msdn.microsoft.com/en-us/library/jj131025.aspx.

http://msdn.microsoft.com/en-us/library/jj131025.aspx
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Fig. 3 Kinect system coordinate

Fig. 4 a RGB image, b depth image, c skeleton tracking

of the body is related to a joint of the projected skeleton. In this manner, it creates a
collection of 20 joints to each detected person. Figure4 shows the information used
in our approach: depth image (b) and skeleton tracking (c).

The idea is to estimate in real time the variations of the active angles while
executing the gestures. The considered angles are: α elbow, β shoulder and γ armpit
angle, as shown in Fig. 5. Each angle is then computed from the 3D coordinates of
the three joints that are commonly accounted to it:

• α elbow angle is computed from the 3D coordinates of elbow, wrist and shoulder
joints.

• β shoulder angle is computed from the 3D coordinates of shoulder, elbow and
shoulder center joints.

• γ armpit angle is computed from the 3D coordinates of shoulder, elbow and hip
joints.

When performing a gesture we record the values given by each of these three
angles and we store the results in vectors as follow:

Vα = [α1,α2, . . . ,αT ] (1)

Vβ = [β1,β2, . . . ,βT ] (2)



234 H. Hiyadi et al.

Fig. 5 α, β and γ angles

Vγ = [γ1, γ2, . . . , γT ] (3)

where T is the length of the gesture sequence, it is variable from a gesture to another
and from a person to another. The input vector of our 3D dynamic gesture recognition
system will be then written as:

Vα = [α1,α2, . . . ,αT ,β1,β2, . . . ,βT , γ1, γ2, . . . , γT ] (4)

The gesture description based on angles variation allows distinguishing between
different human gestures. Thus, for every canonical gesture, there is one main angle
which changes throughout the gesture and the remaining two angles vary slightly.
We consider the five gestures defined previously. The angle which is varing for come
and recede is the angle α. Likewise, the angle γ for stop gesture, and angle β for
both pointing gestures. The main angle’s variations in each gesture are showing in
the Table1.

Table 1 The main angle’s variations in each gesture

α β γ

Come 180◦–30◦ – –

Recede 30◦–180◦ – –

Pointing to right – 90◦–150◦ –

Pointing to left – 90◦–40◦ –

Stop – – 30◦–80◦
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In this work, we propose to use the sequences of angles variations as an input of
our gesture recognition system as explained in the next section.

2.2 Gesture Classification Method

Our recognitionmethod is basedon a combinationofHiddenMarkovModels (HMM)
and Dynamic Time Warping (DTW) method. HMM are widely used in temporal
pattern, speech, and handwriting recognition, they generally yield good results. The
problem in the dynamic gestures is their spatial and temporal variability which make
their recognition very difficult, compared to the static gestures. In fact, the same
gesture can vary in speed, shape, length. However, HMMhave the ability to maintain
the identity of spatio-temporal gesture even if its speed and/or duration change. Since
we work with time series data, we use Dynamic TimeWarping algorithm to measure
similarity between two sequences that may vary in time and speed. DTW warps the
sequences and gives a distance like quantity between them.

In the first stage, we classify the gesture using HMM [27]. Based on the best
probability of belonging to one of the five classes, the gesture kind is recognized.
In the second stage, we measure the similarity between the variations of the main
angle sequence that characterizes the gesture class which HMM gave as output and
another variations sequence of the same angle taken as a reference using DTW.
Next, the distance is compared to a precalculated threshold. If the distance is less
than the threshold we keep the result provided by HMM method else the gesture
will be considered as an unknown gesture then rejected. Therefore a bad performed
gesture will be rejected instead of being misclassified. Figure6 shows the steps of
our recognition system. First, HMMmethod will classify a given gesture (Gtest) into
one of the five classes. Then, HMM method will give the result which is the type of
gesture (for example: Come). As mentioned before, the angle which characterizes
the gesture Come is elbow angle designed by α. Thus, we take the first part of the
gesture sequence (Gtest) which corresponds to α angle variations, and we take a
reference sequence of α angle variations in Come gesture from the database. Next,
we calculate the distance between these two sequences using DTW method. The
resulting distance is compared to a threshold that was fixed for the gesture Come.

Hidden Markov Models. An HMM can be expressed as λ = (A, B,π) and
described by:

(a) A set of N states S = {s1, s2, . . . , sn}.
(b) An initial probability distribution for each state Π = {π j }, j = {1, 2, . . . , N },

with π j = Prob(Sj at t = 1).
(c) A N-by-N transition matrix A = {ai j }, where ai j is the transition probability of

si to s j ; 1 ≤ i , j ≤ N and the sum of the entries in each row of the matrix Amust
be equal to 1 because it corresponds to the sum of the probabilities of making a
transition from a given state to each of the other states.
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Fig. 6 Our recognition system combining HMM and DTW

(d) A set of observations O = {o1, o2, . . . , ot }, t = {1, 2, . . . , T } where T is the
length of the longest gesture path.

(e) A set of k discrete symbols V = {v1, v2, . . . , vk}.
(f) The N-by-M observation matrix B = {bim}, where bim is the probability of gen-

erating the symbol vk from state s j and the sum of the entries in each row of the
matrix B must be 1 for the same previous reason.

There are three main problems for HMM: evaluation, decoding, and training,
which are solved by using Forward algorithm, Viterbi algorithm, and Baum-Welch
algorithm, respectively [28]. Also, HMM has three topologies: Fully Connected
(Ergodic model) where each state can be reached from any other state, Left-Right
(LR) model where each state can go back to itself or to the following states and Left-
Right Banded (LRB) model in which each state can go back to itself or the following
state only (Fig. 7). We choose left-right banded model Fig. 7a as the HMM topology,
because the left-right banded model is good for modeling-order-constrained time-

Fig. 7 HMM topologies. a
Left-right banded topology,
b left-right topology,
c ergodic topology
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series whose properties sequentially change over time. We realized five HMM, one
HMM for each gesture type.

Initializing Parameters for LRBModel. We created five HMM, one for each ges-
ture. First of all, every parameter of each HMM should be initialized. We start with
the number of states. In our case this number is not the same for all the five HMM, it
depends on the complexity and duration of the gesture.We use 12 states as maximum
number and 8 as minimum one in which the HMM initial vector parameters Π will
be designed by;

Π = (1 0 0 0 0 0 0 0) (5)

To ensure that the HMM begins from the first state, the first element of the vector
must be 1. The second parameter to be defined is the Matrix A which can be written
as:

A =

aii 1−aii 0 0 0 0 0 0
0 aii 1−aii 0 0 0 0 0
0 0 aii 1−aii 0 0 0 0
0 0 0 aii 1−aii 0 0 0
0 0 0 0 aii 1−aii 0 0
0 0 0 0 0 aii 1−aii 0
0 0 0 0 0 0 aii 1−aii
0 0 0 0 0 0 0 aii

(6)

where aii is initialized by a random value. The Matrix B is determined by:

B = {bim} (7)

where bim is initialized by a random value.

Training and Evaluation. Our database is composed of 100 videos for each kind
gesture (50 for training and 50 for testing). In the training phase the Baum-Welch
algorithm [28] is used to do a full training for the initialized HMM parameters
λ = (Π, A, B). Our system is trained on 50 sequences of discrete vector for each
kind of gesture by using LRB topology with the number of states ranging from 3 to
12. After the training process, we obtain newHMMparameters (Π ′, A′, B ′) for each
type of gesture. According to the forward algorithm with Viterbi path, the other 50
video sequences for each type of gesture are tested using the new parameters. The
forward algorithm computes the probability of the discrete vector sequences for all
the five HMM models with different states. Thereby, the gesture path is recognized
corresponding to the maximal likelihood of 5 gesture HMM models over the best
path that is determined by Viterbi algorithm. The following steps demonstrate how
the Viterbi algorithm works on LRB topology [29]:

• Initialization:
for 1 ≤ i ≤ N ,
δ1(i) = Πi · bi (o1)
φ1(i) = 0

• Recursion:
for 2 ≤ t ≤ T, 1 ≤ j ≤ N ,
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δt (i) = max[δt−1(i) · ai j ] · b j (ot )
φt (i) = argmax[δt−1(i) · ai j ]

• Termination:
p∗ = max[δT (i)]
q∗
T = argmax[δT (i)]

• Reconstruction:
for T − 1 <= t <= 1
q∗
t = φt+1(q∗

t+1)

The resulting trajectory (optimal states sequence) is q∗
1 , q

∗
2 , . . . , q

∗
T where ai j is the

transition probability from state si to state s j , b j (ot ) is the probability of emitting o
at time t in state s j , δt ( j) represents the maximum value of s j at time t,φt ( j) is the
index of s j at time t and p∗ is the state optimized likelihood function.

Calculating the Threshold for DTW Distance. We have calculated empirically
five threshold values one for each class of gesture. First we consider for each gesture
its own reference sequence. For Come class, the reference sequence contains the
variations of α angle throughout a Come gesture. For Recede class, the reference
sequence contains the variations ofα angle throughout aRecede gesture. ForPointing
to the right class, the reference sequence contains the variations ofβ angle throughout
a Pointing to the right gesture. For Pointing to the left class, the reference sequence
contains the variations of β angle throughout a Pointing to the left gesture. And for
Stop class, the reference sequence contains the variations of γ angle throughout a
Stop gesture. The threshold of a gesture class corresponds to the maximum distance
between its appropriate reference sequence and 50 sequences of test. The distance
is given by DTW algorithm and the sequences of test are extracted from the training
database.

3 Experimental Results

3.1 Experimental Protocol

Before the experiment, the experimental protocol was given to the subjects which
describes the beginning and the end of the five gestures. The gesture duration is not
fixed. The person can do a gesture whether slowly or speedy. We used the Kinect
sensor thatmust remain stable. The distance between the kinect and the person should
be between 80cm and 3m in order to detect the person properly. Figure8 shows some
cases when the Kinect can not totally detect the body. The environment is more or
less crowdedwith no obstacles between the subject and theKinect.While performing
a gesture, the person should be standing and remains in front of the kinect.
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Fig. 8 The cases of detection failure by the Kinect. The first image: the distance is greater than
3m. The second and third images: the person is not in front of the Kinect

3.2 Recognition Results

Angles variations are plotted in Figs. 9, 10, 11, 12 and 13. As it is shown, each gesture
is characterized by the most changing angle comparing to the two others. We choose
the state number of HMM for each gesture according to the experiment results and
find that the recognition rate is maximum when the state number is 11 states for the
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Fig. 9 Angles variations for
come gesture

Fig. 10 Angles variations
for recede gesture

gestures come, recede and pointing to the right, 12 for the gesture pointing to left,
and 8 for the last gesture stop as shown in Fig. 14. Therefore, we use this setting in
the following experiments. A given gesture sequence is recognized in 0.1508 s. The
recognition results are listed in Table2. We can see that the proposed method can
greatly improve the recognition process, especially for opposed gestures like come
and recede, pointing to the right and pointing to left. We can also see that there is no
confusing between some gestures such as come and recede. In this case, it is due to
the fact that the angle α changes during these two gestures decreases in come and
increases in recede.

The same reasoning can be given in the case of the tow opposed gestures, pointing
to the right and pointing to left. As a matter of fact, even if the same angle varies in
two different gestures, our method can distinguish them.
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Fig. 11 Angles variations
for pointing to the right
gesture

Fig. 12 Angles variations
for pointing to the left
gesture

Fig. 13 Angles variations
for stop gesture
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Fig. 14 Recognition accuracy when changing the number of state of HMM from 3 to 14 states

Table 2 Confusing matrix and recognition accuracy

Come Recede P. to the
right

P. to the
left

Stop Unknown
gesture

Accuracy
(%)

Come 50 0 0 0 0 0 100

Recede 0 50 0 0 0 0 100

P. to the
right

0 0 49 0 0 1 98

P. to the
left

0 0 0 48 0 2 96

Stop 0 0 0 0 46 4 92

Average accuracy 97.2%

Table3 presents a comparison of our approach with that of the authors in [30].
They use raw, roll and pitch orientations of elbow and shoulder joints of the left arm.
Their database contains five gestures trained by one person and tested by two. The
gesture duration is fixed beforehand. In offline mode, the accuracy of recognizing
gestures executed by personswho did trainingwas found to be 85%with theirmethod
and 97.2%with our method. And without training, the recognition accuracy attained
73% with their method and 82% with our method. The gestures we have defined
for the human robot interaction are natural. They are almost the same that we use
daily and between people. Whereas, most methods in the state of the art are based
on constrained gestures that use signs which are not natural. The proposed gesture
recognition approach is based only on depth information that is what makes it very
robust against the environment complexity and illumination variation.
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Table 3 Comparison between the performance of our approach and Ye and Ha [30]’s approach

Methods Ye and Ha [30] Our approach

Gesture nature Dynamic Dynamic

Used Info. Raw, roll and pitch orientations Angles between joints

Gestures number 5 5

Joints number 2 5

Used data Segmented Brute

Classification HMM HMM

Database 75 500

People for test 2 21

Gesture duration Fixed Variable

Accuracy 73% 97.2%

4 Conclusion and Future Work

In this paper we have presented an efficient method for 3D natural and dynamic ges-
ture recognition intended for human robot interaction. The proposed gesture recogni-
tion system is able to recognize five deictic gestures described by depth information
only. The upper body part is tracked using Kinect camera and angles are computing
from the 3d coordinates of five different joints. Our five gesture are represented by a
sequence which combines the variations of three angles. This sequence is the input
of our classification system that combines HMM and DTW method. First, HMM
affects the given gesture to one of five classes corresponding to the maximum proba-
bility. Based on this result, the DTW measures the similarity between the variations
sequence of the main angle that characterizes the gesture class which HMMmethod
gave as output and its reference sequence. The output distance is compared to the
threshold corresponding to the same class; if the distance is less than the thresh-
old then we keep the HMM result else we reject the gesture. Experimental results
presented in this paper, confirm the effectiveness and the efficiency of the proposed
approach. In one hand, the recognition rate can reach up to 100% for some kind of
gestures. The combination of HMM and DTW avoid misclassification and reject bad
performed gestures. In the second hand, the system can recognize gestures even if
the distance or the location of people change knowing that some conditions should
be respected as given in the experimental protocol. Finally, The environment and the
brightness do not affect the data collection and analyzing because we rely on depth
only.

Nevertheless, and despite the vast amount of relevant research efforts, the problem
of efficient and robust vision based recognition of natural gestures in unprepared
environments still remains open and challenging, and is expected to remain of central
importance in human-robot interaction in the forthcoming years. In this context we
intend to continue our research efforts towards enhancing the current system. At first,
the training and test data-sets will be expanded to include richer gesture types in order
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to recognize different gestures in the same sequence. Then, we intend to introduce
other information such as speech to improve the proposed recognition system by
detecting the beginning and the end of the gesture.
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Model-Free (Human) Tracking Based
on Ground Truth with Time Delay: A 3D
Camera Based Approach for Minimizing
Tracking Latency and Increasing Tracking
Quality

Philip Nicolai, Jörg Raczkowsky and Heinz Wörn

Abstract Model-free tracking allows tracking of objects without prior knowledge
of their characteristics. However, many algorithms require a manual initialization to
select the target object(s) and perform only a coarse tracking. This article presents a
newhybrid approach that allows combining a new fast,model-free tracking algorithm
using 3D cameras with an arbitrary separate, slower tracking method that provides
a time-delayed ground truth. In particular, we focus on human tracking human and
employ Time-of-Flight cameras for the model-free tracking, based on ground truth
provided by (multiple) Kinect cameras. The article describes the setup of the system,
the model-free tracking algorithm and presents evaluation results for two different
scenarios. Results show a high precision and recall, even with large time-delays of
the ground truth of up to 10s.

Keywords 3D camera · Model-free tracking · Probability propagation

1 Introduction

The interaction of humans and robots in a shared workspace is an ongoing field of
research. Applications cover a wide field from domains where robotic technologies
have been traditionally employed, e.g. industrial scenarios, to relatively new fields
such as surgical applications. In all domains, the safety of the human interacting
with the robotic system is paramount. For appropriate safety considerations as well
as for many applications in human-robot interaction, humans in the environment
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have to be perceived, e.g. detected and located in 3D space. Both the latency of
the perception system and the frame rate heavily influence the possible application
scenarios, especially for safety critical applications.

This paper, which is an extension of [1], presents an approach for combining a
model-free tracking algorithm using a fast 3D camera, i.e. with low latency and/or
high frame rate, with a ground truth provided by a secondary, slower 3D camera.
The faster camera pre-calculates the full point cloud of the tracked target in real
time. To achieve this, the time-delayed ground truth of the slower camera is propa-
gated forward in the data stream of the faster camera using 2D optical flow and then
refined to segment the full point cloud from the scene. Segmentation is performed by
calculating connected regions, rejecting outliers based on a simple tracking model
and applying background subtraction. This results in a highly accurate tracking esti-
mation in time with the faster camera, based on the time-delayed ground truth of
the secondary system. In addition, the model-free tracking algorithm will continue
tracking even if there is no ground truth available for a period of time, e.g. because
the tracking algorithm that provides the ground truth has lost the target(s).

While the approach is implemented and evaluated on the scenario of human track-
ing, i.e. using human tracking by a 3D camera as ground truth, the algorithm is not
tailored to this application (either implicitly or explicitly). On the contrary, as a
model-free tracking algorithm it is designed with the goal to be adaptable to other
applications, i.e. different combinations of tracking tasks and modalities. Examples
might be 3D tracking of objects with specific temperatures by using a thermal imag-
ing camera as delayed ground truth or even 3D tracking of objects based on positional
audio information provided by a microphone array.

The developed algorithm is applied to three different scenarios for tracking a
human body as a point cloud in 3D space: (a) low-latency tracking based on ground
truth with a latency of one to several seconds, (b) high frame rate tracking based on
ground truthwith a lower frame rate, (c) continuous trackingbasedonnon-continuous
ground truth.

Optical flow and depth information have been used in various works for segment-
ing and tracking humans and objects. Examples are [2], where depth and optical flow
were used to estimate the 3D position and motion of a person; using optical flow to
track persons between multiple cameras to avoid occlusions [3] or applying optical
flow and depth cues to vehicle-based moving object segmentation [4]. The combi-
nation of 2D and 3D Kinect data has been researched e.g. in [5] with the purpose of
mobile mapping in indoor environments.

However, the combination of different 3D cameras with 2D/3D propagation of
tracking probabilities has not been investigated before.
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2 System Setup

The Robot Operating System has been used as a communication framework [6]. It
is based on sending time-stamped messages on named topics and provides transport
mechanisms for both 2D and 3D image data.

Processing of data acquired by the different 3D cameras has been performed using
OpenCV [7] for 2D images and Point Cloud Library [8] for 3D data.

In the following, we give a short description of the scenarios and camera systems
to which the algorithm has been applied.

2.1 Latency Minimization Scenario

The first scenario is based on the sensing system ofOP: Sense, a research platform for
surgical robotics [9]. Four RGB-D Microsoft Kinect cameras (first generation), fea-
turing a resolution of 640 × 480 pixel for both depth and color image at 30 frames/s
(fps), supervise a narrow scene from different points of view. Human tracking and
fusion is performed based on the OpenNI tracking libraries [10]. Due to the distrib-
uted setup of the system, the Kinect system features a latency of about 950 ms.

A secondary camera system consists of six Time of Flight (ToF) pmd[vision]
S3 cameras. With a resolution of 64 × 48 pixels, they provide depth sensing (e.g.
point clouds and depth image) as well as an amplitude image that contains the signal
strength of the measurement. The left side of Fig. 1 shows one sensor node with both
Kinect and ToF camera.

Fig. 1 Left Sensor nodewithKinect (top), ToF camera (bottom center); the optical tracking (bottom
right) was not used for this work. Right Argos P100 3D mounted on top of Kinect II
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2.2 Frame Rate Optimization Scenario

In this scenario, a RGB-DMicrosoft Kinect II has been used for human tracking. The
camera provides a color streamwith 1920 × 1080 pixels and a depth data streamwith
512 × 424 pixels, both at 30 fps. Human tracking was performed using theMicrosoft
Kinect SDK 2.0 on aWindows system and streaming to ROS has been realized using
a custom bridge based on the win_ros stack.

A Bluetechnix Argos 3D P100 ToF camera with a resolution of 160 × 120 pixels
provides depth data and an amplitude image, both at a rate of up to 160 fps. The right
side of Fig. 1 shows the demonstration setup.

2.3 Tracking Reconstruction Scenario

This scenario is based on the same setup as scenario 2.1, i.e. four Kinect cameras
provide the ground truth and six pmd[vision] S3 cameras are used for running the
pre-calculation.

3 Methods

For easier reading and consistency with the scenarios and evaluation, we designate
the source of the ground truth in the following as “Kinect camera” and the secondary
camera as “ToF camera”. However, the presented algorithm is naturally applicable
to a wide range of different cameras.

Similarly, the tracking application,whichwill be referred to throughout the article,
is the tracking of humans (based on ground truth provided by the Kinect camera).
As the presented approach is a model-free algorithm which is deliberately based
on processing an external ground truth (opposed to implementing custom detection
and/or tracking algorithms), applications to arbitrary different tracking scenarios are
possible. In general, the only requirement is that an external ground truth is available
and that correspondences can be established between ground truth and data acquired
by the secondary camera.

3.1 Processing Pipelines

The proposed algorithm consists of two different processing pipelines which are
executed in parallel as depicted in Fig. 2. The first one processes all data acquired by
the ToF camera (datawhich doesn’t contain any tracking information) and propagates
tracking information based on the delayed ground truth. Thereby, a tracking estimate
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Fig. 2 Overview of the high-level structure of the proposed algorithm. Two pipelines (left ToF
pre-calculation, right ground truth processing) are executed in parallel such that the pre-calculation
pipeline based on ToF data is continuously updated with the latest available ground truth

is provided in each time step. The second one processes the user tracking information
from the Kinect camera (ground truth) and updates the ToF tracking state as well as
the background model.

ToF Processing. In the following, we use the term “ToF frame” to refer to all ToF
data associated to a single time step: source data such as the 3D point cloud, the
amplitude image, the depth image and the time stamp of the data acquisition as
well as processed data such as a flow field, a tracking probability map and geometric
information about tracked targets. To enable applying the results of filtering in the 2D
image domain to the 3D space of the point cloud, the pixel-to-point correspondences
have to be preserved. For this reason, only operations are employed on the ToF point
clouds that keep them organized, i.e. that don’t alter the original points in the cloud.

Figure3 visualizes the data processing of incoming ToF frames: Upon receiving a
newToF frame, the point cloud is transformed into a shared coordinate system and 2D
optical flow from the previous frame is calculated based on the respective amplitude
images (see Sect. 3.3). The ToF frame is then stored in a ring buffer. A tracking
probability map is calculated that provides a first estimation of the current position of
the tracked target(s), based on the optical flow and the tracking probabilitymap stored
in the previous ToF frame. Last, a refinement and rejection step is performed based
on the tracking probability map, the background model and the spatial information
encoded in the depth map (see Sect. 3.5). This yields the extended tracking map for
the current time step which is then applied to the point cloud to calculate the human
body point cloud tracking estimate.
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Fig. 3 Processing pipeline for newly acquired ToF frame at time t. 1Aflow field is calculated based
on amplitude images of frame t-1 and frame t. 2 The flow field is applied to the tracking probability
map of frame t-1, resulting in a tracking probability map for frame t. 3 The tracking probability
map is processed based on the tracking information of frame t-1 and a global background model to
provide an extended tracking map. 4 Applying the extended tracking map to the point cloud results
in the final tracking estimate

Ground Truth Processing. Upon reception, the point cloud corresponding to the
tracked human(s) is transformed to the shared coordinate system. Based on the acqui-
sition time of the received point cloud, the closest matching ToF frame is located
in the ring buffer (see Fig. 4). By determining correspondences between the ground
truth and the point cloud stored in the ToF frame, a tracking probability map with full
certainties is established and the ToF frame ismarked as a key frame. The background
model is updated using this tracking probability map and the corresponding depth

Fig. 4 Processing pipeline of new ground truth data acquired at time t-6 and is received at time t .
First, the corresponding ToF frame in the ring buffer is identified using the associated time stamps.
Next, correspondences are estimated to calculate a tracking probability map for the ToF frame at
time t-6. Last, the tracking probability map is propagated forwards using the flow fields associated
with each ToF frame
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map (see Sect. 3.2). These calculations are performed for each incoming ground truth
frame and are therefore independent of the actual delay of the ground truth.

Using the respective flow fields, the tracking probability map is propagated for-
ward throughout the ring buffer until the most recent ToF frame (see Sect. 3.4). Here,
the number of forward-propagations is directly proportional to the length of the
delay. Thereby, the tracking probability map of the next arriving ToF frame will be
calculated based on the updated information from this frame.

3.2 Background Modelling

In the presented approach, almost all information is stored and processed on a frame-
by-frame basis, e.g. optical flow between two frames and the tracking probability
map are directly assigned to a specific ToF frame. There are two exceptions which are
modelled as global components: The number of tracked humans and a background
model of the scene.

Our approach to modelling the background of the scene is based on the works of
[11] that extended the common Gaussian mixture models for pixel-wise background
subtraction by an automatic calculation of the correct number of Gaussian distrib-
utions per pixel. We have modified the OpenCV implementation of this algorithm
in two ways in order to take advantage of the data flow in our approach. First, we
introduce a masking capability that enables restricting an update of the background
model to specific areas of the image. Second, we split the update step of the original
algorithm into two different parts: A background maintenance that only updates the
model (without performing background subtraction on the input) and a foreground
detection stage that allows performing background subtraction on an image and cal-
culating a foreground mask without updating the background model.

Based on these modifications, the background model is being used as follows:
When a new ground truth frame arrives and correspondences to the according

ToF frame have been calculated, the background model is updated using the depth
image of this ToF frame. The tracking probability map is used to mask the tracked
humans, thereby ensuring that they are not incorporated into the background model.
This prevents the common problem that non-moving entities will be included in the
background after a certain number of update-steps [12].

When a new ToF frame is processed, an extended tracking map is calculated that
contains the location of all pixels belonging to a tracked human. However, this map
is prone to inclusion of false positives, e.g. pixels that belong to the background. For
correction, a foreground mask is retrieved by querying the background model with
the depth image of the ToF frame. By masking the extended tracking map with the
foreground mask, we remove potential false positives.
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3.3 Optical Flow Estimation

As described in Sect. 3.1, optical flow applied to 2D images is used to propagate the
tracking probability map between the ToF frames.

When using RGB images, the sensitivity of optical flow for moving targets such
as humans or objects is highly dependent on the kind of motion performed. When
applying optical for the purpose of tracking, rotations prove more difficult to detect
than translations: During rotation of a tracked target, previously visible parts of the
object vanish from the image while new parts appear. For these new elements, no
corresponding parts exist in the previous image. Performing optical flow calculations
on the amplitude images acquired by ToF cameras partially overcomes this problem:
The reflectivity of a tracked target, especially in the case of human tracking, is usually
less affected by rotations than its appearance in color space.

For the actual calculation of optical flow between two amplitude images, we use
the TV-L1 algorithm proposed by [13]. The flow field is calculated upon receiving a
new ToF frame and stored within the frame. As the flow field based propagation of
the tracking probability map is only used as a first approximation which is refined in
subsequent steps, our parameterization of the optical flow algorithm is targeted on
a higher computation speed rather than an optimal accuracy. Therefore, we set the
number of warps to 2 with 3 levels.

3.4 Tracking Probability Propagation

In ToF frames, information about the location of tracked humans has to be stored and
propagated. We represent this information as a 2D probability map where the value
of each pixel denotes the probability of this pixel belonging to a tracked human.

When a ground truth frame is received and theToF framewith the closestmatching
timestamp was located in the ring buffer, point-to-point correspondences between
both frames have to be established. These correspondences are calculated by creating
a k-d-tree of the downsampled ground truth cloud, iterating over all points in the
ToF point cloud and determining whether the distance to the ground truth cloud is
smaller than a pre-defined threshold. For all points where this check is successful,
the according pixel in the zero-initialized probability map is set to one.

Propagation of the tracking probability map from ToF frame Ft to subsequent
frame Ft+1 is performed using the flow fields associated with each ToF frame: Using
the flow field, each pixel pi,t with a positive probability value is projected onto the
tracking probability map of frame Ft+1. To map its new coordinates (xi,t+1, yi,t+1) to
whole-numbered coordinates, the probability value associated with pi,t is distributed
onto the four adjacent pixels pj1,t+1 .. pj4,t+1 based on their L2 distance to the new
position, provided that these pixels are inside the region of the image.
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In addition to populating the tracking probability map, the current total number
of tracked targets is determined based on the ground truth frame and stored as part
of the global tracking state.

3.5 Tracking Estimation

At the arrival of each new ToF frame, a tracking probability map is calculated that
provides a first estimation which points in the point cloud correspond to the tracked
human. However, this estimation has to be refined due to potential errors introduced
by the flow field based propagation of the tracking probability. In our experience,
especially human extremities such as arms are prone to misdetection during optical
flow propagation with low-resolution ToF cameras (false negatives). Also, tracking
probabilities might be erroneously associated to non-tracked objects in the surround-
ing environment (false positives).

For this reason, the tracking estimation step is split into two stages: tracking
refinement stage and outlier rejection stage.

Tracking Refinement Stage. The tracking refinement stage is primarily targeted
at correcting false negative detections, e.g. non-detected extremities. The tracking
probability map is first binarized by comparison against a pre-defined threshold and
then segmented into connected probable tracking regions ri. For each region, the
center of mass mi is calculated. Using mi as a seed, a floodfill operation is performed
on the associated depth image in order to connect previously undetected pixels with
local continuity in 3D space. The result is a refined tracking estimate r′i for each
connected region.

Outlier Rejection Stage. While false negative detections have been resolved in the
previous stage, there is still a possibility for false positive detections to be present due
to erroneous propagation of the tracking probability map onto untracked pixels. To
reject these outliers, the current number of probable tracking regions is first checked
against the number of tracked targets (see Sect. 3.4). If there are more regions than
tracked targets, we perform a similarity comparison between each tracked region
r j,t−1′ of the last frame and all current probable tracked regions ri,t′ in order to detect
the correct correspondences.The similarity comparison is basedonboth2Dsimilarity
metrics (e.g. 2D center location and area of a region) and 3D similarity metrics (e.g.
Euclidean distance between the center points in 3D space). For each region rj,t−1′ of
the previous frame, the best matching region ri,t′ is determined and its features are
stored as detected tracked regions in the current ToF frame. In order to avoid merging
of multiple regions rj,t−1′ onto a single region ri,t′ , regions ri,t′ are exempt from further
similarity comparisons once they have been successfully matched.

As a last step, for each detected tracked region all corresponding points in the ToF
frame cloud are selected. This results in the full body point cloud of the respective
tracked human being available for further processing.
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4 Results

The developed algorithm has been evaluated in the three scenarios presented in
Sects. 2.1–2.3. For both the latency minimization and the fame rate optimization sce-
nario, evaluation was performed by comparing the extended tracking map, which is
calculated immediately on the arrival of each newToF frame, against the correspond-
ing ground truth, which becomes available with a certain delay. This also means that
only frames for which a corresponding ground truth was received are taken into
account. For the third scenario, which is the reconstruction of lost tracking (gaps in
the ground truth), the evaluation method and results are described in Sect. 4.3.

All tests were performed under Linux Ubuntu 12.04 using an AMD Phenom II
1090T processor with six cores at 3.2GHz and 12 GB of RAM. All cameras have
been registered against an optical tracking system.

Table1 lists the metrics employed for accuracy evaluation.

4.1 Latency Minimization

For the latency minimization scenario, evaluation was performed on three recorded
data sets. Set A has a duration of 53.5 s, contains 317 ToF frames and 265 ground
truth frames. The cameras are located with a distance of 31.2cm between each other
and share the same field of view. The desired latency for evaluation was artificially
introduced by playing back the Kinect data with a delay between 1 and 10s. The
average processing time per ToF frame was 39 ms, independently of the induced
delay.

In set A, the tracked person comes into the field of view two times. To allow for a
detailed examination, evaluation has been performed on two different subsets of the
measurements: A1 takes into account all frames of each measurement, A2 includes

Table 1 Metrics for accuracy evaluation

Metric Definition

True positives tp Pixels correctly classified as part of the tracked human

True negatives tn Pixels correctly classified as not part of the tracked human

False positives fp Pixels incorrectly classified as part of the tracked human

False negatives fn Pixels incorrectly classified as not part of the tracked human

Precision tp
(tp+ f p)

Recall tp
(tp+ f n)

ToF frame processing time Time required for processing a single ToF frame (ms)

Ground truth processing time Time required for forward propagation of the ground truth of a
single Kinect frame (ms)

Tracking loss Percentage of frames with complete loss of tracking
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Fig. 5 Ground truth processing time (shown for subset A1 only)

only the frames in which recall and precision were positive, i.e. tracking was actually
performed. As a consequence, subset A1 is directly influenced by the delay of the
ground truth: On entry of a person into the field of view, there is no ground truth
available until the delayed ground truth is received. A higher delay therefore directly
results in more frames in which no forward propagation happens and no tracking is
performed which in turn lead to a higher rate of false negative classifications and
thereby a lower recall.

In all following figures, obtained results are shown over the respective delay; the
continuous line corresponds to subset A1 whereas the dotted line corresponds to
subset A2. All reported results are averaged over all frames of each measurement.

Figure5 shows the ground truth processing time. Figure6 shows the numbers of
false negative and false positive classifications. Figure7 shows the resulting precision
of the tracking estimate and the achieved recall of the tracking estimate.

Set B was recorded with the aim of evaluating the proposed algorithm in terms of
robustness against data acquired from different points of view.

It contains data of six ToF cameras that are ceiling-mounted in four corners as well
as on the sides of a rectangle of about 2m×2m (seeFig. 8).AKinect cameramounted
in one of the corners is used as ground truth. Set B has a duration of 85s, contains
approximately 230 ToF frames per camera and 294 ground truth frames. Again, the
results are split into two subsets B1 and B2 where B2 only contains frames where
a detection was performed. Further information about the spatial relation between
each ToF camera and the Kinect camera as well as the achieved results (recall and
precision) for both subsets B1 and B2 are shown in Table2.

Fig. 6 Number of false negative classifications (left) and false positive classifications (right)
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Fig. 7 Precision of the tracking estimate (left) and recall of the tracking estimate (right)

Fig. 8 Schematic top-down view of spatial camera configuration: Six ToF cameras (small rec-
tangles) and four Kinect cameras (trapezes) are mounted at a rectangular rig to supervise the
surroundings of an operating table (large rectangle)

Table 2 Spatial configuration and accuracy evaluation for six ToF cameras with different points
of view compared to the Kinect camera and latency of 1 s

1 2 3 4 5 6

Angle compared to Kinect (est.) 0◦ 90◦ 90◦ 180◦ 45◦ 135◦

Distance to Kinect (cm) 31 163 192 251 92 189

Recall B1 0.71 0.71 0.80 0.66 0.80 0.64

Precision B1 0.99 0.96 0.97 0.88 0.97 0.92

Recall B2 0.90 0.90 0.91 0.96 0.91 0.96

Precision B2 0.99 0.90 0.97 0.88 0.97 0.96
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Fig. 9 Delayed ground truth (left scene) and pre-calculated tracking estimate (right scene) in latency
minimization scenario

Figure9 shows a side-by-side exemplary view of the point cloud of a single ToF
camera with the delayed ground truth (left) and the pre-calculated tracking estimate
for this scenario (right). All 3D points that are pre-calculated as corresponding to the
tracked human have been omitted from the scene for better visibility.

4.2 Frame Rate Optimization

Contrary to the camera system used in the scenario above, which has already been
well-tested and optimized, e.g. with regards to crosstalk of the different cameras
illuminating the scene with infrared light, the combination of the Kinect II with the
Argos 3D P100 is employed as a proof of concept for the purpose of evaluating the
presented algorithm. Currently, the maximum frame rate of 160 fps for the Argos
camera can only be achieved with a low integration time that drastically decreases
the sensing range of the camera. As a compromise, we operated the camera at 80 fps
which yielded an acceptable sensing range for object with amedium to high reflectiv-
ity (i.e. people wearing white clothes). In addition, we observed infrequent crosstalk.
Figure10 shows the pre-calculation with the Argos 3D P100.

Evaluation was performed using four different data sets of lengths between 30
and 68 s. Each data set contains at least 2.300 frames acquired by the ToF camera
and 600 frames taken by the Kinect II. Again, the measurements were split as before
into subsets D1 and D2.

As the processing of each ToF frame took more than 230 ms on average, which
resulted in dropped frames, we slowed back the playback of the recorded data by a
factor of 10. In proportion, this corresponds to a processing time of about 20 ms, and
can serve as an indication for the potential accuracy of the algorithm. Table3 lists
the resulting accuracy metrics.



260 P. Nicolai et al.

Fig. 10 Delayed ground truth (left scene) and pre-calculated tracking estimate (right scene) in
frame rate optimization scenario

Table 3 Accuracy evaluation for high frame rate ToF at normal and reduced speed

1 × speed 0.1 × speed

Average recall D1 0.73 0.87

Average precision D1 0.87 0.90

Average recall D2 0.96 0.94

Average precision D2 0.95 0.91

4.3 Tracking Reconstruction

Set E with a length of 151s represents the full configuration of the camera system. It
contains 926 ToF frames for each of the six ToF cameras and 453 (460) point clouds
representing the ground truth. One person was performing different tasks on both
sides of the OR table.

In this scenario, no effective time delay was introduced for the fused ground truth.
For each ToF frame, the correctness of the corresponding ground truth was manually
annotated using the classification shown in Table4.

Table 4 Classifications for
manual annotation of ground
truth quality

Correct Ground truth corresponds to the tracked human

Loss No ground truth despite the human being visible
in the scene

Noise “Tracking” of objects not corresponding to the
human in addition the correct tracking of the
human

Holes Parts of the human were not detected by ground
truth
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Fig. 11 Data flow for tracking reconstruction scenario: Four Kinect cameras supervise the scene
and independently perform human tracking. Their fused output is used as ground truth for six
parallel instances of the model-free pre-calculation algorithm, each based on scene data acquired
by one ToF camera. The results are then fused into a point cloud containing the final pre-calculation

In difference to set B, the full human tracking Kinect system has been used as
ground truth. Figure11 shows an overview of the data flow for set E.

As can be seen from the spatial setup of the cameras as depicted in Fig. 8, for ToF
cameras 1, 2, 3 and 4 there is a Kinect camera located close by with a similar angle
of view. Each camera only supervises a part of the scene: Even-numbered cameras
and odd-numbered cameras acquire different sides of the OR table in the OP:Sense
setup. For this evaluation, the results of camera ToF 1, ToF 2 and ToF 3 are used as
these represent the three different cases (ToF 1 and ToF 2 look at different sides of
the OR table; ToF 3 does not have a spatially close Kinect camera).

In the evaluation data set, there is a frequent loss of tracking by theKinect cameras.
In some instances, this has been intentionally caused by the tracked person standing
still which is a common reason of failure for tracking algorithms that rely on detection
motion in their first stage.

Contrary to the previous Sects. 4.1 and 4.2, where the accuracy of the pre-
calculation against a known ground truth was evaluated, evaluation here takes into
account all frames, including those where no ground truth was available. This is
necessary for evaluating the capability to fill gaps in the ground truth, e.g. continue
tracking the target even if the ground truth incorrectly fails.
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Table 5 Accuracy evaluation for tracking reconstruction scenario based on all frames where track-
ing was performed

ToF 1 ToF 2 ToF 3

Average % of false positives 4.13 1.44 8.02

Average % of false negatives 10.31 10.85 11.29

Average recall 0.90 0.89 0.89

Average precision 0.98 0.99 0.97

Table 6 Accuracy evaluation for tracking reconstruction scenario based on frames with correct
ground truth only

ToF 1 ToF 2 ToF 3

Average % of false positives 0.59 1.36 2.17

Average % of false negatives 12.81 11.17 7.9

Average recall 0.87 0.89 0.92

Average precision 0.99 0.99 0.98

To determine the accuracy, recall and precisionwere calculated. Calculations only
took into account the frames where a valid ground truth was available and tracking
was performed. Tables5 and 6 show the achieved results when taking into account
either all frames where ground truth was not classified as “loss” or all frames where
ground truth was classified as “correct”.

Figures12, 13 and 14 show graphs of the tracking results obtained in evaluation as
bar/line diagrams with the number of tracked pixels on x-axis and the frame number
on y-axis. The bars represent the ground truth as obtained by the Kinect camera;
for better visibility, bars have been plotted without interleaving intervals. The line
represents the result of the pre-calculation algorithm. For a better understanding of
the graphs, the line is plotted solidly where ground truth was labelled as tracking
the human; where ground truth incorrectly failed to track (loss in tracking), the line
representing the result of the pre-calculation algorithm is plotted as points.

Fig. 12 Tracking reconstruction results for camera 1
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Fig. 13 Tracking reconstruction results for camera 2

Fig. 14 Tracking reconstruction results for camera 3

5 Discussion

For the latency minimization scenario, Fig. 5 shows that the ground truth processing
time starts at 47ms at a delay of 1 s and increaseswith longer delays. This corresponds
to a first processing step of about 45 ms, in which transformation of the ground
truth cloud and correspondence calculation are performed, followed by the forward
propagation of the ground truth which takes about 1.7 ms/s of delay and is therefore
also applicable to longer delays.

The total latency of the pre-calculated tracking can be calculated as the sum of
the latency of the ToF cameras in the six-camera setup of about 240 ms and the ToF
frame processing time of 39 ms. The resulting total latency of less than 300 ms is
independent of the induced delay, so the observed speedup of the tracking is between
3× and 33× for a respective delay of 1–10s.

As expected, the number of false negative classifications as depicted in Fig. 6 is
approximately proportional to the induced delay for the subset A1 (see Sect. 4.1).
For subset A2, fromwhich frames without a ground truth were excluded, the number
of false negative classifications was negligible and clearly independent of the delay.

These results lead to a high precision (see Fig. 7), e.g. close to nil points are
erroneously classified as belonging to the tracked human. For subset A1, recall is
again proportional to the delay as with a higher delay, there is no ground truth for a
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large number of frames. If only frames for which a ground truth was available during
the measurement are taken into account (subset A2), recall is close to 1 which means
that almost all points that belong to the tracked human have been classified as such
(see Fig. 9).

Measurements with six ToF cameras show that the proposed algorithm shows
good results also on different camera configurations, i.e. when the ToF camera and
the Kinect camera are not mounted with a similar point of view, as can be seen
from Table2. Subset B1 shows worse results on recall than subset B2, due to the
fact that with different fields of view, the tracked human is often not visible in
both cameras at once, so no correspondences can be established. For the six-camera
scenario specifically, we expect to solve this by utilizing the fused output of four
spatially distributed Kinect cameras as ground truth.

The rather long processing time when using the Argos 3D P100 camera is consis-
tent with the timings measured for the pmd[vision] S3 cameras: The Argos3D P100
nominally provides about six times more points per frame, for which correspon-
dences have to be determined, which leads to an increase in processing time from
46ms to about 230ms. However, this calculation is currently performed on CPU in a
single thread so we are expecting to achieve a large speedup by parallelizing on CPU
and/or GPU. Further optimizations of the frame rate and image quality are expected
by using a different high-speed ToF camera, the upcoming Argos 3D P320, which
features 12 instead of 2 LEDs for illumination and thereby increases the effective
sensing range.

For the tracking reconstruction scenario, results show a good fit between the
ground truth that was classified as “correct” and the according result of our model-
free pre-calculation tracking algorithm. It is also clearly visible that the tracking
continued when ground truth was lost.

When taking into account the tracking results depicted in Figs. 12, 13 and 14,
one can further see that the tracking results of the ToF cameras complement each
other. E.g. when the tracked human is not visible for cameras ToF 1 and ToF 3, ToF 2
performs the pre-calculation. This is the desired behavior based on the spatial camera
setup of OP:Sense (as shown in Fig. 8).

For the accuracy, there is again a high recall and precision as given in Tables5
and 6. While both metrics yield slightly higher results when only taking into account
“correct” ground truth, the difference is negligible. However, it can be seen that the
position of the ToF camera does not affect pre-calculation result.

6 Conclusions

We have proposed a new approach for pre-calculating the body point cloud of a
human using a model-free algorithm which is based on time-delayed ground truth. It
features two distinct processing pipelines: One pipeline processes the ground truth,
that corresponds to a pastmeasurement frame, andpropagates it forward to the current
frame.Theother pipeline handles the incomingdata from the faster 3Dcamera system
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and calculates a tracking estimate based on 2D optical flow in combination with a
customized background model and various refinement steps.

The algorithm has been implemented and evaluation has been performed on three
different scenarios. Results for the latency minimization scenario show that the pre-
sented approach consistently achieves very good results for the evaluated data sets.
The distinction between two different data sets for each evaluation shows that apart
from the initial delay until a tracking is established, the magnitude of the latency
doesn’t affect the high tracking quality of the algorithm. While still good, the accu-
racy of the second scenario is lower than that of the first scenario and the current
processing time prohibits its intended usage. For this reason, optimization of the
algorithm in terms of computational costs and the optimization of our test bed for
the second scenario will be addressed as detailed above. The results obtained for the
third scenario show that using the proposed algorithm with multiple cameras, both
for providing the ground truth and for pre-calculating the tracking, gives an accurate
and robust tracking estimation. It is also capable of covering gaps in the ground truth,
i.e. continues tracking even if tracking was lost as ground truth.

As next steps, we aim to apply the developed algorithm to a number of use cases
in human-robot-interaction, e.g. camera-based switching of robot control modes.We
also intend to apply the algorithm to other kinds of tracking scenarios using different
input modalities.
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Highly Parallelizable Algorithm for Keypoint
Detection in 3-D Point Clouds

Jens Garstka and Gabriele Peters

Abstract In computer vision a reliable recognition and classification of objects is
an essential milestone on the way to autonomous scene understanding. In particular,
keypoint detection is an essential prerequisite towards its successful implementation.
The aim of keypoint algorithms is the identification of such areas within 2-D or 3-D
representations of objects which have a particularly high saliency and which are
as unambiguous as possible. While keypoints are widely used in the 2-D domain,
their 3-D counterparts are more rare in practice. One of the reasons often consists
in their long computation time. We present a highly parallelizable algorithm for 3-D
keypoint detection which can be implemented on modern GPUs for fast execution.
In addition to its speed, the algorithm is characterized by a high robustness against
rotations and translations of the objects and a moderate robustness against noise. We
evaluate our approach in a direct comparison with state-of-the-art keypoint detection
algorithms in terms of repeatability and computation time.

Keywords 3-D keypoint detection · 3-D object recognition · 3-D computer vision

1 Introduction

3-D object recognition and classification is a fundamental part of computer vision
research. Many of the existing recognition systems use local feature based methods
as they are more robust to occlusion and clutter. In those systems keypoint detection
should be the first major step to get distinctive local areas for discriminative local
feature descriptions. But a recent survey on feature based 3-D object recognition
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systems by Guo et al. [7] shows, that many major systems for local feature based
3-D object recognition use sparse sampling or mesh decimation methods to create a
set of points on which the feature descriptors will be computed. In terms of repeata-
bility and informativeness these methods do not result in qualified 3-D keypoints.

There are a variety of reasons why existing 3-D keypoint detection algorithms
are not used: Some of them are sensitive to noise and some are time consuming.
Furthermore, there is only a handful of methods, that work with unstructured 3-D
point clouds without a time consuming approximation of local surface patches or
normal vectors [5, 12–14, 20, 21].

This paper addresses the problems described above. The proposedmethod is a fast
and robust algorithm for automatic identification of 3-D keypoints in unstructured
3-D point clouds. We create a filled and watertight voxel representation (in terms of
a dense voxel connectivity) of a point cloud. This voxel representation is convolved
with a spherical convolution kernel. The sphere works as an integral operator on all
voxels containing points of the point cloud. The convolution gives the proportion
of voxels of the sphere which are inside the point cloud. The proportion values are
used to identify regions of interest, and from these robust keypoints are extracted.
All parts of the algorithm are highly parallelized and thus will be computed very
quickly. The size of the convolution kernel can be adopted to the size of the area
which is used by the local feature descriptor. Furthermore, we can easily simulate a
lower resolution point cloud by increasing the voxel size. Therefore, we can create
keypoints for multiple resolutions. Finally we will show, that our approach provides
robust keypoints, even if we add noise to the point cloud.

2 Related Work

There aremany 3-Dkeypoint detection algorithms thatwork onmeshes or use surface
reconstruction methods. A brief overview is given in a recent survey paper by Guo
et al. [7]. But there are only a few of them that work directly on unstructured 3-D
point cloud data. They have been compared multiple times, e.g., by Salti et al. [15],
Dutagaci et al. [3], and Filipe and Alexandre [4] and therefore, we will give just a
short overview of algorithms, which are designed to work with point clouds only.

Pauly et al. [14] use a principal component analysis to compute a covariancematrix
C for the local neighborhood of each point p. With the eigenvalues λ1, λ2 and λ3 they
introduce the surface variation σn(p) = λ1/(λ1 + λ2 + λ3), for a neighborhood of
size n, i.e., the n nearest neighbors to p. Within a smoothed map of surface variations
Pauly et al. do a local maxima search to find the keypoints. A major drawback of this
method is, that the surface variation is sensitive to noise (Guo et al. [7]).

Matei et al. [12] use a similar approach as Pauly et al., but they use only the smallest
eigenvalue λ3 of the covariance matrix C for a local neighborhood of a point p to
determine the surface variation. But in contrast to Pauly et al., the method fromMatei
et al. provides only a fixed-scale keypoint detection.
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The algorithmpresented by Flint et al. [5] is a 3-D extension of 2-D algorithms like
SIFT [11] and SURF [2] called THRIFT. They divide the spatial space by a uniform
voxel grid and calculate a normalized quantity D for each voxel. To construct a
density scale-space Flint et al. convolve D with a series of 3-D Gaussian kernels
g(σ ). This gives rise to a scale-space S(p, σ ) = (D ⊗ g(σ ))(p) for each 3-D point
p. Finally, they compute the determinant of Hessian matrix at each point of the scale
space.Within the resulting 3 × 3 × 3 × 3matrix, a nonmaximal suppression reduces
the entries to local maxima, which become interest points.

Unnikrishnan andHebert [20] introduce a 3-D keypoint detection algorithm based
on an integral operator for point clouds, which captures surface variations. The
surface variations are determined by an exponential damped displacement of the
points along the normal vectors weighted by the mean curvature. The difference
between the original points and the displaced points are the surface variations which
will be used to extract the 3-D keypoints, i.e., if a displacement is an extremumwithin
the geodesic neighborhood the corresponding 3-D point is used as keypoint.

Zhong [21] propose another surface variation method. In their work they use the
ratio of two successive eigenvalues to discard keypoint candidates. This is done,
because two of the eigenvalues can become equal and thus ambiguous, when the
corresponding local part of the point cloud is symmetric. Apart from this, they use
the smallest eigenvalue to extract 3-D keypoints, as proposed by Matei et al.

Finally, also Mian et al. [13] propose a surface variation method. For each point
p they rotate the local point cloud neighborhood in order to align its normal vector
np to the z-axis. To calculate the surface variation they apply a principal component
analysis to the oriented point cloud and use the ratio between the first two principal
axes of the local surface as measure to extract the 3-D keypoints.

3 Our Algorithm

The basic concept of our algorithms is adopted from a keypoint detection algorithm
for 3-D surfaces introduced by Gelfand et al. [6]. To be able to use an integral volume
to calculate the inner part of a spherewithout structural information of the point cloud,
we designed a volumetric convolution of a watertight voxel representation of the
point cloud and a spherical convolution kernel. This convolution calculates the ratio
between inner and outer voxels for all voxels that contain at least one point of the 3-D
point cloud. The convolution values of the point cloud get filled into a histogram.
Keypoint candidates are 3-D points with rare values, i.e., points corresponding to
histogram bins with a low level of filling.We cluster these candidates, find the nearest
neighbor of the centroid for each cluster, and use these points as 3-D keypoints.

Thus, our method for getting stable keypoints in an unstructured 3-D point cloud
primarily consists of the following steps:
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1. Estimate the point cloud resolution to get an appropriate size for the voxel grid.
2. Transfer the point cloud to a watertight voxel representation and fill all voxels

inside of this watertight voxel model with values of 1.
3. Calculate a convolution with a voxel representation of a spherical convolution

kernel.
4. For each 3-D point fill the convolution results of its corresponding voxel into a

histogram.
5. Cluster 3-D points with rare values, i.e., 3-D points of less filled histogram bins,

and use the centroid of each cluster to get the nearest 3-D point as stable keypoint.

The details of these steps are provided in the sections below.

3.1 Point Cloud Resolution

A common way to calculate a point cloud resolution is to calculate the mean distance
between each point and its nearest neighbor. Since we use the point cloud resolution
to get an appropriate size for the voxel grid (which is to be made watertight in the
following steps), we are looking for a voxel size which leads to a voxel representation
of the point cloud, where only a few voxels corresponding to the surface of the object
remain empty, while as much as possible of the structural information is preserved.

To get appropriate approximations of point cloud resolutions, we carried out an
experiment on datasets obtained from ‘The Stanford 3-D Scanning Repository’ [19].
We examined the mean Euclidean distances between n nearest neighbors of m ran-
domly selected 3-D points, with n ∈ [2, 10] andm ∈ [1, 100]. The relative difference
between the number of voxels based on the 3-D points to the number of voxels based
on the triangle mesh were filled into a separate histogram for each value of n. The
histogram of the ‘Stanford Bunny’ shown in Fig. 1 is illustrative for all results.

With n = 7 the absolute mean of the relative difference is at a minimum. Thus,
the experiments using different 3-D objects show that an approximated point cloud
resolution with the use of 7 nearest neighbors and with a sample size of 50 randomly
selected points is a good choice to get a densely filled initial voxel grid within a small
computation time.

3.2 Fast Creation of a Watertight 3-D Model

Initially we create a voxel grid of cubic voxels with an edge length of the point cloud
resolution as described above. Each voxel containing a 3-D point is initialized with
a value of 1.0. This creates an approximated voxel representation of the surface. The
voxels representing the point cloud are defined as watertight, if the voxels result in
a densely connected structure without gaps.
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Fig. 1 The quality of the voxel grid based on the point cloud resolution calculated by the mean
of n = 7 nearest neighbors. The x-axis shows the relative difference between the number of voxels
based on the 3-D points to the number of voxels based on the triangle mesh of ‘Stanford Bunny’.
The y-axis shows the number of randomly selected points which have been used to calculate the
values

To be able to fill inner values of objects, we assume that it is known whether the
point cloud represents a closed model or a depth scan, which has its depth direction
along the z-axis.

In case of a depth scan, which is very common in robotics, we take the maximum
depth value zmax and the radius of the convolution kernel rconv , and set the value
of all voxels along the z-axis beginning with the first voxel with a value of 1 (a
surface voxel) and ending with depth of at least zmax + rconv to a value of 1, too. An
illustration of this can be seen in Fig. 2.

In case we assume a closedmodel we have to fill all inner voxels. Due to variations
in density of the point cloud and the desire to keep the voxel size as small as possible,
it often occurs that the voxel surface is not watertight. For first tests we implemented
two different approaches to close holes in the voxel grid. The first implementation
was based on the method from Adamson and Alexa [1]. Their approach is in fact
intended to enable a ray tracing of a point cloud. They use spheres around all points
of the point cloud to dilate the points to a closed surface. Shooting rays through
this surface can be used to close holes. The second implementation was based on
a method by Hornung and Kobbelt [8]. Their method creates a watertight model
with a combination of adaptive voxel scales and local triangulations. Both methods
create watertight models without normal estimation. But the major drawback of both
methods consists in their long computation times.

Since themethodwe propose should be fast, these concepts were discarded for our
approach. Instead we use a straightforward solution, which appears to be sufficient
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Fig. 2 This is a voxel
representation of a view
dependent patch (depth scan)
from the ‘Bunny’. Blue dots
represent voxels
corresponding to 3-D points.
Red dots represent the filled
voxels below the surface

for good but fast results. The filling of the voxel grid is described exemplary for the
one direction. The calculation of the other directions is performed analogously.

Let u, v and w the indexes of the 3-D voxel grid in each dimension. For each pair
(u, v) we iterate along all voxels in w-direction. Beginning with the first occurrence
of a surface voxel (with a value of 1) we mark all inner voxels by adding −1 to the
subsequent voxels until we reach the next surface voxel. These steps are repeated
until we reach the w boundary of the voxel grid. If we added a value of−1 to the last
voxel, we must have passed a surface through a hole. In this case we need to reset
all values for (u, v) back to the previous values.

After we did this for each dimension, all voxels with a value ≤−2, i.e., all voxel
which have been marked as inner voxels by passes for at least two dimensions, will
be treated as inner voxels and their value will be set to a value of 1. All other voxels
will get a value of 0.

We already mentioned, that, if we pass the surface through a hole, we set back all
voxel values to previous values. This might result in tubes with a width of one voxel
(see Fig. 3a). Because of that, we fill these tubes iteratively in a post-processing step,
with the following rule.

If a voxel at position (u, v, w) has a value of 0 and at least each of the 26 neighbor
voxels except of one of the six direct neighbors (u ± 1 or v ± 1 orw ± 1) has a value
of 0, the voxel at (u, v, w) gets a value of 1, too. The result is shown in Fig. 3b.

3.3 Convolution

The convolution is done with a voxelized sphere of radius rconv . For a fast GPU
based implementation we use the NVIDIA FFT-implementation cuFFT. Figure4a, b
visualize the results showing those voxels which contain 3-D points from the initial
point cloud. The convolution values are in [0, 1]. While values near 0 are depicted
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Fig. 3 The lower part of this figure shows sliced versions of the filled voxel grid of the ‘Bunny’.
All inner voxels get filled after the surface is passed. This is done for each direction u, v and w. If
the surface gets missed through a hole, it might lead to tubes with a width of one voxel as shown in
(a). If we post-process this voxel grid, we can identify and fill those tubes. This is done as shown in
the upper part of this figure. The upper part of (a) shows a configuration, where a non-filled voxel
(tinted in brown) is bounded by at least 5 filled direct neighbor voxels (tinted in beige). In such a
case the voxel framed in green is filled as illustrated in the upper part of (b). This leads to a nearly
complete filled voxel grid as shown in the lower part of (b)

Fig. 4 The two figures show colored convolution results of the ‘Bunny’ in full resolution using a
convolution kernel of radius rconv = 10pcr (pcr = point cloud resolution). a Shows a depth scan
(pcr = 0.00167) with convolution values between 0.23 (red) and 0.79 (blue) while b shows the
closed point cloud (pcr = 0.00150) with values between 0.08 (red) and 0.83 (blue)
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red, values near 1 are depicted blue to purple, and values of about 0.5 are depicted
green.

3.4 Histograms

Following the computation of the convolution, we have to identify all convolution
values which are interesting, i.e., which are less frequent. To find those regions of
values which are less frequent, we fill the convolution values into a histogram. To
get an appropriate amount of bins we use Scott’s rule [16] to get a bin width b:

b = 3.49σ
3
√
N

, (1)

where σ is the standard deviation of N values. In case of the Stanford bunny the
value of b is:

b = 3.49 · 0.096
3
√
35947

≈ 0.01015 (2)

The corresponding histogram is shown in Fig. 5.
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Fig. 5 This histogram illustrates the distribution of convolution values for the Stanford Bunny.
The smallest convolution value is 0.12, while the largest convolution value is 0.85. With σ = 0.096
the interval [0, 1] is divided into 99 bins with a bin size of 0.0101. The red dotted line indicates the
1% limit. All 3-D points with a convolution value of bins colored in red will be used as keypoint
candidates
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In case of a depth scan we need to take into account that the convolution values
at outer margins do not show the correct values. Thus, we ignore all values of points
within an outer margin rconv .

3.5 Clustering

From the histogram we select all bins filled with values of at most 1% of all points
(see Fig. 5). It turned out that this is a good choice for an upper limit since higher
values lead to large clusters. On the other hand, a significant smaller limit leads to
fragmented and unstable clusters.

All points corresponding to the values in the selected bins will be used as keypoint
candidates for clustering. Figure6a shows all keypoint candidates for the ‘Bunny’.
We cluster these points using the Euclidean distance with a range limit of 3pcr .
This enables us to handle small primarily longish clusters, e.g., the region above the
bunny’s hind legs, as a single connected cluster. Figure6b illustrates the different
clusters with separate colors.

For each cluster we calculate the centroid. Each centroid is used to find its nearest
neighbor among the 3-D points of the corresponding cluster. This nearest neighbor
is used as 3-D keypoint. Figure6c, d show the results for the ‘Bunny’.

Additional examples of further objects from the Stanford 3-D Scanning Reposi-
tory are given in the Appendix.

4 Results

We evaluated our results with respect to the two main quality features repeatability
and computation time. To be comparable to other approaches we used the same
method of comparing different keypoint detection algorithms and the same dataset as
described by Filipe andAlexandre [4], i.e., we used the large-scale hierarchicalmulti-
view RGB-D object dataset from Lai et al. [9]. The dataset contains over 200000
point clouds from 300 distinct objects. The point clouds have been collected using
a turntable and an RGB-D camera. More details can be found in another article by
Lai et al. [10].

4.1 Repeatability Under Rotation

Filipe and Alexandre [4] use two different measures to compare the repeatability:
the relative and absolute repeatability. The relative repeatability is the proportion of
keypoints determined from the rotated point cloud, that fall into a neighborhood of
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Fig. 6 Thesefigures illustrate the process of obtaining clusters andkeypoints from the set of possible
candidates. a Shows all 3-D keypoint candidates (blue) for the ‘Bunny’. b Shows all clusters found
for an Euclidean distance with a range limit of 3pcr . c Shows a combination of colorized clusters
and the corresponding 3-D keypoints. Finally, d shows the isolated keypoints

a keypoint of the reference point cloud. The absolute repeatability is the absolute
number of keypoints determined in the same manner as the relative repeatability.

To compute the relative and absolute repeatability, we randomly selected five
object classes (‘cap’, ‘greens’, ‘kleenex’, ‘scissor’, and ‘stapler’) and picked 10
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Fig. 7 The five object classes obtained from ‘The Stanford 3-D Scanning Repository’ [19] are cap,
greens, kleenex, scissor, and stapler

point clouds within each object class randomly as well. A color image of one pose
and one point cloud from each of the used object classes is shown in Fig. 7.

Additionally, these 50 base point clouds were rotated around random axes at
angles of 5◦, 15◦, 25◦, and 35◦. Afterwards, we applied our algorithm on each of
these 250 point clouds. For neighborhood sizes n from 0.00 to 0.02 in steps of 0.001
the keypoints of the rotated point clouds were compared with the keypoints of the
base point clouds. If a keypoint of a rotated point cloud fell within a neighborhood n
of a keypoint of the base point cloud, the keypoint was counted. Finally, the absolute
repeatability was determined based on these counts for each n as an average of the
50 corresponding point clouds for each angle. The relative repeatability rates are
the relations between the absolute repeatabilities of the rotated point clouds and the
number of keypoints of the base point clouds.

Figure8 opposes relative repeatability rates of our approach (left hand side) to
the corresponding results of four state-of-the-art keypoint detection algorithms (right
hand side). Figure9 does the same for absolute repeatability rates. The approaches
evaluated by Filipe and Alexandre [4] are Harris3D [17], SIFT3D [5], ISS3D [21],
and SUSAN [18] which they extended to 3-D.

In more detail, the graphs on the left of both Figs. 8 and 9 show the average
relative, resp. absolute, repeatability of keypoints computed with our algorithm for
5 randomly selected objects over 10 iterations, i.e., with 10 different rotation axes.
The graphs on the right of both figures are taken from the evaluation done by Filipe
and Alexandre [4].

It is striking, that the relative repeatability rates of our approach are considerably
higher for large rotation angles than those of all other state-of-the-art approaches that
have been compared by Filipe and Alexandre. Only for an rotation angle of 5◦ one of
the other algorithms (ISS3D) is able to outperform our approach significantly in the
range of small neighborhood radii. On the other hand, the results of our algorithm in
terms of absolute repeatability of keypoints are in general less convincing, although
for all of the considered rotation angles it outperforms one of the other approaches
(Harris3D). For a rotation angle of 35◦ our algorithm outperformes even three of the
other approaches considered (Harris3D, SIFT3D, and ISS3D).
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Fig. 8 Relative repeatability. Left our approach. Right four state-of-the-art approaches, diagrams
taken from the evaluation done by Filipe and Alexandre [4]. a Relative repeatability of keypoints
at a rotation angle of 5◦, b Relative repeatability of keypoints at a rotation angle of 15◦. c Relative
repeatability of keypoints at a rotation angle of 25◦.dRelative repeatability of keypoints at a rotation
angle of 35◦
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Fig. 9 Absolute repeatability. Left our approach. Right four state-of-the-art approaches, diagrams
taken from the evaluation done by Filipe andAlexandre [4].Note the diagrams taken from Filipe and
Alexandre have wrong axis labels. However, they contain the absolute repeatability of keypoints. a
Absolute repeatability of keypoints at a rotation angle of 5◦. bAbsolute repeatability of keypoints at
a rotation angle of 15◦. c Absolute repeatability of keypoints at a rotation angle of 25◦. d Absolute
repeatability of keypoints at a rotation angle of 35◦
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4.2 Repeatability Under Noise

Furthermore, we have repeated the described simulations for point clouds with addi-
tional random noise at a level of 0.5 times of the point cloud resolution. The graphs
of Fig. 10 display the average repeatability rates (relative and absolute) for point
clouds with added noise. The differences between these curves and their correspond-
ing curves from the simulations without noise are negligible, which shows that our
approach is able to cope with a fair amount of noise, as well.

4.3 Computation Time

To calculate average computation times we computed the 3-D keypoints 10 times
for each point cloud. The system configuration we used for all experiments is given
in Table1.

The computation time of our algorithm correlates with the number of voxels, i.e.,
with the dimensions of the voxel grids, which must be powers of two. Measured
average computation times in dependence of voxel grid dimensions are given in
Table2.

Fig. 10 Our approach with additional noise. Left relative repeatability.Right absolute repeatability.
a Repeatability for a point cloud with 0.5pcr additional random noise at a rotation angle of 5◦.
b Repeatability for a point cloud with 0.5pcr additional random noise at a rotation angle of 15◦
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Table 1 System
configuration for experiments

System configuration

Processor Intel Xeon E5630 @2.53GHz

Memory 12GB

GPU NVIDIA GeForce GTX 670

GPU memory 2 GB GDDR5

OS Debian GNU/Linux

NVIDIA driver 340.32

Table 2 Average
computation times

Voxel grid Time (ms)

512 × 256 × 128 ≈1500

256 × 256 × 128 ≈700

256 × 256 × 64 ≈300

256 × 128 × 128 ≈350

256 × 128 × 64 ≈80

128 × 128 × 128 ≈200

128 × 128 × 64 ≈110

128 × 64 × 64 ≈60

64 × 64 × 64 ≈35

The computation time for most of the point clouds was below 1s. For many
of the point clouds the computation time fell within a range below 300ms. The
average computation time for all 250 point clouds which were used to compare the
repeatability rates was 457ms. This is considerably fast, especially in comparison to
the average computation times of Harris3D (1010ms) and ISS3D (1197ms), which
have been determined on the same system.

5 Conclusion

In this paper we have presented a fast and robust approach for extracting keypoints
from an unstructured 3-D point cloud. The algorithm is highly parallelizable and can
be implemented on modern GPUs.

We have analyzed the performance of our approach in comparison to four state-
of-the-art 3-D keypoint detection algorithms by comparing their results on a number
of 3-D objects from a large-scale hierarchical multi-view RGB-D object dataset.

Our approach has been proven to outperform other 3-D keypoint detection algo-
rithms in terms of relative repeatability of keypoints. Results in terms of absolute
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repeatability rates are less significant. An important advantage of our approach is its
speed. We are able to compute the 3-D keypoints within a time of 300ms for most
of the tested objects.

Furthermore, the results showa stable behavior of the keypoint detection algorithm
even on point clouds with added noise. Thus, our algorithm might be a fast and more
robust alternative for systems that use sparse sampling or mesh decimation methods
to create a set of 3-D keypoints. Additional examples can be found in the appendix.

Appendix—Additional Examples

Happy Buddha

This object is obtained from ‘The Stanford 3-D Scanning Repository’ [19] and is
characterized by the following properties:

• Points: 144647
• pcr = 0.00071
• Voxel grid: 135 × 299 × 135
• rconv = 10 · pcr
• σ = 0.124884
• Bins: 121
• Keypoints: 210

The histogram below illustrates the distribution of convolution values for the ‘Happy
Buddha’. To save space the labels are not included in the histogram. They correspond
to those shown in Fig. 5, i.e., the abscissa shows the bin number, while the ordinate
shows the number of elements per bin.

The 3-D point cloud of the ‘Happy Buddha’ shown right is a combination of two
types of figures which have already been used to illustrate the results of the ‘Stanford
Bunny’. The color gradient used to tint the point of the point cloud illustrates the
convolution values from the smallest value (red) to the largest value (blue). This was
already used in Fig. 4. The purple markers illustrate the final keypoints. This was
already used in Fig. 6d.
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Dragon

This object is obtained from ‘The Stanford 3-D Scanning Repository’ [19] and is
characterized by the following properties:

• Points: 100250
• pcr = 0.00097
• Voxel grid: 236 × 174 × 120
• rconv = 10 · pcr
• σ = 0.124507
• Bins: 107
• Keypoints: 92



284 J. Garstka and G. Peters

The histogram below illustrates the distribution of convolution values for the
‘Dragon’. To save space the labels are not included in the histogram. They correspond
to those shown in Fig. 5, i.e., the abscissa shows the bin number, while the ordinate
shows the number of elements per bin.

The 3-D point cloud of the ‘Dragon’ shown above is a combination of two types of
figures which have already been used to illustrate the results of the ‘Stanford Bunny’.
The color gradient used to tint the point of the point cloud illustrates the convolution
values from the smallest value (red) to the largest value (blue). This was already used
in Fig. 4. The purple markers illustrate the final keypoints. This was already used in
Fig. 6d.
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3D Modelling of Biped Robot Locomotion
with Walking Primitives Approach
in Simulink Environment
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Abstract In the past decades bipedal robots related research gained significant atten-
tion as the technology progresses towards acceptable humanoid robot assistants.
Serious challenges of human-like biped robot locomotion include such issues as
obtaining a human gait multi-functionality, energy efficiency and flexibility. In this
paper we present Russian biped robot AR-601M and its locomotion modelling in
Simulink environment using walking primitives approach. We consider two robot
models: with 6 and 12 Degrees of Freedom (DoFs) per legs, using the same walking
strategies. While the 6-DoF model is constrained to move only in sagittal plan, the
12-DoF model supports 3D motion and precisely reflects the hardware of AR-601M
robot legs. The locomotion algorithm utilizes position control and involves inverse
kinematics computations for the joints. The resulting simulation of robot locomotion
is dynamically stable for both models at a small step length and short step time with
relatively long damping pauses between the steps.
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1 Introduction

At present, human-like biped robot locomotion becomes scientific and technical
challenge, targeting to provide similar to human gait features of multi-functionality,
energy efficiency and flexibility. Over the last few decades, a number of approaches
for stable robot walking has been developed [1].

Most of modern bipeds use analytical or controller-based methods to ensure loco-
motion stability. The analytical approaches are based on physics with consideration
ofmulti-body dynamics, pre-calculated joint trajectories, zero-moment point (ZMP),
and trajectory optimization methods. Alternatively, controller-based approaches are
able to provide stable biped locomotion by using feedback strategies, continually
adapting robot forward dynamics to the stability criteria. However, beside their con-
siderable achievements both analytical and controller-based methods demonstrate
serious disadvantages like strong model dependency, high energetic and computa-
tional costs, and susceptibility to different disturbances. Therefore, locomotion of
biped robots is still far from achieving a human level of anthropomorphism, energy
efficiency, stability and robustness.

To reduce cost and time of software development with a real robot while providing
system debugging on early stages of algorithm formation, it is crucial to build a rele-
vant simulation model which would take into account robot physical properties and
its interaction with the environment. Among other positive effects of simulation prior
to experimentation, such simulations help to develop and test balance-based biped
locomotion algorithms before experiencing potentially destructive failures with real
robots—and these simulations could provide extremely valuable clues on dynamical
and static stability behavior and potential issues of robot gaits.

Our long-term research goal targets to develop dynamically stable walking for
Russian biped robot AR-601M. This paper presents one particular approach of gen-
erating walking primitives of biped robot locomotion in Simulink. We consider two
robot models which differ with their legs modelling: a simple initial model with
6-DoF legs (3 DoFs per each leg) and a realistic model with 12-DoF legs (6 DoFs
per each leg), while we use the same walking strategies for both models. In such
strategy a robot makes a step and then joins another leg with a pause between the
steps in order to damp the robot body inertia. The 6 DoFs simulation is the earlier
model which was previously presented in [2]; the robot model was constrained to
sagittal plane motions only and had four input angles for hip and knee joints and
two input of torques which actively stabilize the robot at the end of each step. In
this paper we introduce the current stage of our study and, in addition to the sim-
ple model, present the extended 12 DoFs simulation model of the biped robot in
Simulink/SimMechanics. This advanced 3D model precisely reflects the kinematic
structure and the hardware of AR-601M robot legs and implies no artificial restric-
tions on the motion directions and planes. To calculate joint angles with inverse
kinematics in Simulink the model requires three input parameters: step length, step
time, and sine feet trajectories. The further goal of our research is to apply 3D model
of AR-601M biped robot to the robust and high graphical quality robot simulator
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Gazebo1 and to perform evaluative testing of our locomotion algorithms under ROS
framework2 [3].

The rest of the paper is organized as follows. Section 2 introduces Russian
humanoid robot AR-601M. Section 3 considers the theoretical background of a
biped robot locomotion methods. Section 4 describes the simple (6 DoFs per legs)
and the extended (12 DoFs per legs) biped robot models which were designed in
Simulink environment. The simulation results and their discussion appear in Sect. 5.
Finally, Sect. 6 is used to familiarize the reader with our future research plans and to
conclude.

2 System Setup

The biped robotAR-601M (Fig. 1) is being developed by aRussian companyAndroid
Technics.3 It is a human-like biped robot with the height of 144 cm and weight of 65
kg, having 57DoFs (41 active DoFs, including 12DoFs in robot legs) [2]. Nowadays,
the robot comeswith a software that allows it towalk at a low-speed gait with position
control when its center of mass (CoM) trajectory is constrained to stay inside the
support polygon of a supporting leg footprint during each step.

3 Biped Robot Locomotion Modelling

This section familiarizes the reader with popular models of biped robot locomotion
and methods for robot motion control.

Inverted pendulummodels are widely used approaches for building biped robot
models. When the robot is approximated with inverted pendulum, the biped robot
locomotion is considered as motion of an inverted pendulum. During a step of the
biped robot, its swinging leg is similar to an inverted pendulum with a massless rod,
which connects the foot and robot’s CoM [4]. The linear inverted pendulummodel is
employed widely as a useful model which simplifies trajectory generation task [5].
There are various modifications of the inverted pendulum: virtual height inverted
pendulum model, multiple masses inverted pendulum model, gravity compensated
inverted pendulum model, etc. [6]. Among these models, we emphasize a spring
loaded inverted pendulum model, which describes the spring-like leg behavior of

1Gazebo robot simulator, http://www.gazebosim.org.
2Willow Garage Robot Operating System (ROS)—Robotics middleware for robot software devel-
opment, providing operating system-like functionality, ros.org.
3Android Technics (in Russian “Androidnaya Tehnika”) is a Russian company, which develops
AR-600 robot series (including AR-601M and AR-603E models), http://en.npo-at.com/products/
ar-600.

http://www.gazebosim.org
http://en.npo-at.com/products/ar-600
http://en.npo-at.com/products/ar-600
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Fig. 1 Android Technics
AR-601M robot

human and animal walking or running [7]. The model is also used to approximate
bipedal robot locomotion with a human gait [8].

Our research is aimed to achieve energy efficient locomotion with an acceptable
walking speed while maintaining the dynamically-stable robot motion. Below we
briefly describe methods, which are applied for biped robot locomotion control by
various research teams.

Passive walking control is based on the body’s momentum. Passive walking on
a slope is known as the most efficient and natural walking style because there is no
extra power without potential energy, and the motion occurs inherently according to
its mechanical property [9]. It creates movements in a similar way as a human does,
but due to low stability for disturbances, this approach is not broadly used [10].

Zero Moment Point (ZMP) defines a special point on the surface where the
sum of horizontal inertial and gravitational forces equals to zero [11]. Vukobratovic
in his work [12] proposed to use ZMP as a criteria for dynamic stability for biped
locomotion. It says that to keep dynamic balance robot’s ZMP should lie within
the boundaries of a stability area. This approach plays a role of a criterion in the
stability analysis of biped robot locomotion and could be considered as a dynamic
analogue of CoMor center of gravity (CoG) criterion for static stability analysis [13].
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ZMP approach causes poor energy efficiency of the locomotion, because it defines
trajectory of robot bodies without considering the load of each particular joint.

Walking primitives approach generates trajectories for the joints.Moreover, each
walking primitive is calculated off-line, whereas during the locomotion a planning
algorithm can generate motions as a sequence of predefined walking primitives [14]
in order to move a robot from the current posture and location to the goal location.
Each primitive implies the following restrictions: at the beginning and at the end of
each primitive the accelerations and velocities of all joints are equal to zero, and,
therefore, ZMP always stays inside a support polygon [15]. In order to combine two
walking primitives together, the initial state of the second primitive should be the
end state of the previous one. Combining together a set of walking primitives is used
to obtain a stable locomotion of the robot.

Artificial neural network approach uses a neuroadaptive control algorithm to
learn the biped robot locomotion, based on the dynamic balance optimization crite-
rion, such as ZMP. This strategy does not use analytical approach, and there is no
need to describe all details of robot motion. This approach is used by Boston Dynam-
ics for locomotion control of Atlas robot [16]. Major drawback of neural networks
is in its practical use for real-time control applications—as far as a system becomes
more complicated it has the exponential growth of the number of parameters and the
computational cost becomes too high for real-time usage.

Central Pattern Generator (CPG) approach is borrowed from animal loco-
motion. CPG is capable of producing the rhythms which are associated with each
gait. CPG is commonly modeled as a network of identical differential equation sys-
tems [17]. Instead of prescribing a trajectory and playing it back on the robot, these
approaches focus on the limit cycle behavior of legged locomotion. It is shown that
limit-cycle motion control could have better energy efficiency than the trajectory-
based control [18]. CPG is a network of neuron oscillators coupled by mutual inhibi-
tion,which canbe used to control the robot’s limbmotion, anddisplays characteristics
close to natural ones [19, 20].

Full-body posture goal strategy for path planning performs a search through
all achievable robot states with a goal to find a collision-free path to the goal pos-
ture while keeping dynamic balance. This approach is divided into two phases: the
first phase computes a statically-stable, collision-free path, and the second phase
smoothens and transforms this path into a dynamically stable trajectory for the entire
body [21].

4 3D Modelling of Biped Robot in Simulink

Robotics simulators significantly accelerate robotic research, promote advanced
designs, help to test new control algorithm and solve tasks for complex problems.We
model and simulate robotmechanical systems inMatlab/Simulink environment using
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Fig. 2 6 DoFs (left) and 12 DoFs (right) robot models in Matlab/Simulink environment

SimMechanics tool4 as the mechanical developer module. SimMechanics simulates
3D translational and rotational motion by predicting the system’s future from the
current state through differential equations of Newtonian dynamics. SimMechanics
allows quite simple 3D modelling of a biped robot as a multibody system using
blocks which represent bodies, joints, constraints, and force elements; it supports
such features as mass distribution and inertia assignments, external forces, trajec-
tory generation etc. Moreover, SimMechanics automatically generates 3D animation
which helps to visualize system dynamics.

In this paper we present two simplified models of AR-601M robot: with 6 DoFs
and 12 DoFs per legs (Fig. 2, 3DoF and 6DoF per each leg respectively). The model
concentrates only on leg’s kinematics and dynamics, anchoring all other joints for
upper body of the human-like robot model. We use crude approximation of the robot
body based on simplified geometrical shapes and mass distribution. However, all
main parameters of the models that influence walking dynamics of the robot (such as
foot area, leg length, CoM position) precisely correspond to AR-601M kinematical
structure and hardware properties.

The following steps were performed in SimMechanics environment:

• Specification of robot’s rigid parts geometry and their inertial properties (bodies
and links).

• Connecting the robot bodies and links with rotational joints.
• Setting up the ground reaction forces.
• Assigning the reference signals at each joint position.
• Running Simulink solver.
• Performing the simulation visualization.

4Multibody Simulation—SimMechanics, www.mathworks.com/products/simmechanics/.

www.mathworks.com/products/simmechanics/


3D Modelling of Biped Robot Locomotion … 293

Our current robot model consists of 12 rigid bodies (see, Fig. 2) which are con-
nected to each other with revolute joints for knees, ankles, hips and anchored joints
for a neck, elbows and shoulders. We use the geometric primitives for robot bodies
simulation such as (1) parallelepipeds for a torso and feet, (2) a sphere as a head, (3)
cylinders for all other bodies. Figure 3 shows top level abstraction block diagram of
the whole biped robot in SimMechanics, and Table 1 describes all the parameters
in details. The next two subsections present the walking primitives approach for a
simple 6-DoF legs robot model (3 DoFs per leg) which moves only in sagittal plane
and for a 12-DoF legs model (6 DoFs per leg) which can locomote both in sagittal
and frontal planes.

4.1 The 6 DoFs Robot Model

The simple 6 DoFs robot model (3 DoFs per leg) allows the motion in sagittal plane
only. It has single revolutionary joints with one rotational DoF in ankles, knees and
hips (Fig. 4). The torso has 3 DoFs in sagittal plane with regard to the global (ground-
fixed) coordinate system: 2 translational DoFs in vertical and horizontal directions
and 1 rotational DoF.

Fig. 3 SimMechanics block diagram of a biped robot: top level of abstraction



294 R. Khusainov et al.

In [2] we considered the 6 DoFs robot locomotion based on walking primitives,
i.e. on the gait parts with identical time periods, at the beginning and at the end of
which the robot returned to the same positions. The leg motion pattern is the same
in each primitive and consists of four phases: (1) raising the left foot; (2) performing
the inverted pendulum motion until the left foot touches the ground; (3) moving the
right foot forward to make the knee and hip joint’s angles equal to zero; (4) damping
forward motion by applying torque in the ankles. In the next step, the same phases
are repeated for the right leg. Thus, we realized the robot locomotion by setting four
angles for hip and knee joints as inputs and two torques on the ankle joints, damping
the robot inertia at the end of each step. The input angles of knee and thigh joints
were found empirically and are shown in Figs. 5 and 6 respectively.

4.2 The 12 DoFs Robot Model

As a step forward from the presented above simple model towards a complete 41
active DoFs AR-601M robot model, we created a newer model with 12 DoFs by

Table 1 The robot bodies parameters

Torso parameters Foot parameters

Width (mm) 248 Width (mm) 160

Length (mm) 242 Length (mm) 254

Height (mm) 544 Height (mm) 106

Mass (kg) 17 Mass (kg) 3

Shank and thigh parameters Upper/lower arm parameters

Radius (mm) 50 Radius (mm) 45

Height (mm) 280 Length (mm) 300

Mass (kg) 7 Mass (kg) 3

Head parameters

Radius (mm) 100

Mass (kg) 2

Fig. 4 SimMechanics block diagram for a leg in the 6 DoFs robot model
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adding one rotational DoF in ankle and two rotational DoFs in hip joints (Fig. 2, on
the right). This advanced 12 DoFs legs model with 6 DoFs per leg precisely reflects
the kinematic structure and the hardware of AR-601M robot legs and implies no
artificial restrictions on the motion directions and planes. The top abstraction level
SimMechanics block diagram of the robot remains the same as shown in Fig. 3,
whereas the leg diagram implies significant changes which are depicted in Fig. 7.

The robot starts the motion from the initial position when the feet are located next
to each other. Similar to the simple 6FoFs model we divide each walking primitive
into four phases: (1) forward movement of the left foot (from the initial position);
(2) waiting until oscillations are damped (the opposite to the 6 DoFs model where no
pause before the next motion is required); (3) joining the right leg to the left leg with
its forward movement (this way the robot returns into the state which is identical to
its initial state, but has its global position incremented for one step); (4) waiting until
oscillations are damped.

For the 12 DoFs robot model we cannot build walking primitive pattern based on
empirical values of joint angles because of motion complexity. Therefore, at first we
define trajectory in Cartesian space and then find joint angle functions, solving the
inverse kinematics task. To solve inverse kinematics of 12 joint angles, it is necessary
to define 12 Cartesian coordinates: 6 coordinates for a torso and 6 coordinates for a
moving foot—3 rotational and 3 translational coordinates for each. We assume that
rotational angles of the torso and a swinging foot are always zero, i.e. the foot is
parallel to the ground and the torso is always kept vertical, and there are no torso
motion and foot swinging in frontal plane which allows to keep the torso at the
constant height. This way, foot swinging and the torso trajectories in sagittal plane
could be calculated from trigonometric functions. We set the reference frame center
in the middle of supporting foot and summarize Cartesian coordinates functions for
a moving foot and the torso as follows:

x f oot = x0; y f oot = 1

2
a(1 − cos(

π t

T
)); z f oot = 1

2
h(1 − cos(

2π t

T
)); (1)

xtorso = 0.5x0; ytorso = 1

4
a(1 − cos(

π t

T
)); z f oot = z0; (2)

where x0 is the distance between feet centers, a is the step length, h is the maximum
height of the moving foot, T is the step period, z0 is the height of torso movement.

Fig. 5 The input angle for the left knee (on the left) and the right knee (on the right)
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Fig. 6 The input angle for the left hip (on the left) and the right hip (on the right)

These trajectories are applied in the first phase of the walking primitive pattern,
where the left foot moves forward. For the third phase, where the right foot returns
to the initial position, we use similar equations with reference frame center in the
middle of left foot. Notice that to solve inverse kinematics we anchor supporting
foot to the ground. It means that if we apply calculated angle functions to move the
robot, its trajectory will be different due to supporting foot lifting. In order to damp
oscillations, occurring after each step, we fix angle values at the end of the first and
third phases for certain amount of time �t .

4.3 Contact Force Modelling in SimMechanics

The foot-ground interaction is a very important issue in biped robot simulation and
should be carefully modeled. Generally, the contact force, which takes place when
robot’s feet touch the ground, can be studied in terms of normal and tangential
(friction) forces.

Normal Force. Two compliant contact models for normal force were considered in
our work. The first one is the Linear Spring-Damper model. Then the normal force
is given as:

Fn = knz + bn ż (3)

where z is the coordinate of the leg tip (y = 0 corresponds to ground surface), kn
and bn are elastic constant and damping coefficient respectively. The normal force is

Fig. 7 SimMechanics block diagram for a 6DoF leg within the 12 DoFs robot model
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applied onlywhen z ≤ 0, i.e.when the leg touches the ground.Being computationally
simple, this approach has some drawbacks: (1) the contact force is not continuous
at the beginning of impact due to the damping term character; (2) there is a sticking
effect, which holds feet at the lifting moment. The second issue can be solved by
limiting Fn to positive values only, while the first issue can not be solved using
linear model. Furthermore, the equivalent coefficient of restitution, which shows
the relation of body velocity before and after collision, in linear model depends on
body mass and does not depend on body velocity, which is contrary to empirical
results presented in [22]. The optimal solution to these problems, proposed in [23],
is to replace the Linear Spring-Damper parallel combination with a nonlinear one,
changing the contact normal force equation as follows:

Fn = knz
n + bnz

n ż (4)

where the power n is close to one and depends on the surface geometry of the impact.
The advantage of thismodel is thatwhile the computational time is similar, the contact
force increases continuously with the impact and coefficient of restitution depends
on impact velocity. In our work we used nonlinear model with the power n equal to
one.

Friction Force. In our work tangential forces (friction) were modeled similar to
viscous forces and given as:

Ft = bt zẋ (5)

where bt is tangential damping coefficient. Firstly, notice that force is nonzero only
when a motion in tangential direction exists. It means that we do not have sticking,
where body is fully at rest. However this motion is negligible, if we take large values
for coefficient bt . Secondly, tangential force is proportional to penetration depth,
which again increases the forcewith the continuous impact. Equation 5works perfect
at leg landing, whereas at leg raising we cannot provide strict vertical movement and
have a horizontal component of velocity, which results in large tangential force. To
avoid this effect, the absolute value of tangential force should be limited to μFn ,
where μ is a friction coefficient. At leg landing Fn value is large, so the tangential
force will be large enough to prevent the robot from sliding. At leg raising Fn is
small enough to avoid sticking. Similarly to normal force, tangential force is applied
only when z ≤ 0. The ground coefficients kn, bn, bt should be large (see Table 2) to
minimize penetrations of feet below ground level (kn) and provide fast damping of
contact velocity (bn, bt ).

The contact between a supporting foot and ground was modeled by four contact
points shown in Fig. 8. The number of contact points can be increased, but it will
increase computational cost. We performed simulations with four and eight contact
points for each foot but did not detect any significant differences. Therefore, for flat
surfaces and rectangular foot shape we used four contact points at the foot’s corners
that should be enough for suitable foot-ground interaction modelling of a biped robot
locomotion.
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Fig. 8 Nonlinear
spring-damper model
between a foot and ground

5 Simulation Results

Table 2 The ground parameters for the foot-ground interaction model

Coefficient Label Value (units)

Penetration kn 1000000 N

Normal damping bn 10000 (N*s)/m

Tangential damping bt 1000 (N*s)/m

Friction μ 10

Fig. 9 A single step of the biped robot. The robot moves from right to left as the time passes
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Fig. 10 Robot torso velocity
in sagittal plane

Results for the 6 DoFs Model. To solve differential equations described above
we used Simulink solver method “ODE 23t”. Figure 9 shows a sequence of the
biped robot frames at different time during a single step. The smooth walking of the
simulated model illustrates reasonable settings of the angle values for the joints and
contact forces within the model. Robot torso center velocity of 0.3–0.4m/s in sagittal
plane is shown in Fig. 10, demonstrating the periodical body movement with the 3 s
time period. At the beginning of each period the body velocity is zero. Torque values
in the hip and knee joints from the simulation are shown in Figs. 11 and 12, which can
help to estimate motor characteristics. The simulation shows that maximum torque

Fig. 11 Torques in the left (on the left) and the right (on the right) knee

Fig. 12 Torques in the left (on the left) and the right (on the right) hip

Fig. 13 Torques in the left (on the left) and the right (on the right) ankle
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Fig. 14 Angle functions for knee (left), hip (center), and ankle (right) joints

should be approximately 1500 N*m in the thigh joints and the knee joints. At the
same time discontinuous peaks in calculated torque values were detected, which are
caused by foot-ground collisions. Torque values in ankles are shown in Fig. 13. As
we expected, the torque was applied to damp robot’s inertia only in the last step
phase. In our work the duration of one walking primitive is 3 s, the time between
stepping phases �t = 1.3s.

Results for the 12DoFsModel. At first, angle functions for each joint were obtained
by solving inverse kinematics equations. Figure 14 shows angle functions for a knee,
a hip and an ankle joints for their rotations around X axis. The step parameters were
defined as step length a = 0.1 m, the maximum height of the moving foot h = 0.1
m, the step period T = 0.5s. The time between stepping phases�t was chosen equal
to 1 s.

Figure 15 shows frontal and side views of the robot stepping. The supporting
foot rotates around its inner edge because robot’s CoM leaves supporting foot’s

Fig. 15 Frontal and side
view of robot stepping
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Fig. 16 Robot falling down in the frontal plane with the step period of 1 s

Table 3 Maximum motor characteristics for AR-601M robot leg joints

Maximum torque (N*m) Maximum accelaration
(deg/s2)

Hip joints 50 500

Knee joint 50 700

Ankle joints 20 500

Courtesy of Android Technics company

area. Therefore, at the end of step we have impact of stepping foot with ground.
The same happens at the third phase, when the other foot moves forward to its
initial position. Notice that if we set larger values for step period T and height of
torso movement z0, the robot falls down (Fig. 16). Therefore, robot should make
steps reasonably fast. From AR-601M robot motor characteristics (see Table 3 for
maximum rotation acceleration and torques for leg joint motors) we can estimate if
walking primitive pattern would guarantee the real AR-601M locomotion stability
or not. For this reason, we simulated the 12 DoFs robot model locomotion with
different step parameters, presenting the simulation results in Table 4: stable robot
gait or falling. Table 4 shows that the robot walking can be stable at the maximum
step period T = 0.7s with step length a = 0.15 m, whereas the maximum height of
stepping foot h is achieved at 0.1 m with the height of torso movement z0 = 0.85 m.

For the robot stable locomotion case (the first row in Table 4) themaximum torque
values are applied to ankle and knee joints of the supporting leg (Fig. 17). However,
for the case of fast walking the robot needs maximum torque of nearly 90 N*m in
ankle joint, which is much higher than the motor can provide.

Thus, the simulation results with 12 DoFs robot model clearly demonstrated that
walking primitive approach could not support fast biped locomotion of the real AR-
601M robot due to leg’s motor torque limitations.
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Table 4 Influence of walking primitive pattern parameters on the AR-601M robot model locomo-
tion stability

a (m) h (m) z0 (m) T (s) Results

0.1 0.1 0.85 0.5 Stable gait

0.2 0.1 0.85 0.5 Failure

0.15 0.1 0.85 0.5 Stable gait

0.2 0.1 0.8 0.5 Failure

0.2 0.1 0.75 0.5 Failure

0.2 0.1 0.75 0.25 Failure

0.15 0.1 0.85 0.75 Failure

0.15 0.1 0.75 0.75 Failure

0.15 0.05 0.75 0.7 Stable gait

Fig. 17 Torques in ankle (on the left) and knee (on the right) joints of the supporting leg

6 Conclusions and Future Work

In this paper we presented Russian biped robot AR-601M and its locomotion mod-
elling in Simulink environment using walking primitives approach. We considered
two robot models: with 6 and 12 Degrees of Freedom (DoFs) per legs, using the
same walking strategies with robot inertia damping and a pause between the steps.
While the simplified 6 DoFs model is constrained to sagittal plane motions, the 12
DoFs model precisely reflects the hardware of AR-601M robot legs. The locomotion
algorithm utilizes position control and involves inverse kinematics computations for
the joints. The resulting biped robot locomotion was dynamically stable for both
models at the step length up to 0.15 m and the step time of 0.7 s with relatively long
damping pauses between the steps.

The simulation allowed us to adjust the models with proper parameters’ selection
which then have demonstrated good results of the walking primitives approach.
However, this approach could not be further applied for the real AR-601M robot as
AR-601Mcannot provide sufficient actuator torques for such fast steps. This points at
a non one-to-one correspondence of successful simulations and reality, emphasizing
crucial necessity of adequate simulations prior to real world experimentation. Our
further research aims to complete a 41 DoFs precise model of AR-601M robot
in Simulink and Gazebo environments with preview control methods and genetic
algorithms techniques, and to perform exhaustive testing under ROS framework.
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Next, the successful solutions will be transferred onto a real robot hardware in order
to verify their performance in the real world.
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Freezing Method Approach to Stability
Problems

Artur Babiarz, Adam Czornik and Michał Niezabitowski

Abstract In the work we present the stability criteria for difference linear
equations obtained by the freezing method. The results are presented for discrete
version of damped oscillator equation. We also report stability criteria for another
type of equations obtained by this method. Our results are illustrated by numerical
examples.

Keywords Difference equation · Linear system · Oscillator equation · Stability ·
Freezing method

1 Introduction

In the literature, there are known research work describing a model called the sim-
ple harmonic oscillator [1, 2]. The simple harmonic oscillator is expressed by the
formula:

mÿ(t) + cẏ(t) + ky(t) = 0, (1)

where:

• y(t) is a measure of the displacement from the equilibrium point at a given time;
• m is the mass;
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• k is the spring parameters;
• c is the friction parameter.

The generalization of the equation (1) is a damped linear oscillator defined by the
following formula:

ÿ(t) + a(t)ẏ(t) + ω2y(t) = 0, (2)

where:

• the spring constant ω is positive;
• the damping coefficient a(t) is continuous and nonnegative for t ≥ 0.

The Eq. (2) is one of the most famous model using to describe many physical
phenomena [3]. Moreover, this equation is also known [4] as:

ÿ(t) + a(t)ẏ(t) + y(t) = 0. (3)

In [5], the damped impulsive equation is analysed and authors studied the stability
of this model. Instead, authors of [6] researched the stability of oscillator equation
with delays. In this case, the mathematical model was described by the first-order
linear delay impulsive differential equation.

In [7] researchers focuses on several oscillation criteria for a related neutral first-
order difference equation with delay. Authors of [8–10] consider stability criteria of
the first-order difference equation with various kind of delays. They use, inter alia,
the Lyapunov function method.

In our research, we concentrate on stability of second-order difference equation
which we obtain by a certain discretization of the equation (3).

For the discretization of the equation (3), it has been used the so-called forward
difference operator and denoted by Δ. Its formal definition is as follows [11]:

Definition 1 The first forward difference operator is expressed by following formula

Δx(k) = x(k + 1) − x(k) (4)

and the second forward difference operator Δ2 is defined as

Δ2x(k) = Δ(Δx(k)) = Δx(k + 1) − Δx(k). (5)

Using the Definition 1, the Eq. (3) can be discretized in the following way
(see [11], p. 3):

Δ(Δ(y(n))) + a(n)Δ(y(n)) + y(n) = 0. (6)

Subsequently, the forward difference is used and we get:

y(n + 2) + y(n + 1)(a(n) − 2) − y(n)(a(n) − 2) = 0. (7)
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y(n + 1) + y(n)(a(n − 1) − 2) − y(n − 1)(a(n − 1) − 2) = 0. (8)

Substituting
q(n) = a(n − 1) − 2, (9)

the Eq. (8) will obtained the following form:

y(n + 1) = −q(n)y(n) + q(n)y(n − 1). (10)

Themainobjective of our further consideration is the stability problem for theEq. (10)
with initial conditions y(0) = y0, y(1) = y1, where (q(n))n∈N is a sequence of real
numbers. We will say that Eq. (10) is asymptotically stable if for all initial condi-
tions (y0, y1) the corresponding solution tends to zero. In the paper we will use the
following notation:

• R
s×s is the set of all s by s real matrices;

• Is is the identity matrix of size s;
• ‖·‖ is the Euclidean norm in R

s and the induced operator norm;
• AT means the transposition of the matrix A;
• ρ (A) is the spectral radius of matrix A.

The idea, which we use to obtain stability criteria for the Eq. (10) is called in the
literature [12–16] the freezing method. For the discrete linear time-varying system
given by

x(n + 1) = D(n)x(n) (11)

the main conception of the freezing method is to freeze the matrices D (n) and
consider system

x(l + 1) = D(n)x(l). (12)

The stability of all Eq. (12) usually does not imply the stability of the system (11) as
shows below example.

Example 1 Let us consider the following discrete linear time-varying system with

D (n) =
{
B for n even
C for n odd

,

where

B =
⎡
⎣

1
2 1

0 1
3

⎤
⎦ , C =

⎡
⎣

1
2

3
4

3
4 − 1

4

⎤
⎦ .

Then the systems (12) has the following form

x(l + 1) = B x(l) or x(l + 1) = C x(l). (13)
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The eigenvalues of the matrices B and C are equal to 1
2 ,

1
3 and

1
8 + 3

8

√
5, 1

8 − 3
8

√
5,

respectively. Each of systems in (13) is stable because their spectral radii are less
than one, i.e.

ρ (B) = 1

2
< 1, ρ (C) = 1

8
+ 3

8

√
5 < 1.

On the other hand the spectral radius of matrices product BC is greater than one, i.e.

ρ (BC) =
√
187

24
+ 11

24
> 1.

Thus
‖D (2n) D (2n − 1) . . . D (2) D (1)‖ = ∥∥(BC)n

∥∥ →
n→∞ ∞

and therefore the system (11) is unstable.

The stability criteria obtained for system (11) by the freezing method are usually
a combination of the assumption of the stability of the system (12) and constraints on
variation of the parameter D (n) of (11). The above-mentioned approach is presented
in [13–15].

2 Preliminaries

Let us introduce the following notation

A(n) =
[−q(n) q(n)

1 0

]
(14)

and

B(q) =
[−q q

1 0

]
. (15)

Moreover for the solution (y(n))n∈N of (10) denote

x(n) =
[

y(n)

y(n − 1)

]
(16)

for n = 1, 2, . . .. With this notation Eq. (10) may be rewritten in the following form

x(n + 1) = A(n)x(n) (17)

with initial condition

x(0) =
[
y(1)
y(0)

]
. (18)
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If for all initial conditions x (0) the solution of (17) tends to zero, then we will called
(17) asymptotically stable. In the paper we will use the following known facts.

Lemma 1 [17]. If for (17) there exists a function V : N× R
2 → [0,∞) such that

1.
‖x‖2 ≤ V (n, x) ≤ C1 ‖x‖2

2.
V (n, x (n)) − V (n, x (n + 1)) ≤ −C2 ‖x (n)‖2

for all x ∈ R
2, n ∈ N and certain positive C1, C2, then (17) is asymptotically

stable. The function V is called the Lyapunov function.

Lemma 2 [18]. For a matrix A ∈ R
s×s the following conditions are equivalent:

1. matrix A ∈ R
s×s has all eigenvalues in the open unit circle;

2. for each positive definite matrix Q ∈ R
s×s there exists a positive definite matrix

P ∈ R
s×s such that the following Lyapunov equation is satisfied

AT P A − P = −Q; (19)

3. there are positive definite matrices P, Q ∈ R
s×s such that (19) is satisfied.

Moreover if A ∈ R
s×s has all eigenvalues in the unit circle then the solution of

(19) is given by

P =
∞∑
k=0

(
AT

)k
QAk . (20)

Lemma 3 [19]. For any matrix A ∈ R
s×s, A = [

ai j
]
i, j=1,...,s we have

‖A‖ ≤ s max
i, j=1,...,s

∣∣ai j
∣∣ . (21)

The next lemma provides a stability condition for matrices B (q) and gives us an
estimation of ‖B (q)‖.
Lemma 4 All the eigenvalues of B(q) lies in the open unit circle if and only if
q ∈ (−1, 1

2

)
and then

‖B(q)‖ <

√
5 + 1

2
. (22)

Proof Consider the Lyapunov equation (19) with A = B(q) and Q = I2 then the
solution is given by

P = 1

2q2 + q − 1

[
2q − 2 2q2

2q2 2q3 + q − 1

]
. (23)
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It is easy to check that the solution is positive definite if and only if q ∈ (−1, 1
2

)
.

The first conclusion follows now from point 3 of Lemma 2. We have

‖B(q)‖ =
√
q2 + 1

2

√
4q4 + 1 + 1

2
(24)

and using the standard method of calculus we may verify that the greatest value of
the function f : [−1, 1

2

] → R,

f (x) =
√
x2 + 1

2

√
4x4 + 1 + 1

2
(25)

is

f (−1) =
√
5 + 1

2
. (26)

The proof is completed.

The below presented result includes an estimation for norm of the solution of
Lyapunov equation (19) for A = B (q).

Lemma 5 If

ε ∈
(
0,

3

4

)
, (27)

q ∈
(

−1 + ε,
1

2
− ε

)
(28)

and P (q) is the solution of the Lyapunov equation (19) with A = B(q) and Q = I2,
then

1 ≤ ‖P (q)‖ ≤ 8 − 4ε

−2ε2 + 3ε
. (29)

Proof The most left inequality follows from the formula (20). As we noticed in the
proof of Lemma (4) P (q) is given by (23).
Since for

q ∈
(

−1 + ε,
1

2
− ε

)
, (30)

∣∣2q2 + q − 1
∣∣ > −2ε2 + 3ε, (31)

therefore

‖P (q)‖ ≤ 1

−2ε2 + 3ε

∥∥∥∥
[
2q − 2 2q2

2q2 2q3 + q − 1

]∥∥∥∥ . (32)
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Using Lemma 3 we have

‖P (q)‖ ≤ 2

−2ε2 + 3ε

·
[

max
−1+ε <q < 1

2 −ε

{|2q − 2| , 2q2,
∣∣2q3 + q − 1

∣∣}
]

= 8 − 4ε

−2ε2 + 3ε
(33)

what ends the proof.

3 Main Result

In this section we apply results of Lemmas 4 and 5 in freezing method and in this
way we obtain the main result of our paper which is contained in the next theorem.

Theorem 1 If for certain ε ∈ (
0, 3

4

)
and η > 0 the sequence (q(n))n∈N satisfies the

following two conditions:

1.

q (n) ∈
(

−1 + ε,
1

2
− ε

)
(34)

2.

|q (n) − q (n − 1)| ≤ (1 − η)
(−2ε2 + 3ε

)2
√
2

(√
5 + 1

)
(8 − 4ε)2

(35)

then the Eq. (10) is asymptotically stable.

Proof Consider the solution P(n) of (19) with A = A(n − 1) and Q = I2. We will
show that

V (n, x) = xT P(n)x (36)

is the Lyapunov function for (17). From Lemma 5 we know that

‖x‖2 ≤ V (n, x) ≤ α ‖x‖2 , (37)

where

α = 8 − 4ε

−2ε2 + 3ε
. (38)

Let us estimate
R(n) = P(n + 1) − P(n). (39)
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We have
AT (n)R(n)A(n) − R(n) = −Q(n), (40)

where

Q(n) = (
AT (n) − AT (n − 1)

)
P(n)A(n)

+ AT (n − 1)P(n) (A(n) − A(n − 1)) (41)

and according to (20)

R(n) = Q(n) +
∞∑
k=1

(
AT (n)

)k
Q(n)Ak (n) . (42)

Because (
AT (n)

)k
Q(n)Ak (n) ≤ ‖Q (n)‖ (

AT (n)
)k

Ak (n) (43)

and by Lemmas 4 and 5

‖Q(n)‖ ≤ 2 ‖(A(n) − A(n − 1)‖ α

√
5 + 1

2
, (44)

then from (42) we have

R(n) ≤ Q(n) + ‖Q (n)‖
∞∑
k=1

(
AT (n)

)k
Ak (n)

≤ ‖Q (n)‖ I + ‖Q (n)‖
∞∑
k=1

(
AT (n)

)k
Ak (n)

= ‖Q (n)‖
[
I +

∞∑
k=1

(
AT (n)

)k
Ak (n)

]
. (45)

By the definition of P (n) we know that

P (n) = I +
∞∑
k=1

(
AT (n)

)k
Ak (n) . (46)

From (45) and (46) we obtain

‖R (n)‖ ≤ ‖Q (n)‖ ‖P (n)‖ . (47)
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Using (29) and (44) we may estimate R (n) as follows

‖R (n)‖ ≤ ‖(A(n) − A(n − 1)‖ α2
(√

5 + 1
)

= √
2 |q (n) − q (n − 1)| α2

(√
5 + 1

)
≤ 1 − η. (48)

The last inequality implies that

V (n + 1, x (n + 1)) − V (n, x (n)) ≤ −η ‖x (n)‖2 . (49)

Inequalities (37) and (49) show that V (n, x) is the Lyapunov function for (17). By
Lemma 1 we conclude that (17) is asymptotically stable what implies that (10) is
asymptotically stable. The proof is completed.

Next example is a numerical illustration of our theoretical result.

Example 2 Consider Eq. (10) with

q(n) = sin (ln (ln (n + 12)))

r
, (50)

where r > 0. Using Theorem 1 we will find the values of r such that the conditions
(34) and (35) are satisfied with ε = 0.39 and certain η > 0, i.e.

q (n) ∈ (−0.61, 0.11) (51)

and
|q (n) − q (n − 1)| ≤ (1 − η) · 3. 949 4 × 10−3 (52)

with η > 0. According to Lagrange theorem

|q (n) − q (n − 1)| = ∣∣ f ′(c)
∣∣ , (53)

where c ∈ (n − 1, n) and

f (x) = sin (ln (ln (x + 12)))

r
. (54)

Since
d

dx

sin (ln (ln (x + 12)))

r
= 1

ln (x + 12)

cos (ln (ln (x + 12)))

12r + r x
, (55)

then ∣∣ f ′(c)
∣∣ ≤ 1

(12r + rc) ln (c + 12)
. (56)



316 A. Babiarz et al.

It is easy to verify that for all c > 0 and r > 8.5 there exists η > 0 such that

1

(12r + rc) ln (c + 12)
< (1 − η) · 3. 949 4 × 10−3. (57)

It is also clear that for r > 10 the condition (51) is satisfied. Finally we conclude
from Theorem 1 that Eq. (10) with q(n) given by (50) is asymptotically stable.

4 Possible Extensions of the Presented Approach

The general idea of freezing method is to obtain exact condition for stability of the
system (11) by the easily analyzable analogous properties of solutions of frozen
systems (12). Historically the first paper devoted to this method is [20]. For the
general discrete linear time-varying systems this methodwas applied byDesoer [14].
In this paper we applied this method to the system with coefficient in particular form
given by (14). Using this special form of the coefficients we obtained less restrictive
condition for the stability than the condition coming from the general form of the
method. Even though, our approach maybe applied to another type of equations and
an example taken from [21] is given below.

Theorem 2 [21]. If for certain ε ∈ (
0, 1

2

)
andη > 0 the sequence (q(n))n∈N satisfies

the following two conditions:

1.
q (n) ∈ (ε, 1 − ε)

2.

|q (n) − q (n − 1)| ≤ 5 (1 − η)

2
√
5 + 10

(
ε3 − 4ε2 + 3ε

)2
(4 − 2ε)2

then the equation
y (n + 1) = y (n) − q (n) y (n − 1)

is asymptotically stable.

Our approach may be also applied to obtain condition for stability of discrete lin-
ear inclusions. Let Σ = {Ai : i ∈ I } be a bounded set or real s−by−s matrices.
Moreover, D is the set of all sequences of elements of I , i.e.

D = {d = (d(0), d(1), . . .) : d(i) ∈ I } .
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By a discrete linear inclusion DL I (Σ), which will by denoted by

x( j + 1) ∈ Ad( j)x( j), j = 0, 1, 2 . . . ,

we will understand the set of all sequences (x( j)) j∈N, x( j) ∈ R
s such that

x( j + 1) = Ad( j)(x( j)), j = 0, 1, 2, . . .

for certain d ∈ D. Each such a sequence (x( j)) j∈N will be called trajectory of
DL I (Σ) and x(0) will be called initial value of this trajectory. Furthermore,
DL I (Σ) is called stable if and only if for all trajectory (x( j)) j∈N we have

lim
j→∞ x ( j) = 0.

Theorem 3 [22]. Let us fix r > 6.5 and define

q (n) = sin (ln (ln (n + 12)))

r

and

Σ =
{
An =

[−q (n) q (n)

1 0

]
: n ∈ N

}
,

then DL I (Σ) is stable.

5 Conclusions

In this paper we applied the freezing method to obtain condition for the asymptotic
stability for discrete version of damped linear oscillator. Typical situation in this
approach is that the stability condition is a combination of requirements about eigen-
values of certain matrices and variation of the parameters. We were able to present
the conditions in the terms of the original parameters of the Eq. (10) only. Moreover,
we pointed out two other examples, where our approach may be used.

The objective of further works will be estimation of different numerical character-
istic of the discrete linear time-varying systems [23–29] using the freezing method.
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Scanning Techniques with Low
Bandwidth Radar for Robotic Mapping
and Localization

Paul Fritsche and Bernardo Wagner

Abstract This article presents two methods for setting up a scanning unit with low
bandwidth radar sensors with a wide opening angle of the main beam and evaluates
their suitability for robotic mapping. Both approaches, namely the lateration and the
ASR technique, base upon a rotary joint and provide a two-dimensional scan. The
relevant theory behind both methods and considerations on erroneous influences is
described in the first part of this paper. The focus of the second part is laying on
application in occupancy grid and feature mapping, which will be presented through
experiments.

Keywords FMCW radar · Lateration · ASR · Robotic mapping · SLAM

1 Introduction

The following article evaluates two scanning methods, for mapping purposes in
mobile robotics. The first method is based on a rotating mono-static radar network,
which determines the positions of objects inside the scanning area via a continuously
running lateration algorithm. The second method is based on rotating radar sensors
with an angle offset and a determination of the positions of objects through the
Amplitude Sensing Ratio (ASR) technique, which is also called lobe switching.

A precise model of the environment is essential in many areas of mobile robotics
and builds the fundament for localization and navigation.Commonly, popular sensors
like laser-scanners, sonar-sensors and stereo-cameras have established themselves
as state of the art for most tasks in mobile robotics. Nevertheless, radar sensors
frequently appear in field and rescue robotics [1, 18], but are seldom used to perform
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tasks like mapping and localization. Radar can penetrate certain materials, basically
non-conductors, which provides advantages in dusty, foggy, rainy or other harsh
environments. But, limited resolution, noisy data, influence of optical effects like
refraction and reflection make the application in mobile robotics challenging.

The use of radar sensors in mobile robotics is challenging but not impossible.
The first appearance of radar sensors in the robotic community is tracing back to
the Australian Centre for Field Robotics in the early nineties, where fundamental
work on feature based SLAM algorithms (EKF-SLAM) in combination with radar
was explored [4]. Because of their limited resolution and other aforementioned draw-
backs, radar sensors are not very suitable to use in indoor environments.Nevertheless,
[6] were investigating the use of radar sensors in an industrial environment and [12]
in an office. As far as we can see, most radar sensor principles in mobile robotics
are based on mechanical beam-forming. Usually, the radar beam is focussed via a
parabolic antenna and panned mechanically over the environment. Electrical beam-
forming through phased array antennas is not seen very often in mobile robotics
rather in automotive systems of the car industry.

Besides beam-forming techniques, position estimation can be achieved through
lateration, which is a common technique in radar networks for aircraft surveillance.
Lateration is ameasurement method, where the position of a point target is calculated
of distance information from n Sensors with known locations. The term trilateration
refers to the measurement of three distances to define the position of an object
(in contrast to triangulation, where three angles are used to calculate an object’s
position). The estimation of surfaces with ultra-wide band (UWB) radar networks
has been studied experimentally in lab environments, especially with lateration by
[13], envelopes of spheres by [10] and inverse boundary scattering algorithms by
[15]. But, we can not see a link to the field of occupancy grid mapping in mobile
robots, where laser scanners are dominating. ASR techniques on a rotary joint are
common techniques in ground-based radar systems for air-traffic control [2] and are
used for beam sharpening.

For our experiments, we use frequency modulated continuous wave (FMCW)
radar sensors, which provide distance measurements but no information of the angle
between objects and sensor. The sensors work in 24 GHz ISM band and accordingly
are limited in Germany to a bandwidth B of 250 MHz, which corresponds to a
theoretical distance resolution Δd of 0.6m in dependency of the speed of light c0
(See Eq.1).

Δd = c0
2B

(1)

The resolution Δd of a radar sensor is equal to its minimum detection range. The
availability of sensors with a high resolution depends on national and international
bandwidth regulations. For example, an UWB channel between 22–26,65 GHz has
been closed in 2013, but is moved to 79GHz for automotive purposes recently [16,
p. 20].
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A radar’s resolution is its capability to distinguish objects. If the difference
between the radial distances of two or more objects to the sensor is less than its
resolution, then the sensor merges the two or more distance information to one.
Additionally, the detection of objects depends on their radar cross section (RCS) and
the background noise of the environment.

This article is organized as follows. In Sect. 2, we present a short overview, how
position estimation via lateration and ASR techniques are solved. Besides the theory
and introduction to common terms, we explain the ghost target and non-point target
problems in radar networks which are based on lateration. Additionally, we describe
influences of errors related to the power and range measurement accuracy of radar
sensors. The reader who is familiar to these topics might go directly to Sect. 3, where
the sensor principles are described in the beginning. Further in this section, we will
present our experiments, which results are discussed in Sect. 4. A brief summation
of the obtained knowledge is given in Sect. 5.

2 Materials and Methods

Estimating the position of an object with a radar network can be solved by standard
lateration methods or ASR techniques. In order to define an object’s position in two-
dimensional space, at least two sensors are necessary. In case of lateration, two radii
from two range measurements at different positions can break down the object’s
position to two possible locations. Although two raddi have two intersections, only
one location is plausible due to the antenna’s direction. In case of the ASR technique,
the position of an object can be estimated through the difference in the receiver power
at two antennas which are located at the same position but pointing into different
directions. In this paper, we investigate the usability of both methods in combination
with rotating scanning unit to generate occupancy grid maps.

2.1 Principle of the Lateration Technique

Lateration is ameasurement principle to estimate the positions of pointswith distance
informations to a known locations. If the distance to an unknown point is given, then
this point must be laying on a radius (two-dimensional case) around the location. If
two locations are known, then two radii result in an intersection, which is the position
of the point. Figure1 demonstrates the basic of operation of the lateration principle.

For a two-dimensional space, n objects Oi (i = 1..n) and m sensors Sj (j = 1..m)
result in m · n equations of circle. The euclidean distances between the sensor posi-
tions Sj (xSj , ySj ) and the object positions Oi (xOi , yOi ) are given by the following
equations:
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Fig. 1 The position of
objects Oi (green) can be
estimated via the distances
di j , which are measured
from sensors at the locations
S j . Ghost targets (grey)
represent a geometrical
ambiguity

Ghost targets

dAnt

d11

d21

d12 d22

S1 S2

O1

O2

�
�

x

y

(xS1 − xOi )
2 + (yS1 − yOi )

2 = d2
i1

(xSj − xOi )
2 + (ySj − yOi )

2 = d2
i j

...

(xSm − xOi )
2 + (ySm − yOi )
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The distance between an Object Oi and an Sensor Sj is defined as di j . The general
description of the linear system of equations can be achieved through subtracting the
last equation (j = m) of Eq.2 from all other equations ( j = 1...m − 1) [17, p. 8].

⎛
⎜⎜⎜⎝

2 · (xS1 − xSm) 2 · (yS1 − ySm)

2 · (xS2 − xSm) 2 · (yS2 − ySm)
...

2 · (xSm−1 − xSm) 2 · (ySm−1 − ySm)

⎞
⎟⎟⎟⎠ ·

(
xOi

yOi

)

=

⎛
⎜⎜⎜⎜⎝

x2S1 − x2Sm + y2S1 − y2Sm − d2
i1 − d2

im

x2S2 − x2Sm + y2S2 − y2Sm − d2
i2 − d2

im
...

x2Sm−1 − x2Sm + y2Sm−1 − y2Sm − d2
im−1 − d2

im

⎞
⎟⎟⎟⎟⎠

A · oi = di (3)

In reality, every sensor outputs measurement values with errors. The difference
from the true value occur due to limited accuracy and resolution. Hence, the system
of equations does not result in one single solution if it is overdetermined. The system
of equation gets overdetermined if the radar network has at least two more sensor
than the dimension of its measurement space. Commonly, overdetermined systems
of equationwith no single solution get resolved through regression. Themost popular
solution is the least mean square method [17, p. 8] [8, p. 39].
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Like it can be seen in Fig. 1, ghost targets can appear in radar networks. Ghost
targets represent a wrong data association. As shown in Eq.2, four objects can be
calculated if two objects are placed in front of two sensors. Ghost target appear if
the sensor’s resolution is smaller than the half antenna distance (dAnt ). A detailed
derivation of the ghost target cases can be seen in [14].

In order to resolve the ghost target problem, [9] present the button-up data associ-
ation method. In two-dimensional space, at least three radar sensors are required. In
order to distinguish ghost objects from real objects, the observation area in front of
the sensor network is discretized into a finite set of possible object positions. Then, a
simple minimum distance calculation is done. For each point, an error value E(x, y)
can be calculated from the square of the minimum distance of the point to the sensor
Sj minus the distance di j between object Oi and sensor Sj , summarized over all m
sensors (See Eq.4).

E(x, y) =
m∑
j=1

[
min

di j∈OLi

(di j − d(x, y))

]2

(4)

This calculation results in the lowest error values at points that are closest to
the real objects. Afterwards, a threshold distinguishes likely ghost target from real
objects.

2.2 Principle of the ASR Technique

Every location in front of an antenna, is connected to a different antenna gain factor.
For example, if we walked on a radius around a loudspeaker with closed eyes, we
would have a feeling when we would be walking directly in front of it, because then
the sound appears to be louder. A similar effect is used for the ASR technique. If
we point two radar antennas in slightly different directions, then the power at the
receiver antennas would not be equal, due to different antenna gains.

Themeasured power at the receiver antenna Pe of an object depends on the angleα
between antenna and object. Two sensors, which are facing into different directions,
but placed at the same location, measure the same distance but different power Pe. If
a function for the power in dependency of the angle position of the object is given,
then the object’s position can be estimated via the ASR function (See Fig. 2).

The angle of an object inside the observation area can be estimated through the
Amplitude Sensing Ratio (ASR). In a two-dimensional case, the ASR for the azimuth
is defined by a delta signal (Δ) and a sum signal (

∑
), which are derived from the

powers at the receiver antennas [3, pp. 34–35].

ASR = Δ

�
= Pe1 − Pe2

Pe1 + Pe2
(5)
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Fig. 2 The position of an object O inside the observation area can be estimated via the difference
of power of into different direction facing receiver antennas

In order to obtain information in three-dimensional space, the elevation needs to
be estimated through an additional sensor beam.

2.3 Consideration on Erroneous Influences

Estimating the position of objects with lateration and ASR requires sensors with
very high accuracy regarding the range and power measurement. Nevertheless, every
sensor has a measurement error. In case of lateration, the maximum position mea-
surement error σPD can be approximated by the maximal range measurement error
σRmax of all sensors and the angle γ (See Eq.6). The range measurement accuracy is
defined by the root-mean-square (rms) measurement error σR [5, p. 167]. Figure3
clarifies the relation between the range measurement error σRi , the angle γ and the
position measurement error σPD graphically.

Fig. 3 Area of ambiguity,
which is caused by the two
rms-errors σR1 and σR2

2·σR1
sin γ

2·σR2
sin γ

γ
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If the ratio between distance of the object and the antenna distance gets higher,
then the rhomb-shaped area of ambiguity gets wider. In Fig. 5, it can be seen that the
area of ambiguity of a point target appears almost to be a line, if the distance to the
object is much larger comparing to the antenna distance. From Eq.6, it can be seen
that the accuracy of a lateration based radar network is getting worse at the sides of
the sensor network, where γ is approaching zero.

σPD ≈ σRmax

sin γ
(6)

The rms error σR depends basically on the signal-to-noise ratio of the received
signal. The signal-to-noise ratio is higher and results accordingly in a better accuracy,
if the RCS of an object is higher. Consequently, our radar principle results in better
position estimations for objects with high RCS. But, objects with a high RCS are
entering the observation area of a rotating scan earlier from the sides then objects
with a lower RCS, hence an object with high RCS suffers more from the position
estimation error σPD .

Besides the range measurement accuracy, the resolution of a radar sensor has
important impact on the reliability of the scan results. A radar sensor will not distin-
guish two point targets, if they are inside a so called resolution cell. For example, a
radar with a resolution of 1 m, can not differ between two or more objects which are
inside a band, with the wide of 1 m, around the sensor and would output the detection
of only one range value somewhere between those two objects. The lateration tech-
nique results only in correct position estimation if all sensors of the radar network
are measuring the same distance to the same point. But, single point targets are very
rare in standard environments. Usually, every sensor of a radar network measures
the distance to a different point, which results in wrong position estimations.

The precondition for the ASR technique is the placement of sensors at the same
location. The closer the antennas are placed to each others, the more reliable is
the result and the same centres of reflection of a target can be assumed in a ASR
radar network. Unfortunately, the accuracy and resolution of the receiver power Pe
can not be defined, because it is depending on the RCS of the object as well (See
radar equation). There is a fluctuation of the RCS, which can be explained by the
Swerling Models. A. Ludloff explains in [11, pp. 3–14] how the fluctuation can be
modeled. The model is based on the idea that one radar target exists of multiple
reflector elements, which are distributed over the volume of the target. The model
assumes the reflector elements to be isotropic andwith the sameRCS and neglects the
effects of reflection or shadows among themselves. Through overlapping of reflected
radar waves on this multiple isotropic reflector elements, phase differences result in
complex interferences. This model explains the appearance of high fluctuation of the
RCS (and accordingly the receiver power), even if the aspect angle is changed only
slightly. To sum it up, an exact estimation of the RCS, even of standard geometries,
is difficult and fluctuation effects disturb the reliability of the position estimation
results via ASR techniques.
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Fig. 4 The left drawing
shows the scanner with the
lateration setup. The right
drawing presents the ASR
setup. Both setups are based
on a rotating joint and its
angle position β

β β

3 Experiments

The following section describes first experiments with both sensor principles. There-
fore, two scans at the same location but with different sensor principle have been
performed. Both sensor principles, the lateration technique and the ASR technique,
have been set up on a rotating platform. Our radar sensors work with a center fre-
quency of 24GHz with a bandwidth of 250 MHz, which is the reason for the low
resolution. Furthermore, our radar’s beam has awide opening angle of approximately
40◦. The setup of both experiments can be seen in Fig. 4.

Our first scans have been performed in an indoor environment. In order to have a
landmark, we were placing a point target (an aluminium corner reflector), at the same
hight like our sensor unit, inside our scan area. A serial of scans of a hallwaywith both
principles has been performed for further evaluation on occupancy grid mapping. A
feature based mapping approach is investigated in an outdoor environment.

3.1 Single Scan with the Lateration Technique

In order to evaluate the sensor principle, we were performing first scans of standard
objects in an indoor environment. The goal of the first experiment is to find out about
error influences in our sensor principle. Asmentioned before, a limited resolution can
be problematic in an indoor environment, like our office. There aremetallic radiators,
steal-beams behind the walls, computer towers and many other objects that can have
a RCS huge enough of being detected by the radar sensor. The first scan results are
presented in Fig. 5.

The measurement contains the accumulation of five 360◦ scans with a step size
of 0.7◦. Not every measurement cycle leads to a successful position estimation. A
successful position estimation can be processed if both sensors detect an object.

The probability of occurrence of two objects, with a smaller difference of their
radial distances to the sensor than the radar’s resolution, is high, hence we can
rarely trust our scan results, if performed in an indoor environment. For fundamental
research, our radar sensors with an resolution of approximately 0.6m are sufficient.
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Fig. 5 Left This diagram depicts a top view on our scanning area. The red cross represents the
location of the sensor unit. The point target results in an accumulation of distance values. The
remaining spread is caused by the sensor measurement error σR . Accordingly, the point target has
the highest probability p(0) for its correct position estimation. Right This diagram presents the
distance informations of the two sensors during a 360◦ scan of the rotating platform. It can be seen
that the corner reflector is the only trustful point target in our office environment (See red circle).
The characteristics of the distances of the two sensors d1 and d2 is caused by the rotation of the
platform, where one sensor is approaching and the other sensor gets more far away during a rotation.
The distances of non point target do not have a symetric characteristic

3.2 Single Scan with the ASR Technique

For our investigation on the ASR technique, we were using exactly the same scene
and same sensors. Instead of placing the sensor at two different positions, the ASR
technique works the best if both sensors are placed close as possible, but with a small
shift regarding the antenna direction. Our scan results are presented in Fig. 6. The
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Fig. 6 Left This diagram presents a 2D scan of our office environment via the ASR technique. The
red cross shows the location of the sensor unit. Right This diagram depicts the power at the receiver
antennas Pe1 and Pe2 during a 360◦ scan. The non-point target effect does not effect the results.
The main error influence is caused by the low resolution and the wide beam size of the radar sensor.
An angle estimation of objects through the ASR in an traditional way is impossible, because of the
non-uniform distribution of the power values
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measurement contains the accumulation of five 360◦ scans with a step size of 0.7◦
as well. The distribution of the powers at the receiver antennas is not suitable for a
traditional ASR based position estimation, because the high amount of objects does
not allow to develop regression functions for the ASR of our experiment. Neverthe-
less, we can assume to have an object perpendicular in front of the sensor unit if
the ASR is close to zero. The ASR method requires, besides calibration of the range
measurement of the sensors an calibration of the antenna directions.

3.3 Gridmapping with Low Bandwidth Radar

In order to compare the suitability for robotic grid mapping of both sensor principles,
a serial of scans has been recorded of a hallway. To avoid influences of control and
odometry errors of our robots, all scans have been performed at known poses (See
Fig. 7).

The locations of the sensor unit have been chosen under the consideration of the
minimal detectable distance of the radar sensors, which is equal to their resolution.
The minimal detectable distance is a reason, why radar sensors with low resolution
are only suitable for outdoor environments with larger scale.

Like mentioned before, a 2D experiment is performed in a 3D environment, hence
metallic objects with rectangular shape elements, like office lamps, get layered into
the map as well. Occupancy grid maps, which are obtained via classical inverse
sensor model [7], are presented in Fig. 8.

Fig. 7 Ground truth of the office environment with scan positions of the sensor unit



Scanning Techniques with Low Bandwidth Radar … 331

Fig. 8 Left This occupancy grid map is built from raw data of the lateration technique. The wide
spread of the sensor data is caused by non point target situations. Right This map is obtained from
of the ASR technique

3.4 Feature Mapping with Low Bandwidth Radar

In Sect. 3.3, first mapping approaches with known poses of an indoor environment
were investigated. But, the estimation of the current position of a robot via dead
reckoning suffers under the summation of errors, which are caused by slip between
the ground and thewheels of the robot. Even awell calibrated robot odometrywith the
best error model will have a not acceptable displacement after a while. Accordingly,
a simultaneous localisation during the map building is necessary. Since localisation
in a gridmap seems to be not solvable with our scanner setups, because of not enough
measurement points of a full scan andmanymeasurement errors, a featuremap based
solution is the only working way for a full SLAM cycle.

We were performing an experiment on a grassland (See Fig. 9), where we placed
three corner reflector in order to have landmarks. As a scanner setup we used the
lateration technique. The landmark extraction is done via a simple nearest neighbour
tracking, which detects a landmark after it has been tracked a certain number of
times, in order to reduce outliers.

The limited number of landmarks and the slow scan speed makes the localization
via a rigid transform to three landmarks not suitable. Accordingly, the extended
kalman filter slam, which is well known in robotics, is chosen, because it can provide
an enhancement of the position estimation of the robot and the landmarks, even if
only one landmark is observed.
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Fig. 9 LeftGrasslandwith three corner reflectors.Right Three detected landmarks and the estimated
robot position with their error ellipses

4 Results and Discussion

This section will give an interpretation of the obtained results of the experiments,
which have been described in Sect. 3.

Figure5 presents the results of one single scan inside an office environment, where
a point target has been placed. The position of the point target gets estimated verywell
and the remaining spread of the estimated points is caused by the range measurement
error σRi of the sensors. Tests with different distances between corner reflector and
sensor unit have proven, that a rhomb-shaped area of ambiguity is achieved. This has
been explained for a static case in Fig. 3. The position of non point targets gets not
estimated very well. The sensors measure distances to different points. This results
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in a non symmetric characteristics of the distance values d1 and d2. Consequently,
the lateration algorithm calculates the wrong positions.

Figure6 presents the result of a single scan with the ASR technique. The corner
reflector gets the highest accumulation of detected object locations, like in case of
the lateration technique. Theoretically, the characteristics of the receiver powers Pe1
and Pe2 supposed to have a phase difference equal to the angle shift of the antenna
directions. But, the fact that we can not place both sensors in exactly the same
point leads to the fact that again we can not measure exactly the same point target.
Furthermore, we can not guarantee both antenna diagrams to be exactly the same
due to fabrication tolerances. Nevertheless, we can assume a position of an object,
if the ASR is close to zero.

In order to evaluate if the lateration and ASR technique are suitable for robotic
mapping, we built two occupancy grid maps with an inverse sensor model [20, pp.
279–300] which we applied on the raw data that has been recorded during a scan of
a hallway (See Fig. 7). The wide of the hallway is approximately 2m and it has a
curve at 20m. Figure8 displays both results. The ASR technique results in a quite
good map. Consequently, we see possibilities to map even indoor environments with
radar sensors of low resolution, but a smaller opening angle of the main beam would
enhance the result. The minimum detection range, which is equal to the resolution of
the sensor, should be considered (See Eq.1). To enhance the result of the lateration
technique, more sensors should be used. In general, both principles suffer from bad
resolution of the radar sensors. Optical effects like double reflections inside a narrow
hallway have a negative effect on the methods as well.

In Fig. 9, the three extracted landmarks and the current robot position during a
drive on a grassland can be seen. The EKF-SLAM can still keep the robot’s position,
even when the position estimation of the odometry is drifting away.

5 Conclusion

Robust localization and navigation in hazardous and tough environments are still a
difficult issue in field robotics research. Dust, rain, fog or inadequate illumination
are conditions, which make popular sensors, such as laser scanners or cameras, not
suitable. Radar overcomes the aforementioned difficulties.

In this article, we were investigating two new scanning methods for mobile robot-
ics and took a closer look on failure influences.Wewere focusing on three influences.
First, the rangemeasurement error of the sensor itself. Second, the influence ofwrong
position estimation due to non point targets regarding the lateration technique. Third,
we investigated if the received power of the receiver antenna is reliable for position
estimation, in an environment with multiple targets. We discovered that the influence
of non point targets has a huge influence, especially in a setup with only two sensors.

There exists several mapping algorithms. An overview is given by Thrun in [19,
p. 7]. Thrun introduces algorithms, which are suitable for mapping with unknown
robot poses (SLAM). In this article, we focus on occupancy gridmappingwith known
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poses, and feature based SLAM. Our proposed scanning methods are suitable for
occupancy grid mapping with a classical inverse sensor model, but are not suitable
for localisation in a grid map.

The proposed radar-based scanning methods are an alternative to mechanical and
electrical beam-forming methods. Mechanical beam-forming techniques require an
antenna and electrical beam-forming techniques need phase array radars. Although
no antenna construction is required, our methods needs more than one sensor.

From one single 360◦—scan of a radar-scanner, which pivots mechanically a
focused beam over a surrounding, a more continues distribution of the measurement
can be expected. Our proposed methods base are suitable for antennas with a very
large beam width. The lateration technique is recording more than one measure-
ment of an object during one scan rotation, which raises the possibility of a correct
detection of a landmark. An advantage over techniques with focused beams is the
possibility to perform 3D scans as well, which would be mechanically complicated
in case of mechanical beam-forming techniques and is only known in combination
with electrical beam-forming radars. Unfortunately, the lateration technique suffers
more from bad accuracy and resolution, wrong calibration or asynchronism of mea-
surements than traditional techniques. The detection of different centres of reflection
is the main problem of the lateration technique. The ASR technique results in pretty
well raw data, although a traditional ASR curve approximation is not possible in an
environment with multiple objects. In this article we propose the simple solution of
filtering all data, with a threshold close to a ASR of zero.
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Pole Placement of Linear Time-Varying
Discrete Systems and Its Application to
Trajectory Tracking Control of Nonlinear
Systems

Yasuhiko Mutoh, Masakatsu Kemmotsu and Lisa Awatsu

Abstract In this paper, the trajectory tracking controller is designed for nonlinear
systems, based on the linear time-varying approximate model around some desired
trajectory. The idea is very simple and basic, but this technique has not been com-
monly used so far, because the approximate model becomes linear time-varying and
design method of linear time-varying controller is not necessarily well-developed.
The authors proposed the simple design method of the pole placement controller for
linear time-varying discrete systems. To show the applicability of this technique to
the trajectory tracking control problem of nonlinear systems, we apply this controller
to actual 2-link robot manipulator and present the experimental results.

Keywords Trajectory tracking control · Linear time-varying system · Discrete
system · Time-varying pole placement control

1 Introduction

For the control problem of nonlinear systems, it is a classical and standard approach to
design a linear controller for the linear approximate model around some equilibrium
point or some desired operating point. Since there are variety of control strategies for
linear systems, this approach should be the first choice to control nonlinear systems
among a lot of controllers including some nonlinear control methods.

If the problem is to control nonlinear systems in wide range, for example, trajectory
tracking control, then it is necessary to borrow the idea of gain scheduling control
or robust control using approximate models around multiple operating points along
some desired trajectory.

On the other hand, it is also classical and simple idea for this problem to apply a
linear controller to a linear approximate model around entire trajectory. This method
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can be applied to any type of nonlinear systems. However, in this case, an approx-
imate model becomes a linear time-varying system, and since the controller design
method for linear time-varying systems is not necessarily well-developed, this type
of approach has not commonly used. Nguyen [5], Valášek et al. [7, 8] extended the
linear time-invariant pole placement controller design method to the linear time-
varying case. This design method uses the time-varying state transformation matrix
and is not necessarily simple. The author et.al. proposed the simple pole placement
controller design method for linear time-varying systems [2–4], using the concept
of a full relative degree of the system. Such controller is obtained by finding a new
output signal so that the total relative degree from the input to this new output is
equal to the system degree.

In this paper, we apply this linear time-varying discrete pole placement technique
to the trajectory tracking control of an actual 2-link robot manipulator, to show the
applicability of linear time-varying controller to practical nonlinear systems.

In the following, some basic properties of linear time-varying discrete systems
are stated in Sect. 2. Section 3 summarizes the design procedure of a pole placement
controller for linear time-varying discrete systems. In Sect. 4, this control method
is applied to the trajectory tracking control problems of practical 2-link robot ma-
nipulator and experimental results are presented to show the validity of this control
system.

2 Basic Properties of Linear Time-Varying Discrete
Systems

In this section, some basic properties of linear time varying multi variable discrete
systems are presented. Consider the following system.

x(k + 1) = A(k)x(k) + B(k)u(k) (1)

Here, x(k) ∈ Rn and u(k) ∈ Rm are the state variable and the input signal. A(k) ∈
Rn×n and B(k) ∈ Rn×m are time-varying bounded coefficient matrices. The state
transition matrix of the system (1) from k = j to k = i , Φ(i, j), is defined as follows.

Φ(i, j) = A(i − 1)A(i − 2) . . . A( j) i > j (2)

Definition 1 System (1) is called “completely reachable within n steps” if and only
if, for any state x1 ∈ Rn there exists a bounded input u(l) (l = k, . . . , k + n − 1)

such that x(k) = 0 and x(k + n) = x1 for all k.

Lemma 1 System (1) is completely reachable within n steps if and only if the rank
of the reachability matrix defined below is n for all k.
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UR(k) = [
B0(k), B1(k), . . . , Bn−1(k)

]
(3)

where,

B0(k) = B(k + n − 1)

B1(k) = Φ(k + n, k + n − 1)B(k + n − 2)

... (4)

Bn−1(k) = Φ(k + n, k + 1)B(k)

Let bli (k) be the i-th column of Bl(k), then, the reachability matrix UR(k) can be
written as

UR(k) = [
b0

1(k) . . . b0
m(k)| . . . |bn−1

1 (k) . . . bn−1
m (k)

]
. (5)

bri (k) also satisfies the same equations as (4), i.e.,

b0
i (k) = bi (k + n − 1)

b1
i (k) = Φ(k + n, k + n − 1)bi (k + n − 2)

... (6)

bn−1
i (k) = Φ(k + n, k + 1)bi (k) (i = 1, . . . ,m)

where bi (k) is the i-th column of B(k).

Suppose that the system (1) is completely reachable within n steps. And, it is also
supposed that the reachability indices, μi (i = 1, . . . ,m), can be defined, so that

m∑
i=1

μi = n (7)

and the n × n truncated reachability matrix

R(k) = [
b0

1(k), . . . , b
μ1−1
1 (k)| . . . |b0

m(k), . . . , bμm−1
m (k)

]
(8)

is non-singular. It is assumed that μ1 ≥ μ2 ≥ · · · ≥ μm without loss of generality.
(The reachability indices are defined by checking linear independency of columns
of UR(k) from the left to the right as the same manner as for the linear time-invariant
case.)

Next, we define “a full relative degree” of linear MIMO systems.

Lemma 2 If the total relative degree from input signal to output signal of a linear
MIMO system is equal to the system degree, n, it is said that this system has a full
relative degree.
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Let the following y(k) ∈ Rm be an output vector of the system (1),

y(k) = C(k)x(k), C(k) ∈ Rm×n (9)

where

y(k) =

⎡
⎢⎢⎢⎣

y1(k)
y2(k)

...

ym(k)

⎤
⎥⎥⎥⎦ ∈ Rm, C(k) =

⎡
⎢⎢⎢⎣

cT1 (k)
cT2 (k)

...

cTm(k)

⎤
⎥⎥⎥⎦ ∈ Rm×n . (10)

We define c jT
i (k) by the following recursive equations.

c0T
i (k) = cTi (k)

c( j+1)T
i (k) = c jT

i (k + 1)A(k) (11)

for i = 1, . . . ,m.

Lemma 3 The system (1), (9) has the full relative degree n from u(k) to y(k) if the
following equations hold.

cli
T
(k + 1)b j (k) = 0,

{
l = 0, 1, . . . ,μi − 2
j = 1, 2, . . . ,m

cμi−1
i

T
(k + 1)b j (k) = 0, j = 1, 2, . . . , i − 1 (12)

cμi−1
i

T
(k + 1)bi (k) = 1

for i = 1, . . . ,m. (Here, 1 can be replaced by a nonzero scalar function λi (k) �= 0.)

Proof Using (1), (9), (11) and (12), yi (k + 1), yi (k + 2), . . . can be calculated to
obtain the following equations.

yi (k + 1) = c0T
i (k + 1)A(k)x(k) + c0T

i (k + 1)B(k)u(k)

= c1T
i (k)x(k)

yi (k + 2) = c1T
i (k + 1)A(k)x(k) + c1T

i (k + 1)B(k)u(k)

= c2T
i (k)x(k)

... (13)

yi (k + μi ) = cμi−1T
i (k + 1)A(k)x(k) + cμi−1T

i (k + 1)B(k)u(k)

= cμi T
i (k)x(k) + ui (k) + γi(i+1)(k)ui+1(k) + · · · + γim(k)um(k)

Here,
γi j (k) = cμi−1T

i (k + 1)b j (k) (14)
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This implies that the system (1), (9) has a full relative degree, because the vector
relative degree of this system is (μ1, . . . ,μm), and hence, the total relative degree
from u(k) to y(k) is n from (7).

The following is a simple example of Eq. (12).

Example 1 Suppose that n = 5, m = 2, μ1 = 3, and μ2 = 2. Then, C(k) and B(k)
are written as follows.

C(k) =
[
cT1 (k)
cT2 (k)

]
, B(k) = [

b1(k) b2(k)
]

Then, the condition (12) in this case is as follows.

c0
1
T
(k + 1)

[
b1(k) b2(k)

] = [ 0 0 ]
c1

1
T
(k + 1)

[
b1(k) b2(k)

] = [ 0 0 ]
c2

1
T
(k + 1)

[
b1(k) b2(k)

] = [ 1 γ12(k) ]

c0
2
T
(k + 1)

[
b1(k) b2(k)

] = [ 0 0 ]
c1

2
T
(k + 1)

[
b1(k) b2(k)

] = [ 0 1 ]

Let αi (z) be a polynomial of degree μi , i.e.,

αi (z) = zμi + αi
μi−1z

μi−1 + · · · + αi
1z + αi

0 (15)

Here, z is the shift operator.
Multiplying yi (k + l) by αi

l (l = 0, 1, . . . ,μi ) and then summing them up, the
following equation is obtained (αi

μi
= 1).

αi (z)yi (k) = DT
i (k)x(k) + ΛT

i (k)u(k) (16)

where, DT
i (k) and ΛT

i (k) are defined by

DT
i (k) = [

αi
0,α

i
1, . . . ,α

i
μi−1, 1

]
⎡
⎢⎢⎢⎣

c0T
i (k)
c1T
i (k)

...

cμi T
i (k)

⎤
⎥⎥⎥⎦ (17)

ΛT
i (k) = [0, . . . , 0, 1, γi(i+1)(k), . . . , γim(k)].
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Define D(k) and Λ(k) by

D(k) =

⎡
⎢⎢⎢⎣

DT
1 (k)

DT
2 (k)
...

DT
m(k)

⎤
⎥⎥⎥⎦ , Λ(k) =

⎡
⎢⎢⎢⎣

ΛT
1 (k)

ΛT
2 (k)
...

ΛT
m(k)

⎤
⎥⎥⎥⎦ (18)

then, we have the following equation.

⎡
⎢⎣

α1(z)
. . .

αm(z)

⎤
⎥⎦ y(k) = D(k)x(k) + Λ(k)u(k) (19)

where Λ(k) is nonsingular. This is another input-output representation of the given
linear time-varying system (1), (9).

3 Design of Discrete Time-Varying Pole Placement
Controller

In this section, the design procedure of the pole placement controller for linear time-
varying multi input discrete systems is summarized. Suppose that the system (1) is
completely reachable with its reachability indices, μ1, . . . ,μm . The problem is to
design a state feedback for the system (1) so that the resulting time-varying closed-
loop system becomes equivalent to some linear time-invariant system with desired
stable eigenvalues. For this purpose, we first define a new output signal y(k) ∈ Rm

for the system (1) by
y(k) = C(k)x(k) (20)

so that the system (1), (20) has a full relative degree n from u(k) to y(k). Here,
y(k) and C(k) are represented in (10). Such C(k) can be obtained by solving (12).
Equation (12) can be rewritten as follows, using (5) and (6).

ci
T (k + 1)blj (k) = 0,

{
l = 0, 1, . . . ,μi − 2
j = 1, 2, . . . ,m

ci
T (k + 1)bμi−1

j (k) = 0, j = 1, 2, . . . , i − 1 (21)

ci
T (k + 1)bμi−1

i (k) = 1

for i = 1, . . . ,m. These equations contain only cTj (k), and which makes it possible
to derive C(k) directly from (12). From which, we have the following Theorem.
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Theorem 1 If the system is completely reachable in n steps and has the reachability
indices, μ1, . . . ,μm, there exists a new output signal y(k) given by (20) such that the
system (1), (20) has a full relative degree n from u(k) to y(k). And, such C(k) can
be calculated by the following equation.

C(k) = WR−1(k − n) (22)

where

W = diag
(
w1, w2, . . . , wm

)

wi = [
0 · · · 0 1

] ∈ R1×μi (23)

and R(k) is the truncated reachability matrix in (8).

The following Example shows the procedure to obtain C(k) using the simple
Example 1.

Example 2 Since (12) can be rewritten as (21), the condition (12) of Example 1 is
shown as follows.

cT1 (k)
[
b0

1(k − n) b0
2(k − n)

] = [ 0 0 ]
cT1 (k)

[
b1

1(k − n) b1
2(k − n)

] = [ 0 0 ]
cT1 (k)

[
b2

1(k − n) b2
2(k − n)

] = [ 1 γ12(k − 1) ]

cT2 (k)
[
b0

1(k − n) b0
2(k − n)

] = [ 0 0 ]
cT2 (k)

[
b1

1(k − n) b1
2(k − n)

] = [ 0 1 ]

The reachability indices are μ1 = 3 and μ2 = 2, which implies that the nonsingular
truncated reachability matrix is

R(k) = [b0
1(k), b1

1(k), b2
1(k), b0

2(k), b1
2(k)]

Using these linearly independent vectors, cT1 (k) and cT2 (k) satisfying the following
equation can be determined.

[
cT1 (k)
cT2 (k)

]
R(k − n) =

[
0 0 1 0 0
0 0 0 0 1

]

Note that since cT2 (k)b2
1(k) is arbitrary, we chose it as 0.

In the sequel, using the new output, y(k), we will obtain the pole placement state
feedback gain.
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Let αi (z) be defined as the desired stable characteristic polynomial of degree μi

for the closed loop system from ui (k) to yi (k) in (15), i.e.,

αi (z) = zμi + αi
μi−1z

μi−1 + · · · + αi
1z + αi

0. (i = 1, . . . ,m) (24)

Since, the system (1), (20) has a full relative degree n with its vector relative degrees
μ1, μ2, . . ., μm , y(k), x(k) and u(k) satisfy another input output representation, (19),
i.e.,

⎡
⎢⎣

α1(z)
. . .

αm(z)

⎤
⎥⎦ y(k) = D(k)x(k) + Λ(k)u(k) (25)

Here, D(k) and Λ(k) are defined by (17) and (18). Note that Λ(k) is nonsingular.
Then, by the state feedback

u(k) = −Λ−1(k)D(k)x(k) (26)

the closed loop system becomes as follows.

⎡
⎢⎣

α1(z)
. . .

αm(z)

⎤
⎥⎦ y(k) = 0 (27)

This system is time-invariant and has the following state representation.

w(k + 1) = A∗w(k) (28)

where w(k) ∈ Rn is a new state variable. The matrices A∗ ∈ Rn×n is written by

A∗ =
⎡
⎢⎣
A∗

1 0
. . .

0 A∗
m

⎤
⎥⎦ (29)

and A∗
i ∈ Rμi×μi is defined as follows.

A∗
i =

⎡
⎢⎢⎢⎢⎣

0 1 0
...

. . .
...

... 1
−αi

0 . . . . . . −αi
μi−1

⎤
⎥⎥⎥⎥⎦

(i = 1, . . . ,m) (30)
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From this, the characteristic polynomial of A∗ is

α(z) =
m∏
i=1

αi (z). (31)

(9) and (13) imply that w(k) is written as follows.

w(k) :=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1(k)
...

y1(k + μ1 − 1)
...

ym(k)
...

ym(k + μm − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0
1(k)
...

cμ1−1
1 (k)

...

c0
m(k)
...

cμm−1
m (k)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x(k)

= P(k)x(k) (32)

On the other hand, from (1) and (26), the time-varying state equation of the closed
loop system becomes

x(k + 1) = (A(k) − B(k)Λ−1D(k))x(k). (33)

Thus, the system (33) is equivalent to the system (28), with the transformation matrix
P(k). It is then obvious that the following equation holds.

P(k + 1)(A(k) − B(k)Λ−1D(k))P−1(k) = A∗ (34)

This implies that the state feedback (26) makes the closed loop system equivalent to
the system (29) that has the desired stable characteristic polynomial, α(z).

Note that the transformation matrix P(k) and P−1(k) must be bounded functions,
in other words, P(k) must be a Lyapunov transformation [1], to ensure the stability
of the closed-loop system.

The procedures to obtain the state feedback gain is summarized below.

[Pole Placement Design Procedure]

Step 1. Calculate the reachability matrixUR(k − n) and the reachability indices μi .
Step 2. Calculate C(k) = WR−1(k − n) for the new output signal, y(k), using the

truncated reachability matrix R(k).
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Step 3. Determine the desired stable closed-loop characteristic polynomials as fol-
lows for i = 1, . . . ,m.

αi (z) = z μi + αi
μi−1z

μi−1 + · · · + αi
1z + αi

0

Step 4. Using (14)–(18), calculate D(k) and Λ(k). Then, the state feedback for the
pole placement is

u(k) = −Λ−1(k)D(k)x(k)

4 Trajectory Tracking Control of 2-Link Manipulators

In this section, discrete time-varying pole placement technique is applied to the
trajectory tracking control of a two-link robot manipulator.

4.1 The Model of the Manipulator

Figures 1 and 2 show the picture and the model of the 2-link robot manipulator for
the experiment. All links rotate in the horizontal plane.

Its motion equation is described as follows.

M(θ(t))θ̈(t) + C(θ(t), θ̇(t))θ̇(t) + D(θ̇(t)) = τ (t) (35)

Fig. 1 Two-link
manipulator (SR-402DDII)
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Fig. 2 Two-link
manipulator model

where,

θ(t) =
[

θ1(t)
θ2(t)

]

M(θ(t)) =
[
J1 + J2 + 2m2r2l1 cos θ2(t), J2 + m2r2l1 cos θ2(t)

J2 + m2r2l1 cos θ2(t), J2

]

C(θ(t), θ̇(t)) =
[−2m2r2l1θ̇2(t) sin θ2(t), −m2r2l1θ̇(t)2 sin θ2(t)

m2r2l1θ̇1(t) sin θ2(t), 0

]

D(θ̇(t)) =
[

2sgn(θ̇1(t))
0.25sgn(θ̇2(t))

]
(36)

Ji = Jli + mir
2
i (i = 1, 2).

Here, θi (t) and τi (t) are joint angle and input torque of i-th joint, li and ri are length
of the i-th link and the distance between the i-th joint and the center of gravity of the
i-th link, and Jli is the moment of inertia of the i-th link about its center of gravity
(i = 1, 2). D(θ̇(t)) is a friction term which is estimated from the experimental data.

In the above, the values of the physical parameters are shown in Table 1.

Table 1 Parameter of manipulator

Variable (i = 1, 2) Unit Link1 i = 1 Link2 i = 2

mi [kg] 3.43 1.55

li [m] 0.2 0.2

ri [m] 0.1 0.1

Jli [kgm2] 0.208 0.03
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4.2 Experimental Results

In this section, we show the experimental result of the trajectory tracking control of the
2-link robot manipulator using the time-varying discrete pole placement controller.

To design the discrete controller, we discretize the manipulator system (35) by
Euler method as follows. Here, Ts is the sampling time.

x(k + 1) = x(k) +
[

0 Ts I2
0 Ts Γ (x(k))

]
x(k) +

[
0

Ts Φ(x(k))

]
u(k)

= f (x(k), u(k)) (37)

where

x(k) =
[

θ(k)
θ̇(k)

]
∈ R4

u(k) =
[

τ1(k)
τ2(k)

]
∈ R2 (38)

I2 =
[

1 0
0 1

]

Γ (x(k)) = −M(θ(k))−1C(θ(k), θ̇(k)) ∈ R2×2

Φ(x(k)) = M(θ(k))−1 ∈ R2×2

The sampling time Ts is 10 [msec] for the experiment. Let the desired continuous
trajectory of the end portion of this manipulator be the circle in the horizontal X -Y
work space as presented by the following equation,

X (t) = 0.08 cos
π

5
t + 0.3 (39)

Y (t) = 0.08 sin
π

5
t + 0.05 (40)

which is described in Fig. 3.
From the desired trajectory of the end portion, the desired trajectory of the joint

angles, θ∗(t), and joint angular velocities, θ̇∗(t), can be calculated using the inverse
kinematics. This gives the desired continuous state variable x∗(t) as follows.

x∗(t) =
[

θ∗(t)
θ̇∗(t)

]
(41)

The desired continuous input signal u∗(t) is obtained from θ∗(t) and θ̇∗(t) using
(35). The symbolic calculation software MAXIMA is used to calculate the explicit
function representations for x∗(t) and u∗(t), which are not shown here because of the
space limitation. Instead of this, the graphs of x∗(t) and u∗(t) are shown in Figs. 4
and 5.
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Fig. 3 Desired trajectory of
the end portion
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Fig. 5 Desired input u∗(t)
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By discretizing these signals using the sampling time Ts , the discrete desired state
trajectory x∗(k) and the discrete desired input u∗(k) are obtained. Note that we use
the same variable for continuous space and discrete space, i.e., x(t) is continuous
variable, x(k) is a discrete variable of k-th step and x(kTs) is a sampling variable in
the t-axis.

To obtain the linear time-varying approximate model around the desired trajectory,
x∗(k) and u∗(k), define Δx(k) and Δu(k) by

{
Δx(k) = x(k) − x∗(k)
Δu(k) = u(k) − u∗(k). (42)

Then we have the following approximate model from (37) and (38).

Δx(k + 1) = ∂

∂x
f (x∗(k), u∗(k))Δx(k)

+ ∂

∂u
f (x∗(k), u∗(k))Δu(k)

= A(k)Δx(k) + B(k)Δu(k) (43)

where,

A(k) =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
0 A32(k) A33(k) A34(k)
0 A42(k) A43(k) A44(k)

⎤
⎥⎥⎦ (44)

B(k) =

⎡
⎢⎢⎣

0 0
0 0

B31(k) B32(k)
B41(k) B42(k)

⎤
⎥⎥⎦ (45)

Here, the explicit function representation of A(k) and B(k) are also obtained by using
MAXIMA, which are described in Appendix A, for reference.

Figure 6 shows the closed loop response of the manipulator end portion in the
horizontal work space. The initial position of the end portion is (0.4, 0) in the coor-
dinate of the horizontal work space. This initial condition corresponds to the initial
condition of state variable vector, x1(0) = x2(0) = x3(0) = x4(0) = 0. The response
of the manipulator state variable x(kTs) (joint angles and joint angular velocities),
the state error Δx(kTs) = x(kTs) − x∗(kTs), are respectively shown in Figs. 7 and
8. The control input u(kTs) = u∗(kTs) + Δu(kTs) is shown in Fig. 9. The desired
stable poles of the closed loop system are chosen as (0.942, 0.407, 0.942, 0.407).
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Fig. 6 Response of end
portion
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Fig. 8 State error
Δx(k) = x(k) − x∗(k)
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Fig. 9 Input torque u(k)
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5 Conclusions

In this paper, the trajectory tracking control of nonlinear systems was considered.
For this purpose, we applied the pole placement technique to linear time-varying
approximate model around some desired trajectory of a nonlinear system. To simplify
the design procedure of the time-varying controller, the concept of the full relative
degree of the system plays a important role. This method was applied to the trajectory
tracking control of the 2-link manipulator. The experimental results showed good
applicability of this control strategy to the control problem of practical nonlinear
systems.

Appendix: The Explicit Form of A(k) and B(k)

The followings are the explicit form of functions of the elements of A(k) and B(k)
in Eqs. (44) and (45) calculated by MAXIMA. We used this result with T = Ts .

A32 = 31
(
28830 cos (x2(k))

3 x4(k)
2 + 185340 cos (x2(k)) x4(k)

2) T
(31 cos (x2(k)) − 90)2 (31 cos (x2(k)) + 90)2

+ 31
(
57660 cos (x2(k))

3 x3(k) x4(k) + 370680 cos (x2(k)) x3(k) x4(k)
)
T

(31 cos (x2(k)) − 90)2 (31 cos (x2(k)) + 90)2

+ 31
(
28830 cos (x2(k))

3 x3(k)
2 + 472409 cos (x2(k))

2 x3(k)
2)

(31 cos (x2(k)) − 90)2 (31 cos (x2(k)) + 90)2

+ 31
(
185340 cos (x2(k)) x3(k)

2 − 251100 x3(k)
2) T

(31 cos (x2(k)) − 90)2 (31 cos (x2(k)) + 90)2

A33 = 1 − 62 sin (x2(k)) (30 x4(k) + 31 cos (x2(k)) x3(k) + 30 x3(k)) T

(31 cos (x2(k)) − 90) (31 cos (x2(k)) + 90)
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A34 = − 1860 sin (x2(k)) (x4(k) + x3(k)) T

(31 cos (x2(k)) − 90) (31 cos (x2(k)) + 90)

A42 = − 31(28830 cos(x2(k))3x4(k)2 + 472409 cos(x2(k))2x4(k)2)T

(31 cos(x2(k)) − 90)2(31 cos(x2(k)) + 90)2

− 31(185340 ∗ cos(x2(k))x4(k)2 − 251100x4(k)2)T

(31 cos(x2(k)) − 90)2(31 cos(x2(k)) + 90)2

− 31(57660 cos(x2(k))3 ∗ x3(k)x4(k) + 944818 cos(x2(k))2x3(k)x4(k))T

(31 cos(x2(k)) − 90)2(31 cos(x2(k)) + 90)2

− 31(370680 cos(x2(k))x3(k)x4(k) − 502200x3(k)x4(k))T

(31 cos(x2(k)) − 90)2(31 cos(x2(k)) + 90)2

− 31(288300 cos(x2(k))3x3(k)2 + 944818 cos(x2(k))2x3(k)2)T

(31 cos(x2(k)) − 90)2(31 cos(x2(k)) + 90)2

+ 31(1853400 cos(x2(k))2x3(k) − 502200x3(k)2)T

(31 cos(x2(k)) − 90)2(31 ∗ cos(x2(k)) + 90)2

A43 = 62 sin (x2(k)) (31 cos (x2(k)) x4(k) + 30 x4(k) + 62 cos (x2(k)) x3(k)) T

(31 cos (x2(k)) − 90) (31 cos (x2(k)) + 90)

+ 31 (300 x3(k)) T

(31 cos (x2(k)) − 90) (31 cos (x2(k)) + 90)

A44 = 62 (31 cos (x2(k)) + 30) sin (x2(k)) (x4(k) + x3(k)) T

(31 cos (x2(k)) − 90) (31 cos (x2(k)) + 90)
+ 1

B31 = − 30000 T

961 cos (x2(k))
2 − 8100

B32 = (31000 cos (x2(k)) + 30000) T

961 cos (x2(k))
2 − 8100

B41 = (31000 cos (x2(k)) + 30000) T

961 cos (x2(k))
2 − 8100

B42 = − (62000 cos (x2(k)) + 300000) T

961 cos (x2(k))
2 − 8100

.
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Bayesian Quadrature Variance
in Sigma-Point Filtering

Jakub Prüher and Miroslav Šimandl

Abstract Sigma-point filters are algorithms for recursive state estimation of the
stochastic dynamic systems from noisy measurements, which rely on moment inte-
gral approximations by means of various numerical quadrature rules. In practice,
however, it is hardly guaranteed that the system dynamics or measurement functions
will meet the restrictive requirements of the classical quadratures, which inevitably
results in approximation errors that are not accounted for in the current state-of-the-
art sigma-point filters. We propose a method for incorporating information about
the integral approximation error into the filtering algorithm by exploiting features
of a Bayesian quadrature—an alternative to classical numerical integration. This is
enabled by the fact that the Bayesian quadrature treats numerical integration as a
statistical estimation problem, where the posterior distribution over the values of the
integral serves as a model of numerical error. We demonstrate superior performance
of the proposed filters on a simple univariate benchmarking example.

Keywords Nonlinear filtering · Sigma-point filter · Gaussian filter · Integral vari-
ance · Bayesian quadrature · Gaussian process

1 Introduction

Dynamic systems are widely used to model behaviour of real processes throughout
the sciences. Inmany cases, it is useful to define a state of the systemand consequently
work with a state-space representation of the dynamics. When the dynamics exhibits
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stochasticity or can only be observed indirectly, we are faced with the problem of
state estimation. Estimating a state of the dynamic system from noisy measurements
is a prevalent problem in many application areas such as aircraft guidance, GPS nav-
igation [12], weather forecast [9], telecommunications [14] and time series analysis
[2].When the state estimator is required to produce an estimate using only the present
and past measurements, this is known as the filtering problem.

For a discrete-time linearGaussian systems, the best estimator in themean-square-
error sense is themuch-celebrated Kalman filter (KF) [16]. First attempts to deal with
the estimation of nonlinear dynamics can be traced to thework of [29], which resulted
in the extended Kalman filter (EKF). The EKF algorithm uses the Taylor series
expansion to approximate the nonlinearities in the systemdescription.Adisadvantage
of the Taylor series is that it requires differentiability of the approximated functions.
This prompted further development [20, 28] resulting in the derivative-free filters
based on the Stirling’s interpolation formula. Other approaches that approximate
nonlinearities include the Fourier-Hermite KF [27], special case of which is the
statistically linearized filter [7, 18].

Instead of explicitly dealing with nonlinearities in the system description, the
unscentedKalman filter (UKF) [15] describes the densities by a finite set of determin-
istically chosen sigma-points, which are then propagated through the nonlinearity.
Other filters, such as the Gauss-Hermite Kalman filter (GHKF) [13], the cubature
Kalman filter (CKF) [1] and the stochastic integration filter [6], utilize numerical
quadrature rules to approximate moments of the relevant densities. These filters can
be seen as representatives of a more general sigma-point methodology.

A limitation of classical integral approximations, such as the Gauss-Hermite
quadrature (GHQ), is that they are specifically designed to perform with zero error
on a narrow class of functions (typically polynomials up to a given degree). It is also
possible to design rules, that have best average-case performance on a wider range
of functions at the cost of permitting small non-zero error [19]. In recent years, the
Bayesian quadrature (BQ) has become a focus of interest in probabilistic numerics
community [22]. The BQ treats numerical integration as a problem of Bayesian infer-
ence and thus it is able to provide an additional information—namely, uncertainty
in the computation of the integral itself. In [26], the authors work with the concept
of BQ, but the algorithms derived therein do not make use of the uncertainty in the
integral computations. The goal of this paper is to augment the current sigma-point
algorithms so that the uncertainty associated with the integral approximations is also
reflected in their estimates.

The rest of the paper is organized as follows. Formal definition of the Gaussian
filtering problem is outlined in Sect. 2, followed by the exposition of the basic idea
of Bayesian quadrature in Sect. 3. The main contribution, which is the design of the
Bayes-Hermite Kalman filter (BHKF), is presented in Sect. 4. Finally, comparison
of the BHKF with existing filters is made in Sect. 5.
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2 Problem Formulation

The discrete-time stochastic dynamic system is described by the following state-
space model

xk = f(xk−1) + qk−1, qk−1 ∼ N (0,Q), (1)

zk = h(xk) + rk, rk ∼ N (0,R), (2)

with initial conditions x0 ∼ N (m0,P0), where xk ∈ R
n is the system state evolving

according to the knownnonlinear dynamics f : Rn → R
n perturbed by thewhite state

noise wk−1 ∈ R
n . Measurement zk ∈ R

p is a result of applying known nonlinear
transformation h : Rn → R

p to the system state and white additive measurement
noise rk ∈ R

p. The mutual independence is assumed between the state noise wk , the
measurement noise rk and the system initial condition x0 for all k ≥ 1.

The filtering problem is concerned with determination of the probability density
function p(xk |z1:k). The shorthand z1:k stands for the sequence of measurements
z1, z2, . . . , zk . The general solution to the filtering problem is given by the Bayesian
recursive relations in the form of density functions

p(xk |z1:k) = p(zk |xk) p(xk |z1:k−1)

p(zk |z1:k−1)
, (3)

with predictive density p(xk |z1:k−1) given by the Chapman-Kolmogorov equation

p(xk |z1:k−1) =
∫

p(xk |xk−1)p(xk−1 |z1:k−1) dxk−1. (4)

In this paper, the integration domain is assumed to be the support of xk−1. The
likelihood term p(zk |xk) in (3) is determined by the measurement model (2) and the
transition probability p(xk |xk−1) in (4) by the dynamics model (1).

For tractability reasons, the Gaussian filters make simplifying assumption, that
the joint density of state and measurement p(xk, zk | z1:k−1) is of the form

N
([

xk|k−1

zk|k−1

] ∣∣∣∣∣

[
mx

k|k−1

mz
k|k−1

]
,

[
Px
k|k−1 P

xz
k|k−1

Pzx
k|k−1 P

z
k|k−1

])
. (5)

Knowledge of the moments in (5) is fully sufficient [4] to express the first two
moments,mx

k|k and P
x
k|k , of the conditional density p(xk |z1:k) using the conditioning

formula for Gaussians as

mx
k|k = mx

k|k−1 + Kk
(
zk − mz

k|k−1

)
, (6)

Px
k|k = Px

k|k−1 − KkPz
k|k−1K

�
k , (7)
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with the Kalman gain defined as Kk = Pxz
k|k−1

(
Pz
k|k−1

)−1
.

The problem of computing the moments in (5) can be seen, on a general level, as
a computation of moments of a transformed random variable

y = g(x), (8)

where g is a nonlinear vector function. This invariably entails evaluation of the
integrals of the following kind

E[y] =
∫
g(x)p(x) dx (9)

withGaussian p(x). Since the integral is typically intractable, sigma-point algorithms
resort to the approximations based on weighted sum of function evaluations

∫
g(x)p(x) dx ≈

N∑
i=1

wig(x(i)). (10)

The evaluation points x(i) are also known as the sigma-points, hence the name. Thus,
for instance, to compute mx

k|k−1, P
x
k|k−1 and Pxz

k|k−1, we would use the following
expressions given in matrix notation

mx
k|k−1 � F�w, (11)

Px
k|k−1 � F̃�WF̃, (12)

Pxz
k|k−1 � X̃�WH̃, (13)

where w = [w1, . . . , wN ]�, W = diag ( [w1, . . . , wN ] ) are the quadrature
weights. The remaining matrices are defined as

F =

⎡
⎢⎢⎢⎣

f
(
x(1)
k−1

)�

...

f
(
x(N )
k−1

)�

⎤
⎥⎥⎥⎦ , F̃ =

⎡
⎢⎢⎢⎣

(
f
(
x(1)
k−1

)
− mx

k|k−1

)�

...(
f
(
x(N )
k−1

)
− mx

k|k−1

)�

⎤
⎥⎥⎥⎦ (14)

and

X̃ =

⎡
⎢⎢⎢⎣

(
x(1)
k−1 − mx

k|k−1

)�

...(
x(N )
k−1 − mx

k|k−1

)�

⎤
⎥⎥⎥⎦ , H̃ =

⎡
⎢⎢⎢⎣

(
h

(
x(1)
k−1

)
− mz

k|k−1

)�

...(
h

(
x(N )
k−1

)
− mz

k|k−1

)�

⎤
⎥⎥⎥⎦ . (15)
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All the information a quadrature rule has about the function behaviour is con-
veyed by the N function values g(x(i)). Conversely, this means that any quadrature is
uncertain about the true function values in between the sigma-points. The importance
of quantifying this uncertainty becomes particularly pronounced, when the function
is not integrated exactly due to the inherent design limitations of the quadrature
(such as the choice of weights and sigma-points). All sigma-point filters thus oper-
ate with the uncertainty, which is not accounted for in their estimates. The classical
treatment of the quadrature does not lend itself nicely to the quantification of the
uncertainty associated with a given rule. On the other hand, the Bayesian quadra-
ture, which treats the integral approximation as a problem in Bayesian inference, is
perfectly suited for this task.

The idea of using Bayesian quadrature in the state estimation algorithms was
already treated in [26]. The derived filters and smoothers, however, do not utilize
the full potential of the Bayesian quadrature. Namely, the integral variance is not
reflected in their estimates. In this article, we aim to remedy this issue by making
use of familiar expressions for GP prediction at uncertain inputs [3, 10].

3 Gaussian Process Priors and Bayesian Quadrature

In this section,we introduce the key concepts ofGaussian process priors andBayesian
quadrature, which are crucial to the derivation of the filtering algorithm in Sect. 4.

3.1 Gaussian Process Priors

Uncertainty over functions is naturally expressed by a stochastic process. In Bayesian
quadrature, Gaussian processes (GP) are used for their favourable analytical proper-
ties. Gaussian process is a collection of random variables indexed by elements of an
index set, any finite number of which has a joint Gaussian density [23]. That is, for
any finite set of indices X′ = {

x′
1, x

′
2, . . . , x′

m

}
, it holds that

[
g(x′

1), g(x′
2), . . . , g(x′

m)
]� ∼ N (0,K), (16)

where the kernel (covariance) matrix K is made up of pair-wise evaluations of the
kernel function, thus [K]i j = k(xi , x j ). Choosing a kernel, which in principle can
be any symmetric positive definite function of two arguments, introduces assump-
tions about the underlying function we are trying to model. Bayesian inference
allows to combine the GP prior p(g)with the data,D = {(xi , g(xi )) , i = 1, . . . , N }
comprising the evaluation points X = [x1, . . . , xN ] and the function evaluations
yg = [ g(x1), . . . , g(xN ) ]�, to produce a GP posterior p(g |D)with moments given
by [23]
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Fig. 1 True function
(dashed), GP posterior mean
(solid), observed function
values (dots) and GP
posterior samples (grey). The
shaded area represents GP
posterior predictive
uncertainty (±2 σg(x′)).
Uncertainty is collapsed
around the observations

x′
g
(x

′ )

Eg[g(x′)] = mg(x′) = k�(x′)K−1yg, (17)

Vg[g(x′)] = σ 2
g (x′) = k(x′, x′) − k�(x′)K−1k(x′), (18)

where k(x′) = [k(x′, x1), . . . , k(x′, xN )]�. Thus, for any test input x′, we recover a
Gaussian posterior predictive density over the function values g(x′). Figure1 depicts
predictive moments of the GP posterior density. Notice, that in between the evalua-
tions, where the true function value is not known, the GP model is uncertain.

3.2 Bayesian Quadrature

The problem of numerical quadrature pertains to the approximate computation of
the integral

Ex[g(x)] =
∫
g(x)p(x) dx. (19)

The key distinguishing feature of the BQ is that it “treats the problem of numerical
integration as the one of statistical inference.” [21]. This is achieved by placing a
prior density over the integrated functions themselves. Consequence of this is that
the integral itself is then a random variable as well. Concretely, if GP prior density is
used, then the value of the integral of the function will also be Gaussian distributed.
This follows from the fact that integral is a linear operator acting on theGP distributed
random function g(x).

Following the line of thought of [24] we take expectation (with respect to p(g |D))
of the integral (19) and obtain

Eg|D[Ex[g(x)]] =
∫∫

g(x)p(x) dx p(g |D) dg

=
∫∫

g(x)p(g |D) dg p(x) dx = Ex[Eg|D[g(x)]]. (20)
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From (20) we see, that taking the expectation of integral is the same as integrating the
GP posterior mean function, which effectively approximates the integrated function
g(x). A posteriori integral variance is [24]

Vg|D[Ex[g(x)]] =
∫∫ [

k(x, x′) − k�(x)K−1k(x′)
]
p(x)p(x′) dx dx′. (21)

A popular choice of kernel function, that enables the expressions (20) and (21) to be
computed analytically is an Exponentiated Quadratic (EQ)

k(xi , x j ; θ) = α2 exp
(

− 1

2

(
xi − x j

)�
�−1(xi − x j

))
, (22)

where the vertical length scale α and the horizontal length scales on diagonal of
� = diag( [�21, . . . , �2n] ) are kernel hyper-parameters, collectively denoted by the
symbol θ . By using this particular kernel the assumption of smoothness (infinite
differentiability) of the integrand is introduced [23]. Given the kernel function in the
form (22) and p(x) = N (m, P), the expressions for the integral posterior mean and
variance reduce to

Eg|D[Ex[g(x)]] = l�K−1yg, (23)

Vg|D[Ex[g(x)]] = α2
∣∣2�−1P + I

∣∣−1/2 − l�K−1l, (24)

with l = [l1, . . . , lN ]�, where

li =
∫
k(x, xi ; θg)N (x | m,P) dx

= α2
∣∣�−1P + I

∣∣−1/2
exp

(
− 1

2

(
xi − m

)�(
� + P

)−1(
xi − m

))
. (25)

Notice that we could define weights as w = l�K−1. Then the expression (23)
is just a weighted sum of function evaluations, formally conforming to the general
sigma-point method as described by (11). As opposed to classical quadrature rules,
that prescribe the precise locations of sigma-points, BQ makes no such restrictions.
In [19], the optimal placement is determined by minimizing the posterior variance
of the integral (21). In the next section, we show how the integral variance (21) can
be reflected in the current nonlinear filtering quadrature-based algorithms.

4 Bayes-Hermite Kalman Filter

In this section, we show how the integral variance can be incorporated into the
moment estimates of the transformed random variable. Parallels are drawn with
existing GP-based filters and the Bayes-Hermite Kalman filter algorithm is outlined.
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4.1 Incorporating Integral Uncertainty

Uncertainty over the function values is introduced by a GP posterior p(g |D), whose
mean function (17) acts effectively as an approximation to the deterministic function
g.Note that the equations (17), (18) canonlybeused tomodel single output dimension
of the vector function g. For now, wewill assume a scalar function g unless otherwise
stated. To keep the notation uncluttered, conditioning onD will be omitted. Treating
the function values g(x) as random leads to the joint density p(g, x) and thus, when
computing the moments of g(x), the expectations need to be taken with respect to
both variables. This results in the following approximation of the true moments

μ = Ex[g(x)] ≈ Eg,x[g(x)], (26)

σ 2 = Vx[g(x)] ≈ Vg,x[g(x)]. (27)

Using the law of iterated expectations, we get

Eg,x[g(x)] = Eg[Ex[g(x)]] = Ex[Eg[g(x)]]. (28)

This factwas used to deriveweights for the filtering and smoothing algorithms in [26],
where the same weights were used in computations of means and covariances. Our
proposed approach, however, proceeds differently in derivation of weights used in
the computation of covariance matrices.

Note, that the term for variance can bewritten out using the decomposition formula
Vg,x[g(x)] = Eg,x[g(x)2] − Eg,x[g(x)]2 and the Eq. (28) either as

Vg,x[g(x)] = Ex[Vg[g(x)]] + Vx[Eg[g(x)]] , (29)

or as
Vg,x[g(x)] = Eg[Vx[g(x)]] + Vg[Ex[g(x)]], (30)

depending on which factorization of the joint density p(g, x) is used. The terms
Vg[g(x)] andVg[Ex[g(x)]] can be identified as variance of the integrand and variance
of the integral respectively. In case of deterministic g, both of these terms are zero.
With EQ covariance (22), the expression (28) for the first moment of a transformed
random variable takes on the form (23).

Since the variance decompositions in (29) and (30) are equivalent, both canbe used
to achieve the same goal. The form (29) was utilized in derivation of the Gaussian
process—assumed density filter (GP-ADF) [5], which relies on the solution to the
problem of predictionwithGPs at uncertain inputs [10]. So, even though these results
were derived to solve a seemingly different problem, we point out, that by using the
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form (29), the uncertainty of the integral (as seen in the last term of (30)) is implicitly
reflected in the resulting covariance. To conserve space, we only provide a summary
of the results in [3] and point reader to the said reference for detailed derivations.
The expressions for the moments of transformed variable were rewritten into a form,
which assumes that a single GP is used to model all the output dimensions of the
vector function (8)

μ = G�w, (31)

� = G�WG − μμ� + diag
(
α2 − tr

(
K−1L

))
, (32)

with matrixG being defined analogously to F in (11)–(13). The weights are given as

w = K−1l and W = K−1LK−1, (33)

where

L =
∫
k(X, x; θg) k(x,X; θg)N (x |m,P) dx. (34)

The elements of the matrix L are given by

[L]i j = k(xi ,m; θg) k(x j ,m; θg)

|2P�−1 + I|1/2
× exp

((
zi j − m

)� (
P + 1

2�
)−1

P�−1 (
zi j − m

))
, (35)

where zi j = 1
2 (xi + x j ). The Eqs. (31) and (32) bear certain resemblance to the

sigma-point method in (11), (12); however, in this case matrixW is not diagonal.

4.2 BHKF Algorithm

The filtering algorithm based on the BQ can now be constructed utilizing (31)
and (32). The BHKF uses two GPs with the EQ covariance—one for each function in
the state-space model (1) and (2), which means that the two sets of hyper-parameters
are used; θ f and θh. In the algorithm specification below, the lower index of q and
K specifies the set of hyper-parameters used to compute these quantities.

Algorithm 1 (Bayes-Hermite Kalman Filter)

In the following, let system initial conditions x0|0 ∼ N (
m0|0, P0|0

)
, the sigma-point

index i = 1, . . . , N and time step index k = 1, 2, . . . .

Initialization:
Choose unit sigma-points ξ (i). Set hyper-parameters θ f and θh. For all time steps k,
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proceed from the initial conditions x0|0, by alternating between the following pre-
diction and filtering steps.

Prediction:

1. Form the sigma-points x(i)
k−1 = mx

k−1|k−1 +
√
Px
k−1|k−1 ξ (i).

2. Propagate sigma-points through the dynamics model x(i)
k = f

(
x(i)
k−1

)
, and form F

as in (11)–(13).
3. Using ξ

(i)
k and hyper-parameters θ f , compute weights wx and Wx according to

(33) and (34) (with m = 0, and P = I ).
4. Compute predictive mean mx

k|k−1 and predictive covariance Px
k|k−1

mx
k|k−1 = F�wx,

Px
k|k−1 = F�WxF − mx

k|k−1

(
mx

k|k−1

)�

+ diag
(
α2 − tr

(
K−1

f L
)) + Q.

Filtering:

1. Form the sigma-points x(i)
k = mx

k|k−1 +
√
Px
k|k−1 ξ (i).

2. Propagate the sigma-points through the measurement model z(i)
k = h

(
x(i)
k

)
, and

form H as in (11)–(13)
3. Using ξ

(i)
k and hyper-parameters θh, compute weights wz and Wz according to

(33) and (35) (with m = 0, and P = I ) and Wxz = diag
(
lh

)
K−1

h .
4. Compute measurement mean, covariance and state-measurement cross-

covariance

mz
k|k−1 = H�wz,

Pz
k|k−1 = H�WzH − mz

k|k
(
mz

k|k
)�

+ diag
(
α2 − tr

(
K−1

h L
)) + R,

Pxz
k|k−1 = Px

k|k−1

(
Px
k|k−1 + �

)−1
X̃WxzH,

where the i-th row of X̃ is x(i)
k − mx

k|k−1
5. Compute the filtered mean mx

k|k and filtered covariance Px
k|k

mx
k|k = mx

k|k−1 + Kk
(
zk − mz

k|k−1

)
,

Px
k|k = Px

k|k−1 − KkPz
k|k−1K

�
k ,

with Kalman gain Kk = Pxz
k|k−1

(
Pz
k|k−1

)−1
.
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5 Numerical Illustration

In the numerical simulations the performance of the filters was tested on a univariate
non-stationary growth model (UNGM) [11]

xk = 1

2
xk−1 + 25xk−1

1 + x2k−1

+ 8 cos(1.2 k) + qk−1, (36)

zk = 1

20
x2k−1 + rk, (37)

with the state noise qk−1 ∼ N (0, 10), measurement noise rk ∼N (0, 1) and initial
conditions x0|0 ∼ N (0, 5).

Since the BHKF does not prescribe the sigma-point locations, they can be chosen
at will. The GHKF based on the r -th order Gauss-Hermite (GH) quadrature rule
uses sigma-points, which are determined as the roots of the r -th degree univariate
Hermite polynomial Hr (x). When it is required to integrate function of a vector
argument (n > 1), a multidimensional grid of points is formed by the Cartesian
product, leading to their exponential growth (N = rn). TheGHweights are computed
according to [25] as

wi = r !
[r Hr−1(x (i))]2 . (38)

The Unscented Transform (UT) is also a simple quadrature rule [13], that uses N =
2n + 1 deterministically chosen sigma-points,

x(i) = m + √
Pξ (i) (39)

with unit sigma-points defined as columns of the matrix

[
ξ (0), ξ (1), . . . , ξ (2n+1)

]
=

[
0, cIn, −cIn

]
, (40)

where In denotes n × n identity matrix. The corresponding weights are defined by

w0 = κ

n + κ
, wi = 1

2(n + κ)
, i = 1, . . . , 2n (41)

with scaling factor c = √
n + κ . Very similar to UT is the spherical-radial (SR)

integration rule, which is a basis of the cubature Kalman filter (CKF) [1]. The SR
rule uses 2n sigma-points given by

[
ξ (1), . . . , ξ (2n)

]
=

[
cIn, −cIn

]
(42)
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with c = √
n and weights wi = 1/2n, i = 1, . . . , 2n. All of the BHKFs used the

same vertical lengthscale α = 1. The horizontal lengthscale was set to � = 3.0 for
UT, � = 0.3 for SR and GH-5, and � = 0.1 for all higher-order GH sigma-point sets.
BHKFs that usedUTandGHsigma-points of order 5, 7, 10, 15 and 20were compared
with their classical quadrature-based counterparts, namely, UKF and GHKF of order
5, 7, 10, 15 and 20. UKF operated with κ = 0.

We performed 100 simulations, each for K = 500 time steps. Root-mean-square
error (RMSE)

RMSE =
√√√√ 1

K

K∑
k=1

(
xk − mx

k|k
)2

(43)

was used to measure the overall difference of the state estimate mx
k|k from the true

state xk across all time steps. The negative log-likelihood of the filtered state estimate
mx

k|k and covariance Px
k

NLL = − log p(xk | z1:k) = 1

2

[
log

∣∣2πPx
k

∣∣ + (xk − mx
k|k)

�(Px
k )

−1(xk − mx
k|k)

]

(44)
was used to measure the overall model fit [8]. As a metric that takes into account the
estimated state covariance, the non-credibility index (NCI) [17] given by

NCI = 10

K

K∑
k=1

log10

(
xk − mx

k|k
)�
P−1
k|k

(
xk − mx

k|k
)

(
xk − mx

k|k
)�

�−1
k

(
xk − mx

k|k
) (45)

was used, where�k is themean-square-error matrix. The filter is said to be optimistic
if it underestimates the actual error, which is indicated byNCI > 0. Perfectly credible
filterwould provideNCI = 0, that is, it would neither overestimate nor underestimate
the actual error.

Tables show average values of the performance criteria across simulations with
estimates of ±2 standard deviations (obtained by bootstrapping [30]). As evidenced
by the results in Table1, the BQ provides superior RMSE performance for all sigma-

Table 1 The average root-mean-square error

Sigma-pts. N Bayesian Classical

SR 2 6.157 ± 0.071 13.652 ± 0.253

UT 3 7.124 ± 0.131 7.103 ± 0.130

GH-5 5 8.371 ± 0.128 10.466 ± 0.198

GH-7 7 8.360 ± 0.043 9.919 ± 0.215

GH-10 10 7.082 ± 0.098 8.035 ± 0.193

GH-15 15 6.944 ± 0.048 8.224 ± 0.188

GH-20 20 6.601 ± 0.058 7.406 ± 0.193
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Table 2 The average negative log-likelihood

Sigma-pts. N Bayesian Classical

SR 2 3.328 ± 0.026 56.570 ± 2.728

UT 3 4.970 ± 0.343 5.306 ± 0.481

GH-5 5 4.088 ± 0.064 14.722 ± 0.829

GH-7 7 4.045 ± 0.017 12.395 ± 0.855

GH-10 10 3.530 ± 0.012 7.565 ± 0.534

GH-15 15 3.468 ± 0.014 7.142 ± 0.557

GH-20 20 3.378 ± 0.017 5.664 ± 0.488

Table 3 The average non-credibility index

Sigma-pts. N Bayesian Classical

SR 2 1.265 ± 0.010 18.585 ± 0.045

UT 3 0.363 ± 0.108 0.897 ± 0.088

GH-5 5 4.549 ± 0.013 9.679 ± 0.068

GH-7 7 4.368 ± 0.006 8.409 ± 0.076

GH-10 10 2.520 ± 0.006 5.315 ± 0.058

GH-15 15 2.331 ± 0.008 5.424 ± 0.059

GH-20 20 1.654 ± 0.007 4.105 ± 0.055

point sets. In the classical quadrature case the performance improves with increasing
number of sigma-points used. Table2 shows that the performance of BHKF is clearly
superior in terms of NLL, which indicates that the estimates produced by the BQ-
based filters are better representations of the unknown true state development. The
self-assessment of the filter performance is less optimistic in the case of BQ, as
indicated by the lower NCI in the Table3. This indicates that the BQ based filters are
more conservative in their covariance estimates. This is a consequence of including
additional uncertainty (integral variance), which the classical quadrature-based filters
do not utilize. Also note, that the variance of all the evaluated criteria for Bayesian
quadrature based filters is mostly an order of magnitude lower.

To achieve competitive results, the kernel lengthscale � had to be manually set for
eachfilter separately. Thiswas done by running the filterswith increasing lengthscale,
plotting the performance metrics and choosing the value which gave the smallest
RMSE and the NCI closest to 0. Figure2 illustrates the effect of changing length
scale on the overall performance of the BHKF with UT sigma-points.
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Fig. 2 Sensitivity of BHKF performance (using UT sigma-points) to changes in the length scale
hyper parameter �. The choice � = 3 minimizes RMSE and provides nearly optimal NCI.

6 Conclusions

In this paper, we proposed a way of utilizing uncertainty associated with integral
approximations in the nonlinear sigma-point filtering algorithms. This was enabled
by theBayesian treatment of the quadrature aswell as bymaking use of the previously
derived results for the GP prediction at uncertain inputs.

The proposed Bayesian quadrature based filtering algorithms were tested on a
univariate benchmarking example.The results show that thefilters utilizing additional
quadrature uncertainty show significant improvement in terms of estimate credibility
and overall model fit.

We also showed, that proper setting of the hyper-parameters is crucially impor-
tant for achieving competitive results. Further research should be concerned with
development of principled approaches for dealing with the kernel hyper-parameters.
Freedom of choice of the sigma-points in the BQ offers a good opportunity for
developing adaptive sigma-point placement techniques.
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Adaptive Nonlinear Information Filters
for Multiple Sensor Fusion

Aritro Dey, Smita Sadhu and Tapan Kumar Ghoshal

Abstract This paper addresses the problem of multiple sensor fusion in situations
when the system dynamics is affected by unknown parameter variation and proposes
a set of adaptive nonlinear information filters. For the above estimation problem
complete knowledge of the process noise covariance (Q) remains unavailable due to
unknown parameter variation. The proposed varieties of adaptive nonlinear informa-
tion filters are so designed that they can present satisfactory estimation performance
in the face of parametric uncertainty by online adaptation of unknown Q. The adap-
tation steps incorporated in the algorithms have been formulated using Maximum
Likelihood Estimation method. Superiority of the adaptive information filters over
their non adaptive counterparts is demonstrated in simulation considering a case
study where a maneuvering aircraft is to be tracked using multiple radars. Addi-
tionally, comparison of performance of proposed alternative adaptive filters is also
carried out to appreciate the relative advantages of the proposed variants of adaptive
information filters for multiple sensor fusion.

Keywords Q adaptation · Information filter · Parametric uncertainty · Multiple
sensor fusion

1 Introduction

Sensor fusion is a conventional process of integration of information from multiple
measurements and has widespread use in real life applications, like, target tracking
in collaborative sensor networks [1], sensor fusion in the fields of robot navigation,
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intelligent vehicle, surveillance [2]. Sensor fusion using homogeneous as well as
heterogeneous measurements is advantageous as this can present sufficiently reliable
and enhanced estimate of the unmeasured states of the system under investigation.
The success of sensor fusion depends on the formulation of an estimation prob-
lem followed by a satisfactory solution method. For multiple sensor estimation the
Information filter configuration of estimators are usually preferred over the conven-
tional error covariance form because of their simple computation methodology and
easy initialization [3]. Recent works on sensor fusion which demonstrate continued
interest in this specific configuration have been reported as follows.

For multiple sensor estimation with nonlinear signal model a class of nonlinear
information filters viz., Unscented information filters [2], Central Difference infor-
mation filters [4], Cubature and higher order cubature information filters [5–7] have
been reported in literature where multi sensor estimation is found to be satisfactory
only when the tuning parameters, i.e., the process and the measurement noise covari-
ances are chosen accurately. Improper tuning of noise covariance causes suboptimal
estimation performance and occurrence of divergence may also be observed at the
worst case. In the present paper, a contingent situation has been addressed where the
system dynamics is perturbed with parametric uncertainty. Incomplete knowledge
of process noise covariance (Q) due to unknown parameter variation is, therefore, a
critical concern for multiple sensor fusion which needs attention. This paper presents
a set of new algorithms for adaptive nonlinear information filters which are intended
for the critical situation as described above. In such situations some elements of Q
remain unknown and therefore have to be assigned with some assumed values. With
the use of the adaptation algorithm,which has beenmathematically formulated in this
paper, the unknown elements can be adapted online and subsequently a satisfactory
estimation performance can be obtained even in the face of parametric uncertainty.

The proposed algorithms for adaptive nonlinear information filters use several
derivative free non adaptive information filters as the underlying framework. The
adaptation algorithm is then incorporated in the structure of these non adaptive infor-
mation filters. Non adaptive versions of 3rd degree Cubature Information filter (CIF)
[5], Divided Difference Information filter (DDIF), an alias of Central Difference
Information filter [4], Gauss Hermite Information filter (GHIF), Cubature Quadra-
ture Information filter (CQIF) have been considered as an underlying structure to
formulate their corresponding Adaptive information filter versions.

The adaptation algorithm for Q is derived based on ‘Maximum Likelihood Esti-
mation’ which is inspired from the early works on adaptive filters [8, 9] with linear
signal models. Adaptation of Q has been addressed in adaptive nonlinear filters as
well with conventional error covariance form, e.g., Adaptive Unscented Kalman
filter (AUKF) [10–12], Adaptive Divided Difference filter (ADDF) [11], Adaptive
Gauss Hermite filter (AGHF) [13]. The concept of Q adaptive nonlinear filter has
been extended in this paper with information filter configuration. This paper is an
extended version of [14] wherein Adaptive Divided Difference Information filter
was proposed. The information filter configuration for adaptive nonlinear filter has
not yet received much attention except a recent work by [15]. In this work instead
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of Q adaptation tuning of error covariance has been done using an adaptive factor.
However, formulation of a set of Q adaptive nonlinear information filters has not yet
been reported in literature to the best knowledge of the authors.

The proposed Q adaptive nonlinear information filters intended for sensor fusion
has the following advantages: (i) Unlike Extended Information Filter and its higher
order relatives computation of complex Jacobian and Hessian matrices are not
required. (ii) Proposed algorithmsdonot require tuningparameters like theUnscented
information filter. (iii) The adaptation algorithm ensures positive definiteness of the
adapted Q. (iv) The proposed filters have the flexibility of multiple sensor estima-
tion even in the face of unknown noise covariance because of its dual aspect of
information filter framework and Q adaptation algorithm.

Like other existing adaptive nonlinear filters in conventional error covariance
form, formal proof for optimality and convergence are yet to be available. The val-
idation of the proposed filters is, therefore, done on the basis of extensive Monte
Carlo simulation and involving a nonlinear estimation problem. For this estimation
problem superiority of adaptive information filters over their non adaptive versions
is demonstrated and the relative advantages of the alternative versions of adaptive
nonlinear information filters are also presented.

2 Problem Statement

We consider the nonlinear dynamic equation of the system as presented below where
θk is the state vector and ςk−1 is the vector of unknown time varying parameters.

θk = λ
(
θk−1, ςk−1

) + wθ
k (1)

The parameters are augmented with the state vector as xk = [
θk ςk

]T
and the

augmented system dynamics is given by

xk = f (xk−1) + wk (2)

yζ

k = gζ (xk) + vζ

k (3)

Here xk ∈ Rn is an augmented state vector.As the dynamics for the parameter vari-
ation remains unknown difference equations corresponding to these typical unknown
parameter ςk are considered to obey the random walk model, i.e., ςk = ςk−1 + wς

k ,
where wς

k is the noise term. The covariance of wς

k remains unavailable due to the
uncertainty in the nature of parameter variation. wk is the noise term linked with
augmented state vector such that w=

k

[
wθ
k wς

k

]T
. It is considered that wk is white

noise (Gaussian) and wk ∈ Rn ∼ (
0,Qk

)
. The elements of Qk which are related

to wζ

k remain unknown for this estimation problem. yζ

k ∈ Rm is the measurement
available from the ζ th sensor among M different sensors where ζ = 1, . . . ,M. The
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measurement noise of each sensor is considered to be white noise (Gaussian) and
denoted as, vζ

k ∈ Rm ∼ (0,Rζ ). It is considered that the sensors are well characterized
and their covariances are known to the designer.

3 Algorithm for Adaptive Nonlinear Information Filters

This section presents variants of adaptive nonlinear information filters. The algo-
rithms are presented with the help of two subsections. The first subsection presents
the existing non adaptive nonlinear filters followed by the other wherein the Q adap-
tation algorithms have beenmathematically derived. Although the latter is the central
contribution of this work it depends on the former subsection for its completeness. In
this paper the following adaptive nonlinear filters have been proposed (a) Adaptive
Divided Difference Information filter (ADDIF), (b) Adaptive Gauss Hermite Infor-
mation filter (AGHIF), (c) Adaptive Cubature Information filter (ACIF), (d) Adaptive
Cubature Quadrature Information filter (ACQIF). Among the non adaptive informa-
tion filtering algorithms it is important to note that non adaptive CQIF is proposed
in this paper and has not yet been reported in literature to the best knowledge of the
authors.

3.1 Basic (Non Adaptive) Information Filters

Non-adaptive DDIF

(i) Initialization: Initialize x̂0, P̂0, Q,Rζ

(ii) Time Update Steps

Calculate Ŝx(k − 1) = CholeskyFactor(P̂k− 1) (4)

The a-priori estimate of state can be propagated as

xk = h2 − n

h2
f (x̂k−1) + 1

2h2

n∑
p=1

{
f
(
x̂k−1 + hŝx, p

) + f
(
x̂k−1 − hŝx, p

)}
(5)

where ŝx, p is pth column of Ŝx(k − 1) and the interval length is chosen as, h = √
3

for Gaussian distribution following [16].
The a-priori error covariance can be obtained as:

Pk =
[
S(1)xx̂ (k) S(2)xx̂ (k)

] [
S(1)xx̂ (k) S(2)xx̂ (k)

]T + Q (6)
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where {
S(1)xx̂ (k)(i, j)

}
=
{
1

2h

(
f i
(
x̂k−1 + hŝx, j

) − f i
(
x̂k−1 − hŝx, j

))}
(7)

{
S(1)xx̂ (k)(i, j)

}
indicates the element (eij) of S

(1)
xx̂ (k), where S

(1)
xx̂ (k) is first order approxi-

mation of the square root of a-priori error covariance based on interpolation formulae
[16]. S(1)xx̂ (k) is to be computed using (7) for i = 1, . . ., n and j = 1, . . ., n.

{
S(2)xx̂ (k)(i, j)

}
=
{√

h2 − 1

2h2
((
f i
(
x̂k−1 + hŝx, j

) + f i
(
x̂k−1 − hŝx, j

) − 2f i
(
x̂k−1

)))}

(8)

S(2)xx̂ (k) is the 2nd order approximation to be computed in a similar way using (7).
The a-priori information matrix Zk and information vector zk are related with the

a-priori estimate and error covariance as :

Zk = P
−1
k (9)

zk = Zkxk (10)

Compute Sx(k) such that it is the Cholesky factor of Pk. This factor has been involved
for measurement update steps.

Sx(k) = CholeskyFactor(Pk) (11)

(iii) Measurement Update Steps
For ζ = 1, . . . ,M the following steps are to be executed:

The a-priori estimate of measurement can be propagated as

yζ

k = h2 − n

h2
gζ (xk) + 1

2h2

n∑
p=1

{
gζ

(
xk + hsx, p

) + gζ
(
xk − hsx, p

)}
(12)

The cross covariance is

Pxy
k = [

Sx(k)
] [

S(1)yx (k)
]T

(13)

where {
S(1)yx (k)(i, j)

}
=
{
1

2h

(
gζ

i

(
xk + hsx, j

) − gζ

i

(
xk − hsx, j

))}
(14)

{
S(1)yx (k)(i, j)

}
in the similar way of (7) for i = 1, . . .,m and j = 1, . . ., n

The Pseudo Measurement Matrix can be computed as follows. To make the infor-
mation contribution equations compatible to those of the EIF, a pseudo-measurement
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matrix is defined by (15) following the approach of [2].

Ψ
ζ

k =
(
P

−1
k Pxy

k

)T
(15)

Each sensor presents local information state contribution and its associated
information matrix as

φ
ζ

k =
(
Ψ

ζ

k

)T (
Rζ

k

)−1 (
yζ

k − yζ

k + Ψ
ζ

kxk
)

(16)

Φ
ζ

k =
(
Ψ

ζ

k

)T (
Rζ

k

)−1
Ψ

ζ

k (17)

(iv) Multi Sensor Estimation
For reliable estimation the information regarding the measurements obtained from
all the sensors are combined using the Divided Difference information filter. The
decentralized approach has been followed for multiple sensor estimation to econo-
mize computational effort [2].

As described in the problem statement, measurements are available fromζ th sen-
sor whereζ = 1, . . . ,M. The local information state contribution and its associated
information matrix from each sensor can be obtained by (16) and (17).

The measurement update for the information vector and information matrix after
fusion is simply expressed as a linear combination of these local information contri-
bution terms by:

ẑk = zk +
M∑

ζ=1

φ
ζ

k (18)

Ẑk = Zk +
M∑

ζ=1

Φ
ζ

k (19)

The a-posteriori estimates of systems state and error covariance matrix are extracted
using the formula by:

x̂k = Ẑ
−1
k ẑk (20)

where,

P̂k = Ẑ
−1
k (21)

Non-adaptive GHIF

(i) Initialization: Initialize x̂0, P̂0,Q, Rζ

k

(ii) Selection of Gauss Hermite Quadrature Points
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The Gauss Hermite quadrature rule can be used to numerically evaluate the Bayesian
integral. For single dimensional systems the rule becomes

∫ ∞

−∞
f (s)

1√
2π

e−s2/2ds ≈
N∑
i=1

f (qi)wi (22)

For obtaining the quadrature points, qi and respective weights, wi, a symmetric tri-

diagonal matrix J is computed, which is defined as Ji,i = 0 and Ji,i+1 =
√

i
2 for

1 ≤ i ≤ N − 1for N-quadrature points.
The quadrature points are then chosen as qi = √

2xi where xi are the eigen values
of J matrix.

The corresponding weights, wi is computed as |(vi)1|2 where (vi)1is the first ele-
ment of the ith normalized eigenvector of J. The base paper is referred in [13, 17].

The single dimensional GHquadrature rule is extended for approximating integral
of Gaussian filters of higher order with the help of product rule. The nth order
Gaussian integral IN = ∫

Rn

F̃(s) 1
(2π)n/2

e−(1/2)|s|2ds can be equivalently expressed as

IN ≈
N∑

i1=1

...

N∑
in=1

F̃
(
qi1 , qi2 , . . . , qin

)
wi1wi2 ...win (23)

In order to evaluate IN for nth order system with the help of GH quadrature rule,
Nn number of quadrature points and weights are required. This indicates that the
number of quadrature points rises exponentially with the order of system.

(ii) Time Update Steps
Compute Cholesky Factor such that

P̂k−1 = Ŝk−1

(
Ŝk−1

)T

(24)

The points selected for propagation of mean and covariance are given below as

χ̂ i = Ŝk−1qi + x̂k−1 (25)

Compute a-priori estimate of state as

xk =
N∑
i=1

f (χ̂ i)wi (26)

and respective a-priori error covariance is obtained as

Pk = Q +
N∑
i=1

(
f (χ̂ i) − xk

) (
f (χ̂ i) − xk

)T
wi (27)
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The a-priori information matrix is obtained as

Zk = P
−1
k (28)

The a-priori information vector becomes

zk = Zkxk (29)

(iii) Measurement Update Steps
For ζ = 1, . . . ,M the following steps are to be executed:

Compute the Cholesky Factor such that

Pk = Sk
(
Sk
)T

(30)

Select sigma points as
χ i = Skqi + xk (31)

The a-priori estimate of measurement becomes

yζ

k =
N∑
i=1

gζ (χ i)wi (32)

The cross covariance can be computed as

Pxy
k =

N∑
i=1

(
χ i − xk

) (
gζ (χ i) − yζ

k

)T
wi (33)

The pseudo measurement matrix becomes

Ψ
ζ

k =
((
Pk
)−1

Pxy
k

)T
(34)

The a-posteriori of information matrix is Ẑk = P̂
−1
k where

P̂
−1
k = P

−1
k +

(
Ψ

ζ

k

)T (
Rζ

k

)−1
Ψ

ζ

k (35)

The update estimate of information vector

ẑk = zk +
(
Ψ

ζ

k

)T (
Rζ

k

)−1 (
yζ

k − yζ

k + Ψ
ζ

kxk
)

(36)
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Therefore, the updated state estimate becomes

x̂k = Ẑ
−1
k ẑk (37)

(iv) Multi Sensor Estimation: same as that of DDIF

Non-adaptive CQIF
The steps of non adaptive CQIF are same as that of non adaptive GHIF expect the
step (ii) where the quadrature points are to be selected following [17]. The rationale
for the choice of quadrature points is reported in [17]. Below are given the steps
for generation cubature quadrature points. The points are selected considering zero
mean unity variance Gaussian noise which is scaled accordingly in the algorithm.

2nn′ number of cubature quadrature points are to be selected as

γ i = √
2λj ek (38)

where λj is the solution of n′th order Chebyshev-Laguerre polynomial (denoted by
Lα
n′ as given below) with α = n/2 − 1.

Lα
n′ = λn′ − n′

1!
(
n′ + α

)
λn′−1 + n′ (n′ − 1

)
2!

(
n′ + α

) (
n′ + α − 1

)
λn′−2 − · · · = 0

(39)
Here, i = 1, 2, . . . , 2nn′, j = 1, 2, . . . , n′and k = 1, 2, . . . , 2n.

The weights are selected as

wi = 1

2n� (n/2)

n′!� (
α + n′ + 1

)

λj
[
L̇α
n′
(
λj
)]2 (40)

Non-adaptive CIF

The Cubature Information filter (3rd degree) can also be formulated following the
algorithm of non adaptive GHIF after replacing the step (ii) where instead of quadra-
ture points cubature points are to be selected following the 3rd degree Cubature
rule [5].

2n number of cubature points have been selected as

qi = ei
√
n for i = 1, . . . , n (41)

qn+i = −ei
√
n for i = 1, . . . , n (42)

Here, ei is the ith unit vector. The weights are selected as

wi = 1

2n
for all i (43)
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3.2 Q-Adaptation

Algorithmic Steps

For adaptation of Q replace the assumed value ofQ in the expression of a-priori error
covariance by the adapted Q of previous instant, i.e., Q̂k−1, where the expression of
adapted Q is given as follows

The state residual is defined as

ρk = x̂k − xk (44)

The covariance from the sliding window of state residual is computed as

Ĉ
ρ

k = 1

N

k∑
j=k−N+1

ρkρ
T
k (45)

Using the estimated state residual covariance from the sliding window (size N)

the adapted Q can be expressed as

Q̂k = Ĉ
ρ

k (46)

Derivation
The Q adaptation formula used in the proposed algorithm is derived using MLE
method. The steps followed for derivation of adaptedQ are inspired from the work of
[8, 9] for linear signal models. The probability density function of the measurements
conditioned on adaptive parameter, α, at specific epoch k is chosen on the basis of
innovation sequence. For simplification of derivation in presence of multiple sensor
measurements we augment all the available measurements to get a single measure-
ment vector as yk = [

y1k y2k . . . yMk
]T

with dimension mM. Therefore, the corre-
sponding measurement noise covariance becomes Rk = diag

(
R1
k,R

2
k, . . . ,R

M
k

)
and

the pseudomeasurementmatrix is also augmented asΨ k = diag
(
Ψ 1

k,Ψ
2
k, . . . ,Ψ

M
k

)
.

The probability density function of measurement is expressed in terms of innovation
sequence which is defined as ϑk = yk − yk. The pdf for measurement is presented as

P(z|α )k = 1√
(2π)mM

∣∣Cϑk

∣∣ exp
(

−1

2
ϑT
k C

−1
ϑk

ϑk

)
(47)

or, taking logarithm we get

ln
(
P(z|α )k

) = −1

2

{
mM ln (2π) + ln

∣∣Cϑk

∣∣ + ϑT
k C

−1
ϑk

ϑk
}

(48)
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Multiplying both sides with −2 and neglecting the constant term we get E =
ln |Cϑk| + ϑT

k C
−1
ϑkϑk. Note that the innovation sequence has been considered inside

a window (a fixed length memory of size N). Therefore, the innovation inside the
window will be summed and the condition for Maximum Likelihood becomes:

min

⎧⎨
⎩

k∑
j=j0

(
ln
∣∣Cϑ j

∣∣ + ϑT
j C

−1
ϑj

ϑj

)
⎫⎬
⎭ (49)

Differentiating the expression with respect to the adaptive parameter α we get

k∑
j=j0

[
tr

{
C−1

ϑj

(
∂Cϑj

∂αk

)}
− ϑT

j C
−1
ϑj

(
∂Cϑj

∂αk

)
C−1

ϑj
ϑj

]
= 0 (50)

⇒
k∑

j=j0

[
tr

{
C−1

ϑj

(
∂Cϑj

∂αk

)}
− tr

{
C−1

ϑj
ϑjϑ

T
j C

−1
ϑj

(
∂Cϑj

∂αk

)}]
= 0 (51)

⇒
k∑

j=j0

[
tr

{[
C−1

ϑj
− C−1

ϑj
ϑjϑ

T
j C

−1
ϑj

](∂Cϑj

∂αk

)}]
= 0 (52)

The formulae formatrix operation are given in [8].Here, tr indicates trace ofmatrix
and j0 = k − N + 1. The deduction of the relation between innovation covariance,
Cϑk andQk necessitates the augmented pseudo measurement matrix of the nonlinear
measurement equation. The use of the pseudo measurement matrix is justified as
reported in [2, 12]. Using the pseudo measurement matrix the innovation covari-
ance can be represented as Cϑk = Rk + Ψ kPkΨ

T
k . For adaptation ofQk, the adaptive

parameter α is chosen as αk = Qkk where Qkk is the diagonal elements of Qk.
Hence,

∂Cϑk

∂Qkk
= Ψ k

∂

∂Qkk

(
Pk
)
Ψ T

k (53)

∂Cϑk

∂Qkk
= Ψ k

∂

∂Qkk

(
Λk + Qk

)
Ψ T

k (54)

The term Λk is the a-priori error covariance where Q is a zero matrix i.e., equal with[
S(1)xx̂ (k) S

(2)
xx̂ (k)

] [
S(1)xx̂ (k) S

(2)
xx̂ (k)

]T
for DDIF and

∑N
i=1

(
f (χ̂ )

i − xk
) (

f (χ̂ )
i − xk

)T
wi

for GHIF and others. It is assumed following the work of [9] that the within the
estimationwindow the a-priori error covariance is in steady state.Hence the derivative
of this term may be ignored. The ML equation gets modified as

k∑
j=j0

[
tr
{ [

C−1
ϑj

− C−1
ϑj

ϑjϑ
T
j C

−1
ϑj

] (
Ψ jIΨ T

j

)}] = 0 (55)
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Alternatively,

k∑
j=j0

[
tr
{

Ψ T
j

[
C−1

ϑj
− C−1

ϑj
ϑjϑ

T
j C

−1
ϑj

]
Ψ j

}]
= 0 (56)

⇒
k∑

j=j0

[
tr
{ [

Ψ T
j C

−1
ϑj

Ψ j − Ψ T
j C

−1
ϑj

ϑjϑ
T
j C

−1
ϑj

Ψ j

]}]
= 0 (57)

⇒
k∑

j=j0

[
tr
{
P

−1
j K jΨ j − P

−1
j K jϑjϑ

T
j K

T
j P

−1
j

}]
= 0 (58)

⇒
k∑

j=j0

[
tr
{
P

−1
j

(
K jΨ jPj − K jϑjϑ

T
j K

T
j

)
P

−1
j

}]
= 0 (59)

The term Kkϑk can also be represented as Kkϑk = x̂k − xk = ρk

k∑
j=j0

[
tr
{
P

−1
j

(
K jΨ jPj − ρ jρ

T
j

)
P

−1
j

}]
= 0 (60)

The expression of Pk ensures that Pk is positive definite. Therefore, above expres-
sion vanishes only when the following expression becomes zero.

k∑
j=j0

[
tr
{(
K jΨ jPj − ρ jρ

T
j

)}] = 0 (61)

k∑
j=j0

[
tr
{(

Pj − P̂j − ρ jρ
T
j

)}]
= 0 (62)

Pk − P̂k = 1

N

k∑
j=j0

[
ρ jρ

T
j

]
(63)

Λk + Q̂k − P̂k = 1

N

k∑
j=j0

[
ρ jρ

T
j

]
(64)

Q̂k = 1

N

k∑
j=j0

[
ρ jρ

T
j

] +
(
P̂

−
k Λk

)
(65)
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During steady state the term
(
P̂k − Λk

)
becomes often low and may negligible

as recommended in [9]. Hence, adapted Q is

Q̂k = 1

N

k∑
j=j0

[
ρ jρ

T
j

]
(66)

Notes on Adaptation

The expression (66) as above has been presented in a simplified approach. The a-
posteriori error covariance P̂k and the termΛk which is implicitly dependent on P̂k−1,
acquire a steady value (often low) as the filter approaches steady state. Therefore,
their effect can be ignored from the adapted Q so that the symmetry and the positive
definiteness of Q can be ensured. Otherwise, singularity cannot be avoided. The same
approach has been followed in [9] for linear signal model. For this assumption the
accuracy of adaptation performance increases when the filter achieves steady state.

It is to be noted that the expression (66) is effective only when the time step index
k is greater than or equal to the window length N . When the time step index k is less
than N , adaptation begins with available size of state residual. The window length
is gradually increased till it reaches the preferred window length N . Afterwards the
sliding window concept becomes applicable.

The window size N, should be chosen considering several factors. A smaller
window size generally ensures better tractability but reportedly may be prone to
divergence with a size less than the dimension of state [9]. A larger window can size
ensures unbiased estimates. However, cannot track the short term variation in Q.

If desired, the filtering algorithm can be recomputed after obtaining the current
value of adapted Q on the basis of the availability of adequate computation power.

4 Case Study

The performance of adaptive nonlinear information filter has been demonstrated
using a problem of multi radar tracking of an aircraft which is executing a maneu-
vering turn with unknown turn rate. The trajectory of the maneuvering aircraft is
presented in 2D space as given in [6]. As the turn rate of the aircraft is considered
to be unknown and time varying the kinematic model of the system becomes signif-
icantly nonlinear. The aircraft while executing such maneuvering turn may escape
radar stations and consequently the estimators may lose the track of the aircraft as
would be explained in the following subsections.
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4.1 Kinematic Model

The kinematic equation of the motion of the aircraft is presented below. The turn
rate of the aircraft being unknown it is modeled as a state and augmented with the
state vector of the kinematic model [6].

ξk =

⎡
⎢⎢⎢⎢⎣

1 sin(ωk−1τ)

ωk−1
0 cos(ωk−1τ)−1

ωk−1
0

0 cos (ωk−1τ) 0 − sin (ωk−1τ) 0
0 1−cos(ωk−1τ)

ωk−1
1 sin(ωk−1τ)

ωk−1
0

0 sin (ωk−1τ) 0 cos (ωk−1τ) 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

ξk−1 + wk (67)

where the state vector ξk = [
pxk vxk pyk vyk ωk

]T
; pxk and pyk are the position in x and

y coordinate; vxk and vyk are the corresponding velocities at the instant k. τ indicates
the time interval between two consecutive measurements. wk is zero mean Gaussian
noise (white) which indicates the modeling error. The process noise for this noise
sequence is considered as

Qk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0.1τ 3

3
0.1τ 2

2 0 0 0
0.1τ 2

2 0.1τ 0 0 0

0 0 0.1τ 3

3
0.1τ 2

2 0

0 0 0.1τ 2

2 0.1τ 0

0 0 0 0 qτ

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(68)

Note, that the element Qk (5, 5) is the noise covariance of respective augmented
parameter, i.e., turn rate of the aircraft. As the turn rate is unknown and time
varying the accurate knowledge of q is unavailable and has to be assumed arbi-
trarily for traditional non adaptive information filter. However, the value, q =(
1.323 × 10−2 rads−1

)2
, is selected to generate the true state trajectories for this

case study and henceforth would be termed as qtrue.
The trajectories of the aircraft are tracked by the fusion of the bearing angle mea-

surements from two tracking radars which are positioned in two different locations
of the atmosphere. The measurement equations can be represented as

θ
ζ

k = tan−1

(
pyk − pζ

yref

pxk − pζ
xref

)
+ vζ

k ζ = 1, 2 (69)

ζ indicates position of the ζ th radar. p1yref = −104 m; p1xref = −104m;
p2yref = 104 m; p2xref = 104 m. The zeromeanmeasurement noise (Gaussian) sequences

have covariancesR1 =
(√

30m rad
)2

andR2 =
(√

40m rad
)2
. The interval between

two successive measurements is, τ = 1s.
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4.2 Simulation Procedure and Parameters

The proposed filtering algorithms are validated with the help of Monte Carlo sim-
ulation with 10000 runs. For generation of true state trajectories an initial choice
of state is made as x0 = [

1000m 300ms−1 1000m 0ms−1 −0.05235 rad s−1
]T
.

The unknown element of Q is chosen as qtrue to generate the true trajectories.
The filters are initialized with a Gaussian prior with mean x0 and P̂0, where
P̂0 = diag

([
100 10 100 10 10−4

])
. As the element qtrue is practically unknown to

the filters, we assume that the filters with an assumed value of the that unknown
element which may be termed qfilter. To induce uncertainty we assume qfilter =20*
qtrue. Such a choice is reasonable as it signifies high degree of uncertainty about the
nature of variation of unknown time varying turn rate.

Note that only the element of Qwhich is associated with the turn rate is unknown
while the other elements are known. Therefore, we need to adapt the unknown ele-
ment of Q only keeping others frozen at their known truth value. This is justified
as the derivation of adapted Q is done by partial differentiation with respect to each
diagonal element of Q. For further discussions readers are referred to [13].

Root means square error (RMSE) of position, velocity and turn rate estimation are
calculated for performance analysis of the proposed filter. The RMSE for position
and velocity and turn rate are computed using the formula given in [6].

RMSE =
√√√√ 1

Nmc

Nmc∑
i=1

((
ξ k,iej − ξ̂ k,iej

)2 +
(
ξ k,iel − ξ̂ k,iel

)2)
(70)

where j = 1 and l = 3 for RMSE of position estimation. For RMSE of velocity
estimation j = 2 and l = 4. RMSE for turn rate estimation is obtained with j = 5
and replacing the unit vector el by a zero vector.

Further investigation with this tracking problem revealed the fact that this partic-
ular bearing only tracking problem is susceptible to track losses because of the non
unique solution of the measurement equations. The true trajectories of aircraft have
been randomly generated as a consequence of time varying turn rate as discussed in
the previous section. For some time instants the trajectory of the aircraft become such
that the difference between the bearing angle from two different radars may either be
negligibly small or become closer to π . Practically, at this moment the line of sight of
two radars does not intersect each other and the aircraft can not be precisely located.
It is to be noted that in [6] which considers the same tracking problem the track
loss phenomenon has not been discussed. Figure1 has been presented for illustration
where track loss has occurred for the non adaptive filter in the ideal situation. The
performance of each of the proposed adaptive filters has also been compared with its
respective non adaptive counter part as well as the other alternative adaptive filters
in the context of RMSE performance and their susceptibility to the occurrence of
track loss. To detect the occurrence of track loss the following condition has been



386 A. Dey et al.

Fig. 1 A representative run
to illustrate track loss for the
ideal case when the non
adaptive DDIF has known Q

considered.When the condition

∥∥∥∥
√(

xk − x̂k
)2 + (

yk − ŷk
)2∥∥∥∥∞

≥ 800m is true for

any instance of Monte Carlo runs, it is understood that the estimated trajectory has
failed to track the true trajectory of the aircraft.

4.3 Simulation Results

From the Monte Carlo simulation with 10000 runs, performance of each of the
proposed adaptive filter is compared with that of its non adaptive version in the
situation when the turn rate of the aircraft is unknown. In each case it is observed
that estimation performance of adaptivefilter is superior compared to the non adaptive
version. Some of the RMSE plots of such comparison are presented for illustration
in Figs. 2, 3 and 4. The RMSE plots are presented excluding the cases where track
loss occurs.

Fig. 2 Comparison of
RMSE (position estimation)
of AGHIF & GHIF for
10000 MC runs
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Fig. 3 Comparison of
RMSE (velocity estimation)
of ACIF & CIF for 10000
MC runs

0

20

40

60

80

100

0 20 40 60 80 100

time (sec)
R

M
S

E
 -

 v
el

o
ci

ty
 (

m
/s

ec
)

ACIF

CIF (Q known)

CIF (Q unknown)

It has been observed from Figs. 2, 3 and 4 that the performance of adaptive filters
are substantially superior to that of non adaptive ones as the RMSE for all three states
converged to a lower steady state value within reasonably less time. Figure2 presents
RMSE of adaptive and non adaptive GHIF for position estimation. Figure3 presents
the RMSE of adaptive and non adaptive CIF (3rd degree) for velocity estimation and
Fig. 4 depicts the RMSE of adaptive and non adaptive CQIF for turn rate estimation.
The results for ADDIF are provided in [14]1 and, therefore, are not presented here.
It is also to be noted that although the elements of Q related to position and velocity
are known RMSE of position and velocity for the non adaptive filters are deteriorated
because of the implicit effect of unsatisfactorily estimated turn rate.

As the proposed filters are validated in simulation, it is also possible to compare
the RMSE performance of proposed filters with their non adaptive counterpart in the
ideal situation when q is known only to the non adaptive version. Though this com-
parison may sound impractical, this comparison illumines how far the performance
of adaptive filters (without complete knowledge of Q) is close to that of conventional
non adaptive filter in ideal situation with known Q. It is demonstrated that the RMSE
of adaptive filters for all the states are nearly closed to the nature of RMSE of non
adaptive filter in ideal condition. The initial mismatch in RMSE is because of the
time taken for adapted element of Q to converge on the truth value which has been
shown in Fig. 5.

Figure5 illustrates the Q adaptation performance of the adaptive filters. For all of
the proposed filters the adapted value of Q converged to the truth value even though
initialized with an assumed value with large error. The time to converge is near about
30 s. The adapted value keeps tracking the truth value after convergence.

In this particular case study the present authors have also compared the perfor-
mances of ADDIF, ACIF (3rd degree), AGHIF, and ACQIF on the basis of RMS
errors and percentage of track loss out of 10000 Monte Carlo runs.

It has been observed from the RMSE plot of position estimation in Fig. 6 (exclud-
ing the track loss case) that the RMSE of proposed adaptive filters are performance
wise comparable. Same trend is observed for velocity and turn rate estimation and

1Thepresent paper is an extendedversionof the conferencepaper [14] presented in12th International
Conference on Informatics in Control, Automation and Robotics, 2015.
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Fig. 4 Comparison of
RMSE (turn rate estimation)
of ACQIF & CQIF for 10000
MC runs

0

1

2

3

4

5

0 20 40 60 80 100

time (sec)

R
M

S
E

 -
 t

u
rn

 r
at

e 
(d

eg
/s

ec
)

AQCIF

CQIF (Q known)

CQIF (Q unknown)

Fig. 5 Plot of estimated
process noise covariance
(Q5,5) for a representative
run
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Table 1 I: Comparative study of percentage of track loss

Underlying
framework used

Percentage of track loss for

Adaptive filter with
unknown Q (%)

Non adaptive filter
with unknown Q (%)

Non adaptive filter with
known Q (ideal) (%)

CIF 1.02 4.10 0.91

DDIF 1.14 4.17 0.97

GHIF 0.84 3.67 0.64

CQIF 0.86 3.69 0.64

are not presented to avoid repetition. However, on the basis of track loss performance
(Table 1) it may be commented that AGHIF and ACQIF are better alternatives than
ADDIF and ACIF as they indicate less percentage of track loss. Therefore, for this
case study AGHIF and ACQIF may be preferred over ADDIF and ACIF. It is also to
be noted here that though AGHIF and ACQIF are performance wise equivalent the
latter is computationally less expensive. It is mentioned that the quadrature points for
AGHIF rises exponentially with the system dimension. On contrary, the quadrature
points for ACQIF rises linearly with the system dimension.
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Fig. 6 Comparison of RMS
error (position estimation) of
proposed filters for 10000
MC runs
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5 Concluding Discussions

A number of Adaptive Nonlinear Information filters have been proposed for multiple
sensor fusion in the situation with parametric uncertainty in the system dynamics and
exemplified with the help of an aircraft tracking problem. The proposed filters are
observed to present satisfactory estimation performance by online adaptation of Q
where the complete knowledge of Q remains unavailable because of unknown para-
meter variation. For eachof the proposed adaptivefilters it is observed that the adapted
value of the unknown element of Q converges on its truth value and subsequently
tracks it. The results from Monte Carlo study demonstrate that the RMS error per-
formance of each of the proposed filters is superior to its non adaptive counterpart.
The performance comparison of proposed alternative adaptive information filters
revealed that for the case study addressed in this paper the estimation performance
of ACQIF and AGHIF is superior to ADDIF and ACIF. Although the estimation per-
formance of ACQIF and AGHIF are comparably same use of the former is preferable
because of the advantage of economic computation. As the analytical proof of opti-
mality and convergence of proposed adaptive information filters are not yet available
like other adaptive filters, these algorithms need to be thoroughly evaluated in sim-
ulation involving various nonlinear signal models for appropriate selection for real
time application with confidence. Towards this objective some significant findings
have been enumerated in this paper. The aspect of the adaptation of the unknown Q,
flexibility for multiple sensor estimation framework and satisfactory estimation per-
formance makes the proposed filters suitable candidates for multiple sensor fusion
where the system dynamics is perturbed with unknown parameter variation.
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Decentralized Control: Application
to a Turboprop Engine

Christophe Le Brun, Emmanuel Godoy, Dominique Beauvois,
Bogdan Liacu and Ricardo Noguera

Abstract This paper proposes a straightforward and systematic way of designing a
decentralized control. The main setup steps are the interaction analysis, the decou-
pling of the interactions, and the design of the controllers. The proposed procedure
is applied on identified models of a turboprop engine. The interaction analysis leads
to the choice of a decentralized strategy with a full compensator. On each operating
point, an inverted decoupler is selected in order to reduce interactions, and PI con-
trollers are designed using an analytical method. The control laws robustness is then
ensured using the structured singular value approach. Finally, control laws perfor-
mances are validated using the non-linear simulation model of turboprop engine.

Keywords Decentralized control · Interaction analysis · Decoupling techniques ·
Robustness analysis · Multivariable processes · PID controllers

1 Introduction

In multivariable systems, each manipulated variable may affect several controlled
variables, causing interaction between the loops. In many practical situations, the
design of a full MIMO (Multiple-Input Multiple-Output) controller is cumbersome
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and high-order controllers are generally obtained. The decentralized strategy consists
in dividing the MIMO process into a combination of several SISO (Single-Input
Single-Output) processes and to design monovariable controllers in order to drive
the MIMO process. Due to important benefits, such as flexibility as well as design
and tuning simplicity, decentralized control design techniques are largely preferred
in industry.

This paper is an extension of [1], which presents a preliminary study of an alter-
native control solution for a turboprop engine. This paper is organized as follows:
Sect. 2 introduces the turboprop engine and its functioning. The interaction analysis
is then presented in Sect. 3. Sections4 and 5 expose the decoupling techniques and the
PID tuning. Robustness analysis and simulation results demonstrate the efficiency
of the control laws in Sects. 6 and 7 before presenting conclusions and perspectives
in Sect. 8.

2 Functioning of a Turboprop Engine

2.1 Turboprop Overview

Basically, a turboprop engine [2] includes an intake, 1–2 compressors, a combustor,
1–3 turbines, a reduction gearing and a variable pitch propeller. Air is drawn into the
intake and compressed until it reaches the desired pressure, speed and temperature.
Fuel is then injected in the combustion chamber, where the fuel-air mixture is com-
busted. The hot combustion gases expand through the turbine. The power generated
by the turbine is transmitted through the reduction gearing to the propeller, which
generates the thrust of the turboprop engine. Thanks to its variable pitch, the pro-
peller turns at constant speed. From the control point of view, the turboprop engine
is a TITO (Two-Input Two-Output) process. Usually, the fuel flow WF is used to
control the shaft power SHP, while the blade pitch angle β is used to control the
propeller speed XNP. The propeller speed is impacted in case of fuel flow changes
and similarly, when varying the blade pitch angle to change the propeller speed to
another level, the shaft power is affected, particularly during the transient states. Fast
transitions may generate over-torques with damaging mechanical impacts [3].

2.2 Technical Specifications

Technical specifications are described in Table1. Beside these technical specifica-
tions, couplings between inputs and outputs have to be reduced as much as possible
and control laws have to be robust to model uncertainties. Moreover, if modifica-
tions are required following bench tests or objectives updates, the control laws have
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Table 1 Technical requirements

Output Bandwidth Stability margin (dB) Overshoot (%)

SHP ωc1 = 2 × 10−2 45–6 1

XNP ωc2 = 5 × 10−2 45–6 5

to be easily tunable. According to the introduction, a decentralized strategy has been
chosen in order to respect these last objectives.

Note: in the paper, all the frequency characteristics are given in a normalized
way. The following notations are used: Go is the static gain matrix of the process
G, and G∗ is the matrix composed of the diagonal elements of G. The methods are
presented with discrete-time models but the transposition in the continuous domain
is straightforward.

2.3 Plant Identification

The behavior of the turboprop engine depends on the altitude, the Mach number
and the engine rotation speed. A numerical identification (least squares method)
has been done, based on step responses at different operating points obtained from
a complete non-linear simulator of the turboprop engine. Linear discrete models of
second order have been determined to represent the behavior of the turboprop (1), (2).
The sampling time Te has been taken in agreement with the digital electronic unit of
the engine. Bode diagrams of the identified models are represented in Fig. 1.

[
SHP[k + 1]
XNP[k + 1]

]
=

[
A11 A12

A21 A22

] [
SHP[k]
XNP[k]

]
+

[
B11 B12

B21 B22

] [
WF[k]
β[k]

]
(1)

[
SHP(z)
XNP(z)

]
= 1

(z − p1)(z − p2)

[
K11(z − z11) K12(z − z12)
K21(z − z21) K22(z − z22)

] [
WF(z)
β(z)

]
(2)

3 Interaction Analysis

3.1 Objectives of the Analysis

For significant interactions, a decentralized control may not be adapted due to its
limited structure. The interaction level strongly depends on the loop configuration,
i.e. the manner in which the manipulated variables and the controlled variables have
been associated.
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Fig. 1 Bode diagrams of the identified models of the turboprop engine

If a decentralized control seems not appropriate, a decoupling network can be used
to reduce the existing process interactions before designing a decentralized controller.
The choice of the structure and the computation of the decoupling network depend
on the level of interaction.

The second step is to design the monovariable controllers for each loop. It is
possible to use single-loop or multi-loop design methods. The first ones do not
take into account the interactions and do not guarantee the performances of the
multivariable closed-loop system. The second ones take the interactions into account
but are more cumbersome. It can thus be interesting to have a metric to evaluate if a
multi-loop tuning method is necessary or not.

3.2 Proposed Procedure

Interaction measures have been benchmarked in [4] on such academic processes,
as three-tank and four-tank systems. It has been noted through this study that the
interaction measures are not adapted to the set of previous objectives (choice of
a: control strategy, loop pairing, tuning method). According to their performances
and ease of use, some interaction measures have been put forward. The proposed
procedure includes four complementary interaction measures for TITO processes.
Some advices are given for MIMO plants as well.
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Relative Gain Array. The Relative Gain Array (RGA) developed by [5] gives a
suggestion on how to solve the pairing problem. By denoting ⊗ the element-wise
multiplication, the matrix RGA is given by:

RGA = G0 ⊗ (G−1
0 )T (3)

The element RGAi j can be seen as the quotient between the static gain of the
transfer between input j and output i when all other loops are open, and the static gain
of the same input/output pairing when all other loops are closed. The input/output
pairings leading to elements close to 1 should be selected.

The RGA has been selected because it provides a quite simple way of choosing
the pairing configuration. This index is pairing-independent, that means the RGA is
computed only one time and gives information for every loop configuration, unlike
some other indexes that have to be computed and analyzed for each loop configura-
tion.

ColumnDiagonalDominance. The column diagonal dominance (DD) [6] is defined
as the ratio between the gain of the diagonal element and the sum of the gains of
the off-diagonal column elements of the process transfer matrix (4). Values of DDi

greater than 1 will indicate weak interactions.

DDi (G(z)) = |Gii (z)|∑
j �=i |G ji (z)| , z = e jwTe (4)

The DD has been chosen since it allows to study the interactions specifically for
each loop using a dynamic approach.

Performance Relative Gain Array. In the frequency region where the control is
effective, the true sensitivity matrix S (5) can be estimated using the decentralized
sensitivity matrix S∗ (6) and the Performance Relative Gain Array PRGA (8) [7].
The following equations resume the PRGA theory:

S(z) = (I + G(z)K (z))−1 (5)

S∗(z) = (I + G∗(z)K (z))−1 (6)

PRGA(z) = G∗(z)G−1(z) (7)

S∗(z) ≈ 0 ⇒ S(z) ≈ S∗(z)PRGA(z) (8)

The PRGAhas been chosen because it evaluates the difference between the perfor-
mances of the single-loops and the real performances of the closed-loopmultivariable
process (for instance, large elements of the PRGA indicate that fast control is needed
to get acceptable reference tracking).

Index Σ2. The Index Σ2 [8] is obtained by an approach based on the H2-norm.
The H2-norm can be interpreted as the transmitted energy between the inputs and
the outputs. Hence, the matrix Σ2 (9) is suitable for quantifying the importance
of the input-output channels. Each element describes the normalized impact of the
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corresponding input signal on the specific output signal. For greater values of Σ2i j ,
the corresponding controllers Ki j have to be introduced. The control laws decoupling
performances are directly linked to the sum of the selected Σ2i j , which should be
close to 1 for optimal results.

Σ2i j = ‖Gi j‖2∑
k,l‖Gkl‖2

(9)

Other similar Gramians based approaches (HIIA [9], PM [10]) could be featured
but the Σ2 Index has been chosen because of its energy interpretation, and it was
found in [11] that it reveals more clearly the high-frequency interactions.

Procedure. The proposed procedure for TITO normalized processes is described
in Fig. 2a. The RGA is firstly used to choose an input/output pairing. Due to some
limitations of the RGA, the diagonal dominance is used to corroborate the choice
of the loop configuration. If RGA and DD have highlighted that a decentralized
control can be used with a specific control configuration, the PRGA indicates if a
mono-loop or a multi-loop tuning method has to be used. On the other case, the index
Σ2 can be used to determine the choice of the controller structure. For a non TITO
process, the procedure is described in Fig. 2b. The Niederlinsky Index NI [12] can
be used to eliminate some configurations. Moreover, the RGA can be replaced by
the Decomposed Relative Interaction Analysis (DRIA) [13], which gives important
insight into cause-effects of loop interactions. Indeed, the DRIA is more adapted
than the RGA because it examines the interactions between each loop and the others.
The other indexes (DD, PRGA and Σ2) can be used as in the TITO case.
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Fig. 2 Procedure of interaction analysis. a Procedure for TITO plants, b procedure for MIMO
plants
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3.3 Interaction Analysis of the Turboprop Engine

The proposed procedure is applied to the turboprop engine model after the scaling
and a first ordering of its inputs (WF and β) and outputs (SHP and XNP). The RGA is
first computed on each operating point. The diagonal elements are contained between
0.9 and 1.1 and the off-diagonal elements between −0.1 and 0.1. The diagonal
configuration is thus selected for pairing inputs and outputs. In order to evaluate
more precisely interactions in the turboprop engine, the inverse of the column DD of
identified models is plotted in Fig. 3a. The study of the column DD allows to notice
that interactions are important from WF to XNP on the whole frequency domain.
Interactions from β to SHP are neglectable at low frequencies (which mislead the
RGA) and become important around the desired bandwidth and in high frequencies.
A decentralized control is thus not viable. The Σ2 index is calculated to determine
the structure of the desired compensator. The mean of the Σ2 matrices for various
operating points is presented in Fig. 3b. It indicates that each transfer represents the
same energy and cannot be neglected. A full compensator is thus required.

4 Decoupling Methods

The basic idea behind the control design based on decoupling is to find a compensator
D in order to obtain a near diagonal processGd , as shown in Fig. 4. The compensator
can be static (i.e. constant matrix) or dynamic (i.e. transfer matrix). The advantage
of the static approach is that the compensator is easier to be computed and to be
implemented, whereas the dynamic approach allows leading to a better decoupling
accuracy in a wider range of frequencies.
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Fig. 4 Decentralized
controller with compensator

4.1 Proposed Procedure

The choice of a decoupling method is a relatively complex task. Decoupling methods
have been benchmarked in [4] according to their complexity, the complexity of the
obtained compensators and their performances. Performances have been compared
by characterizing the interactions with the “decoupling index” ρi (10), defined as a
trade-off between the frequencyweightedmean DD−1

i ( jω) and theworst DD−1
i ( jω)

over ω.W is a frequency dependent weighting function that allows to emphasize the
frequency band of interest around the desired bandwidth wd (11).

The proposed procedure includes methods with different levels of complexity and
performances. Themethods are described in this part, before exposing the decoupling
procedure.

ρi = maxk(DD−1
i (G(e jωk Te))) +

∑
k W (ωk )DD−1

i (G(e jωk Te ))∑
k W (ωk )

(10)

W (ωk) = ln(| ωk+ωd
ωk−ωd

|)
maxk (ln(| ωk+ωd

ωk−ωd
|)) (11)

Optimization Decoupling. It is possible to search the elements of the optimal com-
pensator that minimize the decoupling index ρi . Let Li (G) be the i th row of G and
C j (D) the j th column of D. The elements of the compensated open-loop matrix Gd

are given as follows:
Gdi j (z) = Li (G(z))C j (D(z)) (12)

The index DDi of Gd depends only on the process and on the i th column of the
compensator:

DDi (Gd(z)) = |Li (G(z))Ci (D(z))|∑
j �=i |L j (G(z))Ci (D(z))| (13)

It is thus possible to maximize each index ρi independently. Moreover, it can be
noticed that multiplying one column of D by a scalar does not affect the column
DD nor the index ρi . A static compensator can thus be obtained in solving two
optimization problems with one parameter for TITO plants (14), and a first order
polynomial compensator is determined by solving two optimization problems with
three parameters (15).
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D =
[
1 β
α 1

]
(14)

D(z) =
[
1 + α1z β2 + β3z
α2 + α3z 1 + β1z

]
(15)

The simulated annealing optimization algorithm is chosen, since it avoids being
trapped in local minima in early iterations and is able to globally explore for better
solutions. The resulting compensator is a polynomial matrix and hence improper.
Multiplying every column of D with a transfer function of appropriate order makes
the compensator proper and does not influence the decoupling accuracy.

The main advantage of this procedure is that it allows to find the optimal solution
but it is time consuming and is thus difficult to implement practically when the order
of the compensator or the size of the plant is important.

Pseudo-diagonalization. Ford and Daly [14] proposes to search a compensator by
minimizing another cost-functionvi (16).vi represents the ratio between theweighted
sumof the diagonal element frequencygains and theweighted sumof the off-diagonal
frequency gains. The advantage of this formulation lies in the optimization problem
that can be solved analytically, using the multi-ALIGN algorithm [6, 15].

vi (G) =
∑

k Wt (ωk)|Li (G( jωk))Ci (D( jωk))|2∑
k Wt (ωk)

∑
j �=i |L j (G( jωk))Ci (D( jωk))|2 (16)

It is natural to choose Wt = W , but the weighting function Wt can also be deter-
mined to minimize the previously introduced index ρi . Assuming that this function
has the same form as W (11), three parameters can be optimized: the desired band-
width and the two limits of the frequency grid (the number of points of the frequency
grid could also be optimized but the optimization problem would become complex).

The main advantage of this solution compared to the previous one is that the
number of optimization parameters is constant, whatever the size of the plant and the
order of the computed compensator. However, the optimization of these parameters
is less efficient and the analytical solution provided by the pseudo-diagonalization
could be based on the inversion of ill-conditioned matrices.

Inverse-Based Decoupling. The principle of the inverted decoupling (described in
[16]) is to compute the decoupler D in order to get an open-loop diagonal transfer
matrix with the same diagonal elements as the original plant (17), (18). After some
algebraic manipulations (19), the structure of the inverted decoupler is presented in
Fig. 5. The realizability problems can be solved by solutions proposed in [17], based
on the addition of extra dynamics or time delays.
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Fig. 5 Scheme of the
inverted decoupler

D(z) = G−1(z)G∗(z) (17)[
u1
u2

]
=

[
G11 G12

G21 G22

]−1 [
G11 0
0 G22

] [
a1
a2

]
(18)

[
u1
u2

]
=

[
a1 − G12

G11
u2

a2 − G21
G22

u1

]
(19)

The ideal decoupling and the simplified decoupling are also based on this inverse-
based approach. Ideal decoupling corresponds to the first part of the inverted decou-
pling described in (17). The main inconveniences of this method are the complexity
of the decoupler elements and realizability problems. On the other hand, the sim-
plified decoupling consists in selecting the decoupler as shown in (20). Decoupler
network design is easier than the inverted decoupler; however the complexity of the
apparent process GD is greater since its elements are the sum of transfer functions.
The inverted decoupling has been chosen since it regroups the advantages of the two
first approaches.

D(z) =
[

1 −G12(z)
G11(z)

−G21(z)
G22(z)

1

]
(20)

G(z)D(z) =
[
G11(z) − G21(z)G12(z)

G22(z)
0

0 G22(z) − G12(z)G21(z)
G11(z)

]
(21)

Decoupling Procedure. The first step of the procedure for TITO plants (Fig. 6a)
is to compute the elements of the inverted decoupler in order to evaluate the com-
plexity of a compensator that achieves perfect decoupling. The optimization of a
static compensator and then a first order compensator are then applied. The pseudo-
diagonalization is then applied. The order of the compensator can be increased until
it reaches the complexity of the inverted decoupler. Finally, the inverted decoupler
is chosen if the previous compensators do not lead to an acceptable decoupling.

For systems with a large number of inputs/outputs, an alternative procedure is
presented in Fig. 6b: the pseudo-diagonalization can replace the optimization decou-
pling methods because of computation time constraints. Indeed, as presented before,
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the number of optimization parameters increases with the size of the plant in the case
of the optimization decoupling method, whereas it stays constant for the pseudo-
diagonalization method. Moreover, the simplified decoupling can be an interesting
alternative to the inverted one when structures become complex.

4.2 Decoupling of the Turboprop Engine

The two elements of the inverted decoupler are computed in (22) and are composed
of one zero and one pole. The requirements for the realizability of the inverted
decoupler are respected. Thus, the dynamic compensator computed by optimiza-
tion or pseudo-diagonalization must not exceed a full first order matrix transfer. An
average normalized model Gn is considered in this part. The DD of this model is
represented in Fig. 7. A static compensator is first researched under the form (14). A
simulated annealing optimization leads to the results presented in Table2 and Fig. 7.
Couplings being too important, a first order compensator (15) is computed. Interac-
tions are highly reduced, but they still remain important. The inverted decoupler is
thus chosen.

G12

G11
= K12(z − z12)

K11(z − z11)

G21

G22
= K21(z − z21)

K22(z − z22)
(22)

5 Decentralized Control

The goal of this part is to design the monovariable controllers for a multivariable
process or an apparent one (including a compensator). The interaction procedure,
presented in Fig. 2, can be applied in order to choose between a single-loop or a
multi-loop tuning method.
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Table 2 Decoupling results

Compensator ρ1 ρ2

Normalized process Gn 1.4 1.4

Static optimization 0.02 0.45

Dynamic optimization 0.007 0.21

5.1 Single-Loop Tuning Method

The single-loop tuning methods consist in designing each controller of the system
using the corresponding diagonal element while ignoring the interactions with other
loops. The classical methods can thus be used. The main advantage of single-loop
tuning methods is the simplicity. However, due to the process interactions in MIMO
systems, this approach cannot guarantee stability and desired performances of the
multivariable closed-loop system.

5.2 Multi-loop Tuning Method

The multi-loop tuning methods allow to cope with the interaction effect, in order
to improve multivariable closed-loop performances. Most of the existing design
methods are based on the extension of single-loop tuning methods, and are used
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to design PID controllers. The main categories of methods are briefly recalled here
(for more details, some methods are described and benchmarked in [4]).

Detuning Methods. The detuning methods consist in applying first a single-loop
method, and then in detuning the controllers to take into account interactions. The
simplicity of these methods is their major advantage. However, the drawback results
from the fact that loop performances and stability are not clearly ensured through
the detuning procedures.

Sequential/IterativeMethods. The sequential and iterativemethods propose to tune
each loop one by one, taking into account the controllers already tuned. Unlike the
sequential methods, the iterative methods propose to re-tune the controllers one
after the other when all other loops are closed. These methods are relatively easy to
implement and the final design ensures the stability and the desired performances for
the multivariable system. However, the decentralized controller depends on the order
chosen for the controller design, and the iterative procedure can raise convergence
issues.

Simultaneous Methods. The simultaneous methods prescribe to tune simultane-
ously the controllers, using heuristic methods, or solving equations analytically or
by optimization. Although these methods are less conservative than the previous
ones, solving multi-loop controllers is not obvious to set up and is a numerically
difficult problem.

Independent Methods. The independent methods consist in translating the interac-
tions effects and desired multivariable closed-loop performances into constraints on
sensibility functions of each loop. Controllers are then designed one by one while
respecting the established constraints. These methods allow to ensure the multivari-
able and the monovariable performances but they are conservative (because the other
controller dynamics are not specifically taking into account).

5.3 Decentralized Control of the Turboprop Engine

As previously mentioned, the loops are perfectly decoupled on each operating point
thanks to the inverted decoupler. A mono-loop design method can thus be used.
Considering the dynamics of diagonal elements of the system (Fig. 1), PI controllers
can be used. Since the number of operating points is important, an analytical tuning
method has been chosen. The IMC-PID (Internal Model Controller) [18] method
has been selected since it provides a suitable framework for satisfying the desired
objectives. For the process structure given in (23), the controller in (25) can reach the
desired transfer function given in (24). Using MacLaurin series approximations, the
obtained controller can be approximate by a PI controller (26), with the parameters
defined in (27), (28).
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Gii = kii
(z−zii )

(z−p1)(z−p2)
(23)

BOi = a
z−1 (24)

Ki (z) = G−1
i i (z)BOi (z) (25)

Kp

(
1 + 1

τi

Te
z−1

)
(26)

Kp = a ((1−p1)+(1−p2))(1−zii )−(1−p1)(1−p2)
kii (1−zii )2

(27)

τi = ((1−p1)+(1−p2))(1−zii )−(1−p1)(1−p2)
(1−zii )(1−p1)(1−p2)

Te (28)

The Bode diagrams of each open-loop system (for the different operating points)
are presented in Fig. 8 and compared to the desired frequency characteristics. It
can be seen that the PI tuning allows obtaining a behavior close to the technical
specifications.

6 Robustness Analysis

Even if the nominal performances meet the specifications with the plant model, it is
still necessary to validate that the control laws ensure stability and some minimum
performance specifications in presence of uncertainties. These last correspond, either
to parameters’ uncertainties of the model or to neglected dynamics. The structured
singular value approach has been selected because it provides a general framework
to robustness analysis problem [19].
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6.1 Uncertain Turboprop Engine Under an LFT Form

The main issue of this part is to transform the closed-loop subject to model uncer-
tainties, into the standard interconnection structure. Uncertainties can be considered
on each of the eight parameters of the identified model (under state-space represen-
tation). In order to have meaningful uncertainties, the maximum variation range for
each parameter is chosen as percentage of its possible range determined from a set
of identified models (29), (30):

Ai j = Ai j0 + x% × (Ai jsup − Ai jin f )δAi j (29)

Bi j = Bi j0 + x% × (Bi jsup − Bi jin f )δBi j (30)

Moreover, some dynamics could have been neglected during the modelling or
the identification steps. Neglected dynamics are thus introduced at the plant inputs:
first order filters (with bandwidth five times greater than the desired bandwidths)
are considered for each loop. The turboprop engine under LFT (Linear Fractional
Transformation) form is presented in Fig. 9.

Fig. 9 Turboprop engine under LFT form



406 C. Le Brun et al.

Mach

V
S

S
M

V
S

S
M

Altitude (kft)

0.1
0.2

0.3
0.4

0.5 0 5 10 15 20 25

0.5

1

1.5

2

2.5

Mach

Altitude (kft)

0.1
0.2

0.3
0.4

0.5 0 5 10 15 20 25

0.8

1

1.2

1.4

1.6

1.8

2

Stability robustness
25% uncertainties

Performances robustness
10% uncertainties

Engine
speed

(a) (b)

Fig. 10 Upper bounds of the singular values. a VSSM stability, b VSSM performances

6.2 Results

For various operating points defined by a Mach number, an altitude and an engine
speed, uncertainties of 25% on the parameters’ ranges are considered in order to
evaluate the robustness of the stability with the corresponding controller. The max-
imum of the upper bounds of the singular values (noted VSSM) are represented in
the Fig. 10a. Except for three points that present VSSM greater than 1.5, stability is
guaranteed for an uncertainty level of approximately 25%.

In order to test the performances robustness, an additional (fictitious) performance
block is added to the model perturbation. This last allows ensuring modulus margins
of 0.4 and half of the desired bandwidths. Uncertainties of 10% of the ranges of
the parameters are considered. The VSSM are represented in the Fig. 10b. Except
for the same three points of the previous case, the control laws maintain the chosen
performances in terms of set-point tracking and stability margin with the uncertainty
range of approximately 10%.

The control laws for the three operating points previously mentioned have been
re-designed, with poorer nominal performances but better robust performances. Even
if these results are satisfactory, the control laws designed for a particular operating
point are not able to ensure the desired performances on the whole flight envelope,
hence an interpolation strategy is needed.

6.3 Interpolation

A gain scheduling technique has been adopted. Moreover, an incremental algorithm
(also called velocity algorithm) has been used to ensure bumpless parameter changes.
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Fig. 11 Control laws implemented with an incremental algorithm

The algorithmfirst computes the change rate of the control signal, which is then fed to
an integrator [20]. Finally, Fig. 11presents the control laws in their final configuration.

7 Simulation Results

Control lawshavebeen implementedon thenon-linearmodel of the turboprop engine.
The validation scenario includes successive reference steps, perturbations and noise.
Simulation results are plotted in Figs. 12, 13. The time responses are in agreement
with the specified bandwidths (considering the limitations on commands and their
derivatives). Moreover, overshoots are not important and there are no steady-state
errors. Some peaks are noticed on the propeller speed when there are important steps
on the shaft power, but they are quickly corrected. Technical specifications are thus
respected.
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8 Conclusions

This paper describes the different steps of the decentralized control design. The first
step consists in analyzing the interactions of the process. Some decoupling meth-
ods are then proposed in order to reduce the existing interactions. Subsequently,
the monovariable controllers have to be tuned using mono-loop or multi-loop tun-
ing methods, depending on the level of residual interactions. The different exposed
methods have been applied on identified models of a turboprop engine. Given the
high couplings of the process, a decentralized control with decoupler has been cho-
sen. An inverted decoupler has been used in order to respect severe constraints on
the couplings. PI controllers have then been tuned using an IMC-PID mono-loop
tuning method. Control laws have finally been interpolated using a gain scheduling
method in order to ensure the desired performances on the flight envelope. Robust-
ness analysis and simulation results finally illustrate the good performances of the
control laws. Future works will focus on the adaptation of the proposed methodology
in order to take into account the uncertainties during the interaction analysis and the
decoupling steps.
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