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Preface 

This book is intended for engineering students in the final years of under-
graduate studies. It is also recommended for graduate students and engi-
neers aspiring to work in intelligent motion control and digital control of 
electrical drives. By providing a bridge between control theory and practi-
cal hardware aspects, programming issues, and application-specific prob-

Basic engineering principles are used to derive the controller structure in 
an intuitive manner, so designs are easy to recall, repeat and extend. The 
book prepares the reader to understand the key elements of motion control 
systems; to analyze and design the structure of discrete-time speed and po-
sition controllers; to set adjustable feedback parameters according to design 
criteria; to identify, evaluate, and compare closed-loop performances; to 

tiresonant compensators; and to generate speed reference profiles and posi-
tion trajectories for use within motion-control systems. The Matlab tools 
are used extensively through various chapters to help the reader master the 
phases of design, tuning, simulation, and evaluation of speed and position 
controllers.  

Key motion-control topics, such as nonlinear position control, control of 
mechanical structures with flexible couplings, compliance and mechanical 
resonance problems, and antiresonant solutions, are introduced in a system-
atic manner. A set of exercises, problems, design tasks, and computer simu-
lations follows each chapter, enabling the reader to foresee the effects of 
various control solutions and actions on the overall behavior of motion-
controlled systems. In addition to control issues, the book contains an ex-

the closing chapters, the reader is given an overview of coding the control 
algorithms on a DSP platform. The algorithm coding examples are in-
cluded, given in both assembly language and C, designed for fixed point 
DSP platforms. They offer a closer look into the characteristics and pefor-
mance of contemporary DSP cores and give the reader an overview of the 
present performance limits of digital motion controllers. Most of the con-
trol solutions presented in the book are supported by experimental evidence 

design and implement nonlinear control actions; to devise and apply an-

lems, the book is intended to help the reader acquire practical skills and 
become updated regarding concrete problems in the field.  

tended introduction to the field of trajectory generation and profiling. In 



obtained on test rigs equipped with typical brushless DC and AC servo mo-
tors, contemporary servoamplifiers, and suitable mechanical subsystems.   

Readership 

This book is primarily suited for engineering courses in the third and fourth 
year of undergraduate studies. It is also aimed at graduate students who 
want to deepen their understanding of electrical drives and drive control; 
and at practicing engineers designing and using motion-control systems 
and digital controlled electrical drives. The book provides a bridge between 
control theory, practical hardware aspects, programming issues, and appli-

chanical engineers. 

Prerequisites 

Required background includes fundamental engineering subjects typically 

graduate introductory courses. A distinctive feature of the book is that it 
does not require that the reader be proficient in control theory, electrical 
drives, and power electronics. The theoretical fundamentals are reviewed 
and included in the book to the extent necessary for understanding  analysis 
and design flow. Most chapters include a brief theoretical introduction. 
Wherever possible, the theory is reviewed with reference to practical ex-
amples. Limited reader preparation in the use of the Laplace transform and 
z-transform can be partially compensated for by adequate skills in the use 
of relevant computer tools.  

Objectives 

• Understanding of basic elements and of key control objectives in 
motion-control systems. Analysis, design, and evaluation of discrete-
time speed and position controllers. Parameter-setting procedures 
driven by design criteria. Reader’s ability to design, evaluate, and 
compare closed-loop performances, to synthesize and implement 

require interdisciplinary understanding among control, electrical, and me- 
cation specific problems. The subject, related problems, and solutions 

covered during the first and second years of undergraduate engineering 
curricula. Prerequisites include basics and common principles of control 
engineering, power conversion, and electrical machines, as taught in under-

x      Preface 



nonlinear control actions, to devise and apply antiresonant compensa-
tors, and to generate speed reference profiles and position trajectories 
for use within motion-control systems.  

• Understanding feedback signal acquisition and sampling process. Dis-
tinguishing between the high-frequency range of unmodeled dynam-
ics and the bandwidth of interest. Recognizing noise and quantization 
problems. Designing sampling circuits and filters. Selecting the sam-
pling frequency.  

• Using the Laplace and z-transforms to convert differential and differ-
ence equations into their algebraic form. Dealing with the complex 
representation of signals and transfer functions in the analysis, design, 
and evaluation phases. Relating the response character and bandwidth 
to the placement of the closed-loop poles and zeros.   

• Designing the control structures to suppress relevant load distur-
bances and to eliminate the tracking error for given reference profiles. 
Formulating performance criteria and deriving optimized feedback. 
Understanding the nonlinearities of the system and designing control 
countermeasures, aimed at preserving the stability and improving re-
sponse. Analyzing and evaluating the mechanical resonance and tor-
sional oscillations. Designing and implementing the antiresonant 
compensators. Specifying speed and position trajectories. Generating 
and interpolating reference profiles.  

• Mastering the phases of design, tuning, simulation, and evaluation of 
speed and position controllers, assisted by Matlab and Simulink tools. 
Gaining insight into coding the control solutions on contemporary 
fixed point DSP platforms in assembly language and in C. Apprecia-
tion of the performance limitations of DSP cores and of digital motion 
controllers.  

Field of application  

This book offers a comprehensive summary of discrete-time speed and po-
sition controllers. Control of the speed of a moving part or tool and driving 
its position along predefined trajectories are the fundamental elements of 

the structure of motion controllers, set adjustable feedback parameters ac-
cording to design criteria, design nonlinear control actions and antiresonant 

motion-controlled systems and an integral part of many manufacturing pro- 
cesses. The skills acquired in this book will prepare the reader to design 

Preface    xi 



compensators, generate reference profiles and trajectories, and evaluate 
performances of motion-control systems. Such skills are required to inc-
rease the speed of motion, reduce the cycle time, and enhance the accuracy 
of production machines. Improvements and advances in control technology 
and electrical drives are continuously sought in a number of industries. 
High-performance position-controlled feed drives and automated spindles 
with tool exchange are required in the metal processing industry. An in-
crease in precision and a reduction in cycle time is required in packaging 
machines; plastics injection molding; the glass, wood, and ceramics indus-
tries; welding, manipulating, and assembly robots in the automotive indus-
try; metal-forming machines; and a number of other tasks in processing 
machines.  

Lighter and more flexible mechanical constructions introduce new chal-
lenges. Conflicting motion-control requirements for decreased cycle time, 
increased operating speed, and increased accuracy are made more challeng-
ing by mechanical resonance, finite resolution, sensor imperfection, and 
noise. Motion-control solutions and systems are in continual development, 
requiring the sustained efforts of control, electrical, and mechanical engi-
neers.  
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1 Speed Control 

mation and industrial robots, identifies the basic elements of the speed-
controlled system, defines the control objective, and devises control 
strategies. Fundamental terms related to continuous- and discrete-time 
implementation are defined. An insight is given into the role and charac-
teristics of the torque actuator, comprising the servo motor and the power 
converter. Separately excited DC motor coupled with an inertial load is 
analyzed as a sample speed controlled system.  

1.1 Basic structure of the speed-controlled system 

In the realm of motion control, the task of controlling the speed of a mov-
ing object or tool is frequently encountered. The actual speed of rotation or 
translation should be made equal to the set speed. The difference between 
the actual and set speed is known as the speed error. It is the task of the 
speed controller to keep the speed error as small as possible, preferably 
equal to zero. To achieve this result, the controller generates the torque/ 
force reference. To begin with, let us consider the system where the rota-
tional speed ω is controlled, with the inertia of the moving parts J, the fric-
tion coefficient B, and the load torque TL . The rate of change of the actual 
speed ω is given in Eq. 1.1, where Tem represents the driving torque. The 
necessary elements of a speed-controlled system are given in Fig. 1.1. 

The desired speed (ω* in Fig. 1.1) is referred to as the speed reference or 
the set point. When the desired speed changes in time, the speed-reference 
change is called the reference profile or trajectory ω*(t). The speed error 
∆ω is found to be the difference between the set speed and the speed feed-
back ωfb . The error discriminator is shown as the leftmost summation junc-
tion in Fig. 1.1. The speed controller, represented by the transfer function 
WSC (s), processes the error signal and generates the torque reference Tref ,  
the latter producing the driving torque Tem .  
 

This chapter explains the role of speed-controlled drives in general auto-
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ωω BTT
t

J Lem −−=
d
d

 (1.1)

The torque Tem is the system’s driving force, and its role is to make the 
actual speed ω  track the reference ω* in the presence of disturbances and 
the load torque TL variations. As inferred from Eq. 1.1, the driving torque 
should compensate for the load changes TL, suppress the effects of friction 
Bω  and other secondary phenomena, and provide the inertial component 
J dω/dt in the phases of acceleration and braking.  

In practical implementations, Tref  is a digital signal brought to the input 
of the torque actuator, represented by block WA(s) in Fig. 1.1. In order to 
facilitate the speed control task, it is desirable to use actuators where the ac-
tual torque Tem tracks the reference Tref  accurately and without delays. 
Hence, the ideal torque actuator’s transfer function is WA(s) = 1 or WA(s) = 
KM = const. Most actuators make use of power amplifiers with sufficiently 

tor to generate the desired driving torque Tem at its output shaft. The motor 
shaft is coupled to the load either directly or through a mechanical trans-
ducer that may convert the rotation into translation, thus providing the driv-
ing force instead of the driving torque.  

A power amplifier makes use of semiconductor power switches (such as 
transistors and thyristors), inductances, and capacitors and performs the 
power conversion. It changes the voltages and currents of the primary 
power source into the voltages and currents required for the motor to gen-
erate the desired torque Tem. In most cases, the primary power is obtained 
either from a utility connection (AC) or from a battery (DC). Given the 

large bandwidth and electric motors. The power amplifier supplies the 
motor windings with appropriate voltages and currents, thus enabling the mo-

Fig. 1.1.     Basic elements of the speed-controlled system.   
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potential use of both AC and DC motors, power amplifiers may be re-
quested to perform DC/DC, DC/AC, AC/DC, or AC/AC power conversion. 
The power amplifier is connected to the electric motor, and the combina-
tion of the two is referred to as an electric drive.  

Most available electric drives provide the torque Tem , which responds to 
the command Tref with a time lag ranging from several tens to several hun-
dreds of microseconds. The motor torque is determined by the current cir-
culating in its windings. Consequently, the torque response time depends 
upon the current control-loop bandwidth, and is, therefore, limited. Hence, 
the desired transfer function (WA(s) = KM = const.) can hardly be achieved. 
On the other hand, the desired speed-loop response is measured in tens of 
milliseconds. In most cases, delays introduced by practicable torque actua-
tors are negligible compared with the dynamics of the mechanical subsys-
tem and the desired response time of the speed loop. In such cases, the 
speed loop analysis and tuning can be performed under the assumption that 

KM

The speed feedback ωfb (Fig. 1.1) is obtained at the output of the block 
WM (s). The feedback signal ωfb is not an exact copy of the actual speed ω, 
due to a limited resolution of some shaft sensors, owing to the need to filter 
out the noise and high-frequency content, and due to specific techniques of 
speed signal acquisition and/or reconstruction. The transfer function WM (s ) 
describes the signal processing within the shaft sensor and the associated 
circuits. If we consider a brushed tachogenerator with an RC low-pass net-
work, said transfer function becomes WM (s) = 1/(1+ sRC ) = 1/(1+sτ). In 
cases when electromagnetic resolvers are used [2], the function WM (s) is 
more complex. In the design and tuning of speed controllers, the transfer 
function WM 

erably smaller compared with the desired speed response times, the func-
tion WM (s) can be neglected and considered equal to one (ωfb = ω). 
Specifically, the tacho-filtering RC network with τ = 100 µs can be ignored 
in designing a speed controller with a desired rise time of τR = 10 ms.  

The speed control system given in Fig. 1.2 is used in the preliminary 
analysis of speed controllers. It has an idealized speed measurement system 
(ωfb = ω) and a torque actuator that provides a driving torque Tem equal to 
the reference Tref . The system makes use of a separately excited DC motor 
that drives an inertial load J. The excitation current ip and motor field Φp 
are assumed to be constant. Therefore, the torque is in direct proportion to 
the armature current ia . For the given driving torque Tem , the armature cur-
rent ia must be equal to Tem /(kmΦp), where km is the motor torque constant. 

 and no associated dynamics or the torque actuator has a static gain 
delays.  

(s) must be taken into consideration. In cases when time 
constants involved in feedback filtering and processing are found to be consid-
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For this reason, the torque reference Tref , derived from the speed controller 
WSC (s), becomes the armature current reference Ia

*  = Tref /(kmΦp).  
For the sake of simplicity of introductory considerations, the power ampli-

fier supplying the armature current in Fig. 1.2, is reduced to an idealized, 
controllable current source. In practice, the DC drive power amplifiers oper-
ate on the basis of commutating the switching power transistors or thyristors, 
and they are associated with an analog or digital current controller. The am-
plifier supplies the armature voltage uAB to the motor. The armature current 

a  a  a  a AB – ea , where La and Ra 
denote the armature inductance and resistance, while ea = keΦpω  represents 
the back electromotive force induced in the armature winding. The current 
controller actuates the power switches in order to obtain the voltage uAB that 
compensates ea and suppresses the error ∆i = Ia

*
a

produces the voltage reference u*
AB by multiplying the error by the propor-

tional and integral gains. With sufficiently high loop gains, the error ∆i has 
negligible values. In such cases, the impact of the electromotive force ea on 
the armature current can be neglected. Further considerations assume an ideal 
current controller where Ia

* = ia .  
 

Fig. 1.2.      Separately excited DC motor supplied from a controlled current source, 
used as the torque actuator in a simple speed-controlled system. 

Most contemporary speed controllers are implemented in a digital man-
ner; that is, they reside within the program memory of microcontrollers and 
digital signal processors (DSP) dedicated to motion-control tasks. In other 

sis, synthesis, and tuning of such discrete-time (or digital )  speed control-
lers involves the z-domain representation of relevant signals and transfer 
functions (i.e., z-transform). Prior to digital speed controllers, the speed 
control functions WSC (s) were historically implemented in a continuous 

changes according to the equation L di /dt + R i  = u

 – i . The current controller 

words, their control actions take place at discrete, equally spaced time 
instants, paced by the interrupt events of a microcontroller/DSP. The analy-
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domain, mostly by means of analog electronic circuitry comprising opera-
tional amplifiers, resistors, and capacitors. Ancestors to digital controllers, 
the continuous-domain speed controllers are frequently referred to as ana-
log . The analysis of analog speed controllers involves s-domain representa-
tion of signals and functions (i.e., Laplace transform).  

To facilitate understanding of the basic concepts, analog speed controller 
analysis, synthesis, and parameter setting are discussed in the next two 
chapters. Digital, discrete-time implementation is considered from Chapter 

tem in Fig. 1.2. Hence, it is assumed that the speed measurement system in-
troduces no delays (ωfb = ω). In the same way, an ideal torque actuator is 
assumed with Ia

* = ia  and Tem = Tref . The load is assumed as inertial, having 
no friction (B = 0). The analysis given in Chapter 2 considers the basic pro-
portional and integral control actions, derives key transfer functions, for-

speed controller structure.  
In Chapter 3, the impact of the dynamics and transfer functions related to 

the speed feedback acquisition and torque actuation on the design of analog 
speed controllers is examined. For simplicity, the traditional DC drive with 
analog speed control is taken as a design example. The delays in torque ac-
tuation are discussed and derived for the most common power amplifiers 
used in conjunction with the speed controlled DC drives. The parameter-
setting procedures frequently used for tuning conventional PI analog con-
trollers are reviewed and discussed, including the double ratios, symmetrical, 
and absolute value optimum. The bandwidth and performance limits are at-
tributed to intrinsic drawbacks of the analog implementation. At the end of  
Chapter 3, the place and role of the analog speed controller within the 
conventional cascaded structure of motion-control systems is outlined, 
along with the description and the need for feedforward control actions. 
Chapter 4 and the succeeding chapters discuss digital, discrete-time speed 
controllers.  

Problems 

P1.1 
Consider the speed-controlled system in Fig. 1.2, comprising the speed 
controller WSC (s), the separately excited DC motor with kmΦp = 1 Nm/A, 

2

4 onward. Chapter 2 explains the basic concepts of the speed controller 
design. Necessary control actions are inferred from the speed-controlled sys-

mulates design goals, gives insight into the closed-loop bandwidth and 
parameter setting, and discusses the impact of various disturbances on the 

the inertial load with parameters J = 0.1 kgm  and B = 0, and a power 
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plifier provides the armature current ia (t) = Tref (t)/km /Φp. The torque refer-
ence is obtained from the proportional speed controller as Tref (t) = KP 
∆ω. The gain KP is set to 10 Nm/(rad/s). The load torque is constant and 
equal to TL(t ) = TLOAD = 10 Nm. Determine the difference between the 
speed reference ω* and the actual speed ω in the steady state. Note that the 
torque developed by the separately excited DC motor equals Tem = km Φp ia .  
 
 
P1.2 
For the system described in problem P1.1, determine the closed-loop trans-
fer function WSS (s) = ω (s)/ω*(s). Calculate the bandwidth frequency fBW 
from the condition |WSS( j 2πfBW)| = 1/sqrt(2).  
 
 
P1.3 
For the system described in P1.1 and P1.2, determine the output-speed 
transient response to a step change in the reference speed by using the Mat-
lab command step (). Estimate the rise time τR (i.e., the time interval re-
quired for the output speed to change from 10% to 90% of its steady-state 
value) from the figure. Compare the value fX = 0.3/τR to the bandwidth fre-
quency fBW obtained in P1.2.  
 
 
P1.4 
Assuming that the previous system has friction B = 1 Nm/(rad/s), deter-
mine the closed-loop transfer function WSS (s) = ω (s)/ω*(s). Given the 
speed reference of ω*(t) =  Ω*= 100 rad/s and with TL = 0, calculate the 
steady-state values of the output speed and speed error.  
 
 
P1.5 
For the system described in P1.4, calculate the bandwidth frequency fBW 
from the condition |WSS ( j 2πfBW)| = 1/sqrt(2).  

amplifier that can be modeled as a controllable current source. The power am-



 
In this chapter, the basic speed-controller design concepts are analyzed. 
Considering proportional and integral control actions, the key transfer func-
tions are derived, and design goals formulated. An insight is given into the 
closed-loop bandwidth and the parameter setting. Discussing the impact of 
various disturbances on the speed controller structure, the feedforward con-
trol and internal model principle are explained. Laplace transform basics 
and familiarity with computer simulation tools are required to understand 
the developments and examples in chapters 2 and 3.  

2.1 Proportional control action  

The role of the speed controller is to generate the torque reference signal 
(Fig. 1.2) in a way that makes the actual speed ω track the reference ω*in 
the presence of disturbances and load torque TL variations. If we consider 
the load with negligible friction coefficient B, the rate of change of the con-
trolled speed ω is given in Eq. 2.1:  

Lem TT
t

J −=
d
dω .  (2.1)

Whenever the driving torque Tem overwhelms the load TL, the speed ω is 
bound to increase. Given a constant or slowly varying load TL, the rate of 
change dω/dt is proportional to the driving torque Tem. The speed controller 
WSC (s) design must ensure that the actual speed tracks the reference ω*.  
Therefore, the simplest design decision is to generate the torque reference 
in proportion to the detected speed error,  Tref = KP (ω*  ω) = KP ∆ω.  It is 
expected that positive errors ω* ω produce positive Tem = Tref and, there-
fore, a positive rate of change dω/dt which, in turn, drives the actual speed 
ω towards the reference ω* and reduces the error ∆ω. A similar line of 
thought applies to the cases when the error ∆ω is negative. The design de-
cision Tref = KP ∆ω is referred to as proportional control law. Without being 

−
−

2 Basic Structure of the Speed Controller 



aware of that law, a car driver applies proportional control while pressing 
the accelerator/brake pedal in order to bring the speed close to the desired 
level. With the actual speed ω being the sole state variable within the con-
trol object 1/Js in Fig. 2.1, the proportional control action represents the 
state feedback controller. Hereafter, the performance of the speed controller 
with  proportional action is investigated. The analysis is based on a simpli-
fied speed-controlled system, as represented in Fig. 1.2, having an idealized 
speed measurement system (ωfb = ω),  an instant response torque actuator 
(Tem = Tref ), and a load with no friction (B = 0). A block diagram of the 
proportional speed controller is given in Fig. 2.1.  

 

ertia with no friction (B = 0) and a separately excited DC motor with in-
stant torque response (Tem = Tref ) and idealized speed measurement.  

 

2.1.1 Open-loop and closed-loop transfer functions 

For the system in Fig. 2.1, the driving torque Tem is proportional to the 
speed error (Eq. 2.2). The transfer function of the speed controller WSC (s) 
is defined by Eq. 2.3. In Eq. 2.4, the transfer function WP (s) stands for the 
control object (plant), which is a plain integrator, since the load has an iner-
tia J and no friction.  

( ) ( ) ωωωωω ∆=−=−== PPFBPrefem KKKTT **  (2.2)

( ) ( )
( ) P

ref
SC K

s
sT

sW =
∆

=
ω

 (2.3)
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Fig. 2.1.    Proportional speed controller applied to the system comprising a load in-
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For the case when the load torque equals zero and the feedback is broken 
(ω = 0), the open-loop transfer function WS (s) (Eq. 2.5) relates the system 
output ω (s) to the reference input ω∗(s). In other words, the transfer func-
tion WS (s) relates the system output ω(s) to the speed error ∆ω (s) in condi-
tions when TL = 0. For the system shown in Fig. 2.1, the open-loop signal 
transfer is defined by the series connection of the speed controller and the 
control object, namely,  WS (s) = WSC (s)WP (s). In the developments that 
follow, some properties of the open-loop system transfer function WS (s) 
and the closed-loop system transfer function WSS (s) = WS (s) / (1 + WS (s)) 
will be exploited in accessing the speed error and the closed-loop dynam-
ics. The closed-loop transfer function for the system in Fig. 2.1 is given by 
Eq. 2.6, which defines the signal flow from the speed reference input ω∗ to 
the system output ω  in conditions when the load torque is zero and the 
feedback loop is closed.   
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A frequently encountered speed reference waveform is the Heaviside 
step, ω∗(t) = Ω* for t > 0. Being a causal function, ω∗(t) = 0 for t < 0.  The 
Laplace transform (i.e., complex image) of such a reference is ω∗(s) = Ω*/s. 
Under the assumption TL = 0, the complex image of the system output 
ω(s) is given by Eq. 2.7. The time response ω(t) is obtained as the inverse 
Laplace transform of ω(s) and is given in Eq. 2.8, where the constant ω(0) 
stands for the initial condition. The initial condition ω(0) is the value of the 
speed found at the instant t = 0, inherited from the system events prior to 
the step ω∗(s) = Ω*/s. In the response given in Eq. 2.8, the initial value 
ω(0) decays exponentially to zero, while the output ω(t) converges towards 
the reference Ω*. The steady-state value of the output is ω(∞) = Ω*. Hence, we 
conclude that the proportional speed controller with no load torque and with a 
Heaviside reference input exhibits no error in the steady state (∆ω = 0). Note 



that the steady-state value ω(∞) of the time function ω(t) can be found di-
rectly from the complex image ω(s) (see Eq. 2.9).  
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The time constant τ = J/KP defines the speed of response or the band-
width of the proportional speed controller. With a step response having an 
exponential form, such as the one in Eq. 2.8, the actual speed reaches the 
value of (1 – e–1)Ω* (i.e., 63.21%) with a time delay of τ. Higher values of 
proportional gain KP would result in a faster response. The response speed 
is frequently described by means of the closed-loop bandwidth, briefly ex-
plained below. The bandwidth is understood as the range of frequencies the 
input signal ω*may assume while passing from the speed reference input to 
the output ω without excessive attenuation. Most systems have a low-pass 
nature. Hence, the bandwidth is normally defined as the interval starting 
from zero frequency (DC) and ending at the maximum frequency ωBW, re-
ferred to as the cutoff  frequency or the bandwidth frequency.  

Several definitions of the frequency ωBW exist in practice. Outlined in 
short, the most common interpretation defines the bandwidth ωBW  as the 
frequency of sinusoidal reference input ω*(t) that results in the system out-
put ω(t) attenuated (reduced in amplitude) by a factor of sqrt(2) (corre-
sponding to –3db). The proper delimiting of the bandwidth frequency for a 
practical speed-controlled system requires the following steps and consid-
erations:   

 
• It is assumed that the speed reference is a sinusoidal signal ω* = A 

sin(ωet). 
• The amplitude A is to assume a moderate value that does not saturate 

the torque actuator. Namely, the values of Tem  required for the proper 
tracking of ω* = A sin(ωet) should not go beyond the intrinsic limits of  
the torque actuator.  

10      2 Basic Structure of the Speed Controller 
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• With an increase of the excitation frequency ωe, the amplitude of the 
system output ω would vary. Given the low-pass nature of the system, 
a decrease in amplitude is to be expected. Depending on the poles and 
zeros in the transfer function WSS (s), the output amplitude may exhibit 
a resonant peak (increase) next to the bandwidth frequency, followed 
by eventual decline.  

• The bandwidth ωBW  is defined as the excitation frequency ωe at which 
the output amplitude drops down to 70.71% of the input A.  

 
For the closed-loop transfer function of the proportional speed-

controlled system having a single, real pole (Eq. 2.6), the bandwidth fre-
quency ωBW is given in Eq. 2.10. By considering sinusoidal excitation ω*(t) 
and sinusoidal output ω(t), we can derive their Fourier transforms ω*( jω) 
and ω( jω). If we replace the argument s with jω, the transfer function 
WSS ( jω) provides the ratio ω( jω)/ω*( jω). Therefore, the closed-loop band-
width frequency ωBW can be determined as the one driving the WSS  ( jω) 
magnitude down to 0.7071. Finally, the bandwidth of the system given in 
Fig. 2.1 equals ωBW =KP /J.  
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= BWSSSS jW
j
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The proportional gain of the speed controller has a direct impact on the 
bandwidth (ωBW =KP /J ). Apparently, the bandwidth of the system in Fig. 
2.1 is not limited, as the gain KP can be arbitrarily chosen. In practice, the 
range of applicable gains is always limited. The effects that limit the gain 
include, but are not confined to the noise problems. Specifically, a certain 
level of parasitic components exists in the feedback signal ωfb and hence in 
the speed error ∆ω as well. Referred to as noise, the  parasitic signals usu-
ally have an amplitude smaller than ωfb by several orders of magnitude. 
Even when multiplied by a moderate KP gain, the noise contribution to the 
torque reference Tref is insignificant in most cases. However, extremely 
high values of the gain would result in significant noise content in Tref  and 
Tem signals, impairing the system’s capability to track the reference input 
and placing into question the integrity of the electric motor and associated 
power amplifier. For these and other reasons, the feedback gains, such as 
the gain KP and the close-loop bandwidth ωBW,  are subjected to limits.  

 



2.1.2 Load rejection of the proportional speed controller 

The closed-loop transfer function WSS (s) defines the complex image of the 
system output ω(s) for the given speed reference ω*(s), under the assump-
tion that the load torque TL is equal to zero. The load torque, itself, affects 
the output speed ω and may be the origin of speed errors ∆ω. Therefore, it 
is of interest to determine, for any speed-controlled system, the transfer 
function WLS (s) = ω(s) /TL(s) relating the complex images of the system 
output ω(s) and the load torque TL(s). Ideally, the WLS (s) should be equal 
to zero. In this case, the load torque TL variations would not produce any 
variation of the speed. Systems with the WLS (s) close to zero are referred to 
as rigid or stiff, reflecting the fact that their loads TL(t) have little or no 
influence on controlled speed. In terms of control theory, the load torque 
TL(t) is an external disturbance, unrelated to the speed reference and the 
internal variables. It can be predictable (deterministic) or stochastic in na-
ture. The transfer function WLS (s) reflects the output speed sensitivity to 
load disturbances. For the system in Fig. 2.1, the transfer function WLS (s) 
is given in Eq. 2.11. The function WLS (s) is inversely proportional to the 
gain KP . Hence, the stiffness (rigidity) of the system is directly proportional 
to an applicable gain.  
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In Eq. 2.12, the complex image of the output speed ω (s) is given for the 
case when both the speed reference ω*(s) and the load torque TL(s) are pre-
sent. It is of interest to determine the steady-state value of the output speed 
in the case when both the speed reference and load torque are the Heaviside 
step functions with amplitudes Ω* and TLOAD , respectively. The value ω (∞) 
is given in Eq. 2.13.   
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From Eq. 2.13, we conclude that the proportional speed controller can-
not ensure zero error in the steady state. In the presence of the load torque, 
the actual speed will deviate from the speed reference. The speed deviation 
is inversely proportional to the feedback gain (TLOAD /KP). The gain KP is 
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subjected to limits and cannot be increased such as to make the speed error 
∆ω = TLOAD /KP negligible.  

The presence of the steady-state speed error can be predicted from the 
block diagram in Fig. 2.1. If we consider the steady-state operation in 
the case when a constant load torque TLOAD is applied, it is obvious that the 
driving torque Tem =TLOAD  must be present in order to balance the load 
torque and keep the speed constant. Given the speed controller transfer 
function WSC (s) = KP , it is clear  that the speed error ∆ω = TLOAD /KP  must 
be fed to the speed controller input in order to obtain the desired output Tref 
=Tem. At this point, it is of interest to suggest the necessary modification of 
WSC (s), suited to eliminating the steady-state speed error in the presence of 
a constant load-torque disturbance. The block WSC (s) in Fig. 2.1 should be 
capable of providing the torque reference Tref  = TLOAD  at the output, while 
having the speed error ∆ω = 0 at the input. Therefore, WSC (s) should be en-
hanced by adding an integral control action. An integrator supplied with 
∆ω = 0 at input keeps the output Tref

tegral control action to the speed controller will be discussed further on.  

2.1.3 Proportional speed controller with variable reference 

The task of tracking a variable reference is frequently referred to as the 
servo problem. When the desired speed changes in time, the speed refer-
ence change is called the reference profile or trajectory ω*(t). The ability of 

ramp, 

given in Fig. 2.1, and assume that the load torque is absent, the Laplace 
transform of the output speed is derived in Eq. 2.15. The complex image of 
the speed error ∆ω is given in Eq. 2.16.   
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  constant. The effects of adding the in-

The speed reference increasing at a constant rate, also known as the 
is given in Eq. 2.14, along with its complex image (i.e., Laplace trans- 
form). If we consider the speed controller with the proportional action, 

the speed controller to track the desired profile is measured by the speed 
error ∆ω, which should be as small as possible.  

L
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Provided that sufficient time has passed (t >> τ) from the instant t = 0, 
when the reference ramp ω∗(t) = A*t  is applied and the system is put into 
motion, and given the fact that the system in Fig. 2.1 is stable, the steady-
state condition is reached. The output speed will track the reference. Any 
eventual speed error ∆ω, as well as the driving torque Tem , will assume con-
stant values. The steady-state speed error is derived in Eq. 2.17:  

(2.17)

The error ∆ω in tracking the ramp with slope A* is proportional to the 
load inertia and inversely proportional to the feedback gain KP . An increase 
in KP would reduce the tracking error. However, since the range of applica-
ble gains is limited due to the stability condition, the tracking error cannot 
be completely removed. Therefore, in order to provide error-free slope 
tracking, the structure of the speed controller WSC (s) needs to be changed.  

The limited ability of the speed controller to track the reference can result 
in a sustained tracking error, as shown in the previous expression. There is a 
class of references that may result not only in a limited steady-state tracking 
error (Eq. 2.17), but, also, in a complete lack of tracking capability and a 
progressive increase of the error ∆ω. As an example, consider the propor-
tional speed controller (Fig. 2.1) with a parabolic speed reference ω(t) = Y*t 2. 
The complex image of the speed error ∆ω (s) and the value ∆ω (∞) are given 
in Eq. 2.18.  
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The steady-state tracking error ∆ω (∞) in Eq. 2.18 is infinite, meaning 
*

the case of a stable system. The developments that follow in this chapter 
will illustrate the speed controller enhancements that improve the speed 
profile tracking capability. 

2.1.4 Proportional speed controller with frictional load 

In the analysis given in Sections 2.1.1–2.1.3, it is assumed that the motor is 
coupled to an inertial load exhibiting no friction. The load torque TL(t) is 
considered to be an external disturbance, unrelated to the speed reference or 
internal system variables. It is of interest to investigate the effects that the 

ficient B cannot be neglected. The transfer function WP 
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In the case where the load has no friction (Eq. 2.5), the open-loop trans-
fer function WS(s) becomes an integrator 1/s. When we take into account 
the friction B, the WS (s) obtains a real pole s = B/J :  
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The closed-loop transfer function, given in Eq. 2.21, is similar to the one 
given in Eq. 2.6. The time constant τ1 in the former equation is smaller than 
τ  in the latter. The coefficient  K1 < 1 multiplies the expression in Eq. 2.21. 
This means that the steady-state value of the output speed will not reach the 
reference.  
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For the speed reference, assuming the Heaviside step form ω∗(s) = Ω*/s, 
the complex image of the speed error is given in Eq. 2.22. The steady-state 

that the difference ∆ω(t) = ω (t) ω(t) would progressively increase, even in –

frictional load may have on the performance of the proportional speed 
controller. In the following considerations, it is assumed that the friction

 coef (s) of the iner-
tialfrictional load is given in Eq. 2.19.  

–



speed error ∆ω (∞) is found in Eq. 2.22.  Due to the presence of the friction 
B, the steady-state error assumes a nonzero value, directly proportional to 
the speed reference and the friction coefficient, and inversely proportional 
to feedback gain KP .  
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2.2 The speed controller with proportional and integral 
action  

In the previous section, it was demonstrated that the speed controller with 
proportional action alone cannot suppress the speed error ∆ω = ω  − ω in 
cases when either the load torque TL is present or the friction Bω assumes  

mained, even in the case when both TL = 0 and B = 0, and the speed refer-
ence input has the form of a ramp function (ω∗(t) = A*t). The previous 
analysis concluded that the elimination of such an error requires the speed 
controller WSC (s) to be enhanced by adding an integral control action. In 
this section, the speed control system with proportional and integral (PI) 
control actions is investigated.  The open-loop and the closed-loop system 
transfer functions are derived and the load rejection is investigated. The 
ability of the PI controller to track the speed reference profile is analyzed 
for ramp-shaped and parabolic references. This analysis is based on the 
diagram in Fig. 2.2, which represents the speed controlled system compris-
ing the PI speed controller, the idealized speed measurement system 
(ωfb = ω),  the torque actuator with an instant response (Tem = Tref ), and the 
load with inertia J  and friction B > 0.  
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a value that cannot be neglected. A nonzero steady-state speed error re-
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Fig. 2.2.  The speed controller with proportional and integral action. The speed- 
controlled system comprises the load inertia J and friction B, and a sepa-
rately excited DC motor with the instant torque response (Tem =Tref ) and 
idealized speed measurement. 

 

2.2.1 Transfer functions of the system with a PI controller 

The speed control system with proportional and integral (PI) control ac-
tions is represented in Fig. 2.2. The transfer function of the load (plant) is 
given in Eq. 2.24. The speed controller transfer function is given in Eq. 
2.25. The open-loop transfer function WS (s), given in Eq. 2.26, describes 
the input-output signal flow under conditions when the feedback loop is 
opened and the load torque is absent. The open-loop transfer function has 
one negative, real zero (–KI /KP ), one pole in the origin (s = 0), and one 
real, negative pole (–B /J ).  
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With the load TL(t) = 0, the closed-loop transfer function WSS(s), given 
in Eq. 2.27, relates the complex image of the system output ω(s) to the ref-
erence input ω∗(s). The transfer function WSS (s) has one real zero, which is 
the zero of the polynomial in the numerator. It also has two poles, and these 
are determined to be the zeros of the polynomial in the denominator. The 

efficients b1 and b2.  
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2.2.2 Load rejection with the PI speed controller  

It is of interest to investigate the effects of introducing the integral action 
on the speed controller’s capability to keep the steady-state speed insensi-
tive to the constant, or slowly varying, load disturbances. The transfer func-
tion WLS (s) = ω(s)/TL(s) relates the complex images of the system output 
ω(s) and the load torque TL(s) in the condition when ω*(t) = 0. It is desir-
able to keep WLS(s) = 0, since, in this case, load torque TL variations would 
not produce any variation of the controlled speed ω(t). Such a system 
would be infinitely stiff or rigid, and its sensitivity to load disturbances 
would be nil. For the system in Fig. 2.2, the transfer function WLS(s) is 
given in Eq. 2.28.  
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When both the speed reference and load torque are present in the form of 
Heaviside step functions with amplitudes Ω* and TLOAD , respectively, the 
complex image of the output speed is given in Eq. 2.29.  
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Equation 2.30 gives the steady-state value of the output speed ω(t). 
While both the speed reference input Ω* and load torque are present, the 
steady-state output equals Ω*. Hence, the load torque TL(t) = TLOAD does 
not affect the controlled speed in the steady state. A comparison of expres-
sions 2.13 and 2.30 shows that the load rejection capability of the speed 
controller is improved, due to the introduction of the integral action.  

( ) ( )( )
( )

*

2
2

1

*
1

1

1
limlim

00
Ω=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

++

−Ω+
==∞

→→ bssb
K

sTsa
ss I

LOAD

ss
ωω  (2.30)

Notwithstanding the presence of the integral control action, load torque 
disturbances other than TL(s) = TLOAD /s may produce an error in the output 
speed. With the ramp-shaped load torque, where TL(t) = TRAMP t and TL(s) = 
TRAMP /s2, the steady-state speed error is proportional to the slope TRAMP and 
inversely proportional to the gain KI (Eq. 2.31).  
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In this section, the step response of the output speed is analyzed. The rela-
tion between the feedback gains KI , KP , closed-loop poles, and character of 
the step response is investigated. Suppression of the overshoot in the step 
response by means of dislocating the proportional action is reviewed. 

2.2.3 Step response with the PI speed controller 



Practicable closed-loop bandwidths and damping coefficients are discussed 
and explained, and a rule of thumb for parameter setting is suggested.  

With the speed reference ω∗(t) = Ω* h (t) and load torque TL(t) = 0, the 
complex image ω (s) of the output speed is given in Eq. 2.32.  The step re-
sponse of the output speed ω(t) is obtained as the inverse Laplace transform 
of ω(s). The inverse Laplace transform of the complex image ω(s) is given 
in Eq. 2.33. The constant γ  is a real positive number securing the conver-
gence of the integral, known as the axis of the absolute convergence. The 
desired time response ω(t) can be obtained by performing the integration in 
Eq. 2.33.  
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The integration can be avoided in cases when the complex image ω(s) 
can be split into several parts, their inverse Laplace transforms [1] being 
available in Appendix 2. The inverse Laplace transforms f (t) of several 
complex functions F (s), relevant for solving Eq. 2.33, are given in Eq. 2.34.  
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It is evident in Eq. 2.34 that the presence of oscillations within the time 
response f (t), their frequency, and their decay rate depend on the zeros of 
the F (s) denominator. It can be demonstrated that the complex image F (s), 
having denominator zeros s1/2 = –σ ± jω0, corresponds to response f (t) in 
the time domain, comprising the oscillations at the frequency ω0. The am-
plitude of said oscillations exhibits an exponential decay (e σt = e t/τ ) with 
time constant τ = 1/σ.  

20      2 Basic Structure of the Speed Controller 

− −

L

L

L

L



2.2 The speed controller with proportional and integral action      21 

The transfer function WSS (s) in Eq. 2.32 has the second-order denomina-
tor d (s) = 1 + b1 s + b2 s

2, having the zeros s1 and s2, given in Eq. 2.35. 
When b1

2
 – 4b2 > 0, and with both b1 > 0 and b2 > 0, the zeros are real nega-

tive numbers. With b1
2
 – 4b2 < 0, the zeros are conjugate complex numbers 

having the form s1/2 = –σ ± jω0. In this case, the real component equals –
b1/2/b2. When the roots are complex, their absolute value ωn = |s1| = |s2| = 
(σ2 + ω0

2)0.5
 is called the natural frequency. The oscillations within the time 

response are expected at a reduced frequency ω0 = ( ωn
2 σ 2)0.5. The de-

nominator of d (s) of the closed-loop transfer function WSS (s) is, at the 
same time, the characteristic polynomial of the closed-loop system. The ze-
ros s1 and s2 are referred to as the closed-loop poles. In the matrix represen-
tation of the system, the poles s1 and s2 can be found as the eigenvalues of 
the system matrix. Besides poles, the WSS (s) may have zeros, and these are 
the zeros of the polynomial in the nominator of WSS (s). 
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The closed-loop poles s1 and s2 depend on the plant parameters (B, J ) 
and the control parameters KP , KI , also called the feedback gains. In this 
way, the step response of the output speed ω(t) can be controlled by means 
of tuning the feedback gains to the desired values. If we consider ω(s), 
given in Eq. 2.32, the step response ω(t) can be expressed in the form 
shown in Eq. 2.36, clearly indicating the impact of the zeros s1 and s2 on the 
time-domain response.  
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Whenever the closed-loop poles are real, the step response will be expo-
nential and without oscillations. With complex poles s1/2 = –σ ± jω0, oscilla-
tions at the frequency ω0 will take place, exponentially disappearing in 
time. A larger real component of the poles Re(s1/2) = –σ  will result in a 
faster oscillation decay. The ratio |Re(s1/2)| / | s1/2| = σ/ωn is known as the 
damping factor and is denoted by ξ = σ/ωn. For damping factors  ξ > 1, the 
closed-loop poles are real and the step response is strictly exponential, in-
volving no oscillations. When ξ < 1, the poles are conjugate complex. With 

– 



a smaller damping factor ξ, the oscillations are more emphasized. The in-
fluence of the damping factor on the step response is illustrated in Figs. 
2.3–2.5.  

If we consider a second-order polynomial d (s) in the denominator, hav-
ing a pair of conjugate complex zeros s1/2 =  σ ± jω0, and introduce the 
natural frequency ωn = (σ2 + ω0

2)0.5 and damping factor ξ = σ/ωn, then d (s) 
can be rewritten as shown in Eq. 2.37. Frequently encountered in textbooks 
and articles, this presentation of d (s) relates the polynomial coefficients to 
the undamped natural frequency ωn and the damping coefficient ξ. By 
means of the denominator of the transfer function WSS (s) in Eq. 2.27, it is 
possible to observe the impact of the feedback gains on ξ and ωn.  
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The closed-loop transfer function 2.27 can be rewritten by multiplying 
both the numerator and denominator by KI /J. The denominator assumes the 
form shown in Eq. 2.38. Within the same expression, it is evident that the 
integral gain KI determines the natural frequency ωn of the closed-loop 
poles, while the proportional gain KP can be used for tuning the damping 
factor ξ.  
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The effects of the damping factor ξ  on the step response are investigated 
in Figs. 2.3–2.5. On the left, the closed-loop poles are shown in the s-plane, 
while the step-response waveform is given on the right side of each figure. 
The step response is obtained from Eq. 2.39. In this expression, it is as-
sumed that the closed-loop transfer function WSS (s) has two poles, while 
the step ω∗(t) = Ω* h(t) is fed into the reference input.   

( ) ( ) ( ) 22

22*

2
11

nn

nn
SS ssssds

sW
s

s
ωξω

ωωω
++

==
Ω

=  (2.39)

In Fig. 2.3, the closed-loop poles are complex conjugate, located in the 
left half of the s-plane, while the damping factor ξ < 1 is equal to cos(α), 
where α is the angle between the radius ωn and the negative side of the real 
axis. A significant overshoot is observed in the step response (on the right 
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in Fig. 2.3) with subsequent oscillations decaying exponentially. In Fig. 
2.4, disposition of the closed-loop poles and the step response are given for 
the case when both poles are real and equal s1 = s2 and where α = 0 and 
ξ = 1. Finally, Fig. 2.5 displays the pole placement and the step response 
for the case when s1 and s2 are real and different, and where ξ > 1. In the 
latter cases, the step response is delayed and strictly exponential, with no 
oscillations present.  

Fig. 2.3.   (A) Closed-loop poles in the s-plane with a damping coefficient of 
ξ < 1. (B) Corresponding step response derived from Eq. 2.39. 

 
 

Fig. 2.4.   (A) Closed loop poles in the s-plane with a damping coefficient of 
ξ =1.(B) Corresponding step response derived from Eq. 2.39. 

 
 



 
 
Fig. 2.5.   (A) Closed-loop poles in the s-plane with a damping coefficient of  

ξ > 1. (B) Corresponding step response derived from Eq. 2.39. 
 

While the sample transfer function 2.39, shown in Figs. 2.3–2.5, has two 
poles and no zeros, the closed-loop transfer function WSS (s) of the system 
with the PI controller (Eq. 2.27) has one zero,  z1 = –KI / KP  and two poles. 
The poles of WSS (s) are the zeros of its denominator, while z1 is the zero of 
the polynomial in the numerator. The presence of z1 will make the step re-
sponse shown in Eq. 2.33 somewhat different. The step response ω (t) can 
be obtained from the complex image ω (s) in Eq. 2.32, by performing the 
inverse Laplace transform (Eq. 2.33). A simpler alternative consists of 
splitting the complex image ω (s) (Eq. 2.32) into several parts, with their 
inverse Laplace transforms being given in 2.34. Under the assumption that 
the closed-loop poles are conjugate complex,  
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where σ = b1/2/b2, ω0 = (ωn

2 σ2)0.5, and ωn
2 = 1/b2. Coefficients C1, C2, and 

C3 are calculated as 
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Applying Eq. 2.34, the step response of the system in Fig. 2.2 is found as 
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 When the closed-loop poles are negative real numbers (ξ > 1), the step 
response ω(t) can be obtained in a similar manner, by splitting the closed-
loop transfer function into parts having the form Cn /(1+sτn), and using the 
inverse transform –1[1/(1+sτn)] = exp(–t/τn).  

The step-response waveform ω(t) is tested with four different settings of 
the feedback gains. The resulting traces are shown in Fig. 2.6. The traces 
are obtained assuming that the friction B is negligible compared with KP . 
The integral gain KI is kept constant, maintaining the natural frequency ωn

 

= (KI  /J )0.5
P

z1 =  KI  /KP .  
 

Fig. 2.6.    Step response of the closed-loop system in Fig. 2.2. The natural fre-
quency ωn and the gain KI are kept constant (Eq. 2.38), while the gain 
KP assumes four different values, affecting the damping factor ξ and 
changing the value of the transfer function zero z1 = –KI / KP .  

 
For the damping of 0.25 and 0.5, the responses in Fig. 2.6 contain a large 

overshoot. With ξ = 1, the closed loop poles s1 and s2 are equal negative 

L 

 at a constant value. The proportional gain K  is varied, affec- 
ting the damping factor ξ  (Eq. 2.38) and changing the closed-loop zero 

−



real numbers and the response is exponential, having no oscillations. How-
ever, a slight overshoot in the step response is persistent. When ξ = 2, the 
closed-loop poles are real and different, and a very small overshoot is still 

If we probe further into the issue of the overshoot being present in the 
exponential responses ξ = 1 and ξ = 2 in Fig. 2.6, it is interesting to com-
pare them with the step responses shown in Figs. 2.3–2.5. The exponential 
step responses in Figs. 2.4 and 2.5 do not have an overshoot. The latter are 
obtained from the transfer function in Eq. 2.39, having two poles and no 
zeros. Hence, it is the closed loop zero z1 = –KI /  KP  of the closed-loop 
transfer function WSS (s) in Eq. 2.27 that makes the difference and contrib-
utes to the existence of an overshoot, even in cases when the closed-loop 
poles are real.  

The numerator n (s) = sKP + KI of WSS (s) in Eq. 2.27 contributes to the 
derivative action of the transfer function. Such a statement is inferred from 
properties of the Laplace transform: namely, when the complex image F (s) 
of the time function f (t) is known, the Laplace transform of the derivative 
df (t)/dt can be found to be (df (t)/dt) = sF (s) –f (0-). Hence, the Laplace 
operator s, as a multiplier, designates the differentiation. Similarly, the 
presence of 1/s indicates the time integration. The differential nature of  
n(s) = sKP + KI  in Eq. 2.27 contributes to overshoots in Fig. 2.6 by empha-
sizing the rising edge of the input disturbance.  

The conclusion of the above discussion is that the oscillatory response, 
attributed to the conjugate complex poles, is not the sole origin of the step-
response overshoots. The presence of closed-loop zeros can equally con-
tribute to the step response’s exceeding the reference value. This issue, and 
possible modifications of the speed controller that focus  on eliminating the 
overshoot, are discussed in the following section.  

2.2.4 The PI speed controller with relocated proportional action 

The proportional control action in the direct path (Fig. 2.2) makes use of 
the speed error ∆ω. When placed in the feedback path, the control action is 
proportional to the feedback signal ωfb. Replacing the action from the direct 
path into the feedback path  alters the numerator of the closed-loop transfer 
function and removes the closed-loop zero. At the same time, the denomi-
nator and closed-loop poles remain unchanged. The closed-loop transfer 
function WSS(s) for the system in Fig. 2.7 is given in Eq. 2.41, revealing the 
same denominator as in Eq. 2.27 and having no closed-loop zeros.  
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present. The presence of an overshoot in the step response is usually
associated with complex poles, leading to ξ < 1 and involving oscillatory 
components.  
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The effects of removing the closed-loop zero are investigated by checking 
the response of the output speed to the step change in the speed reference. 
The step responses are shown in Fig. 2.8. The integral gain determining the 
natural frequency ωn is kept constant, while the proportional gain KP is var-
ied, so as to obtain responses for four different values of the damping factor. 
Note that the time scaling is slightly changed with respect to Fig. 2.6. The 
exponential responses, obtained with ξ = 1 and ξ = 2, have no overshoot, 
while the responses obtained with the conjugate complex poles (ξ = 0.5 and 
ξ = 0.25) do retain an overshoot, inversely proportional to the damping factor ξ.  

 

 
Fig. 2.7.     The PI speed controller with the proportional action relocated into the 

feedback path. The poles of the closed-loop transfer function W(s) are 
not changed, while the closed-loop zero  z1 = –KI / KP is removed.  
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If we compare the step responses in Figs. 2.6 and 2.8, it is evident that 

the relocation of the gain KP  removes at the same time the closed loop zero 
z1 and the overshoot in the step responses obtained with ξ ≥ 1. However, 
the overshoot suppression is obtained at a cost: the responses in Fig. 2.8 are 
slower, due to the absence of the zero z1 in the closed-loop transfer function 
WSS (s). The speed controller given in Fig. 2.2 and the one presented in Fig. 
2.7 are both in use, depending on the application needs.  



With the proportional gain relocated from the direct path into the feed-
back loop,  the pulsations of the driving torque Tem are reduced. In Fig. 2.7, 
the speed reference signal ω*(t) is not multiplied by KP . Therefore, the fluc-
tuations of the reference do not have a direct contribution to Tem pulsations. 
On the other hand, in motion-control systems where the speed controller is 
one of the inner loops, the absence of the closed-loop zero z1 makes the 
task of tuning the outer loops more difficult to achieve.  
 
 

 
Fig. 2.8.    The step response of the closed loop system in Fig. 2.7. The propor-

tional gain is relocated in the feedback path. The natural frequency ωn 
and the gain KI are kept constant (Eq. 2.38), while the gain KP as-
sumes four different values, affecting the damping factor ξ.  

 

2.2.5 Parameter setting and the closed-loop bandwidth 

The previous section has shown that the character and speed of the step re-
sponse depend on the closed-loop poles s1 and s1, the latter being the roots 
of the denominator d (s) of the transfer function WSS (s). The poles can be 
real or conjugate complex. The real poles result in a relatively slow step re-
sponse, with no oscillations and without the overshoot. Conjugate complex 
poles provide a faster response, with an overshoot inversely proportional to 
the damping factor. The natural frequency ωn and the damping factor ξ (Eq. 
2.38) are determined by the plant parameters J and B, and by the feedback 
gains KP and KI : 
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The closed-loop bandwidth ωBW is related to the natural frequency ωn. 
The bandwidth ωBW  can be defined as the frequency ωe of the sinusoidal 
reference input ω*(t) = A* sin(ωet), which results in the system output 
ω(t) = A sin(ωet ϕ)  attenuated by A/A* =  1/sqrt(2), corresponding to 3db. 
The transfer function WSS ( jω) is the ratio between the complex images 
ω( jω) and ω *( jω). Hence, the bandwidth frequency can be found by solv-
ing |WSS ( jωBW )| = 0.707. In general, the ratio ωBW /ωn is not constant. 
Variations in the damping factor ξ can produce resonant peaks (increase) in 
the amplitude characteristics |WSS  ( jω )| and, consequently, can shift the de-
cline towards higher frequencies. At the same time, the presence of zeros in 
WSS(s) leads to higher values of ωBW. For reference, the ratio ωBW /ωn is de-
termined below for the closed-loop transfer function in Eq. 2.41, having 
two real, equal closed-loop poles s1 = s2 = ωn (ξ = 1). In Eq. 2.42, the 
closed-loop bandwidth is found to be ωBW = 0.6436 ωn .  
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In a number of applications, satisfactory results are obtained with conju-
gate complex poles, keeping the damping factor ξ ∈ [0.5 .. 1]. The re-
sponse speed and the closed-loop bandwidth are determined by the natural 
frequency ωn. According to Eq. 2.38, the natural frequency of the closed-
loop poles is  proportional to (KI /J )0.5. Hence, the integral gain should be 
set to obtain the desired loop bandwidth. At the same time, the gain KP 
should be changed to obtain the desired damping factor ξ ≈ 1. From Eq. 
2.38, the damping coefficient is directly proportional to KP and inversely 
proportional to KI 

0.5 (ξ 2 ∼ (KP /ωn)2 ∼ KP
2/KI). Therefore, in order to keep 

the damping factor in the prescribed zone, the ratio KP
2/KI of the feedback 

gains should be preserved as well.  

−−



2.2.6 Variable reference tracking 

It is worthwhile to investigate the capability of the system with the PI con-
troller to suppress the speed errors while operating with a variable refer-
ence. The problem of tracking the speed reference profile ω∗(t) is often 
called the servo problem. For a given speed reference ω∗(s), the speed error 
is found to be ∆ω(s) = WE (s)ω∗(s), with the error function WE (s) being 
equal to 1–WSS(s). With proportional action in the direct path (Fig. 2.2), the 
speed controller’s error function is given in Eq. 2.43 as WE1 (s). The gain 
KP in the feedback path results in the error function WE2(s):  
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In the subsequent analysis, the reference profiles considered are the step 
reference (ω∗(t) = Ω*h(t)), the ramp reference (ω∗(t) = A*t h(t)), and the 
parabolic reference (ω∗(t)= Y*t 2 h(t)). The complex images of these refer-
ences are ω∗(s) = Ω*/s, ω∗(s) = A*/s2, and ω∗(s) = 2Y*/s3, respectively.  Pro-
vided that the system is stable and sufficient time has passed (t >> τ) from 
the origin t = 0, the steady-state condition is reached, and any eventual 
speed error reaches the value of ∆ω(∞).  

The speed error ∆ω(∞) is found by calculating the limit value in Eq 2.44. 
For the step reference ω∗(s) = Ω*/s, the tracking error ∆ω(∞) is given in Eq. 
2.45 for both presentations of the speed controller. Regardless of the loca-
tion of the proportional action and friction coefficient B, the steady-state 
tracking error is equal to zero.  
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When the speed reference profile assumes the form of a ramp ω∗(t) = A*t 
h(t), the steady-state tracking error ∆ω(∞) is given in Eq. 2.46 for both 
cases. With the proportional action in the direct path, the error is propor-
tional to the friction B. Therefore, in cases when the friction is negligible, 
the PI controller in Fig. 2.2 tracks the ramp ω∗(t) = A*t h(t) without an 
error. On the other hand, the PI controller with the proportional action 
relocated in the feedback path (Fig. 2.7) sustains an error ∆ω (∞) = 
A*(KP + B)/KI ,  a nonzero value even in the case of a load with no friction.  

The error in tracking the parabolic reference ω∗(t) = Y*t 2 h(t) is given in 
Eq. 2.47. Notwithstanding the implementation of the proportional action, 
the PI speed controller cannot track the parabolic reference and suffers an 
ever increasing tracking error.  

( ) ( )
I

P
E

I
E K

BK
s

sWs
K
B

s
sWs

ss

+
Α=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Α
Α=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Α
→→

*
2

*

2
*

2

*

1 limlim
00

,  (2.46)

( ) ( ) ∞=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Υ
∞=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Υ
→→ 3

*

23

*

1
2,2

limlim
00 s

sWs
s

sWs EE ss
 (2.47)

2.3 Suppression of load disturbances and tracking errors 

The task of a speed controller is to generate the torque reference that drives 
the output speed towards the reference ω* and keeps the speed error ∆ω as 
small as possible, preferably zero. The speed error is caused either by the 
input disturbance (i.e., the speed reference) or by changes in the load torque 
TL. The proportional and integral control actions of the PI controller, dis-
cussed in the previous sections, are capable of suppressing a range of input 
and load disturbances. In the presence of step disturbances ω(t) = Ω*h(t) 
and TL(t) = TLOAD h(t), the PI speed controller provides the steady-state out-
put without an error (ω(t) = Ω* in Eq. 2.30). On the other hand, there are 
disturbances that cannot be suppressed by the PI controller. Some of them 
result in a finite speed error (Eq. 2.46), while others may prevent the sys-
tem from reaching the steady state (Eq. 2.47).  

Suppression of the speed error can be achieved by selecting the proper 
structure of the speed controller. Given the reference trajectory ω*(t), the 
structure can be designed to ensure ∆ω(∞) = 0. In the same way, for a 
known load disturbance TL(t), the controller structure can be devised to 
suppress the steady-state error. The resulting structures of the speed 



 

2.3.1 The proper controller structure for the given reference 
profile  

The ability of the PI controller to suppress the speed error while tracking 
the speed reference profile ω∗(t) has been investigated in the previous sec-
tion. The stepwise reference profile is tracked without the steady-state er-
ror. With the ramp profile (Eq. 2.46), the speed error is absent only in the 
case when the friction B is negligible and the proportional action is in the 
direct path. The PI speed controller is not capable of tracking the parabolic 
profile, since the tracking error would progressively increase (Eq. 2.47). 
Given the speed reference profile ω∗(t) = Ct n, it is evident that the difficulty 
in tracking the reference increases with n. The Laplace transform of t 

n
 be-

ing n!/s 
n+1

, a range of speed reference profiles can be expressed in the fol-
lowing form:  

( ) ( ) ( ) ( )[ ] ∑∑
=

+
=

=−==
n

k
kk

n

k

k
k s

kCtsthtCt
0

1
0

*** !1, ωωω . 

The speed error in tracking such profiles would depend on n, the maxi-
mum value of the exponent k in the expression t 

k. Addition of the integral 
action to the proportional speed controller enabled zero-free reference 
tracking for k = 0 and also for k = 1, provided that B = 0. It is expected that 
the speed references comprising t 

k with k > 1 may require additional con-
troller enhancements. At this point, it is of interest to determine the struc-
ture of the speed controller that would lead to a zero tracking error, with the 
reference profile having the factor t 

k. Considerations given in Sections 
2.2.6 and 2.1.3 are generalized below for an arbitrary value of k. Without 
lack of generality, it is assumed that all speed controller actions are placed 
into the direct path, as indicated in Fig. 2.9, which presents the block dia-
gram that is the basis for further considerations. In this diagram, it is assumed 
that the load torque disturbance TL(t) is absent. In the next step, it is dem-
onstrated that the reference tracking capability of speed-controlled systems 
can be judged from the properties of the open-loop transfer function WS (s).  

The open-loop transfer function WS (s) is rearranged as K·num (s)/ 
den (s)/sR, where K represents the gain, R is the exponent of the factor s R in 
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controller may be different from the ones given in Fig. 2.2 and Fig. 2.7. In 
Section 2.3.1, the discussion focuses on designing a controller structure 
compatible with a given speed reference profile. In Section 2.3.2, the struc- 
ture is devised to suppress the effects of known load disturbances on the 
steady-state output. 

L
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the denominator, num(s) is the polynomial in the numerator and den(s) is 
the polynomial in the denominator. It is assumed that the latter two can be 
expressed as  
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namely, that their coefficients with s 0 are equal to one. The exponent R is 

of the system with PI controller, as given in Eq. 2.26, can be rearranged as  
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and it has the astatism R = 1. With an astatism of 1, the system is capable 
of  tracking the reference ω*(s) = 1/sR = 1/s, namely, the step reference, as 
already proven in Eq. 2.45. Below, we will show that zero-free tracking of 
the reference ω*(s) = 1/sR requires a transfer function with astatism R. 

 

 
S (s) embodies the speed controller 

WSC (s) and the transfer function WP (s) of the mechanical subsystem 
(load). 

For the system in Fig. 2.9, the complex image of the speed error is given 
in Eq. 2.49. If we consider a reference profile ω*(s) = K*/sRR applied to the 
system with the astatism RS, the complex image of the steady-state track-
ing error is derived and given in Eq. 2.50. With s →0, both polynomials be-
come num(s) = 1 and den(s) = 1. Therefore, ∆ω(∞) is obtained only with 
RS  ≥ RR. Hence, the astatism of the system must be equal to, or must ex-
ceed, the exponent R  in ω*(s) = 1/sR.  
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known as the astatism [1, 3]. As an example, the open-loop transfer function 

Fig. 2.9.     The open-loop transfer function W
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The required astatism for the step, ramp, and parabolic reference profile 
is summarized in Table 2.1. It is of interest to confirm that Rmin = 2 is re-
quired to track the ramp reference. By examining the leftmost expression in 
Eq. 2.46, it is found that the speed controller, given in Fig. 2.2, tracks the 
reference profile ω*(s) = Α*/s2

  with the tracking error  ∆ω (∞) = Α*B/KI. If 
we check the open-loop transfer function WS (s) (Eq. 2.48) for B > 0, we 
find that it has the astatism RS = 1 < Rmin = 2. On the other hand, without 
the mechanical friction (B = 0), WS(s) assumes the astatism  RS = 2, and 
the tracking error ∆ω(∞) = Α*B/KI  becomes zero.  

When required, the necessary astatism can be achieved by enhancing the 
speed controller’s structure with the necessary control actions. Additional 
control actions are of the form of KR /sR, where R is the desired astatism. To 
demonstrate this, the open-loop transfer function WS(s) is considered (Eq. 
2.48), having initially R = 1. If we add the control action K2/s2 to the speed 
controller’s transfer function WSC(s), the resulting open-loop transfer func-
tion WS (s) (Eq. 2.51), has the astatism R = 2. With such an enhancement, 
the closed-loop speed-controlled system is capable of tracking the ramp 
profile without the tracking error. However, the system dynamics depend 
on the three control parameters (KP , KI and K2) leading to a more complex 
tuning. The open-loop transfer function WS(s) in Eq. 2.51 results in the 
closed loop WSS(s) = WS (s)/ [1+WS(s)], with a third-order polynomial in 
the denominator (i.e., a third-order characteristic polynomial). Hence, there 
are three closed-loop poles determining the step response character.  
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2.1, can be used to determine the structure of a speed controller capable of 
tracking specific speed reference profiles. With the profile ω*(t) comprising 
the element t n, the complex image ω*(s) has the factor n!/ s n

+1. According 
to Eq. 2.50, for the tracking error ∆ω(∞) = 0 to be achieved, the speed con-
troller WSC(s) needs to be extended with the control action K / s 

n+1. Hence, 
the controller structure must comprise the complex image of the input 
disturbance ω*(s), and then the corresponding profile ω*(t) will be tracked 
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The results obtained in Eqs. 2.49–2.50, and those summarized in Table 
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with no error. However, the tracking capability comes at a cost. The intro-
duction of the elements K / s 

n+1
 into  the transfer function WSC (s) makes sta-

bility assurance and parameter tuning troublesome. The problem complexity 
increases with exponent n. Therefore, it is preferable to use the profiles ω*(t) 
which demand the smallest possible value of  n.  
 
Table 2.1.   The minimum astatism Rmin of the speed controller required to achieve  

the speed error of ∆ω = 0 in tracking the step, ramp and parabolic ref-
erences. 

 
The speed 
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Complex image 

of the speed error ∆ω 
Rmin 
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A range of speed reference profiles can be expressed in the form of a 

weighted sum of elements t 
k, with k ranging from 0 to n :  
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It can be shown that the value of n corresponds to the order of the high-
est nonzero time derivative of ω*(t). The time derivative of the function in 
Eq. 2.52 is given in Eq. 2.53 for an arbitrary order p : 
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From this expression, it is found that the nth-order time derivative of the 
same function is a constant (Eq. 2.54), and the derivative n + 1 is equal to 
zero: 
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Given Eq. 2.54, the speed reference profile ω*(t) with dkω∗/dt 
k ≡ 0 for 

each k > n can be successfully tracked with a speed controller comprising a 
weighted sum of control actions 1/s 

p, with  p ranging from 0 to n + 1 (Eq. 
2.55). Hence, the speed reference profiles with an abundance of nonzero 
higher-order time derivatives are more difficult to track, as they call for a 
more complex WSC (s):  
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Moreover, not all reference profiles have a limited number of nonzero 
time derivatives. A sinusoidal profile ω*(t) = sin(2πf t)  has an infinite num-
ber of higher-order time derivatives. A speed controller with an infinite 
number of control actions of the form 1/s 

p cannot be implemented in prac-
tice due to stability problems.  

With larger values of n, the speed controller WSC (s) in Eq. 2.55 results in 
conditional stability: in conditions where the initial gain setting (K0 .. Kn +1) 
results in a stable response, the reduction of certain gains Kk brings the sys-
tem into instability. On the other hand, an absolutely stable system pre-
serves stability in cases when the gains are decreased. The proportional 
speed controller (Fig. 2.1) and PI controller (Fig. 2.2) are absolutely stable. 
The relevant closed-loop transfer functions WSS (s) in Eq. 2.6 and Eq. 2.27 
retain stable poles, even in cases when the gains KP and KI are reduced with 
respect to the initial setting. 
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In most motion-control applications, the astatism is R ≤ 2. Therefore, 
while tracking the profile ω*(t) = sin(2πf t), the speed-controlled system 
will exhibit the speed error ∆ω ≠ 0. This problem is addressed in the fol-
lowing section. 

2.3.2 Internal Model Principle (IMP)   

A simplified block diagram of the speed-controlled system is given in Fig. 
2.10. The torque actuator is assumed as ideal (Tem ≡ Tref), the delay in feed-
back acquisition is neglected (ωfb = ω), and nonlinear aspects such as the 
torque limit are also neglected. It is assumed that both the speed controller 
and control object are linear, expressed in terms of their transfer functions 
WSC (s) = NSC(s)/DSC (s) and WP(s) = NP (s)/DP(s), respectively. In cases 
where the control object is an inertial load with friction Bω,  NP(s) = 1 and 
DP(s) = Js + B. It is of interest to design the speed controller polynomials 
NSC (s) and DSC(s) in such a way that the load disturbance TL(s) does not 
produce the steady-state error ∆ω(∞). 
 

 
Fig. 2.10.   A simplified block diagram of the speed-controlled system, with the 

load disturbance TL(s) expressed in terms of polynomials NL(s) and 
DL(s). 

The complex image of the given load disturbance TL(t) can be obtained 
by the Laplace transform. It is assumed that TL(t) = 0 for t < 0. The com-
plex image TL(s) can be expressed in terms of the numerator NL(s) and de-
nominator DL(s): 
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With TL(t > 0) = TL(∞) = 1, one obtains TL(s) = 1/s, with NL(s) = 1 and 
DL(s) = s + 0. In case of a ramp signal, TL(t) = t, NL(s) = 1 and DL(s) = s2 + 
0·s + 0. 

The speed controller WSC (s) has to remove the impact of TL(t) on the 
steady-state value of the output ω(∞). Hence, the design of the polynomials 
NSC(s) and DSC (s) has to consider the complex image TL(s) and the polyno-
mials NL(s) and DL(s). The disturbances TL(t) can be evaluated based upon 
the roots of DL(s) = 0.  

It is interesting to note that the zeros of denominator DL(s) determine the 
final value TL(∞) = 0 of the signal in the time domain. The complex image 
TL(s), with all denominator zeros in the left half of the s-plane (Re(s) < 0), 
corresponds to TL(t), which decays in time and reaches TL(∞) = 0. An ex-
ample of this is TL(s) = 1/(1+s), resulting in TL(t) = exp(–t).  

The equation DL(s) = 0 may have its roots on the imaginary axis. With 
TL(s) = 1/(1+s2) and TL(s) = 1/s, the roots are s1/2 = ±j and s = 0, respec-
tively. The corresponding time-domain functions are TL(t) = sin(t) and TL(t) 
= h(t). In such cases, the steady-state value TL(∞) in the time domain is dif-
ferent from zero and constrained. With DL(s) = s2 and NL(s) = 1, TL(t) = t 
and TL(∞) = ∞. In all cases when DL(s) has zeros with Re(s) > 0, the final 
value is infinite. Signals with TL(∞) = 0 can be classified as stable and 
those with TL(∞) = ∞ as unstable. Time-domain signals such as TL(t) = 
sin(t) and TL(t) = h(t) are at the stability limit.  

In the presence of the speed reference ω*(s) and the load torque TL(s), 
the output speed is obtained as:   
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In this section, the rejection of load disturbances is considered. There-
fore, the assumption ω*(s) = 0 can be made without lack of generality. The 
output speed is expressed in terms of the polynomials DL(s), DSC (s), DP(s), 
NL(s), NSC (s), and NP (s):  
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In order to achieve ω(∞) = ω∗(∞) = 0, the design of the polynomials DSC 
and NSC  must ensure that all the zeros of denominator (DSCDP + NSCNP)DL 
are stable (Re(s) < 0). In cases when the load disturbance signal is unstable, 
this condition is not guaranteed. Namely, with TL(t) = sin(t), the zeros s1/2 = 
±j of the polynomial DL(s) = 1+s2 become poles of the complex image ω(s) 
and result in ω (∞) ≠ 0.  

Undesired zeros of the polynomial DL(s) are canceled, in cases when the 
numerator NL(s)NP(s)DSC(s) comprises the same zeros. The polynomials NL 
and NP are defined by the disturbance signal TL(t) and the control object 
dynamics, respectively. On the other hand, the polynomial DSC (s) can be 
designed to include DL(s) zeros, which have to be canceled. In such cases, 
the load disturbance has no effect on the steady-state value of the output 
speed (ω(∞) = ω∗). 

The above conclusions show that the speed controller WSC (s) must com-
prise an integral action KI /s in order to reject the load disturbance TL(s) = 
TLOAD /s. According to Eq. 2.13, the proportional speed controller exhibits a 
finite steady-state error ∆ω = TLOAD /KP . Extending the speed controller 
with the integral action, WSC(s) is obtained with NSC(s) = sKP + KI and 
DSC(s) = s. Now, DSC(s) cancels DL(s) = s.  The result ω(∞) = ω∗  is con-
firmed in Eq. 2.30, obtained in Section 2.2.2, where the load rejection ca-
pability of the PI controller is discussed and analyzed.  

The need for the speed controller WSC(s) to comprise the load distur-
bance model DL(s) in its own denominator DSC(s) is known as the Internal 
Model Principle (IMP) [1].  

Therefore, zeros such as s1/2 = ±j cannot be part of the polynomial DSC (s). 
Hence,  load disturbances such as TL(s) = TLOAD sin(t) cannot be rejected 
in the prescribed way. In applications when the load disturbance is known 
in advance, it can be compensated for by the feedforward control action, 
discussed in the following section. 

Note that the speed controller itself cannot contain unstable poles. 



2.4 Feedforward compensation 

The previous section has shown that certain load torque disturbances, such 
as TL(s) = TLOAD sin(ωt), cannot be rejected with the speed controller, where 
the driving torque is generated as Tem(s) = WSC(s)·∆ω(s). In Section 2.3.1, it 
was demonstrated that such a controller cannot track an arbitrary speed ref-
erence profile ω*(t) without an error ∆ω = ω*–ω. In this section, the use of 
feedforward control is considered as a solution capable of suppressing the 
speed error in cases with known disturbances.  

The control structures where the driving force is calculated from the er-
ror in the system output are frequently referred to as feedback controllers. 
Such are the systems given in Figs. 2.1, 2.2 and 2.9. The speed controller 
transfer function WSC(s) can be written as in Eq. 2.55, where the gains K0 
and K1 correspond to the proportional and integral gains, while the ele-
ments Kk/s k are added to enable error-free tracking of the speed reference 
profiles comprising t  

k 1. The implementation of Eq. 2.55 is limited to a 
rather small number of elements (n), due to practical problems in tuning 
and stability assurance for n > 1. Therefore, zero-free tracking of a number 
of references, including the sinusoidal profile, is not feasible in cases where 
the feedback controller is used, with Tem = WSC(s)·∆ω.  

The existence of the error ∆ω = ω*–ω, while tracking a perpetually 
changing reference ω*(t), follows from the fact that the driving torque 
Tem(s) comes as the product  of the speed error and speed controller transfer 
function (WSC(s)·∆ω). In order to provide a dynamically changing Tem, re-
quired to track the profile ω*(t), the speed controller needs an input excita-
tion, making the speed error  ∆ω ≠ 0  inevitable. Only in cases when the 
speed controller structure comprises the complex image of the input distur-
bance ω*(s) can the block WSC(s) generate the desired driving force Tem 
while preserving ∆ω = 0. As shown in the previous sections, the integral 
control action (1/s) enables zero-free tracking of the step reference (Ω*/s), 
while the addition of the control action 1/s2 permits the use of the ramp-
shaped reference (A*/s2). The sinusoidal reference, with (sin(t)) = 
1/(1+s2), and many other relevant reference profiles have complex images 
ω*(s) that cannot be built into the speed controller WSC(s). Therefore, other 
means need to be envisaged to provide zero-free reference tracking in these 
cases.   

If we consider Eq. 2.56, the task of the speed controller is to provide the 
driving torque Tem, required for the output speed ω(t) to track the given ref-
erence ω*(t). In cases where the reference profile ω* (t) is known in ad-
vance, with the load torque TL = 0 and the initial condition ω(0) = ω*(0), 
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the driving torque required to preserve the error-free tracking ω(t) = ω*(t) 
for t > 0 is given in Eq. 2.57.  

ωω BTT
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J Lem −−=
d
d

 (2.56)
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JTFW +=  (2.57)

In Eq. 2.57, the symbols Ĵ and B̂ are used to indicate the possible dis-
crepancy between the parameters used to calculate the torque TFW and the 
actual parameters J and B of the mechanical load. For the case where TL = 0 
and ω(0) = ω*(0), with the driving torque obtained from Eq. 2.57, and the 
correct values of J and B assumed to be available, the output speed is calcu-
lated from Eq. 2.58. Under these assumptions, the error-free tracking ω(t) = 
ω*(t) is achieved without using feedback. In 2.57, the driving torque Tem = 
TFW

*

While the speed control structures in Figs. 2.1 and 2.2 belong to the 
feedback controllers, the control law given in Eq. 2.57 pertains to feedfor-
ward control actions, due to the fact that the input reference ω*(t) is proc-
essed in Eq. 2.57 and fed forward to the plant input.  
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In cases where the load torque is present (TL ≠ 0), the driving torque 
Tem  = TFW cannot ensure ω(t) = ω*(t). On the other hand, whenever the load 
torque TL(t) is known, the driving torque can be calculated as Tem = TFW + 
TFL  (Eq. 2.59), where TFW is the feedforward control action calculated from 
Eq. 2.57, while TFL is the predicted load torque TL. Given that the driving 
torque Tem equals TFW + TFL, the output speed can be calculated from Eq. 
2.60. With ω(0) = ω*(0) and the correct values of J and B assumed to be 
available, the control given in Eq. 2.60 insures a correct error-free tracking 
of the reference profile (i.e., ω(t) = ω*(t) for t > 0).   
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t
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ˆ
d

dˆ ωω
 (2.59)

 

  is obtained from the reference ω (t), which requires neither the 
feedback ω (t) nor the output error signal ∆ω(t).  
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When the speed control system is driven in a feedforward manner, sev-
eral circumstances create the tracking error, and these can be inferred from 
Eq. 2.60. When the inertia parameter J has an erroneous value, the output 
speed will track a scaled reference, ω(t) =  ω*(t) ⋅ (1+∆J/J ). An error in fric-
tion ∆B produces the tracking error that builds up in proportion to ∆B and 
ω(t) (Eq. 2.60). According to the same expression, any error in the load 
torque estimate ∆TFL = TFL TL generates the error ∆ω proportional to the 
integral of ∆TFL. In order to further probe the effects of parameter mis-
match, the feedforward controller is modeled and simulated. A Simulink 
model of the feedforward controller is given in Fig. 2.11 and is contained 
in the file Fig2_11.mdl. The model implements Eq. 2.59, with the estimates 
of the load torque, the friction coefficient, and the inertia labeled TFL, BFF , 
and JFF , respectively. The speed reference profile, supplied on the left side 
in Fig. 2.11, has a trapezoidal form.  
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Mechanical
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Fig. 2.11.   Simulink model of the feedforward controller, given in Eq. 2.59. The 

output speed is controlled with no feedback. Parameters Bff, Jff, and 
the load torque estimate are varied, to give an insight into consequen-
tial tracking errors.  

Simulation traces obtained from the model in Fig. 2.11 are given in Fig. 
2.12. With the proper setting of the friction and inertia and an accurate es-
timate of the load torque, the output speed tracks the trapezoidal reference 

42      2 Basic Structure of the Speed Controller 

–
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with no error (trace A in Fig. 2.12). With an error in inertia J (trace B),   the 
output speed tracks the reference changes with a time delay, converging 
gradually towards the set speed during the intervals when ω*(t) = const. 
The erroneous friction coefficient (trace C) contributes to significant dis-
crepancies ω*(t)  ω(t), while the error in the load torque estimate TFL (trace 
D) makes the output speed ω(t) drift away from the reference profile ω*(t).  

 

Fig. 2.12.   Simulation traces of the output speed obtained from the model in Fig. 
2.11. A) Parameters are properly set and the output speed tracks the 
trapezoidal reference with no error. B) Incorrect inertia setting, Jff = 
0.75 J. C) Incorrect setting of the friction, Bff  = 0.5 B.  D) An error in 
the load torque estimate, TL TFL = 0.05. 

In a practical servo system, the friction coefficient depends on the wear 
on transmission elements, while the inertia is influenced by the weight of 
the work parts and tools. In complex motion-control systems, where the 
dynamics of several axes are coupled, the equivalent inertia of one axis de-
pends on the motion of the other axes, making the problem of inertia pre-
diction more difficult. Moreover, the load torque is rarely predictable, 
since, in most cases, it comprises both deterministic and stochastic distur-
bances. Therefore, the feedforward controller, summarized in Eq. 2.59, can 
hardly be used in practice.  

The feedback controller and feedforward control action can be benefi-
cially combined to improve the reference tracking capability of the speed-
controlled system. With the feedforward control action TFF , obtained from 
Eq. 2.59, and the feedback controller torque command TSC , obtained from 
the PI speed controller (Fig. 2.2), the driving torque can be calculated 

–

–



from Eq. 2.61. The speed control system with both the feedback and feed-
forward controller is given in Fig. 2.13.  

( ) SCFLFWSCFFem TTTTTT ++=+=  (2.61)

Fig. 2.13.   The speed control system with both the feedback and the feedforward 
control actions. The feedforward torque TFF is calculated from 
Eq. 2.59.  

A brief analysis of the structure in Fig. 2.13 will help in understanding 
the benefit of using paralleled feedback and feedforward control actions. 
Consider the case of an ideal feedforward compensation (trace A in Fig. 
2.12, with an accurate load torque estimate and exact matching of J and B 
parameters). In this case, the feedforward torque TFF , alone, will ensure the 

*

SC

addition of the feedback block WSC(s) into the speed controller will make 
no difference, since the signal TSC is zero. The role of the feedback control-
ler becomes evident in cases when the feedforward parameters are mis-
matched and/or the load torque estimate TFL is not accurate. Whenever the 
feedforward torque TFF is inaccurate, the tracking error ∆ω (t) emerges. As a 
consequence, the PI speed controller WSC (s) (Fig. 2.13) obtains the excita-
tion signal at the input, and produces the corrective torque TSC . The feed-
back control action TSC will reduce the tracking error ∆ω(t) in transient 
conditions. Regarding the steady-state operation, when both the input refer-
ence ω*(t) and the load torque disturbance TL(t) are constant, the feedback 
PI controller, alone, is capable of securing ∆ω (t) (Eq. 2.30, Table 2.1).  
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proper tracking ω (t) = ω (t), and the resulting speed error ∆ω(t) will  
be zero. Therefore, the torque T  in  Fig. 2.13 will be zero as well. Hence, the 
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The addition of the feedforward controller contributes to suppressing the 
tracking error encountered in the speed-controlled system with feedback 
action while tracking  complex reference profiles. According to the analysis 
given in Section 2.2.7, error-free tracking requires a rather complex struc-
ture of the feedback controller. With profiles ω*(t) having a large number 
of nonzero higher-order time derivatives, the required WSC(s) turns out to 
be difficult to implement (Eq. 2.55). Practicable feedback controllers can 
ensure zero-free tracking of the step reference and the ramp-shaped refer-
ence (Table 2.1). The proper tracking of the parabolic reference calls for a 
triple integrator (1/s3) to be part of the WSC(s), aggravating the problems of 
parameter setting and stability assurance. In practice, the other speed refer-
ences ω*(t), and in particular the sinusoidal profiles, cannot be tracked 
without an error unless the feedforward action is added to the speed control 
structure. Ideally, a properly set feedforward controller would drive the 
tracking error down to zero for an arbitrary reference ω*(t) and disturbance 
TL(t). Parameter mismatches ∆J and ∆B will cause a residual tracking error. 
A set of computer simulations of the structure in Fig. 2.13 has been carried 
out, in order to investigate  the of the tracking error 

FF

back controller.   
The speed control system comprising both the feedback and feedforward 

control actions (Fig. 2.13) has been modeled in Simulink. The model is 
contained in the file Fig2_14.mdl, and shown in Fig. 2.14. It comprises the 
generator of the trapezoidal reference profile (left), the mechanical subsys-
tem with friction B = 0.1 and inertia J = 1 (right), the proportional-integral 
feedback controller (top), and the feedforward compensator (bottom). The 
simulation traces are given in Fig. 2.15.  

The simulation traces labeled A in Fig. 2.15 represent the trapezoidal 
reference profile and the output speed, in the case when the feedforward 
controller is disconnected and the driving torque is obtained from the feed-
back controller only (Tem = TSC). As anticipated in Eq. 2.46, the ramp 
shaped reference is tracked with an error. When an accurate feedforward 
compensation TFF is added to the driving torque (Eq. 2.61), with the TFF 
signal obtained from Eq. 2.59, the reference profile is tracked with no error. 
Traces B and C in Fig. 2.15 are obtained with both the feedforward and 
feedback controllers active. In the case labeled B, it is assumed that the in-
ertia J is set with an error of 25%, while in the case labeled C, the friction 
parameter is set with an error of 50%. 

suppression ∆ω, 
achieved with a practicable imperfect T  control action and the PI   feed-
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Fig. 2.14.   Simulink model of the speed control structure in Fig. 2.13, comprising 

the feedback control action TSC and the feedforward compensation TFF . 
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Fig. 2.15.   Simulation traces of the output speed obtained from the model in Fig. 
2.14.  A) The feedforward controller is not activated, TFF = 0. Only the 
feedback controller WSC(s) is active. B) Both the feedforward and the 
feedback controllers are active, while the inertia setting is incorrect, Jff 
= 0.75 J. C) Response obtained with an erroneous friction coefficient, 
Bff  = 0.5 B.   
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Problems 
 

P2.1 
The speed-controlled system given in Fig. 2.1 has inertia J = 0.01 kgm2 and  
proportional gain KP = 50 Nm/(rad/s). Using the Matlab command step(), 
determine the transient response of the output speed to the load step TL(t) = 
TLOAD h(t), where TLOAD = 1 Nm.  

 
P2.2 
Consider the speed-controlled system given in P2.1. Under the assumption 
that the load torque changes as TL(t) = TRAMP t h(t), and with ω* = 0, deter-
mine the complex image TL(s) and the steady-state value of the speed error 
∆ω (∞).  

 
P2.3 
The speed controller in Fig. 2.2 has the proportional and integral actions in 
the direct path. The system parameters are KM = 1 Nm/(rad/s), KFB = 1, J = 

It is concluded, from the traces in Fig. 2.15, that the parameter mismatch 
does introduce a certain tracking error, although this error is much smaller 
than the one in case A, when the feedforward action is removed altogether. 
Hence, incorporation of the feedforward compensation TFF into the feed-
back controller undoubtedly helps to suppress the speed error in tracking 
intricate speed reference profiles ω*(t) with a number of nonzero higher-
order time derivatives. In a practical multiaxis motion-control system, the 
TFF calculation becomes rather involved, as it takes into account cross-
coupling effects for a number of concurrently running axes.  

 

0.01 kgm2, KI = 0.1 Nm/(rad/s), KP = 0.03 Nm/(rad/s), and B = 0.001 
Nm/(rad/s). Assuming that the load torque changes as TL(t) = TRAMP t h(t), 
and with ω* = 0, determine the complex image TL(s) and the steady-state 
value of the speed error ∆ω(∞).  

 
P2.4 
For the system described in P2.3, determine the closed-loop transfer func-
tion, the closed-loop zeros and poles, their undamped natural frequency ωn, 
and the damping factor ξ.   

 



P2.5(a) 
The structure of the PI speed controller is given in Fig. 2.2. It has integral 
and proportional gains in the direct path. Considering the parameter setting 
given in P2.3, determine the closed-loop system transfer function, the 
closed-loop zeros and poles, their undamped natural frequency ωn, and the 
damping factor ξ.   

 
P2.5(b) 
The structure of the PI speed controller is given in Fig. 2.7. It has the inte-
gral gain in the direct path and the proportional gain relocated into the 
feedback path. Considering the parameter setting given in P2.3, determine 
the closed-loop system transfer function, the closed-loop zeros and poles, 
their undamped natural frequency ωn, and the damping factor ξ.   

     
P2.6 
Using the closed-loop system transfer functions obtained in S2.3 and S2.5, 
and employing the Matlab command step (), compare the step responses of 
the systems in Fig. 2.2 and Fig. 2.7.  

 
P2.7 
Given the natural frequency of the closed-loop poles ωn and their damping 
ξ = 1, determine the closed-loop bandwidth of the system considered in 
S2.5. The bandwidth frequency fBW is calculated from the condition 
|WSS ( j2πfBW)| = 1/sqrt(2).  

 
P2.8 
For the speed reference ω*(t) = A*t, determine the speed error in the steady-
state operating conditions when TL = 0. Consider the speed controller struc-
ture in Fig. 2.2, with the proportional action in the direct path, and the 
structure in Fig. 2.7, with the proportional action repositioned in the feed-
back path.  
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P2.9 
Consider the speed-controlled system with the control object transfer func-
tion WP (s) = 1/Js and the speed controller WSC(s) = K0 + K1/s + K2/s2. Prove 
analytically that the system can be brought to instability by reducing the 
feedback gains.  

 
P2.10 
Consider the previous example with J = 1, K0 = 1, K1 = 2, and K2 = 1. Use 
the Matlab function roots() to obtain the closed-loop poles. Now reduce the 
gain K1 and find the value K1MIN that represents the stability limit.  

 



Problems      49 

 
P2.11 
Consider the previous example with J = 1, K0 = 1, K1 = 2, and find the 
maximum value K2MAX for the feedback gain K2.  

 
P2.12 
The output speed of the system is controlled by the feedforward controller 
given in Fig. 2.11. The driving torque is calculated from the inverse model 
of the control object. If the load torque TL and the parameters J and B are 
known, the torque Tem

∗ ∗
L

ω*(t). Provided that ω(0)  = ω*(0), a properly tuned feedforward controller 
has the potential to control the output speed without closing the feedback 
loop. Investigate the transient response of the output speed in the cases 
when B = Bff = 0, J = Jff = 1, and the load torque TL differs from the estimate 
TLff. Hint: The Simulink model of the feedforward controller is contained in 
the model file P2_12.mdl. In the model, it is necessary to set B = Bff = 0, J = 
Jff, and to extend the simulation stop time to 400 units. Introduce TL = 0.1 
and  TLff = 0, run the model, and observe the changes in the output speed.  

 
P2.13 
Consider the speed-controlled system in Fig. 2.14, with the parallel feed-
forward and feedback control actions. Use the parameter setting defined in 
P2.12.  Investigate the impact of the load torque mismatch ∆TL = TL TLff = 
0.1 in the cases with the feedback gains KP = 1 and KI = 1. Hint: Use the 
the Simulink model P2_13.mdl 

 
P2.14 
Repeat the previous test with KI = 0. Repeat the same test with both KI = 0 
and KP = 0 .  

 
 

 = J dω /dt  + Bω  + T  is sufficient to maintain ω(t)= 

_



3 Parameter Setting of Analog Speed Controllers 

Practical speed controlled systems comprise delays in the feedback path. 
Their torque actuators, with intrinsic dynamics, provide the driving torque 
lagging with respect to the desired torque. Such delays have to be taken 
into account when designing the structure of the speed controller and setting 
the control parameters. In this chapter, an insight is given into traditional DC-
drives with analog speed controllers, along with practical gain-tuning proce-
dures used in industry, such as the double ratios and symmetrical optimum.  

In the previous chapter, the speed controller basics were explained with 
reference to the system given in Fig. 1.2, assuming an idealized torque ac-
tuator ( A

the parameter settings are discussed for the realistic speed-control systems, 
including practical torque actuators with their internal dynamics A( ). 
Traditional DC drives with analog controllers are taken as the design ex-
ample. Delays in torque actuation are derived for the voltage-fed DC drives 
and for drives comprising the minor loop that controls the armature current. 
Parameter-setting procedures commonly used in tuning analog speed con-
trollers are reviewed and discussed, including double ratios, symmetrical 

The driving torque Tem , provided by a DC motor, is proportional to the ar-
mature current ia and to the excitation flux Φp. The torque is found as Tem = 
kmΦpia , where the coefficient km is determined by the number of rotor con-
ductors NR (km = NR /2/π). The excitation flux is either constant or slowly 
varying. Therefore, the desired driving torque Tref  is obtained by injecting 
the current ia = Tref /(kmΦp) into the armature winding. Hence, the torque re-
sponse is directly determined by the bandwidth achieved in controlling the 
armature current. In cases when the response of the current is faster than 
the desired speed response by an order of magnitude, neglecting the torque 

3.1 Delays in torque actuation  

W s

W (s) = 1). In this chapter, the structure of the speed controller and 

optimum, and absolute value optimum. The limited bandwidth and perform-
ance limits are attributed to the intrinsic limits of analog implementation.
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actuator dynamics is justified (WA(s) = 1), and the synthesis of the speed 
controller can follow the steps outlined in the previous chapter. With refer-
ence to traditional DC drives, the current loop response time is moderate. 
For that reason, delays incurred in the torque actuation are meaningful and 
the transfer function WA(s) cannot be neglected.  

3.1.1 The DC drive power amplifiers 

The armature winding of a DC motor is supplied from the drive power 
converter. In essence, the drive converter is a power amplifier comprising 
the semiconductor power switches (such as transistors and thyristors), in-
ductances, and capacitors. It changes the AC voltages obtained from the 
mains into the voltages and currents required for the DC motor to provide 
the desired torque Tem. In the current controller, the armature voltage ua is 
the driving force. The voltage ua is applied to the armature winding in order 
to suppress the current error ∆ia and to provide the armature current equal 
to Tref /(kmΦp). The rate of change of the torque Tem and current ia are given 
in Eq. 3.1, where Ra and La stand for the armature winding resistance and 
inductance, respectively; km and ke are the torque and electromotive force 
coefficients of the DC machine, respectively; Φp is the excitation flux; and 
ω is the rotor speed. Given both polarities and sufficient amplitude of the 
driving force ua, it is concluded from Eq. 3.1 that both positive and nega-
tive slopes of the controlled variable are feasible under any operating con-
dition. Therefore, any discrepancy in the ia and Tem can be readily corrected 
by applying the proper armature voltage. The rate of change of the arma-
ture current (and, hence, the response time of the torque) is inversely pro-
portional to the inductance La. Therefore, for a prompt response of the 
torque actuator, it is beneficial to have a servo motor with lower values of 
the winding inductance.  
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The power converter topologies used in conjunction with DC drives are 
given in Figs. 3.1–3.3. The thyristor bridge in Fig. 3.1 is line commutated. 
The firing angle is supplied by the digital drive controller (µP). An appro-
priate setting of the firing angle allows for a continuous change of the ar-
mature voltage. Both positive and negative average values of the voltage ua 
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are practicable. With six thyristors in the bridge, the instantaneous value of 
ua(t) retains six voltage pulses within each cycle of the mains frequency fS. 
Hence, the bridge voltage ua(t) can be split into the average value, required 
for the current/torque regulation, and the parasitic AC component, of which 

S

the equivalent series inductance of the armature circuit. Therefore, most 
traditional thyristorized DC drives make use of an additional inductance in-
stalled in series with the armature winding, in order to smooth the ia(t) 
waveform. With the topology shown in Fig. 3.1, the current control con-
sists of setting the thyristor firing angle in a manner that contributes to the 
suppression of the error in the armature current.  

Fig. 3.1.    Line-commutated two-quadrant thyristor bridge employed as the DC 
drive power amplifier. The bridge operates with positive armature cur-
rents. The armature winding is supplied with adjustable voltage ua, 
controlled by the firing angle. The voltage ua assumes both positive 
and negative values.  

Each thyristor is fired once within the period TS  = 1/fS of the mains volt-
age. Hence, the current controller can effectuate change in the driving force 
ua(t) six times per period TS. In other words, the sampling time of the cur-
rent controller is  TS /6 (2.77 ms or 3.33 ms). A relatively small sampling 
frequency of practicable current controllers and the presence of an addi-
tional series inductance are the main restraining factors for current control-

controller design.  

the predominant component has the frequency 6f . The AC component  
of the armature voltage produces the current ripple, inversely proportional to 

lers in thyristorized DC drives. The consequential delays in the torque 
actuations cannot be neglected and must be taken into account in the speed 
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The circuit shown in Fig. 3.1 supplies only positive currents into the ar-
mature winding. Therefore, only positive values of the driving torque are 
feasible. In applications where a thyristorized DC drive is required to sup-

quadrant operation. One possibility to supply the four-quadrant DC drive is 
given in Fig. 3.2.  

Fig. 3.2.      Four-quadrant thyristor bridge employed as the DC drive power ampli-
fier. Both polarities of the armature current are available. A bipolar,  
adjustable voltage ua is the driving force for the armature windings.  

The bandwidth of the torque actuator can be improved by replacing the 
thyristor bridge with the power amplifier given in Fig. 3.3, comprising 
power transistors. While the thyristors (Fig. 3.1) are switched each 2.77 ms 
(3.33 ms), the switching cycle of the power transistors can go below 
100 µs, allowing for a much quicker change in the armature voltage. The 
transistors Q1–Q4 and the armature winding, placed at the center of the ar-
rangement, constitute the letter H. Such an H-bridge is supplied with the 
DC voltage EDC . The voltage EDC is either rectified mains voltage or the 
voltage obtained from a battery. The instantaneous value of the armature 
voltage can be +EDC , –EDC , or ua = 0. The positive voltage is obtained when 
Q1 and Q4 are switched on, the negative voltage is secured with Q2 and 
Q3, and the zero voltage is obtained with either the two upper switches 
(Q1, Q3) or the two lower switches (Q2, Q4) being turned on. The con-
tinuously changing average value (UAV) is obtained by the Pulse Width 
Modulation (PWM) technique, illustrated at the bottom of Fig. 3.3. Within 
each period TPWM = 1/fPWM , the armature voltage comprises a positive pulse 
with adjustable width tON and a negative pulse that completes the period. 

ply the torques of both polarities and run the motor in both directions of 
rotation, it is necessary to devise a power amplifier suitable for the four-
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The average voltage UAV across the armature winding can be varied in suc-
cessive TPWM intervals by adjusting the positive pulse width tON. The PWM 
pattern can be obtained by comparing the ramp-shaped PWM carrier (c(t) 
in Fig. 3.3) and the modulating signal m (t).   

The pulsed form of the armature voltage obtained from a PWM-
controlled H-bridge provides the useful average value UAV (tON) and the 
parasitic high-frequency component, with most of its spectral energy at the 
PWM frequency. As a consequence, the armature current will comprise a 

PWM PWM can
go well beyond 10 kHz. At high PWM frequencies, the motor  inductance
La, alone, is sufficient to suppress the current ripple, and the usage of the
external inductance Lm can be avoided. With the H-bridge (Fig. 3.3) being 
used as the voltage actuator of an armature current controller, the current 
(torque) response time of several PWM periods can be readily achieved. 
With TPWM ranging from 50 µS to 100 µS, the resulting dynamics of the 
torque actuator WA(s) are negligible, compared with the outer loop tran-
sients. Transistorized H-bridges have not been used in traditional DC drives 
and were made available only upon the introduction of high-frequency 
power transistors.   

Fig. 3.3.     Four-quadrant transistor bridge employed as the DC drive power am-
plifier. The armature winding is voltage supplied, and both polarities 
of armature current are available. The average value of the bipolar, ad-
justable voltage ua is controlled through the pulse width modulation.   

 = 1/Ttriangular-shaped current ripple. The PWM frequency f
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3.1.2 Current controllers 

In most traditional DC drives, the driving torque Tem is controlled by means 
of a minor (local) current control loop. The minor loop controls the armature 
current by adjusting the armature voltage. The power amplifiers used for 
supplying the adjustable voltage to the armature are outlined in the previous 
section. The minor current control loop is widely used in contemporary AC 
drives as well. It is of interest to investigate the current control basics, in or-
der to outline the gain tuning problem and to achieve insight into practicable 
torque actuator transfer functions.  

The simplified block diagram of the armature current controller is given 
in Fig. 3.4. The current reference ia

* (on the left in the figure) is obtained 
from the speed controller WSC (s). With Mem = kmΦpia , the signal ia

* is the 
reference for the driving torque as well. The current controller is assumed 
to have proportional and integral action, with respective gains denoted by 
GP and GI . Within the drive control structure, the power amplifier feeds the 
armature winding, with the voltage prescribed by the current controller. In 
Fig. 3.4, the power amplifier is assumed to be ideal, providing the voltage 
ua(t), equal to the reference ua

*(t) with no delay. The armature current is es-
tablished according to Eq. 3.1. The rate of change of the electromotive 
force E = keΦpω is determined by the rotor speed ω. The speed dynamics 
are slow, compared with the transient phenomena within the current loop. 
Therefore, the electromotive force E can be treated as an external, slowly 
varying disturbance affecting the current loop (Fig. 3.4).  

 

Fig. 3.4.     The closed-loop armature current controller with idealized power am-
plifier, the PI current controller, and the back electromotive force E 
modeled as an external disturbance, with the current reference ob-
tained from the outer speed control loop. 

The analysis of the PI analog current controller is summarized in Eqs. 
3.2–3.5. It is based on the assumptions listed in the text above Fig. 3.4. 
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Minor delays and the intrinsic nonlinearity of the voltage actuator (i.e., the 
power amplifier) are neglected as well. Practical power amplifiers (Figs. 
3.1–3.3) provide the output voltage ua , limited in amplitude. This situation 
should be acknowledged by attaching a limiter to the output of the block 
WCC (s) in Fig. 3.4. At this stage, the analysis is focused on the current loop 
response to small disturbances. Therefore, nonlinearities originated by the 
system limits are not taken into account.  

The transfer function WP (s) of the armature winding and the transfer 
function WCC(s) of the current controller are given in Eq. 3.2. The parame-
ters GP and GI are the proportional and integral gains of the PI current con-
troller, respectively. The closed-loop transfer function WSS (s) is derived in 
Eq. 3.3.  
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The closed-loop transfer function has one real zero and two poles. The 
closed-loop poles can be either real or conjugate complex, depending on 
the selection of the feedback gains. The conjugate complex poles contribute 
to overshoots in the step response and may result in the armature-current 
instantaneous value exceeding the rated level. The armature current circu-
lates in power transistors and thyristors within the drive power converter 
(Figs. 3.1–3.3). The power semiconductors are sensitive to instantaneous 
current overloads. Therefore, it is good practice to avoid overshoots in the 
armature current. To this end, the feedback gains GP and GI should provide 
a well-damped step response and preferably real closed-loop poles.  

In traditional DC drives, it is common practice to apply feedback gains 
complying with the relation GP /GI = La /Ra. In this manner, the electrical 
time constant of the armature winding τa = La /Ra becomes equal to τCC = 
GP /GI (Eq. 3.4). If we consider WCC (s) in Eq. 3.2, the value τCC is the time 
constant corresponding to real zero zCC = –GI /GP. With τa = τCC , the zero zCC 
cancels the WP (s) pole pP = –Ra /La, and the open-loop transfer function 
WS (s) = WP (s) WCC (s) reduces to GI /(sRa). Consequently, the closed-loop 
transfer function transforms into the form shown in Eq. 3.5, with only one 
real pole and no zeros.  
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With the parameter setting given in Eq. 3.4 and with the closed-loop 
transfer function of Eq. 3.5, the transfer function of the torque actuator 
(WA(s) in Fig. 1.1) reduces to the first-order lag described by the time con-
stant τTA. In traditional DC drives, the torque actuator comprises the power 
amplifier, analog current controller, and separately excited DC motor. In 
the next sections, the transfer function WA(s) = 1/(1+sτTA) is used in con-
siderations related to speed loop-analysis and tuning.  

3.1.3 Torque actuation in voltage-controlled DC drives 

The torque actuator can be made without the current controller, with the 
armature winding being voltage supplied. In Fig. 3.5, the speed controller 
WSC (s) generates the voltage reference ua

*. Given an ideal power amplifier, 
the actual armature voltage ua(t) corresponds to the reference ua

*(t) without 
delay. In the absence of the current controller, the armature current ia(t) is 
driven by the difference between the supplied voltage and the back elec-
tromotive force (ua(t)  E(t)). Since the speed changes are slower compared 
with the armature current, the electromotive force E = keΦpω is considered 
to be an external, slowly varying disturbance. Under these assumptions, the 
transfer function WA(s) of the voltage-supplied DC motor, employed as the 
torque actuator, is given in Eq. 3.6. The transfer function has the static gain 
KM = kmΦp /Ra and one real pole, described by the electrical time constant 
of the armature winding (τTA = La /Ra ).         

In the previous section, the transfer function WA(s) of the torque actuator 
was investigated for the case when the closed-loop current control is used 
(Eq. 3.5). In the present section, Eq. 3.6 describes torque generation with 
voltage-supplied armature winding and no current feedback. In both cases, 
the function WA(s) can be approximated with the first-order lag having the 
time constant τTA. This conclusion will be used in the subsequent sections 
in the analysis and tuning of the speed loop.  

 

–
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Fig. 3.5.    The torque actuation in cases when the speed controller supplies the 
voltage reference for the armature winding. The current controller is 
absent, and the actual current ia(t) depends on the voltage difference 
ua(t)  E(t) across the winding impedance Ra + sLa . 
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The transfer function Tem(s)/∆ω(s) = WSC(s)WA(s) in Fig. 3.6 can be ex-
pressed as (KP +KI /s)/(1+sτTA), where KP = KPKM and KI = KIKM. Hence, 
the assumption KM  = 1 can be made without lack of generality.  

In Fig. 3.6, the speed controlled system employing the DC motor as the 
torque actuator is shown. The figure includes the secondary phenomena, 
such as the speed-feedback acquisition dynamics WM (s) and delays in the 
torque generation WA(s). It is assumed that the process of speed acquisition 
and filtering can be modeled with the first-order lag having the time con-
stant τFB. The torque actuator is modeled in the previous section (Eqs. 3.5–
3.6), with WA(s) = 1/(1 + sτTA ). It is assumed that the plant WP (s) is de-
scribed by the friction coefficient B and equivalent inertia J. The speed 
controller WSC(s) is assumed to have proportional gain KP and integral gain 
KI.  

The presence of four distinct transfer functions within the loop (WP , 
WSC, WM, and WA) contributes to the complexity of the open-loop and 
closed-loop transfer functions. Each of the transfer functions WP , WSC , WM, 

–

, , , , 

3.2 The impact of secondary dynamics   
on speed-controlled DC drives 



60      3 Parameter Setting of Analog Speed Controllers 

and WA, comprises either the integrator or the first order lag. Therefore, the 
system in Fig. 3.6 is of the fourth order, as it includes four states. The 
open-loop transfer function WS (s) is given in Eq. 3.7, while Eq. 3.8 gives 
the closed-loop transfer function WSS (s). Notice in Eq. 3.7 that the open 
loop transfer function WS (s) describes the signal flow from the error-input 
∆ω to the signal ωfb, measured at the system output.  

The closed-loop poles of the system are the zeros of the polynomial in 
the denominator of WSS (s), referred to as the characteristic polynomial f (s). 
For the system in Fig. 3.6, the characteristic polynomial is given in Eq. 3.9. 
The polynomial f (s) is of the fourth order. Therefore, there are four closed-
loop poles that determine the character of the closed-loop response. The ac-
tual values of the closed-loop poles depend on the polynomial coefficients. 
The coefficients of f (s) depend on the plant parameters (B , J ), time con-
stants (τTA, τFB), and feedback gains (KP , KI). The plant parameters and time 
constants are the given properties of the system and cannot be changed. 
The dynamic behavior of the system can be tuned by adjusting the feed-
back gains.   

Fig. 3.6.      The speed-controlled DC drive system, including the model of secon-
dary dynamic phenomena. The torque generation is modeled as the 
first-order lag WA (s). The delays and internal dynamics of feedback 
acquisition are approximated with the transfer function WM (s).  
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If we measure that the feedback acquisition system is sufficiently fast, 
the relevant time constant  is presumed to be τFB = 0, the system reduces to 
the third order, and the resulting characteristic polynomial is given in  
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In a system of the third order (Eq. 3.10), there are three closed-loop 
poles and only two adjustable feedback parameters (KP , KI). In Eq. 3.9, 
there are four closed-loop poles (i.e., f (s) zeros) to be tuned by setting the 
two feedback parameters (KP , KI). Under these circumstances, the closed 
loop cannot be arbitrarily set. An unconstrained placement of the four 
closed-loop poles requires the state feedback [3], with the driving force be-
ing calculated from all four system states. The speed controller transfer 
function WSC (s) can be enhanced with additional control actions, providing 
for an implicit state feedback. In such cases, the WSC (s) frequently involves 
the differentiation of the input signal ∆ω. Specifically, in order to imple-
ment the implicit state feedback, the speed controller in Fig. 3.6 should in-
clude the first and the second derivative of the input signal ∆ω, along with 
the two associated feedback gains.  

Most traditional DC drives do not employ state feedback, nor do they 
use multiple derivatives within the WSC (s) block. Although the number of 
relevant closed-loop poles is larger than two, the PI speed controller is 
commonly used. A number of techniques have been developed and used 
over the past decades for tuning the PI gains, obtaining a satisfactory 
placement of multiple poles, and securing a robust, well-damped response. 
Some of these techniques are discussed in subsequent sections.  

3.3 Double ratios and the absolute value optimum 

The feedback gains of speed control systems employing traditional DC 
drives are frequently tuned according to the common design practice called 
the double ratios. The rule is focused on extending the range of frequencies 
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≈ 1. As a result, the bandwidth frequency ωBW is increased. The corre-
sponding step response is fast and includes sufficient damping. The double 
ratios design rule is explained in this section.  

The closed-loop transfer function can be expressed in the form given in 
Eq. 3.11, with the numerator num (s) having m zeros and the denominator 
f (s) having n zeros. The f (s) is, at the same time, the characteristic poly-
nomial of the system, and its zeros are the closed-loop poles determining 
the character of the step response. In Eq. 3.11, out (s) stands for the com-
plex image (i.e., Laplace transform) of the system output, while ref (s) 
represents the setpoint disturbance.  
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The Laplace transform of the system output out(s) depends on the input 
reference ref(s) and the transfer function WSS(s): out(s) = WSS(s)ref (s). If 
we consider the steady-state operation of the closed-loop system with sinu-
soidal input ref (t) = Ω*sin(ωt), the Fourier transform of the output can be 
obtained as out( jω) = WSS  ( jω)ref ( jω). Whatever the input disturbance 
 ref (t), it is desirable to have the output speed out (t), which tracks the ref-
erence ref (t) without error in the steady state. Therefore, the closed-loop 
system transfer function ideally should be WSS(s) = 1. With WSS ( jω) = 1 + 
j0, the system will track the sinusoidal input ref (t) = Ω*sin(ωt) without er-
rors in amplitude or phase. Hence, it is desirable to have the amplitude 
characteristic A(ω) = |WSS( jω)| = a0/b0 = 1 and the phase characteristic 
ϕ (ω) = arg(WSS ( jω)) = 0. The coefficients of the characteristic polynomial 
b0 .. bn and the coefficients of the numerator a0 .. am contribute to changes in 
amplitude and phase of the closed-loop system transfer function (Eq. 3.12). 
Therefore, the ideal case of WSS ( jω) = 1 + j0 can hardly be expected, in 
particular at higher excitation frequencies ω. In Fig. 3.7, the common out-
line of the amplitude characteristic is shown, with the excitation frequency 
and the amplitude A(ω) = |WSS ( jω)| given in the logarithmic scale. In the 
middle of the plot, the amplitude characteristic is supposed to have a reso-
nant peak, frequently encountered in systems with conjugate complex 
poles. Within the frequency range comprising the resonant peak, the most 
significant closed-loop poles and zeros are found. The frequency ωPEAK is 
closely related to the bandwidth frequency ωBW  (Section 2.1.1).  

 

where the amplitude of the closed-loop transfer function remains |WSS( jω)| 
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As the excitation frequency increases (see the right side of Fig. 3.7), the 
amplitude A(ω) reduces towards zero. This reflects the fact that the number 
of closed-loop poles n in practicable transfer functions (Eq. 3.12) exceeds 
the number of closed-loop zeros m. Therefore, at very high frequencies,  
the amplitude characteristic can be approximated by A(ω) ≈ K/ω 

n m.  
 

Fig. 3.7.      Common shape of the closed-loop transfer function WSS ( jω) amplitude 
characteristic. The amplitude characteristic A(ω) and the excitation 
frequency ω are given in logarithmic scale.  

The low-frequency region extends to the left side of the resonant peak in 
Fig. 3.7. Within this range, the amplitude characteristic A(ω) is expected to 
be close to one. At very low frequencies ω ≈ 0, the A(ω) = |WSS (jω)| 
comes close to a0/b0 = 1. For sinusoidal reference inputs Ω*sin(ωt) with ex-
citation frequency ω substantially smaller than ωPEAK, the error in the sys-
tem output out(t) will be negligible. An insignificant output error can be 
achieved, as well, with reference signals ref (t) that are not sinusoidal,  pro-
vided that most of their spectral energy is contained in the low-frequency 
region, where A(ω) = |WSS( jω)| ≈ 1. Specifically, in cases when ref (t) com-
prises a number of frequency components ωx, these should stay within the 
frequency range defined as 0 < ωx << ωPEAK.  

 

−
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When a closed-loop control system is being designed, it is of interest to 
maximize the range of applicable excitation frequencies 0 < ωx << ωPEAK. 
Specifically, it is desirable to extend the range where the amplitude charac-
teristic in Fig. 3.7 is flat (|WSS ( jω)| ≈ 1). The frequency ωPEAK and band-
width frequency ωBW  (Section 2.1.1) depend on the closed-loop poles and 
zeros, which, in turn, are functions of the polynomial coefficients  b0 .. bn 
and a0 .. am.  The coefficients of f (s) and num (s) in Eq. 3.11 are calculated 
from the plant parameters and control parameters (i.e., feedback gains). The 
former are given and cannot be changed, while the latter can be adjusted so 
as to achieve the desired step response and/or the desired amplitude charac-
teristic |WSS ( jω)|.  

In traditional DC drives, the feedback gains are frequently tuned accord-
ing to the design rule called double ratios. The rule is focused on extending 
the frequency range where the amplitude characteristic |WSS ( jω)| is flat to-

bandwidth ωBW. The rule consists of setting the feedback gains to obtain the 
characteristic polynomial f (s) with the coefficients b0 .. bn that satisfy the 
Eq. 3.13.  
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The effects of the design rule 3.13 are readily seen in Eq. 3.14, where the 
amplitude |WSS ( jω)| of the closed-loop transfer function WSS (s) is derived 
for a second-order system. It is assumed that WSS (s) has two poles and no 
zeros (num (s) = a0).  Regarding the coefficients of the characteristic poly-
nomial f (s) = b0 + b1s + b2 s2, it is assumed that b1

2 = 2 b0b2.  
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With b1
2 = 2 b0b2, the denominator of the amplitude characteristic in Eq. 

3.14 reduces to b0
2+b2

2ω 
4. The range of frequencies where the amplitude 

characteristic is flat (|WSS ( jω)|  ≈ 1) extends towards the corner frequency 
ωBW = (b0/b2)0.5. A similar consideration can be extended to the third order 
transfer function given in Eq. 3.15, having three closed-loop poles with no 

0 1 2  
2

3  s 3. 
SS 

2

wards higher frequencies [4, 5, 6], increasing, in this way, the closed loop 

finite zeros and with the characteristic polynomial f (s) = b +b s+b s +b
( jω)|  given in Eq. 3.16 includes four The  amplitude characteristic  |W
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factors in the denominator. The coefficients with the second and the fourth 
power of frequency ω are (b1

2 2 b0b2) and (b2
2 2 b1b3), respectively.  
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2b1b3) in Eq. 3.16 become equal to zero. The amplitude characteristic  
A2(ω) = |WSS ( jω)|2 reduces to the form shown in Eq. 3.17. In this manner, 
the frequency range with |WSS ( jω)|  ≈ 1 spreads towards higher frequen-
cies. The corner frequency ωBW, from where the amplitude characteristic 
starts to decline, reaches ωBW = (b0 /b3)1/3. An analogous conclusion can be 
drawn for the closed-loop systems of the order n > 3.  
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The double ratios extend the range of frequencies where the amplitude 
characteristic A(ω) remains |WSS( jω)|  ≈ 1. Therefore, this value is fre-
quently referred to as the absolute value optimum.  

It is interesting to consider the effects of the double ratios design rule on 
the closed-loop poles and, thereupon, the character of the closed loop sys-
tem step response. In Table 3.1, the closed-loop poles for the second-, 
third-, and fourth-order systems are derived by calculating  the  roots  of  the  
relevant characteristic polynomials f2(s) = b0 + b1s +b2s

2, f3(s), and f4(s). 
Polynomials f2(s), f3(s), and  f4(s) are generated by  selecting  an  arbitrary  ra-
tio establishing b0/b1 and setting the remaining coefficients so as to meet 
the condition bk

2 = 2bk 1bk + 1. The initial ratio b0/b1 determines the natural 
frequency ωn of the closed-loop poles in Table 3.1. The damping factor of 
the closed loop poles ranges from 0.5 to 0.707. The experience in applying 
the double ratios approach [4, 5, 6] provides evidence that the bk

2 = 2bk 1bk +1 
design rule ensures a well damped response, with a reasonable robustness 
to plant parameter changes. If we apply the rule to characteristic polynomi-
als of the nth order, where n ranges from 5 to 16, the damping coefficients 
of the resulting conjugate-complex pole remain between 0.64 and 0.66.  
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Table 3.1.   The zeros of the characteristic polynomial and their damping factors 
for the second-, third-, and fourth-order systems. Polynomial coeffi-
cients are adjusted according to the rule of double ratios.  

3.4 Double ratios with proportional speed controllers 

The double ratios design rule is applied to the speed controlled DC drive, 
which comprises an imperfect torque actuator WA(s), with the driving 
torque Tem lagging behind the reference Tref . The block diagram of such a 
system is given in Fig. 3.8. The torque actuator is modeled as the first-order 
lag having a time constant of τTA. In this section, it is assumed that the me-
chanical load is inertial, with a negligible friction (B = 0). The speed con-
troller is supposed to have proportional control action with gain KP .  
 

 
Fig. 3.8.     The speed-controlled DC drive system comprising the first-order lag 

torque actuator WA(s), inertial load, and the proportional speed con-
troller. 

The closed-loop transfer function of the system is given in Eq. 3.18. The 
zeros of the characteristic polynomial are determined by the coefficients J, 
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KP, and τTA. The feedback gain KP can be set to meet the double ratios rela-
tion b1

2 = 2b0b2 (Eq. 3.19). With KP = J/(2τTA), the absolute value optimum 
is achieved, as the amplitude characteristic |WSS ( jω)| remains close to one, 
in an extended range of frequencies.  
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The decision 3.19 converts the closed-loop transfer function into the 
form expressed in Eq. 3.20. The corresponding closed-loop poles are given 
in Eq. 3.21. The damping of the closed-loop poles is 0.707, as predicted in 
Table 3.1.  
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The closed-loop step response of the system, shown in Fig. 3.8, sub-
jected to parameter setting 3.19, is given in Fig. 3.9. The output speed 
reaches the setpoint in approximately five τTA intervals, where τTA stands 
for the time lag of the torque actuator. The output speed overshoots the set-
point by 5%. Following the overshoot, the speed error gradually decays to 
zero.  

The absolute values of the closed-loop poles (Eq. 3.21) are |s1/2| = 
0.707/τTA. At the same time, for the frequency ω = 0.707/τTA, the amplitude 
A(ω) = |WSS ( jω)| of the closed-loop transfer function reduces to 0.707 (i.e., 
to –3 dB). Therefore, the closed-loop bandwidth obtained with the structure 
in Fig. 3.8, subjected to the parameter setting in Eq. 3.19, is ωBW = 
0.707/τTA. The bandwidth is inversely proportional to the torque actuator 
time constant τTA.  

The question arises as to whether the bandwidth ωBW can surpass the 
value imposed by the internal dynamics of the torque actuator. Preserving 
the speed controller structure (WSC (s) = KP) and renouncing the design rule 
b1

2 = 2b0b2 by doubling the proportional gain, the step response becomes 
faster (Fig. 3.10), and the closed loop bandwidth increases. This result is 
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achieved at the cost of a threefold increase in the overshoot. While the op-
timum gain setting results in an overshoot of 5%, the response obtained 
with increased KP gain (Fig. 3.10) exceeds the setpoint by 17%. Therefore, 
it is concluded that for the system in Fig. 3.8, the absolute value optimum 
achieved through the double ratios design rule secures a well-damped 
response and provides a reasonable bandwidth.  

 

Fig. 3.9.      The step response of the second-order speed-controlled DC drive sys-
tem  given  in  Fig. 3.8,  tuned  according  to  the  double ratios  design 
rule (Eq. 3.19).  

 
Further increase in the closed-loop bandwidth can be achieved by ex-

tending the speed controller structure and adding the derivative control ac-
tion. With the speed controller output Tref augmented by the first derivative 
of the system output ω, the second-order system in Fig. 3.8 will have an 
implicit state feedback (i.e., both state variables of the system would have 
an impact on the driving force). Given the state feedback, the feedback 
gains can be set to accomplish arbitrary closed-loop poles, resulting in an 
unconstrained choice of the damping factor, the natural frequency ωn, and 
the closed-loop bandwidth ωBW . In traditional speed-controlled DC drives, 
the application of the derivative action is hindered by the presence of high-
frequency noise components and by the difficulties of analog implementa-
tion and signal processing.   
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Fig. 3.10.   The step response of the second-order speed-controlled DC drive sys-

tem given in Fig. 3.8. The proportional gain is doubled with respect to 
the value suggested in Eq. 3.19.  

3.5 Tuning of the PI controller according to double ratios 

In this section, the double ratios rule is applied in setting the feedback gains 
P I

integral speed controller. The block diagram of the system under considera-
tion is given in Fig. 3.11. The corresponding open-loop transfer function is 
given in Eq. 3.22.  
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The ratio τP = J /B represents the time constant of the mechanical system, 
while the ratio between the proportional and integral gains τSC = KP /KI  
stands for the time constant of the speed controller. The values of τP and τSC 
correspond to the real pole and real zero of the open-loop system transfer 
function WS (s). If we introduce τP and τSC in Eq. 3.22, the open-loop sys-
tem transfer function assumes the following form:  

K  and K   for the speed-controlled DC drive with delay in the torque 
actuator, with friction in the mechanical subsystem, and with a proportional-
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Fig. 3.11.    Speed-controlled DC drive with delay τTA in the torque actuator, with 
load friction B and load inertia J, and with the PI speed controller.  

Two time constants included in the WS (s) denominator are the plant time 
constant τP (mechanical) and the torque actuator lag τTA (electrical time 
constant). In most cases, the mechanical time constant is larger by far. 
Therefore, the speed controller parameter setting is focused on suppressing 
the delays brought forward by the mechanical time constant. In traditional 
DC drives, the feedback gains KP and KI are often set with the intent to ob-
tain τP =τSC  and cancel the pole –1/τP with the speed controllers zero –1/τSC 
[6]. To this end, the KP and KI parameters should satisfy Eq. 3.24. Conse-
quently, the open-loop system transfer function WS (s) reduces to Eq. 3.25.  
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The closed-loop transfer function WSS(s) = WS (s) / (1 + WS (s)) of the 
system in Fig. 3.11, subjected to decision 3.24, is given in Eq. 3.26. It has a 

 
zeros:  
second-order characteristic polynomial in the denominator and no finite 
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In Eq. 3.26, b0 = 1, b1 = B/KI, and b2 = τTAB/KI. With application of the 
double ratios design rule b1

2 = 2b0b2, the gains of the PI speed controller are 
obtained as 

TA
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TA
P
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ττ 2

,
2

== . (3.27)

With the parameter setting given in 3.27, the closed-loop transfer func-
tion of the system in Fig. 3.11 becomes essentially the same as the one ob-
tained in Eq. 3.20 in the previous section: it has no finite zeros, while the 
characteristic polynomial f (s), found in the denominator of the transfer 
function, takes the form  f (s) = 2τTA

2s2 + 2τTA s +1. The values of the closed-
loop poles can be found in Eq. 3.21, while Fig. 3.9 presents the step response. 
Well damped, the step response reaches the setpoint in approximately 5 τTA 
and experiences an overshoot of 5%.  

The double ratios parameter-setting rule, applied to the speed-controlled 
system in Fig. 3.11, results in the absolute value optimum: that is, the fre-
quency range where the amplitude characteristic |WSS ( jω)| is flat and close 
to 0 dB is extended towards higher frequencies. The step response is well 
damped, while the closed-loop bandwidth ωBW is limited by the time con-
stant τTA, determined by the internal dynamics WA(s) of the torque actuator.  

An increase of the closed-loop bandwidth can be achieved by adding the 
derivative action to the structure of the speed controller WSC (s). The appli-
cation of the derivative action is restricted to the cases where the parasitic 
high frequency noise is not emphasized. In such cases, the first derivative 
of the noise-contaminated signal retains an acceptable signal-to-noise ratio. 
In traditional DC drives with analog implementation of the drive controller, 
the derivative action is commonly equipped with a first-order low-pass fil-
ter, devised to suppress the differentiation noise. In most cases, a practica-
ble derivative action is described by the transfer function sKD /(1+sτNF ), 
where the time constant τNF  of the low-pass filter has to be set according to 
the noise content.  

applied in the form given in Eq. 3.28. Given the system in Fig. 3.11, the
If we assume an ideal noise-free condition, the PID controller can be 
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3 2 1 0

D P I

plete control over the coefficients of the characteristic polynomial, the 
placement of the closed-loop poles is unrestrained. Therefore, the closed-
loop bandwidth can exceed the value of ωBW = 0.707/τTA , while, at the 
same time, keeping the damping factor and the overshoot at desirable lev-
els. The practical value of this consideration is restricted by the amount of 
high-frequency noise encountered in a typical drive environment.  
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3.6 Symmetrical optimum  

The mechanical subsystem of the speed-controlled DC drive, given in Fig. 
3.12, is supposed to have an inertial load with negligible friction. In this 
section, the use of the double ratios rule in setting the KP and KI  parame-
ters is analyzed and explained. The torque actuator is modeled by the first 
order low-pass transfer function WA(s) having time constant τTA. The corre-
sponding open-loop transfer function is given in Eq. 3.30. The analysis and 
discussion in this section are focused on deriving the parameter-setting pro-
cedure that would result in an acceptable closed-loop bandwidth and a 
well-damped step response. To begin with, the possibility of simplifying 
the open-loop function by means of the pole-zero cancellation is discussed 
briefly.   

The parameter τSC in Eq. 3.30 represents the speed controller time con-
stant KP /KI and determines the open-loop zero –1/τSC of the transfer func-
tion WS (s). An attempt to cancel out the WS(s) real pole –1/τTA with the 
zero –1/τSC  requires the parameters KP and KI to satisfy the relation KP = 
τTAKI . The design decision τTA = τSC reduces the open-loop system transfer 
function to WS (s) = KI /(Js 2), and the closed-loop characteristic polynomial 
to f (s) = s2+KI /J. The closed-loop poles s1/2 = ±j(KI /J ) 0.5

 result in the damping 
coefficient ξ = 0 and an unacceptable oscillatory response. Therefore, the 

third-order characteristic polynomial is obtained (Eq. 3.29). The coefficient
b of  f (s) is equal to 1, while the coefficients b , b , and b  can be adjusted 
by selecting an appropriate value for K ,  K , and K , respectively. With com-
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pole-zero cancellation cannot be used in conjunction with the system in 
Fig. 3.12. The double ratios design rule should be used instead.  

 

 

Fig. 3.12.    Speed-controlled DC drive with frictionless, inertial load, delay τTA in 
the torque actuator, and with the PI speed controller.  
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The closed-loop system transfer function WSS(s) is given in Eq. 3.31. 
The closed-loop transfer function has one real zero (–1/τSC) and three 
closed-loop poles. The characteristic polynomial coefficients are b0 = 1, b1 = 
τSC  = KP /KI , b2 = J/KI , and b3 = JτTA/KI .  
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The double ratios design rule requires the coefficients b0, b1, and b2 to 

satisfy the condition b1
2 = b0b2. The values of b1, b2, and  b3 are related by 
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the expression b2
2 = b1b3. The proportional and integral gains that satisfy 

the conditions above are calculated in Eq. 3.32. Given the feedback gains 
KP and KI obtained from Eq. 3.32, the frequency range where the amplitude 
characteristic remains flat (|WSS ( jω)| ≈ 1) is extended. The values of the 
feedback gains suggested in Eq. 3.32 are commonly referred to as the op-
timum settings of the PI controlled DC drives with an inertial load.  
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The open-loop transfer function resulting from the optimum parameter 
setting is given in Eq. 3.33. The transfer function WS(s) has three open-
loop poles. Two poles reside at the origin (p1 = p2 = 0), while the third one 
is the real pole p3 = –1/τTA. There is one real zero, z1 = –1/(4τTA). The am-
plitude characteristic |WS ( jω)| of the open-loop transfer function is given in 
Fig. 3.13. Next to the origin, it attenuates at a rate of 40 dB per decade. 
Passing the open-loop zero z1, the slope reduces to –20 dB. At the fre-
quency ω0 = 1/(2τTA), the amplitude |WS ( jω)| reduces to 1 (0 dB). Due to 
symmetrical placement of z1, ω0, and p1 (ω0

2 = z1 p1), the parameter setting 
given in Eq. 3.32 is known as the symmetrical optimum. The closed-loop 
performance obtained with the symmetrical optimum is discussed later.  
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The closed-loop system transfer function WSS(s), obtained with KP 

opt
 and 

KI 
opt, is derived in Eq. 3.34. The pole placement in the s-plane is illustrated 

in Fig. 3.14. The natural frequency ωn = 1/(2τTA) and damping coefficient 
ξ = 0.5 correspond to the values anticipated in Table 3.1. The closed-loop 
step response is given in Fig. 3.15. Compared with the results obtained in 
the previous section (Fig. 3.9), the overshoot is increased to approximately 
43% due to a lower value of the damping coefficient ξ. Following the over-
shoot, the oscillation in the step response 3.15 decays rapidly, and the out-
put speed converges towards the reference.  
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Fig. 3.13.   The amplitude characteristic of the open loop transfer function ob-
tained with the gains KP and KI calculated from Eq. 3.32. The ampli-
tude |WS  ( jω)| and frequency ω  are given in logarithmic scale. The 
amplitude |WS ( jω)| attenuates to 0 dB at ω  = ω0. Due to symmetrical 
placement of z1, ω0 and p1 (ω0

2 = z1 p1), the parameter setting given in 
Eq. 3.32 is known as the symmetrical optimum.  

Maintaining the speed controller with the proportional and integral con-
trol actions and making further gain adjustments, the step response in Fig. 
3.15 can be dampened only at the cost of reducing the closed-loop band-
width. Likewise, the step response can be made quicker provided that an 
overshoot in excess of 43% is acceptable. A considerable improvement of 
the closed-loop performance is feasible in cases where the speed controller 
WSC (s) can  be extended with the derivative control action (Eq. 3.35). A 
compulsory low-pass filter 1/(1+sτNF) is used in conjunction with the de-
rivative factor in order to suppress the high-frequency noise incited by the 
differentiation. The time constant τNF of this first-order filter should be 
much smaller than the time constants related to the desired closed-loop 
transfer function. On the other hand, a sufficient value of τNF is needed to 
filter out detrimental noise components. In cases when the noise is con-
tained in the high-frequency region, beyond the range comprising the de-
sired closed-loop poles, it is possible to allocate a value of τNF that meets 
both requirements.  
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Fig. 3.14.    Location of the closed-loop poles in the s-plane obtained for the PI-

controlled DC drive with inertial load (Fig. 3.12). The feedback gains 
KP and KI are calculated from Eq. 3.32. The damping coefficient and 
the natural frequency of the conjugate complex poles p1/2 are 0.5 and 
ωn = 1/(2τTA), respectively.  

 

 

Fig. 3.15.    Closed-loop step response of the system in Fig. 3.12, obtained with the 
adjustable feedback parameters set according to the symmetrical opti-
mum.   
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With the speed controller transfer function given in Eq. 3.35 and the 
assumption that the time constant τNF can be neglected, the resulting 
third-order characteristic polynomial f (s) is given in Eq. 3.36. With the 
possibility of altering the three control parameters (KD, KP, and KI), the 
polynomial coefficients can be controlled in full. Therefore, arbitrary 
placement of the closed-loop poles is feasible, including the possibility of 
expanding the closed-loop bandwidth while still preserving the desired 
damping, and constraining the overshoot.  
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Problems 

P3.1 
Consider the closed-loop system with the characteristic polynomial f (s) = 
b0 + b1s + b2s

2 + b3s
3 + b4s

4. Assume that b0 = 1 and b1 = b0. Determine b2, 
b3, and b4 according to the double ratios design rule. Determine the poly-
nomial zeros by using the Matlab function roots ().  

 
P3.2 

(a) Repeat the previous calculation with b0 = 10 and b1 = b0.  
(b) Repeat the previous calculation with b0 = 10 and b1 = 10 b0.  
 

P3.3 
The speed-controlled DC drive system (Fig. 3.8) comprises a torque actua-
tor that can be modeled as the first-order lag. The friction coefficient B is 
negligible. The speed controller determines the torque reference Tref = KP 
∆ω  in proportion to the speed error. The system parameters are J = 0.1 
kgm2 and τTA = 10 ms. Determine the proportional gain KP so as to obtain 
the characteristic polynomial in conformity with the double ratios design 
rule. Considering KM = 1 and KFB = 1, what are the units of KP ?  Calculate 
the poles of the closed-loop system.  
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P3.4 
For the system in P3.3, determine the closed-loop transfer function. Apply 
the Matlab command step() to obtain the step response to the input distur-
bance. Estimate the overshoot and the rise time from the plot.  

 
P3.5 
The speed-controlled DC drive system (Fig. 3.11) comprises a torque ac-
tuator modeled as the first-order lag. The friction coefficient is B = 0.01 
Nm/(rad/s). The speed controller comprises the proportional and integral 
action. The system parameters are J = 0.1 kgm2 and τTA = 10 ms. Determine 
the gains KP and KI so as to obtain the characteristic polynomial in confor-
mity with the double ratios design rule. Calculate the poles of the closed-
loop system.  

 
P3.6 
Determine the closed-loop transfer function of the system in P3.5 and ob-
tain the step response by using the Matlab function step().  

 
P3.7 
The speed-controlled DC drive system (Fig. 3.12) comprises the torque ac-
tuator modeled as the first-order lag. The friction coefficient is B = 0. The 
speed controller comprises the proportional and integral action. The system 
parameters are J = 0.1 kgm2 and τTA = 10 ms. Determine the gains KP and 
KI so as to obtain the characteristic polynomial in conformity with the dou-
ble ratios design rule. Calculate the poles of the closed-loop system.  

 
P3.8 
For the system given in P3.7, and with the gain setting calculated in S3.7, 
determine the open-loop transfer function WS (s), calculate its poles and ze-
ros, and obtain the Bode plot by using the appropriate Matlab command. 
What is the frequency where |WS ( jω)| = 1?  Why is the parameter setting in 
Eq. 3.32 to be called the symmetrical optimum?  

 
P3.9 
Determine the closed-loop transfer function of the system in P3.7 and ob-
tain the step response by using the Matlab function step(). What are the 
overshoot and the rise time?  

 



4 Digital Speed Control 

position controllers. This chapter restates the basic concepts of discrete-
time control, and provides the means to analyze, design, implement, and 
evaluate discrete-time speed controllers. The sampling process is reviewed 
and explained. The system dynamics are described in terms of difference 
equations. The z-transform is introduced as the means of converting the 
difference equation into an algebraic form, thus simplifying the analysis, 
design, and performance prediction of discrete-time controllers. The z-
transform definition and properties are restated. Before discussing and 
designing the structure of discrete-time speed controllers, the signal flow 
between the discrete-time controller and continuous-time control object is 
explained and detailed. The optimization rule is devised and the parameter 
setting procedure proposed. In closing sections of the chapter, the large 
step response is analyzed, explaining the system limits and the wind-up 
phenomenon. The speed controller structure is enhanced in order to pre-
serve the response character and avoid overshoots and oscillations with 
large input and load disturbances.  

The basic speed control structures have been introduced in previous sec-
tions that have addressed the analog implementation, with the relevant 
continuous-time signals converted into their complex images by means of 
the Laplace transform. Contemporary speed controllers are implemented in 
a digital manner. The driving force of the digital speed controller is calcu-
lated at discrete, equally-spaced time instants. The calculations within a 
digital speed controller are initiated by the interrupt events of a micro-
controller or a DSP, which executes the speed control algorithm. At each 
interrupt, the digital controller acquires the speed feedback and calculates a 
new sample of the driving torque. The interrupt period is known as the 
sampling time or the sampling interval. The analysis, synthesis, and tuning 
of discrete-time or digital speed controllers is the subject of this chapter.  
 

Contemporary motion control systems comprise discrete-time speed and 
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4.1 Discrete-time implementation of speed controllers 

outlined. Prior to the advent of practicable microcontrollers, speed control 
tasks were implemented in a continuous domain by means of analog elec-
tronic circuitry comprising operational amplifiers, resistors, and capacitors. 
The analog signal, proportional to the revolving speed, was obtained from 
a tachogenerator attached to the shaft. From an analog amplifier, the refer-
ence for the driving torque was obtained in the form of a standard +/–10V 
analog signal, fed into the torque amplifier. The analog implementation 
sets the following limits on the closed-loop performance: 

 
• The low-speed operation is impaired by the offset intrinsic to opera-

tional amplifiers.  

• The feedback gains, defined by the resistors and capacitors, change 
with temperature and aging. 

• The analog shaft sensors, such as the DC tachogenerator, introduce 
the noise originating from the mechanical commutator, with the noise 
frequency related to the speed of rotation. The noise in the feedback 
line reduces the range of applicable gains and, thus, the closed-loop 
bandwidth.  

• While providing a straightforward way of implementing conventional 
control actions such as WSC (s) = KP + KI /s, analog implementation 
encounters great difficulties in implementing nonlinear control laws, 
backlash compensators,  antiresonant filters or finite impulse response 
filters.  

• A speed control task, where adjustable feedback parameters have to 
be adapted online to specific operating conditions, can hardly be im-
plemented by analog means. A change in parameters or structure of 
an analog speed controller requires replacement of resistors and ca-
pacitors. The implementation of such replacements in real time is 
hardly practicable with analog tools. Therefore, variable structure 
controllers and parameter adaptation require implementation on a 
digital platform.  

Digital implementation of the speed-control law began with the intro-
duction of microprocessors and DSP chips that could be employed in the 
motion-control environment. The development of shaft sensors that pro-
vided speed and position information in digital form helped improve the 
closed-loop performance. Optical encoders and electromagnetic resolvers, 

To begin, a brief comparison of analog and digital implementation is 
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equipped with resolver-to-digital converters [7], provided shaft feedback 
with a signal-to-noise ratio exceeding by far the performance of analog 
tachogenerators. The numerical capabilities of digital motion controllers 
allow for the implementation of complex nonlinear compensators, provide 
for online adaptation of the controller structure and feedback gains, and 
enable the implementation of FIR filters that were once incompatible with 
the analog platform.  

The role of the digital controller within a speed control system is given 
in Fig. 4.1. The digital motion controller comprises a microprocessor or a 
digital signal processor (DSP) equipped with the peripheral units necessary 
to communicate with the rest of the system. The control algorithm includes 
the speed controller, which calculates the torque/current reference on the 
basis of the detected speed error. In addition, the µC/DSP code comprises 
the local (minor) loop, controlling the motor current (torque). For this rea-
son, the digital controller given on the left in Fig. 4.1 receives speed and 
current feedback signals and generates the PWM pulses. The latter are 
used as the firing signals for the power switches within the power con-

The peripheral module Counter in Fig. 4.1 receives a train of pulses 
coming from an optical encoder attached to the motor shaft. The pulse fre-
quency corresponds to the shaft speed. The Counter peripheral counts the 
pulses and converts the feedback information into a digital word, read and 
used by the µC/DSP as the speed feedback.  

 

Fig. 4.1.     The signal flow between the digital motion controller and the rest of 
the speed-controlled system. The processor unit on the left outputs the 
PWM signals, controlling the power converter. It counts the shaft sen-
sor pulses and reads the motor current, by means of an A/D converter.  

verter, thus directing the voltage fed to the motor and constraining the 
motor current to track the torque reference.    
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The A/D peripheral module (Fig. 4.1) receives the analog signal propor-
tional to the motor current. The samples of the motor current are converted 
into digital words and used as the feedback signal to the current controller. 
The motor current is controlled by setting the supply voltage to a desired 
value. The motor voltage is decided by the width of the PWM pulses, gen-
erated from the PWM peripheral unit. Within each sampling period, the 
digital controller evaluates the error in the motor current and calculates the 
driving force in the form of the voltage reference. The current control algo-
rithm calculates the voltage reference that would reduce the current error 
in the succeeding sampling intervals, eventually driving it down to zero. 
Throughout this section, the analysis is simplified by assuming an ideal 
current controller, wherein the motor current and the delivered torque cor-
respond to reference values.    

The digital implementation implies an intrinsic deterioration of signals 
due to time and amplitude discretization. The loss of information is the in-
evitable consequence of the sampling process. Indispensable for the digital 
implementation of control laws, the sampling relates to the conversion of 
signals from their real-time, continuous domain form (y (t) in Fig. 4.2), 
into their digital counterparts (Yn). The sample Yn is the digital word repre-
senting the analog signal y(t) acquired at the instant t = nT, converted into 
a number to be used by the control algorithm. The process of sampling 
consists of acquiring the analog signal at the sampling instant t = nT and 
keeping the value y (nT ) in a charged capacitor CS/H included in the sam-
ple-and-hold circuit. The A/D peripheral then converts the CS/H voltage 
into a number (Yn), represented by 12–16 bits and kept within the RAM 
memory of the µC/DSP. 

Fig. 4.2.     The loss of information in the sampling process: the continuous-time 
signal y (t) is converted into a train of pulses. The resolution in repre-
senting the amplitude of samples Yn depends on the number of bits in 
the A/D peripheral.  
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A very similar process takes place within the Counter peripheral (Fig. 
4.1), which processes the signals originating from an optical encoder and 
converts them into samples of the shaft speed or position.  

The sampling results in both amplitude and time discretization. The con-
version of y(t) into the train of samples Yn disregards the values of the 
continuous-time signal in between the sampling instants. Therefore, the 
reconstruction of the original signal from the train of samples is not always 
possible. In such a case, the time discretization leads to loss of informa-

tinuous-time signals without signal deterioration, provided that the input 
y(t) has a limited bandwidth. If the highest-frequency component of the in-
put does not exceed one half of the sampling frequency fS = 1/T, then y(t) 
can be recovered in full from the train of samples Yn. Hence, in such cases, 
time discretization does not contribute to loss of  information. The band-
width limit fmax = fS/2 = 1/2T is also known as the Shannon frequency.  

Contemporary microcontrollers and signal processors are equipped with 
A/D peripheral units capable of performing at rates fS > 106. The frequency 
content  of the motor current and the rotor speed does not exceed several 
tens of kHz. Therefore, the sampling process in digital speed controllers 
can be organized in such a way that the time discretization does not impair 
the feedback signals.  

The samples Yn represent the input signal y (t) at instants t = nT. The 
number of data bits in digital words Yn depends on the resolution of the 
A/D peripheral unit. Practicable A/D resolutions vary from 10 to 16 bits. 
Therefore, the samples of the feedback signals are internally represented as 
digital words having 10–16 bits. When an input signal that has a range of 
+/–10 V is sampled with a 12-bit A/D peripheral unit, one least significant 
bit (LSB) of the result corresponds to the quantum ∆U = 20V/212 = 4.88 
mV. As a consequence, the signal amplitude is represented in chunks of 
∆U. Fine fluctuations of the signal y(t) within the ∆U boundaries cannot be 
represented and are therefore lost. Hence, the sampling process involves 
discretization in amplitude and loss of information caused by the resolu-
tion limits of A/D units and finite wordlength.  

Within a digital speed control system (Fig. 4.1), the feedback signals 
contain the parasitic noise components, originating from the power con-
verter commutation processes and other sources. In general, the noise ex-
ceeds the quantization step ∆U of the A/D converter, while the errors 
caused by the amplitude discretization are inferior to the intrinsic noise. 
Therefore, in most digital speed controllers, the effects of amplitude quan-
tization on feedback signal integrity are negligible.   

tion. According to the sampling theorem [8, 9], it is possible to sample con-
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Fig. 4.3.      The signal flow within the digital speed controller.   
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The signal flow within the digital speed controller is given in Fig. 4.3. 
The speed reference ω* is available as a train of samples (ω*

(DIG)). At the 
instant t = nT, the speed reference equals ω*

(n). The train of feedback sam-
ples is designated FB (DIG). The speed controller acquires the n th feedback 
sample FB (nT), evaluates the speed error ∆ω(n), and calculates the torque 
reference sample T*

(n). The train of torque reference pulses is given in Fig. 
4.3 as T*

(DIG). The speed control algorithm may calculate the torque refer-
ence value from the present and past samples of the reference and the 
feedback signals, as well as the past samples of the driving torque: 
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The speed controller is linear when it calculates the new sample of the 
driving force as a weighted sum of the relevant samples (Eq. 4.2). In such 
a case, the weight coefficients Gi

F, Gi
ω, and Gi

T assume the role of the 
feedback gains. The numbers NF, Nω, and NT in Eq. 4.2 determine the 
structure of the digital speed controller. 
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The torque reference T*
(n) is calculated from the input samples acquired 

at the instant t = nT. The new sample T*
(n) is available with a certain delay, 

required for the µC/DSP to evaluate the expression 4.2. The reference T*
(n) 

is then supplied to the torque actuator during one whole sampling interval 
T. In cases when the calculation delay is negligible, the torque reference is 
set to T*

(n) during the time interval [nT, (n + 1)T ). At the next interrupt in-
stant t = (n + 1)T, the process repeats, resulting in a new reference T*

(n+1). 
Hence, the torque reference signal Tref changes in a stepwise manner, as-
suming a new value T*

(k) at each sampling instance kT.   
There are cases when the implementation of the digital speed control al-

gorithm requires a great deal of time, making the calculation delay compa-
rable to the sampling period T. In such cases, the torque reference T*

(n) is 
applied with a delay of one whole sampling period and remains at the 
torque actuator input during the time interval [(n + 1)T, (n + 2)T ). 

Compared with analog implementation, the digital speed controller ex-
periences signal deterioration due to time and amplitude discretization. At 
the same time, the numerical calculations involved contribute to additional 
transport delays. Nevertheless, digital speed controllers surpass the per-
formance of their analog counterparts. The quantization effects and calcu-
lation delays are suppressed by using specialized, high-throughput motion 
control DSP platforms [10, 11]. With digital shaft sensors, such as optical 
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encoders, the feedback signals are offset-free and noise-free and maintain 
their S/N ratio even at very low revolving speeds. A digital speed control-
ler may include nonlinear compensators, an online parameter adaptation, 
and structural change mechanisms; it may employ finite-impulse response 

In digital controlled electrical drives, the speed control functions may be 
implemented simultaneously with the current controller (Fig. 4.1). The  
availability of sampling rates exceeding fS = 20 kHz [10,11] allows for a 
current-loop bandwidth exceeding 1 kHz. Consequently, the actual torque 
reaches the reference Tref within 100–200 µs. These dynamics of the torque 
actuator exceed the time constants of the mechanical subsystem by two 
orders of magnitude. Therefore, the analysis and design of digital speed 
controllers can be performed under the assumption that the torque actua-
tor responds instantly to the reference pulses T*

(n). Exceptions to this con-
clusion need to be considered in cases when the inertia of the mechanical 
subsystem is extremely low and/or the target bandwidth of the speed loop 
reaches the 1 kHz range.  

4.2 Analysis of the system with a PI discrete-time speed 
controller 

the system. The digital processor in Fig. 4.1 controls the speed of the me-
chanical subsystem by acquiring samples of feedback signals, processing 
these through the control algorithm, and obtaining samples of the driving 
force (Fig. 4.3). The digital part deals with the discrete-time signals, shown 

wordlength. The analog section of the speed control system comprises the 
torque actuator, the mechanical subsystem, and the analog circuitry associ-
ated with the feedback acquisition. The signals involved in the analog part 
of the system are continuous-time, analog signals.  

The analysis of the digital speed controller requires the appropriate 
modeling of the signal flow in both the analog and digital domains, taking 
into account the signal conversion between the two. The transition of con-
tinuous-time (analog) signals into discrete-time (digital) form is referred to 
as the sampling process and is illustrated in Fig. 4.2. The reconstruction of 
discrete-time pulse trains into their analog counterparts is discussed later 
and is given in Fig. 4.5A and Fig. 4.5B [8, 9]. 

In Fig. 4.1, one can distinguish both the digital and the analog parts of 

in Fig. 4.2 as a train of samples. Such signals reside within the RAM 
memory of the digital processor in the form of binary words of a finite 

implementation.  
filters and a number of other features that are not available in analog 
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4.2.1 The system with an idealized torque actuator and inertial 
load 

speed-controlled system with a digital controller is given in Fig. 4.4. The 
torque actuator dynamics are neglected, assuming that the torque com-
mand samples T* have an immediate effect on the actual driving torque, 
delivered to the shaft of the electric motor. The signal flow taking part 
within the digital controller is surrounded by a dashed line, separating the 
digital section from the rest of the system. The signal transition points be-
tween the digital domain (discrete time) and the analog domain (continu-
ous time) are designated with a switch accompanied by the symbol T, 
standing for the sampling time period.  

The speed reference signal ω*(t) in Fig. 4.4 is sampled within each sam-
pling interval T and converted into the train of pulses ω*

DIG. In order to 
evaluate the speed error ∆ω, it is necessary to acquire the train of feedback 
pulses ωFB

DIG. The speed feedback is obtained from the shaft sensor. In 
most cases, the continuous-time signals obtained from the sensor are proc-
essed in the associated interface circuits, their transfer function being des-
ignated in Fig. 4.4 by WM (s). The digital controller samples the resulting 
feedback signal F B and acquires the train of pulses F B

DIG. The feedback 
signal may correspond to the revolving speed or to the shaft position. 
When the sensing device is a brushed tachogenerator, the signal F B is pro-
portional to the speed. With an optical encoder or an electromagnetic re-
solver, the feedback signal represents the shaft position. In the latter case, 
the digital controller must evaluate the position-related samples F B

DIG in 
order to provide digital representation of the speed feedback ωFB

DIG. This 
operation is denoted as block WSE in Fig. 4.4.  

The speed error signal error ∆ω is fed to the speed regulator (WSC), 
which calculates the train of torque reference samples T*

DIG intended to 
drive the error ∆ω towards zero. The signal flow within WSC is illustrated 
in Fig. 4.3, while Eq. 4.2 outlines the algorithm of the T*

DIG calculation for 
the case of a linear controller. The structure and parameters in Eq. 4.2 de-
termine the character and the bandwidth of the closed-loop step response. 

SC

the proper form of the difference equation 4.2.  
 

 For the purpose of the subsequent analysis, a block diagram of the 

The present section is intended to provide the design procedure and the 
parameter setting for the digital speed controller W , and, hence, to supply 
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Fig. 4.4.     Block diagram of a speed controlled system with digital implementa-

tion of the control algorithm. The signal flow taking part within the 
µC/DSP is surrounded by the dashed line.   

The torque reference samples T*
DIG are obtained at the output of the 

block WSC (Fig. 4.4). In cases when the computation time is negligible 
with respect to the sampling period T, the torque reference sample T*

(n) is 
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assumed to be available at the sampling instant t = nT. With longer compu-
tation delays, commensurate with the sampling period T, the torque refer-
ence T*

(n) could be put to use at the next sampling instant t = (n+1)T. The 
torque actuator, modeled as the gain block Km with the associated limiter, 
requires a continuous-time torque reference T*(t). Therefore, the train of 
samples T*

DIG has to be converted into a continuous-time signal. This task 
is accomplished within the block labeled ZOH in Fig. 4.4, performing the 
zero order hold (ZOH) function. The torque reference T*(t) is set to T*

(n) 
during the time interval [nT, (n+1)T). At the instant t = (n+1)T, the process 
repeats, and the new sample T*

(n+1) of the torque reference is calculated and 
passed forward to the torque actuator. The ZOH function is detailed in Fig. 
4.5A: the continuous-time signal T*(t) changes in a stepwise manner, as-
suming a new value T*

(k) at each sampling instance kT.  
The transfer function of the ZOH block is found to be WZOH(s) = 

T*(s)/T*
DIG(s), where T*

DIG(s) represents the Laplace transform of the pulse 
train T*

DIG, given on the right in Fig. 4.3, while T*(s) stands for the Laplace 
transform of the continuous-time torque reference T*(t). The complex im-
age T*

DIG(s) is found to be:  

( )
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nDIG eTsT −

∞
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0

** )( . 

 
 

Fig. 4.5A.   The zero-order-hold (ZOH) sets the torque reference T*(t) to T*
(n) dur-

ing the time interval nT. At the instant t = (n+1)T, the new sample 
T*

(n+1) of the torque reference is calculated and passed forward. 

The torque reference pulse applied during the interval [nT, (n+1)T) and 
shown in Fig. 4.5A can be transformed into the s-domain. The complex 
image T*

PLS(n)(s) of the pulse is calculated as 
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 The continuous-time torque reference T*(t) consists of a train of pulses 
similar to the one given in Fig. 4.5A. The representative waveform of the 
reference T*(t) is given in Fig. 4.5B. The Laplace transform of such a sig-
nal is calculated as the sum of T*

PLS(n)(s) elements: 
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Hence, the transfer function of the ZOH block is found to be:  

s
esW
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The question arises as to whether the discontinuous changes in T*(t) 
(Fig. 4.5B) have an adverse effect on the torque actuator and the mechani-
cal subsystem. At high sampling frequencies fS = 1/T, the effects of step 
changes of the torque reference T*(t) are less emphasized due to the low-
pass nature of the mechanical subsystem. In digital speed-controlled sys-
tems, the sampling period T is at least an order of magnitude smaller 
compared with the time constants involved in the analog part of the sys-
tem. The period T = 1/fS  is frequently set to the PWM period, which 
ranges from 50 µs to 200 µs. With T =TPWM, the frequency of the torque 
reference stepping (Fig. 4.5B) corresponds  to the frequency of the vari-
able-width voltage pulses fed from the drive power converter to the elec-
trical motor windings. Therefore, it is concluded that the stepwise nature of 
the torque reference T*(t), produced by the zero-order hold circuit, pro-
duces no harmful effects on the torque actuator and does not disturb the 
mechanical subsystem.  

The conversion of discrete-time signals into their continuous-time coun-
terparts can be performed with the first-order hold [8, 9]. The first-order 
hold (FOH) circuit produces continuous-time signals with the ramp-shaped 
change between the sampling instants. For the aforementioned reasons, the 
use of the FOH in digital speed controllers is not required.  
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Fig. 4.5B.   Reconstruction of the continuous-time torque reference from the train 
of torque reference samples by means of a zero-order-hold (ZOH).  

Derived at the output of the ZOH block in Fig. 4.4, the torque reference 
T*(t) is fed to the torque amplifier. Having a negligible delay in the torque 
actuation, the torque amplifier reduces to a static-gain block Km followed 
by a limiter, restricting the driving torque T em to +/– TMAX. The peak driv-
ing torque is limited by the permissible current in the semiconductor power 
switches within the power converter and by characteristics of the electrical 
motor. Finally, the driving torque T em(t) enters the mechanical subsystem 
and affects the revolving speed.  

4.2.2 The z-transform and the pulse transfer function 

algorithm require evaluation of the open-loop transfer function. In Eq. 2.5, 
the open-loop transfer function WS (s) was found to be the product of the 
speed controller transfer function WSC (s) and the transfer function of the 
plant WP(s). In Chapter 2, the plant transfer function WP (s) was defined in 
the Laplace domain (Eq. 2.4), relating the complex images of the output 
speed ω (s) and the driving torque Tem (s).   

The Laplace transform of the continuous-time signal f (t) results in the 
complex image F (s). The Laplace transform proved particularly useful in 
solving linear differential equations. A linear differential equation, involv-
ing the continuous-time function f (t) and its derivatives dnf (t)/dt 

n with 
n n

Analysis of  the  digital speed controller and design of the proper control 

known initial conditions d  f (0)/dt ,  can be reduced to an algebraic 
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The transfer function W (s) in the Laplace domain can be derived for  a 
linear subsystem with input signal in (t) and output out (t). The transfer 
function specifies the signal transition from the input to the output terminal 
of the subsystem or block. With known complex images IN (s) and 
OUT (s) of the input and the output signal, the transfer function is found to 
be W(s) = OUT(s)/ IN(s). Therefore, the transfer function W(s) can be used 
advantageously in continuous-time systems [12, 13] to determine the out-
put of the subsystem for a known input excitation in (t).              

While the Laplace transform deals with continuous-time signals, the z-
transform [1] operates on discrete-time signals (i.e., the sampled data sig-
nals) and associated pulse transfer functions. The Laplace transform maps 
a continuous-time function f (t) into the complex image in the Laplace do-
main, also known as the s-domain. The z-transform maps the discrete-time 
signals into their complex representation F (z), residing in the z-domain.  

The z-transform converts the semi-infinite train of pulses f(n) (n∈[0, 
+∞]), given in Fig. 4.2, into the complex image F (z). The sample values 
f(n) in semi-infinite trains are equal to zero for n < 0. The z-transform of the 
discrete-time signal fDIG is given in Eq. 4.3. In cases when discrete-time 
samples f(i) are obtained by acquiring the values of the continuous-time 
function f (t) at the sampling instants t = iT (Fig. 4.2), the z-transform F (z) 
can be found from Eq. 4.4.  
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The z-transform is a powerful tool for studying difference equations, 
such as Eq. 4.2. Linear difference equations involving the sampled data 
signals reduce to algebraic equations comprising the z-transforms of the 
relevant signals. After solving the algebraic equation and obtaining the 
F (z), individual samples f(i) can be found by the inverse z-transform [1, 12, 
13] (Eq. 4.5),  wherein the integration contour encircles all the values of 
the argument z, resulting in F (z) singularities.  
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equation [12, 13] and solved for the complex image F (s). Eventually, the 
solution f (t) can be found from F (s) by the inverse Laplace transform.  
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Consider the discrete-time subsystem, such as the speed controller in 
Fig. 4.3. The transition of discrete-time signals from the input inDIG 
(∆ωDIG) to the output  outDIG (T*

DIG) can be described by means of the pulse 
transfer function W (z), also known as the discrete transfer function. With 
known z-transforms of the input IN (z) and the output OUT (z), the discrete 
transfer function can be derived as W(z) = OUT (z)/IN(z). For the given in-
put and with a known pulse transfer function W (z), the output train of 
pulses out(n) can be found as an inverse z-transform (Eq. 4.5) of the com-
plex image OUT(z) = W (z)IN (z).   

The reference literature [1, 12, 13] comprises the tables that include 
typical continuous-time functions f (t) with their s-domain images F (s) 
and the z-domain counterparts F (z), obtained by applying the z-transform 
on the f (t) samples at the sampling instants t = nT. Some properties of the 
z-transform, relevant for further developments, are listed in [1]. Where 
needed, subsequent analysis throughout this book includes information on 
z-transform properties and practices. An effort is made to provide the 
reader with sufficient support to comprehend the analysis, design, and pa-
rameter setting of digital speed and position controllers. The reference lit-
erature [1, 12, 13, 14] comprises complete information on the z-transform, 
with rigorous proofs and developments. Some frequently addressed prop-
erties of the z-transform are addressed below.  

The operators s and z, used in the Laplace and the z-transform, denote 
the differentiation and the time shift T, respectively. The Laplace operator 
may indicate the differentiation (s) or integration (1/s) [12, 13]. The com-
plex image of the first derivative df (t)/dt is found as F1(s) = (df (t)/dt) = 
sF (s) – f (0), where F (s) = (f (t)). The integral of f (t) is transformed into 
F(s)/s. Likewise, the operator z stands for the time advancement by one 
sampling period T. In the z-domain, the complex image zF (z) corresponds 
to the z-transform of the  f (t +T ) samples (Eq. 4.6). Multiplication by the 
operator z–1 denotes the time delay by one sampling period. The z-
transform obtained from the samples of the delayed function f (t -T) is 
found in Eq. 4.7 as z–1F(z), where f (–T) = 0, since the train of f(n) pulses is 
semi-infinite (f (t) = 0 for t  < T).   
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The time shift properties of the z-transform, given in Eq. 4.6 and Eq. 
4.7, can be used to obtain the z-domain transfer function W(z) of the sub-
system described by a difference equation, such as Eq. 4.8. The values 
Yn+2, Yn+1, and Yn, used in the difference equation 4.8, correspond to the 
samples of the output signal y (nT+2T ), y( nT+T ), and y(nT ), respec-
tively. Likewise, the values Xn+2, Xn+1, and Xn correspond to the input sam-
ples x( nT+2T ), x( nT+T ), and x( nT ). The parameters A2, A1, A0, B1, and 
B0 determine the transition of the discrete-time input pulses X(z) into the 
output Y(z). If we apply the time shift properties to the difference equation 
4.8, the algebraic equation 4.9 is obtained, which relates the z-domain 
complex images of the input X(z) and output Y(z) signals. Eventually, the 
transfer function W(z) =Y(z)/X(z) is found in Eq. 4.10. The derivation of 
the pulse transfer function W(z) described above is used frequently 
throughout this book.  
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It is of interest to derive the pulse transfer function of the digital (dis-
crete-time) integrator. To this end, recall that the complex image of the 
Heaviside step h(t) in the s-domain is H(s) = 1/s. The samples of h(t) at 
t = kT instants are all equal to one. The z-transform H(z) of this train of 
pulses is found in Eq. 4.11. Since H(s) = 1/s maps into H(z) = z/(z – 1), the 
transfer function of the continuous-domain integrator 1/s will have the dis-
crete-time counterpart z/(z – 1).  
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In cases when the z-domain complex image F (z) of an unknown dis-
crete-time signal is available, the initial value f (0) and the final value f (∞) 
of the pulse train can be found from the expressions given in Eq. 4.12 and 
Eq. 4.13. These expressions are known as the initial-value theorem (Eq. 
4.12) and the final-value theorem (Eq. 4.13) [1]. The final-value theorem 
holds, provided that the denominator of the expression (1 – z 1 )F (z) has all 
of its roots within the unit circle of the z-plane.  

−
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The step response of a discrete-time system can be accessed from the 
closed-loop pulse transfer function WSS (z). Recall that the step response of 
a continuous-time system is determined by the poles and zeros of the rele-
vant s-domain transfer function W(s). The closed-loop bandwidth and the 
damping factor are observed from the roots of the characteristic polyno-
mial f (s), wherein the f (s) resides in the denominator of the closed-loop 
system transfer function WSS (s). In the same way, the denominator of the 
closed-loop system pulse transfer function WSS (z) represents the character-
istic polynomial f (z). The roots of f (z) are the closed-loop poles of the 
pulse transfer function, which determine the character and speed of the 
step response. 

It is helpful to have an understanding of how specific values of the 
closed-loop poles in the z-domain affect the dynamic behavior of the 
closed-loop discrete-time system. Meaningful experience in relating the step 
response of continuous-time systems to the placement of the closed-loop 
poles in the s-domain can be put to use by mapping the s complex plane 
into the z counterpart. The poles and zeros in the z-plane can be mapped 
into their equivalents in the s-domain. The relation between complex vari-
ables z  and s is given in Eq. 4.14. The function Ln(z) in the equation 
represents the logarithm function of a complex argument.   
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  Eq. 4.14 maps the left half-plane of the s-domain into the unit circle in 
the z-domain. Hence, a discrete-time system is stable if all of its closed-
loop poles have their absolute value smaller than one. The conjugate com-
plex poles in the s-domain correspond to the z-domain conjugate complex 
poles, with their real and imaginary components being related in Eq. 4.15. 
The damping factor of the conjugate complex pair of poles s1/2 determines 
the ratio between the real and imaginary component of the closed-loop 
complex poles in the z-domain. Real, stable s-domain poles are located on 
the negative half of the s-plane real axis (σ ∈ [–∞ .. 0]). These poles are 
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mapped to the interval [0 .. 1] of the real axis in the z-plane. The step re-
sponse of a continuous-time system is faster, inasmuch as the real poles σ  
move further to the left in the s-plane, towards –∞. The discrete-time sys-
tem responds quickly, as the closed-loop poles shift towards the origin of 
the z-plane.  

4.2.3 The transfer function of the mechanical subsystem 

ples T*
(n). Processed through the zero-order hold block, the torque refer-

ence is fed to the torque actuator, affecting, in this way, the output speed 
and the feedback signal F 

B(t). Hence, the samples of the speed feedback 
ω 

FB
DIG are affected by the torque reference samples T*

(n). Therefore, the 
plant transfer function of the system in Fig. 4.4 must represent the impact 
of the discrete-time signal T*

DIG on the discrete-time feedback ωFB
DIG.  

The mechanical subsystem is described by Eq. 4.16. The torque TL com-
prises the load torque as well as the friction, the drag in the transmission 
elements, and other parasitic torque components. Parameter J represents 
the equivalent inertia of the system. The assumption made in Eq. 4.16 is 
that the parasitic torque components are decoupled from the internal dy-
namics of the system. Therefore, the signals summed into T L can be 
treated as an external disturbance.  

Lem TT
t

J −=
d
dω

 (4.16)

The torque reference T*(t) in Fig. 4.4 is set to T*
(n) at the instant t = nT 

and preserves that value until the next sampling instant t = (n+1)T, when 
the speed  controller acquires another sample of the feedback and com-
putes the torque reference T*

(n+1).  With a negligible time lag in the torque 
actuator, the driving torque Tem(t) in Fig. 4.4 tracks the reference T*(t) 
without delays and with no errors. According to Eq. 4.16, the shaft speed 
ω (t) changes with the driving torque and is affected by the external distur-
bance TL(t). The values of ω (t) at instants t = nT and t = (n + 1)T are de-
noted by ω(n) and ω(n+1). The speed transition from ω(n) to ω(n+1) is given in 
Eq. 4.17.  

The torque reference in Fig. 4.4 assumes the form of the train of sam-
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While the driving torque in Eq. 4.17 does not change during the interval 
( nT, (n + 1)T ), the generalized load torque TL(t) is an external disturbance 
that may fluctuate within the interval in an arbitrary way. This situation 
hinders the attempt to turn the differential equation 4.16 into a difference 
equation. Observe that the last factor in Eq. 4.17 represents the average 
value of the disturbance signals during the time interval ( nT, (n + 1)T ). 
Hence, the new shaft speed sample ω(n+1) is uniquely affected by the aver-
age value T L

(n) of the signal T L(t), calculated in the present sampling period 
T according to the expression given in Eq. 4.18. If we introduce the distur-
bance average value from Eq. 4.18 into Eq. 4.17, the new speed sample 
ω(n+1) is obtained as a weighted sum of the past sample ω(n), the driving 
torque T*

(n), and the disturbance T L
(n), resulting in difference equation 4.19.  
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The difference equation 4.19 describes the mechanical subsystem where 
the signal T*

(n) is the driving force, the speed ω(n+1) is the output, and T L
(n) is 

the external disturbance. The transfer function WP (z) of the mechanical 
subsystem (plant) can be found to be WP(z) = ω(z)/T*(z), where ω (z) repre-
sents the z-transform of the output samples ω(n) obtained for the given 
torque reference T*(z) in conditions when TL(t) = 0. Applying the time shift 
properties of the complex operator z (Eqs. 4.6, 4.7), the speed and the 
torque complex images are related in Eq. 4.20. The plant pulse transfer 
function WP (z) is given in Eq. 4.21. 
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Similarly, the pulse transfer function WPL (z) can be derived by describ-
ing the impact of the load disturbance TL on the output speed of the me-
chanical subsystem. Given the train of pulses TL

(n), comprising the average 
values of the signal T L(t) within individual sampling periods (Eq. 4.18), the 
z-transform TL(z) of the  disturbance  signal  can  be  derived . The  pulse  trans-
fer function describing the output response to the load disturbance is equal 
to –WP (z). The discrete-time transfer function WPL (z) can be found to be 
ω(z)/TL(z) in conditions when T*(z) = 0. From Eq. 4.19 and applying the 
steps given in Eq. 4.20, it is found that WPL (z) = –WP (z). Finally, the z-
transform of the output speed in conditions when both the load torque and 
the driving force are present is derived as ω(z) = WP (z) (T*(z)-TL(z)).  

4.2.4 The transfer function of the speed-measuring subsystem 

from optical encoders or electromagnetic resolvers. In the latter case, con-
tinuous time signals obtained from the sensor are processed in resolver-to-
digital (R/D) interface circuits. The transfer function of such circuits is 
denoted by WM (s) in Fig. 4.4. Both the encoder and the resolver supply in-
formation on the shaft position, but not the speed. The former provides the 
position in the form of pulses. The digital controller (Fig. 4.1) comprises 
the input peripheral units, which are equipped with counters that accumu-
late the encoder pulses and provide the position data. With the optical en-
coder, there are no delays associated with the analog signal processing; 
therefore, WM(s) = 1. When the electromagnetic resolver with the R/D con-
verter is used, the transfer function WM(s) achieves bandwidths in excess of 
1 kHz [2]. In most digital speed controllers, the R/D circuit dynamics are 
beyond the frequency range of interest, and the assumption WM (s) = 1 is 
admissible.  

The digital controller samples the shaft position θ(n) (F 
B in Fig. 4.4) and 

acquires the corresponding train of pulses θDIG (F 
B

DIG in the same figure). 
Position samples must be processed further in order to obtain the desired 
speed feedback ωFB

DIG. In continuous time, the shaft speed is obtained as 
the first derivative of the position. Discrete-time differentiation involves 
the calculation of the difference between the neighboring samples. This 
operation is designated by WSE in Fig. 4.4.  

The speed feedback in digital speed-control systems is mostly obtained 
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It is of interest to find the pulse transfer function of the block WSE. Con-
sider the instant nT, when the digital controller acquires the sample 
θ(n) = θ (nT ). The previously acquired sample  θ(n–1) has to be preserved, 
and it resides in the RAM memory of the digital controller. At this instant 
(t = nT), the speed feedback ωFB

(n) is calculated from the position incre-

terval of time [(n–1)T .. nT ), and not to the actual shaft speed ω(nT) (Eq. 
4.23).   
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The relation between the speed feedback signal ωFB
(n) and the shaft 

speed values ω(n) = ω(nT ) at the sampling instants needs to be established. 
In Fig. 4.6, the change in the shaft speed between the two sampling in-
stants is given. In cases when both the driving torque and the load distur-
bance TL stay constant within the sampling interval T, the speed in Fig. 4.6 
changes with a constant slope. In this case, the average speed during the 
interval T is proportional to the surface S and is found to be the average of 
the neighboring samples of the actual shaft speed ω(n-1) and ω(n) (Eq. 4.24). 

The driving torque T em(t) is assumed to be equal to the reference T*(t). 
The torque reference is obtained from the zero-order hold circuit in Fig. 
4.4. Therefore, the assumption that the driving torque does not change dur-
ing the sampling interval T holds. In the absence of the load torque TL, the 
shaft speed will change from ω(n 1) to ω(n) in a linear fashion. A linear 
speed change such as that shown in  Fig. 4.6 is preserved even in the pres-
ence of the load disturbance, provided that the TL(t) stays constant within 
each individual sampling period. The latter is the case in the majority of 
practical speed-controlled systems. The possibility and effects of fast TL(t) 
fluctuations within the interval are discussed next in Section 4.3. 

The difference equation 4.24 is transformed into Eq. 4.25, relating the z- 
transforms of the shaft speed samples ω(z) and the speed feedback signal 
ωFB(z). Finally, the pulse transfer function WSE(z) of the speed-measuring 
system is given in Eq. 4.26.  

 
 

ment obtained within the past sampling period T (Eq. 4.22). The speed 
information obtained thusly corresponds to the average speed during the in-

−
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Fig. 4.6.     The change in shaft speed between two sampling instants. When the 
load torque stays constant during the interval [(n – 1)T .. nT), the 
speed change is linear. The average value of the speed, proportional to 
the surface S, is found to be the average value of the neighboring sam-
ples ω(n) and ω(n 1).  
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4.3 High-frequency disturbances and the sampling 
process 

L

trary form. It is possible to envisage the frequency contents of TL with 
spectral components that go beyond the sampling rate fS = 1/T. In such 
cases, the load disturbance  may change along the interval [(n – 1)T .. nT ).  

In Section 4.2.3, in the derivation of the transfer functions WP (z) and 
WPL (z) of the mechanical subsystem, the load disturbance was taken into 
account as the train of samples TL

(n), each sample being the TL(t) average 
value of the load within the individual sampling interval (Eq. 4.18). The 

−

The load torque T (t) is an external disturbance that may take an arbi-
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conclusions drawn in this section, in particular the result WPL (z) = –WP (z) 
and Eq. 4.21, are valid for an arbitrary form of T L(t).  

On the other hand, Fig. 4.6 and the resulting Eq. 4.21 in Section 4.2.4 
are based on the assumption that the shaft speed experiences a linear 
change from ω(n 1) to ω(n). The assumption does not hold in cases when the 
TL(t) changes are fast, which places into question the result obtained in Eq. 
4.26. As indicated in Fig. 4.6 and given a parabolic change in speed, the 
surface S and the feedback signal ωFB

(n) are not proportional to the average 
value of the neighboring samples ω(n) and ω(n 1). Therefore, it is necessary 
to discuss the possibility of experiencing high-frequency load disturbances 
and to evaluate their effects on the speed-controlled system and its model. 
The present section draws the conclusion that input signals at frequencies 
in excess of the Shannon frequency fSH = 1/2T cannot pass through the 
sampling circuit and the associated prefilters. High-frequency disturbances 
in a digital controlled system cannot be sampled, nor can they be sup-
pressed by deliberate control action. Such signals are attenuated by the 
low-pass nature of the plant and are frequently referred to as the unmod-
eled dynamics [1]. 

The choice of sampling time T is the vital step in designing a digital 
speed controller. It is widely discussed in the reference literature [1, 12, 
13] and will be addressed in subsequent chapters. In many practical cases, 
the speed loop sampling period T ranges from 50 µs to 200 µs. Hence, for 
the load disturbance TL(t) to assume meaningful changes within the inter-
val T, it should comprise the spectral components at frequencies in excess 
of 1 kHz. In a practical speed-controlled system, the disturbance TL(t) is 
passed from the load to the motor by means of mechanical transmission 
elements. The inertia of the motor, the load mass, and the inertia of trans-
mission elements act as a low-pass filter (1/Js), attenuating the high-

From a more general point of view, it is interesting to distinguish 
between the low-frequency disturbance (LFD) signals and the high-
frequency disturbance (HFD) signals. The effects of the former on the sys-
tem output are to be removed by appropriate control action. The latter 
are beyond the capabilities of the control system and cannot be attenuated 
by deliberate control action. On the other hand, most plants have a low-
frequency nature and do not react to a high-frequency excitation. The 
above discussion briefly summarizes the error-suppression strategy of 
most controllers. The output errors caused by LFD signals are put down in 
an active way, through the control effort, while the errors caused by HFD 

−

−

shaft speed signal to assume a form other than the one shown in Fig. 4.6.
frequency contents of the disturbance signal. Therefore, it is unlikely for  the 
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signals are suppressed in a passive way, relying on the low-pass nature of 
the plant.  

The separation of LFD and HFD signals is related to the closed-loop 
bandwidth ωBW of the controller, discussed in Section 2.1.1. With input and 
load disturbances at frequencies lower than ωBW, the closed-loop controller 
is capable of suppressing the output error. For excitation frequencies 
higher than ωBW, the controller and/or the torque actuator are not capable 
of providing the necessary drive for the plant, and the output signal departs 
from the reference value. Hence, the LFD signals are comprised within the 
bandwidth, while the HFD signals reside above the ωBW level.  

With a discrete-time controller, the choice of sampling time is condi-
tioned by the frequency separating the LFD and HFD signals and the de-

pling theorem [1, 8, 9], the bandlimited signals with their highest fre-
quency ( fmax) components residing below the Shannon frequency fSH = fS/2  = 
1/2T are sampled without losing information. In other words, a band-
limited continuous-time signal y (t) can be recovered in full from the train 
of samples Yn. Moreover, the sampling of signals not complying with fmax ≤ 
fSH introduces severe errors. With y (t) comprising the frequency compo-
nents at fSH + ∆f, the spectral content of the resulting samples Yn would 
comprise alias (false) spectral components at fSH ∆f [8, 9]. If we consider 
the example where the sampling frequency equals 10 kHz (T = 100 µs), the 
presence of  a 9 kHz component in y(t) produces a false (alias) component 
at 1 kHz in the spectrum of the output pulse train Yn. Ultimately, a false 
signal in the feedback path prevents the proper control of the system out-
put variable.  

In order to avoid alias components and ensure that the condition fmax ≤ 
fSH is respected, the analog signals brought to the sampling circuits and 
A/D converters are processed through analog low-pass filters, intended to 
remove the frequency content above the Shannon frequency fSH = fS/2 = 
1/2T. Such filters are referred to as anti-aliasing filters. Their goal is to 
remove any frequency component above one half of the sampling fre-
quency. The anti-aliasing filters may be implemented as passive low-
pass networks employing series resistors and parallel capacitors. Larger 
attenuation of high- frequency components requires active filters, compris-
ing operational amplifiers. However, a complete removal of all the spectral 
content above the Shannon frequency can hardly be achieved. Recall at 
this point that the anti-aliasing filter feeds the signal to the A/D converter, 
which turns the sampled data into digital words having a finite wordlength. 

sired closed-loop bandwidth. The sampling process (Fig. 4.2) converts  
the analog signals into their discrete-time equivalent, losing some of the 
information due to time and amplitude discretization. According to the sam-

 – 
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In practice, the attenuation of an anti-aliasing filter is considered sufficient 
when the residual high-frequency content does not alter the digital repre-
sentation of the sample Yn by more than one least significant bit (LSB). 
With a 10-bit A/D converter having an input range of +/– 10V, the anti-
aliasing filter must reduce the amplitude of residual high-frequency com-
ponents below +/– 10mV. With an N-bit A/D converter, the suggested 
attenuation ratio of 2–N is feasible in most cases.  

The conclusion drawn from prior considerations is that the high-
frequency feedback signals cannot pass through the sampling chain. The 
anti-aliasing filter suppresses the frequency content above the Shannon fre-
quency fSH = 1/2T. Moreover, the sampling block is incapable of process-
ing inputs at frequencies higher than fSH. Therefore, any input signal or 
load disturbance cannot enter the digital controller and does not have an 
impact on the reference torque. The aforesaid proves the consistency of re-
sults given in Fig. 4.6. and Eq. 4.24.  

High-frequency dynamic processes are often called unmodeled dynam-
ics. They correspond to HFD signals and are beyond the control capabili-
ties of the closed-loop system. Although they do have an effect on the 
analog part of the system, the consequences are negligible due to the low-
pass nature of the plant under control. An example of HFD signals is the 
PWM voltage pulses in three-phase inverters feeding AC motors and the 
associated ripple in motor currents.  

4.4 The closed-loop system pulse transfer function 

The closed-loop pulse transfer function WSS(z) represents the signal tran-
sition from the reference input ω*(z) to the output speed ω (z). Poles and ze-
ros of WSS(z) define the character of the step response and the closed-loop 
bandwidth. In this section, the closed-loop transfer function is derived for 
the system with a digital speed controller, given in Fig. 4.4. For the pur-
pose of calculating the transfer functions, the system in Fig. 4.4 can be 
considered for small signals, and the torque limiter can be neglected. The 
torque actuator gain Km multiplies the output of the PI speed controller, re-
sulting in the effective proportional and integral gains being multiplied Km 
times. Without lack of generality, the block Km can be merged into WSC, 
assuming that the torque actuator has a gain of one. A simplified block dia-
gram of the closed-loop system is given in Fig. 4.7.  

The mixed-signal block diagram in Fig. 4.7 comprises both continuous-
time and discrete-time signals. The continuous-time output ω (t) can be 
turned into a train of samples ω(n), the z-transform of such samples being 
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ω(z). The transfer function WP (z) of the mechanical subsystem is given in 
Eq. 4.21. This function relates the input samples of the driving torque to 
the output samples ω(n). The pulse transfer function WSE (z) in Eq. 4.26 de-
scribes the calculations that result in the feedback signal ωFB

DIG. If we 
introduce WP (z) and WSE (z), the block diagram assumes the form in Fig. 
4.8, comprising discrete-time signals.  

 
Fig. 4.7.     Digital speed controller with ideal torque actuator with Km = 1. The 

speed controller deals with discrete-time signals. The mechanical sub-
system is described in terms of continuous domain variables.  

In order to derive the open-loop function WS(z) = WSC (z)
WP (z)WSE (z), the pulse transfer function WSC  

SC

the samples of the reference torque from the train of speed error pulses 
∆ωDIG. Equation 4.2 provides the driving force T*

(n) as a weighted sum of 
the past ∆ω and T* samples. The number of past samples involved and the 
corresponding weight coefficients determine the structure and actions of 
the digital speed controller. Section 2.2, which deals with continuous time 
controllers, shows that the proportional and integral control actions ensure 
rejection of step-shaped input and load disturbances. Therefore, it is as-
sumed that the pulse transfer function WSC(z) comprises a discrete-time 
version of the proportional and integral action.  

A discrete-time speed controller with proportional and integral action  is 
given in Eq. 4.27. The new output sample T*

(n) is calculated at the sam-
pling instant t = nT. The integral action in its discrete-time form comprises 
the sum of ∆ω ( j) samples, starting with ∆ω(0) and ending with ∆ω(n). The 
feedback gains KP and KI correspond to proportional and integral gains. 
The gain setting should result in control actions that drive the speed error 
down to zero along the consecutive sampling periods. Affecting the pulse 
transfer function WSC (z), the feedback gains define the open-loop transfer 
function WS (z) and the closed-loop performance of the system. 

transfer 
(z) of the speed control-

ler is required. The digital speed controller W  in Fig. 4.8 calculates 
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Fig. 4.8.      The block diagram of a digital speed-controlled system comprising 

discrete-time signals. The output ωDIG represents the train of samples 
ω(n) of the shaft speed ω(t), acquired at sampling instants.  

A straightforward implementation of the previous equation requires all 
of the speed error samples ∆ω(j) acquired in the interval [0 .. nT ]. Storage 
of  such samples in the internal memory of a digital controller cannot be 
achieved. A more practical approach consists of assigning a dedicated 
memory location for the sum of the speed errors (INT(n) in Fig. 4.9). At the 
instant t = nT, such an error accumulator INT is incremented by ∆ω(n). 
Multiplied by KI, the error accumulator provides the integral action of the 
speed controller. In Fig. 4.9, the torque reference T*

(n) is calculated as KI 

INT(n) + KP ∆ω(n).  

( ) ( )

∑

∑
=

=

=

=

∆+∆=

−+−=

nj

j
nInP

nj

j

FB
jjI

FB
nnPn

KK

KKT

0
)()(

0
)(

*
)()(

*
)(

*
)(

ωω

ωωωω
 (4.27)

If we introduce the transfer function (1–z–1)–1 of the discrete time inte-
grator, the pulse transfer function of the speed controller in Fig. 4.9 is 
given in Eq. 4.28.  
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Fig. 4.9.     Discrete-time implementation of the speed controller with propor-
tional and integral action. The output INT(n) of the discrete-time inte-
grator represents the sum of the past samples.   

An alternative implementation of a discrete-time PI controller is shown 
in Fig. 4.10. The torque increments ∆T*

(n) are calculated over each sam-
pling interval and accumulated within the discrete-time integrator, given 
on the right in the figure. The error increment is calculated as ∆ω(n) ∆ω(n –1) 
and multiplied by the proportional gain, providing the increment of the 
proportional action. The increment of the integral action is found to be KI 

∆ω(n).  
 

 
Fig. 4.10.   The speed controller with proportional and integral action imple-

mented in incremental form. The torque increments ∆T*
(n) are accu-

mulated within the discrete-time integrator on the right.  

The operation of the structure in Fig. 4.10 is described by the difference 
equation 4.29. Using the properties of the operator z, the algebraic equa-
tion 4.30 is derived, relating the z-transforms of the speed error and torque 
reference. From Eq. 4.30, the transfer function of the speed controller 
WSC(z) is found, and is essentially the same as the one in Eq. 4.28. Hence, 
the two implementations of the speed controller outlined in Fig. 4.9 and 

–
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Fig. 4.10 result in the same pulse transfer function. The incremental form 
has some advantages in handling the operating conditions where the driv-
ing torque reaches the limits of the system, as will be explained later in this 
chapter.  

( ) ( ) ( ) ( )( ) ( )nInnPnn KKTT ωωω ∆+∆−∆=− −− 1
*

1
*  (4.29)

( )( ) ( )( ) ( )zKzzKzzT IP ωω ∆+−∆=− −− 11* 11  (4.30)

If we introduce WP (z) from Eq. 4.21, and WSE (z) from Eq. 4.26 and con-
sider the pulse transfer function of the speed controller (Eq. 4.28), the 
closed-loop transfer function WSS (z) of the system in Fig. 4.8 is derived in 
Eq. 4.31. The closed-loop system transfer function is obtained as 
ω(z)/ω*(z) in conditions when TL

DIG = 0. It has three closed loop poles and 
one zero.  

The signal T L
DIG  in Fig. 4.8 represents the train of samples TL

(n), 
wherein each sample stands for the average value of the load torque within 
the sampling interval T (Eq. 4.18). The z-transform of this pulse train is the 
load torque complex image T L(z). With ω*

DIG = 0 and in the presence of 
the load disturbance, the output speed can be found as ω (z) = WLS(z)TL(z), 
with WLS (z) being the disturbance transfer function, reflecting the  output 
susceptibility to load disturbances (Eq. 4.32).  

( ) ( )
( )

( ) ( )
( ) ( ) ( )

( )( )

( ) ( )( )( )

( )

J
TKz

J
TK

J
TK

J
TKz

z
J
TKz

J
TKK

zzKzK
J

Tzz

J
TzKzKz

zWzWzW
zWzW

z
zzW

PIIP

PIP

IP

IP

PSCSE

PSC
TSS L

22
1

22
2

11
2

1

1

1

3

2

2

0*

−⎟
⎠
⎞

⎜
⎝
⎛ ++⎟

⎠
⎞

⎜
⎝
⎛ −−−

−+
=

++−+−

+−
=

+
== =ω

ω

 

(4.31)



108      4 Digital Speed Control 

( ) ( )
( )

( )
( ) ( ) ( )

J
TKz

J
TK

J
TK

J
TKz

z
J
Tz

J
T

zWzWzW
zW

zT
zzW

PIIP

PSCSE

P
LLS

22
1

22
2

1

3

2

0*

−⎟
⎠
⎞

⎜
⎝
⎛ ++⎟

⎠
⎞

⎜
⎝
⎛ −−−

+−
=

+
−

==
=ω

ω

 
(4.32)

The denominator of WSS(z) and WLS(z) is the characteristic polynomial 
f(z) of the system. The roots of the equation f(z) = 0 represent the closed-
loop poles. Note in Eq. 4.31 and Eq. 4.32 that the feedback gains KP and KI 
appear multiplied by the factor T/2J. Therefore, it is convenient to intro-
duce the normalized gains p and i, defined in Eq. 4.33. If we introduce p 
and i into the previous expressions, the closed-loop system transfer func-
tions WSS(z) and WLS(z) assume the form given in Eq. 4.34.  
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4.5 Closed-loop poles and the effects of closed-loop zeros 

4.34. The three polynomial zeros σ1, σ2, and σ3 are, at the same time, the 
closed-loop poles, determining the character and speed of the step re-
sponse. The poles σ1, σ2, and σ3 depend on the normalized gains p and i. In 
Eq. 4.35, f(z) is expressed in terms of its zeros. If we equate the coeffi-
cients multiplying z 

n on both sides of Eq. 4.35, a set of three equations is 
derived (Eq. 4.36), which relates the closed-loop poles to the normalized 
feedback gains p and i. Note that an arbitrary pole placement is not feasi-

The characteristic polynomial f(z) resides in the denominator of Eq. 

ble, since the three poles are to be tuned by only two adjustable parameters.
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The numerator of WSS(z) is given in Eq. 4.37. It is a polynomial of the 
second order, having two zeros. The roots of the equation num(z) = 0 are 
the closed-loop zeros of the transfer function. The zero z2 resides in the ori-
gin and designates the time shift of one sampling interval T. Hence, the 
presence of z2 is beneficial, as it reduces delays introduced by the third-
order polynomial f(z) in the denominator. The closed-loop zero z1 is posi-
tive and real and it lies within the unit circle. Therefore, it maps onto the 
negative side of the real axis in the s-plane. 
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 The closed-loop zero z1 contributes to the derivative action of the trans-
fer function. This differential nature of WSS(z) emphasizes the rising edge 
of the input and the load disturbances. Abrupt changes in the driving 
torque, produced by the derivative action, have an adverse effect on the 
mechanical subsystem and contribute to wear on the transmission ele-
ments. In cases when the load consists of distributed masses with elastic 
coupling, sudden torque changes give rise to mechanical resonance.  

The closed-loop zero z1 contributes to an overshoot in the step response. 
This effect has been discussed in Section 2.2.4 for a continuous-time 
speed-controlled system. For a discrete-time transfer function WSS(z) and 
its closed-loop zero z1, the presence of an overshoot is illustrated in Fig. 
4.11. The waveforms in the figure represent the step response obtained 
from the pulse transfer function WSS(z), given in Eq. 4.34. The closed-loop 
poles (σ1, σ2, and σ3) and zeros (z1 and z2), obtained with the sample pa-
rameters p = 0.15 and i = 0.01, are given in the figure. The values of the 
closed-loop poles and zeros and the step response are obtained from Mat-
lab, by entering the set of commands shown in Table 4.1 at the Matlab 
command prompt. 
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poles and zeros and to obtain the step response for the transfer func-
tion WSS(z).  

>> p = 0.15, i = 0.01  % Setting the p and i gains 
>> den = [1   -(2-p-i)  (1+i)   -p] % Polynomial f(z) defined as den (Eq. 4.35) 
>> num =  [2*(p+i)    -2*p    0 ] % Numerator num(z) defined as num 
>> roots(den)   % Calculates zeros of f(z) (closed-loop poles) 
>> roots(num)   % Will calculate zeros of num(z) (c.l. zeros) 
>> response = dstep(num,den) % The step response samples will be  
>>    % obtained from the Matlab function dstep 
>>    % and stored in the array response 
>> stairs(response)  % Plotting the step response 
 

 

Fig. 4.11.    The step response obtained from the closed-loop system transfer func-
tion WSS(z) given in Eq. 4.34 for the feedback parameters p = 0.15 and 
i = 0.01. 

All the closed-loop poles obtained in Fig. 4.12 are real. In the absence of 
conjugate complex poles, an aperiodic step response is to be expected. 
However, the presence of real zero z1 contributes to the overshoot. In nu-
merous applications of servo drives, overshooting the setpoint is not ac-
ceptable. The overshoot may result in bringing the mechanical load and its 
vital parts, such as the tools, into a position where they may collide with 
other objects and eventually break. If we consider the response in Fig. 
4.11, the driving torque must turn negative towards the end of the tran-
sient, resulting in the deceleration phase required to dissipate the excess 
speed. Frequent changes in the sign of the driving torque emphasize the 
backlash in the transmission elements, which gives rise to wear, and re-
duced controllability of the load speed and position.  

Table 4.1.   The Matlab command sequence used to calculate the closed-loop 
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To probe the relation between z1 and the overshoot, the step response is 
derived for the system with the same characteristic polynomial (Eq. 4.35), 
yet without the real zero z1. The resulting waveform is given in Fig. 4.12 and 
is aperiodic, without any overshoot. The sequence of Matlab commands re-
quired to obtain the step response in Fig. 4.12  is given in Table 4.2.  

Table 4.2.   The Matlab command sequence used to obtain the step response for 
the system with two real poles and no finite zeros.  

>> p = 0.15, i = 0.01  % Setting the p and i gains 
>> den = [1   -(2-p-i)  (1+i)   -p] % Polynomial f(z) defined as in Eq. 4.35 
>> num =  [2*i    0    0 ]  % Numerator num(z) with zeros z1 = z2 = 0 
>> roots(num)   % Will calculate zeros of num(z)  
>> response = dstep(num,den) % Obtaining the step response  
>> stairs(response)  % Plotting the array response 
 
A comparison of the step responses obtained in Fig. 4.11 and Fig. 4.12 

indicates that real, closed loop zeros may contribute to the overshoot in the 
step response, even in cases when all of the closed-loop poles are real. 
Therefore, to avoid the overshoot, the speed controller design has to pro-
vide a closed-loop system transfer function without zeros. The solution to 
the problem is the relocation of the proportional gain, as explained in Sec-
tion 2.2.4, for the continuous-time controller and analyzed in the next sec-
tion for discrete-time implementation of the controller. 

Fig. 4.12.  The step response obtained from the closed-loop system transfer func-
tion with num(z) = 2iz2

 and with the characteristic polynomial f(z) 
given in Eq. 4.35.  
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4.6 Relocation of proportional gain 

speed error. That is, the proportional action is located in the direct path. 
Alternatively, the structure of the speed controller can be changed into the 
form given in Fig. 4.13, where the gain KP resides in the feedback path and 
multiplies the speed feedback. A similar operation is performed in Section 
2.2.4, where the gain relocation affects the closed-loop zeros and leaves 
the closed-loop poles unaltered.   

 
Fig. 4.13.   Discrete-time speed controller with the proportional gain relocated in 

the feedback path.  

Consider the structure in Fig. 4.13 and assume that the load torque 
TL = 0. Then, the complex image of the speed reference ω*(z) and the z-
transform of the output speed ω(z) are related by Eq. 4.38. The closed-loop 
transfer function WSS(z) of the system with relocated proportional gain 
(Fig. 4.13) is derived in Eq. 4.39.  
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With the proportional gain in the feedback path, the input disturbance 
affects the driving torque through the integral action. Hence, the input 

The proportional gain of the speed controller (Fig. 4.9) multiplies the 
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pulsations will result in much smaller fluctuations of  T*, and the stress 
exercised on the mechanical subsystem will be reduced. The practical im-
plementation of such a controller is given in Eq. 4.40. In comparison with 
Eq. 4.29, the only difference found is the proportional action, with KP mul-
tiplying the shaft speed samples instead of the samples of the speed error.  
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If we introduce the normalized gains p = KP · (T/2J ) and i = KI · (T/2J ), 
the closed-loop system transfer function is presented in the form given in 
Eq. 4.41. This proves that KP relocation does not change the characteristic 
polynomial, which retains the form given in Eq. 4.35. Compared with the 
previous equation (4.34), the numerator becomes num(z) = 2iz2. Hence, the 
real zero z1 = p/(p + i) is removed, and WSS(z) in Eq. 4.41 has two zeros at 
the origin. The relevant closed-loop step response is shown in Fig. 4.12. The 
output speed changes in an aperiodic way and does not overshoot the set 
speed. Depending on the specific requirements, both implementations of dis-
crete-time speed controllers (Eq. 4.29 and Eq. 4.40) are applied in the field.  
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4.7 Parameter setting of discrete-time speed controllers 

cussed. The objective is to achieve the aperiodic response of the shaft 
speed with the fastest response practicable. The objective is first formu-

4.7.1 Strictly aperiodic response 

character of the step response: namely, the closed-loop poles are real, and 
the output speed reaches the setpoint without overshoots. In many servo-

In this section, the setting of the adjustable feedback parameters is dis-

The parameter setting delineated in this section provides the aperiodic 

system applications, the conjugate complex poles (Eq. 2.34) with the 

lated in a criterion function and expressed in terms of the feedback para-
meters p and i. Thereupon, the optimized values of the feedback parameters
are found, resulting in the extreme value of the criterion function.  
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torque give rise to some detrimental consequences.  
A sample step response of a discrete-time speed controller with conju-

gate complex poles is given in Fig. 4.14. Given the closed-loop transfer 
function WSS(z) in Eq. 4.34 and the normalized gains of p = 0.2 and i = 0.1, 
the system has one pair of conjugate complex poles, s1/2 = 0.70 ± j 0.44, 
and one real pole. The step response of this system is given in Fig. 4.14. 
Along with the output speed, the waveform corresponding to the driving 
torque is plotted as well. The traces in Fig. 4.14 are derived by using the 
sequence of Matlab commands listed in Table 4.1. In addition to the speed 
trace, it is interesting to observe the change in the driving torque during the 
transient. With TL = 0, the driving torque is proportional to the first deriva-
tive of the output speed. In order to obtain the waveform representing the 
driving torque, the array response, obtained with dstep(num,den), is differ-

tion WF (z) = (1 – z–1). 

Table 4.3.  The Matlab command sequence used to reconstruct the torque signal 
from the response of the output speed.  

>> response = dstep(num,den)  % obtains the output speed response 
>> torque = filter([1 -1],1,response) %  torque(z) = (1 – z–1) response(z) 
 
 

In Fig. 4.14, the driving torque exhibits damped oscillations. During the 
transient, the driving torque changes sign several times. The changes affect 
the stress exercised on transmission elements, providing the mechanical 

entiated using the Matlab command filter (see Table 4.3). In this way, 
discrete-time differentiation is performed, as described by the transfer func-

Fig. 4.14.   The speed and torque response of a discrete-time speed con-
troller with conjugate complex poles in the z-domain.  

associated damped oscillations (Fig. 2.3) in the output speed and the driving 
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coupling between the motor and the load. In cases when the transmission 
includes gears, the backlash effect is noticed at each zero crossing of the 
torque/force. Due to a finite tolerance of mechanical parts, the load can 
make a small movement while the motor is stopped, and vice versa. Within 
the closed loop, this free travel is experienced as a tiny position step, mod-
eled as ∆θ =KBL sign(T*), with KBL dependent on the tolerance of the gears. 
Hence, the torque oscillations emphasize the backlash effects and worsen 
the load position controllability.  

The waveform corresponding to the shaft speed in Fig. 4.14 overshoots 
the setpoint and results in a negative speed error. During the transient, the 
speed error oscillates, changing in sign and reducing in amplitude. In the 
case when the system runs at a positive speed and decelerates towards a 
standstill, the motor shaft will stop and turn briefly in the negative direc-
tion. The resulting speed error will be dissipated in damped oscillations, 
similar to those shown in Fig. 4.14. In many cases, such an overshoot 
brings the mechanical parts into an undesirable position, with potentially 
harmful effects and risks. Therefore, in a number of applications, it is de-
sirable to have the speed step response without an overshoot and the driv-
ing torque transient with no oscillations.  

It is of interest to point out that the presence of conjugate complex poles 
is not uniquely related to the overshoot. The example given in Fig. 4.11 
shows that a system with positive and real closed-loop poles may have an 
overshoot in cases when the closed-loop transfer function has positive, real 
zeros. On the other hand, it is possible to feature a system with conjugate 
complex poles and with no overshoot. This example is given in Fig. 4.15, 
where the step response of the output speed is given for the system with 
one pair of conjugate complex poles (σ1/2 = 0.2 ± j 0.8) and one real, posi-

3

corresponding to σ3 = 0.8 has the prevailing impact on the step response. 
The oscillations introduced by the conjugate complex pair σ1/2 are damped 
before the speed approaches the setpoint. Therefore, the speed does not 
overshoot the reference. On the other hand, oscillations are observed in the 
driving torque, which has several zero crossings during the transient.  

The results shown in Fig. 4.15 suggest that the aperiodic nature of the 
driving torque cannot be secured by achieving the step response without 
overshoot. Instead, all the closed-loop poles have to be real, residing on the 

pole placement are strictly aperiodic.   

tive pole (σ  = 0.8). The real pole is dominant: that is, the time constant 

interval (0 .. 1) of the real axis in the z-plane. The systems with this kind of 
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Fig. 4.15.   The step response of the system with two conjugate complex poles and 
one real pole. The real pole σ3 = 0.8 is dominant, and the speed step 
response does not have an overshoot.  

The parameter setting of the PI speed controller consists of determining the 
values of the normalized gains p and i in such a manner that the closed-loop 
poles σ1, σ2 and σ3 have the desired placement within the unit circle of the z-
plane. Being the zeros of the characteristic polynomial f(z) (Eq. 4.35), the 
closed-loop poles are related to the feedback gains by Eq. 4.36. A strictly ape-
riodic response imposes the following constraints on the closed loop poles:  
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Under the constraints in Eq. 4.36 and Eq. 4.42, the feedback gains are to 
be chosen so as to provide the fastest response possible and the maximum 
closed-loop bandwidth. A large bandwidth enables successful suppression 
of the speed fluctuations caused by the load torque disturbances. In Section 
2.1.1, the bandwidth frequency ωBW is related to the closed-loop poles in 
the s-domain. On the other hand, the z-domain equivalent zm of the given s-
domain pole sm is obtained from σm = exp(smT). Hence, for the given sam-
pling interval T, the bandwidth frequency ωBW is determined by σ1, σ2, and 
σ3. Higher bandwidth frequencies are obtained in cases when the z-domain 
poles are closer to the origin.  

Note at this point that the sampling time has a considerable effect on 
ωBW. For the given z-domain poles σ1, σ2, and σ3, the closed-loop band-
width ωBW is proportional to the sampling rate fS = 1/T.  
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4.7.2 Formulation of criterion function 

tion must be formulated in a criterion function and expressed in terms of 
the feedback parameters p and i. The feedback gains are to be found from 
the optimization procedure, driven by the criterion function, while respect-
ing at the same time the constraints given in Eq. 4.36 and Eq. 4.42.  

Fig. 4.16 presents a strictly aperiodic step response of the shaft speed 
ω(t). At instant t = 0, the speed reference ω∗(t) steps to the new setpoint 
ω∗. The speed-error samples ∆ω(n) = ω∗ − ω(nT) = ∆ω(nT) are strictly posi-
tive, as the speed does not overshoot the setpoint. The shaded area in Fig. 
4.16 can serve as an indicator of the response speed. A faster response re-
sults in a smaller surface of the shaded area. The surface S is defined by 
the integral in Eq. 4.43. Given the discrete-time nature of the controller, 
the surface S can be expressed in terms of the speed error samples ∆ω(n). 
Hence, the integral S turns into the sum Q, given in Eq. 4.44. The value of 
Q will serve as the criterion function. The choice of the adjustable feed-
back parameters should drive Q down to the smallest possible values for 
the given constraints.  

Fig. 4.16.   A strictly aperiodic step response. The shaded surface corresponds to 
the speed error integral. The smaller the shaded area, the faster the 
step response. 

The objectives of the parameter-setting procedure designed in this sec-
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It is necessary to express the criterion function Q in terms of p and i. To 
this end, consider the train of samples Q(n), defined in Eq. 4.45. Each ele-
ment Q(n) of the series is the sum of the speed error samples for the interval 
[0..nT]. With n→∞, the series Q(n) converges to the criterion function Q. 
The discrete-time signal comprising the sample Q(n) has its complex image 
Q (z) in the z-domain. The z-transform of the series Q(n) is given in Eq. 
4.46, relating Q (z) to the speed error ∆ω (z).  
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The criterion function can be found as the final value of the sample 
train, namely, the value of Q(n) obtained for n→∞. According to the final 
value theorem (Eq. 4.13), the criterion Q can be calculated from the com-
plex image Q(z) and hence, from the z-transform of the speed error:  
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From Eq. 4.47, the criterion Q can be related to the adjustable feedback 
parameters and the input disturbance. From the step response of a system 
with given parameters, the error samples ∆ω(n) and their z-transform ∆ω(z) 
can be found. The complex image ∆ω(z) will be expressed in terms of p 
and i gains. From Eq. 4.44 and Eq. 4.46, Q(z) can be related to ∆ω(z) and 
obtained as a function of p and i parameters. Eventually, the optimized 
parameter setting can be found, leading to a minimum value of Q.  

∗ *

4.48. The speed error is derived in Eq. 4.49 and expressed in terms of nor-
malized feedback gains. If we introduce the result 4.49 into Eq. 4.47, the 
criterion function is found to be the ratio between the proportional and in-
tegral gains (Eq. 4.50).  
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The complex image of the reference step ω (t) = Ω h(t) is given in Eq. 
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The criterion function Q can be minimized by applying the feedback 
gains p  and i  with the minimum possible ratio p /i. The gain selection is 
constrained by requirement 4.42, imposing the real and positive closed-
loop poles positioned within the unit circle. From the above, the optimized 
parameter setting for the discrete-time speed controller with integral action 
in the direct path and proportional action in the feedback path can be for-
mulated. For the fastest strictly aperiodic step response, the feedback gains 
should provide the minimum ratio p/i, respecting at the same time the con-
straint in Eq. 4.42. In the subsequent developments, the optimized values 
of normalized gains are found in a procedure searching for the maximum 
value of Q1 = i/p = 1/Q.  

4.7.3 Calculation of the optimized values for normalized gains 

fastest possible strictly aperiodic step response. The relation between the 
closed-loop poles σ1, σ2, and σ3, and the values of normalized proportional 
and integral gains is given by the three relations in Eq. (4.36). Summing 
the three expressions, one obtains the constraint 4.51, restricting the pole 
placement. Namely, with only two adjustable feedback parameters, two 
out of three closed-loop poles can be set at will, while the third is set as a 
consequence and is calculated from Eq. 4.51.   

In this section, the optimized values of p and i are found, resulting in the 
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( ) ( ) ( ) 3321133221321 =++++++ σσσσσσσσσσσσ  (4.51)

The proportional and integral gain can be expressed in terms of the 
closed-loop poles, by using the second and the third expressions in Eq. 
4.36. The criterion function Q1 = i /p can be expressed in terms of the 
closed-loop poles as well:  
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Further steps are facilitated by introducing the reciprocal values of the 
closed- loop poles, namely, x = 1/σ1, y = 1/σ2 and v = 1/σ3. Given the con-
straint in Eq. 4.42, the values of x, y, and v are positive numbers larger 
than one (x > 1, y > 1, v > 1). Expression 4.51 assumes the form 

xyvvyxvxyvxy 31 =++++++  

and therefore the third variable v can be expressed in terms of x  and y, 

( )
13
1,

−−−
+++

=
yxxy

yxxyyxv  (4.53)

resulting in the criterion function Q1(x, y) reformulated as follows:  
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At this point, it is necessary to find the values of x and y that result in 
the maximum possible Q1(x, y). The positive, real arguments x and y as-
sume their values on the interval [1 .. +∞]. It can be proved that the func-
tion Q1(x, y) does not have a maximum at the boundaries of the interval. 
From Eq. 4.51, the following is concluded: 

• With x = y = +∞, the closed-loop poles σ1 = 1/x and σ2 = 1/y are at the 
origin, while the third pole remains outside the unit circle (σ3 = 3), 
causing the instability.  

• When x = y = 1, the poles σ1 = 1/x and σ2 = 1/y are at the unit circle in 
the z-plane. They are mapped in the s-domain as s1/2 = 0, introducing 
the double integrator into the closed-loop function and a step response 
that does not converge towards the setpoint.  
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• With either x = 1, y = +∞, or y = 1, x = +∞, the third pole σ3 = 1/v set-
tles on the unit circle (σ3 = 1), resulting in the s equivalent s3 = 0 and a 
lack of output speed convergence towards the reference Ω*. 

Hence, the criterion function Q1(x, y) has its extremum within the region 
in the x–y plane defined by x∈ [1 .. +∞] and y∈ [1 .. +∞]. Since the extre-
mum does not reside on the region boundaries, its coordinates xOPT and 
yOPT can be found by equating the first derivates of Q1(x, y) to zero:  
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If we apply partial differentiation, the functions f1(x, y) and f2(x, y) are 
obtained as  
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Disregarding the solution (x = 1, y = 1), it is necessary to find the values 
x > 1 and y > 1 that satisfy the following equations:  

01232,01232 2222 =++++−=++++− yyxxyyxxxyyxxy . 

From the first equation, the variable y can be expressed in terms of x: 
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Introducing y = y(x) into the second equation, one obtains:   
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The solution x = 0 leads to unstable zeros of the characteristic polyno-
mial f(z). The remaining solutions are found as roots of the following 
equation:  

( ) 01463 24 =−−−= xxxxH . 
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The equation H(x) = 0 is of the fourth order. However, the coefficient 
next to x3 is equal to zero. This facilitates solving H(x) = 0 for x. The four 
roots of the equation are found to be  

12692,03512,07024.1 43/21 −=±−== xjxx ;; . 

Given σ1 = 1/x and the strict aperiodicity constraint, the roots x2, x3, and 
x4 are rejected. Introducing x1 = 1.7024 in Eq. 4.53 and Eq. 4.55, one ob-
tains  

7024.1=== OPTOPTOPT vyx . 

Consequently, in order to obtain the fastest strictly aperiodic step re-
sponse, the characteristic polynomial f(z) has to assume the following 
form:  
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The optimized values of the closed-loop poles σ1, σ2, and σ3 and the 
corresponding values of the normalized feedback gains pOPT and iOPT are 
given in Eq. (4.57): 
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Note at this point that the values of the normalized gains pOPT and iOPT 
hold for any and all discrete-time PI controllers, whatever the plant and the 
torque actuator parameters, provided that the mechanical system can be 
represented by the inertial load and that delays in the torque actuations are 
negligible. The absolute gains KP and KI depend on the sampling period T 
and the inertia J: 

T
JK

T
JK OPTIOPTP

203512.0;22027.0 == . (4.58)

In cases when the inertia J is altered at run time, Eq. 4.58 can be used to 
adjust the absolute gains according to the inertia changes.  

At this point, it is worthwile to discuss some practical aspects in apply-
ing result 4.58 in setting the feedback parameters. In the simplified block 
diagram in Fig. 4.7 of the closed-loop speed controlled system, the speed 
reference, the feedback signal and the speed error are expressed in [rad/s]. 
The torque reference output in the same figure is expressed in [Nm]. As a 
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consequence, the optimized gains given in Eq. 4.58 are expressed in 
[Nm/(rad/s)] units, namely, in terms of  [Nm s/rad]. Without lack of gener-
ality, it is assumed in Fig. 4.7 that the torque actuator gain Km can be 
merged into the WSC block, supposing that the torque actuator has a gain of 
one. 

In practical applications of digital speed controllers, signals such as the 
speed reference, the speed feedback, and the error signal, as well as the 
digital representation of the torque reference, are binary words residing in 
the RAM of the DSP controller. In most cases, the signals are represented 
as 16-bit signed integers. Such integers do not have dimension: that is, the 
digital representation of the torque reference of 10 hardly ever corresponds 
to the torque reference of 10 Nm. The ratio between the actual speed, ex-
pressed in [rad/s] and the digital word representing the speed is to be de-
cided by the programmer. This decision is governed by the requirement to 
maximize the resolution in representing the speed and to minimize the 
quantization noise produced by the finite wordlength. One least significant 
bit (LSB) of the digital representation of the speed should correspond to 
one as-small-as-possible quantum of the actual speed, expressed in [rad/s]. 
At the same time, the digital representation of the shaft speed must be or-
ganized in such way that the top speed ωMAX can be properly digitized and 
expressed in the form of an N-bit integer. In a system with 16-bit represen-
tation of the speed signal and with maximum speed of ωMAX[rad/s], the ra-
tio between the actual speed and its digital representation is to be set in 
such a way that 1 LSB corresponds to the quantum ωQ = ωMAX/215. The co-
efficient of proportionality between the digital and the actual speed can be 
designated as KFB.    

In a like manner, the ratio between the actual driving torque and its digi-
tal image residing in RAM can be denoted by KM, corresponding to the 
overall gain of the torque controller. With 16-bit representation of the 
torque reference, and with maximum driving torque of TMAX[Nm], the ratio 
between the actual, and the digitized torque has to be set for 1 LSB to rep-
resent the quantum ΤQ =ΤMAX/215. In this way, the 16-bit wordlength will 
be exploited for the best resolution and minimum quantization noise.  

For the designer to apply the conclusions given above, it is necessary to 
analyze the signal flow in both the analog and digital domain. Said analy-
sis requires information about the shaft sensor, the analog and digital inter-
face circuits, and the peripheral units of the DSP controller, such as the 
A/D unit and the pulse detection/pulse generation peripherals.  

In Fig. 4.17, the block diagram of a speed-controlled system is given, 
which introduces the scaling coefficients KFB and KM explained above. 
Said coefficients multiply the open-loop transfer function and affect the 
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P I

normalized counterparts p and i. Expression 4.59 provides the means for 
the optimized setting of the feedback parameters. In order to set the abso-
lute gains, it is necessary to provide the values for the sampling time T, the 
inertia J, and the scaling coefficients KFB and KM.  

FBM
OPTI

FBM
OPTP KKT

JK
KKT

JK 1203512.0,122027.0 == . (4.59)

 
 

Fig. 4.17.   A practical digital speed controller indicating the scaling coefficients 
KFB and KM and establishing the ratio between the actual speed and 
torque signals and their finite-wordlength digital representations T*

DIG 
and ω*

DIG, residing in RAM.  

4.8 Performance evaluation by means of computer 
simulation 

dynamic performance of discrete-time speed controllers, the system in Fig. 
4.17 has been modeled and simulated using the Matlab and Simulink tool. 
In the sample speed-controlled system, the inertia is set to J = 0.11 kgm2, 
the sampling time to T = 0.001 s, and the scaling coefficients to one. The 
model, shown in Fig. 4.18, takes into account the limited resolution of the 
shaft sensor (note the block titled limited resolution of position reading at 

To verify the findings from the previous section and further probe the 

ratio between the optimized values of the feedback gains K  and K  and their 
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have to be set for the model to run is given in the center of  Fig. 4.18.  
The speed controller is implemented according to the block diagram 

given in Fig. 4.13. The integral control action processes the speed error, 
while the proportional gain multiplies the speed feedback. Within the 
model, the speed reference block and the load torque block provide the in-
put excitation and the disturbance to the model. Note in Fig. 4.18 that the 
speed feedback signal is estimated from the shaft position sample in the 
manner prescribed in Eq. 4.22. Therefore, the speed feedback corresponds 
to the average speed within the past sampling period and differs slightly 
from the running speed (Eq. 4.22). The block measured speed and the 
block torque reference capture samples of the speed feedback and the 
torque reference and store them in the arrays speed and torque for plotting 
and further processing. In order to suppress the errors in simulating the 
mechanical subsystem, the simulation step is to be set to a value of TS /10 
or smaller. 

In Fig. 4.19, the simulation traces are plotted for the speed feedback and 
the torque reference. The traces are obtained from the model in Fig. 4.18. 
In the simulation, the speed reference is stepped up at the beginning of the 
session. In the second half, the load step is applied to the system. The feed-
back gains of the system are set according to Eq. 4.59, while the effects of 
the finite resolution are neglected. In Fig. 4.19, the time division is set to 
five sampling periods per division, leading to a total simulation time of 50 
sampling periods.  

 

the bottom right in the Figure). For proper use of the model, the parameters 
KP, KI, KFB, KM, and J must be entered to provide gains for the relevant 

S Simulink blocks. The sampling time needs to be defined by entering T

The simulation model in Fig. 4.18 does not take into account nonlineari-
ties such as the system limits imposed on the driving torque. Therefore, the 
simulation traces obtained correspond to the operating conditions when the 
input and the load disturbances are limited. Such disturbances do not in-
volve the driving torque transients reaching the torque limit of the servo 
drive. Consequently, the traces in Fig. 4.19 correspond to the linear regime 
of the speed-controlled system.  

= 0.001 at the Matlab command prompt. A summary of the parameters that 
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Fig. 4.18.    Simulink model of a speed controlled system with a digital PI control-
ler. The proportional gain is relocated in the feedback path. The 
model takes into account the limited resolution of the shaft sensor. 
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Fig. 4.19.   Response of a discrete-time speed controller to the input and the load 
step disturbance. The PI controller has proportional gain relocated 
into the feedback path. The feedback gains are set according to Eq. 
4.59, while the shaft sensor resolution is assumed to be infinite.  

The trace corresponding to the shaft speed in Fig. 4.19 is strictly aperi-
odic and does not overshoot the setpoint. While the speed approaches the 
setpoint, the driving torque does not change its sign and remains strictly 
positive. Within the load step response, shown on the right in Fig. 4.19, the 
driving torque increases in an attempt to balance for the load step, while 
the speed experiences a sag. In the final stage of the transient, the driving 
torque exceeds the load torque, in order to provide for a brief acceleration 
required to bring the speed up to the reference value. Hence, the driving 
torque exceeding the load is not a manifestation of an overshoot, nor does 
it contradict the strict aperiodicity. Instead, an inevitable excess torque is 
required to suppress the speed sag.  

The load rejection capability of the speed-controlled system depends on 
the feedback gains. According to Eq. 2.28, the speed sag encountered upon 
the load step is inversely proportional to the absolute value of the feedback 
gain KI. The principal task of the speed controller is to keep the actual 
speed on the reference profile and to suppress the speed errors caused by 
the load fluctuations. Therefore, it is of interest to minimize the load 
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bance ∆TL and the consequential speed sag ∆ω is known as the stiffness 
(rigidity) of the system and is directly proportional to the applicable gain.  

The optimized values of normalized gains are given in Eq. 4.57 and can-
not be increased any further. On the other hand, the absolute gains are 
defined in Eq. 4.59, and they are inversely proportional to the sampling pe-
riod T. Hence, the stiffness of the servo system can be increased by reduc-
ing the sampling period and increasing the sampling frequency. This will 
result in smaller speed changes caused by the load fluctuations.  

Note in Fig. 4.19 that the rise time tR of the speed response takes ap-
proximately 7–8 sampling periods. The rise time tR is the interval required 
for the speed to increase from 10% to 90% of its steady state-value. This 
information can be used to estimate the minimum sampling frequency re-
quired to achieve the given bandwidth fBW. For systems with an aperiodic 
or nearly aperiodic step response, the bandwidth frequency and the rise 
time are related by the approximate expression tR fBW = 1/3. With the de-
sired frequency of the closed bandwidth fBW, the minimum sampling fre-
quency fS = 1/T can be estimated as fS = 21fBW. As an example, for the 
closed-loop bandwidth fBW = 200 Hz, the sampling frequency must be at 
least fS = 4200 Hz, and the sampling period has to be smaller than T = 238 
µs. In an attempt to increase the stiffness of the systems, the sampling fre-
quencies are often set to even higher values than indicated in the example.  

The simulation results explained above assume that the shaft sensor 
reads the position with infinite resolution. In Fig. 4.20, the input step and 
the load step responses are given for the case when the shaft sensor has a 
finite resolution. It is assumed that 1 LSB of the position reading corre-
sponds to the quantum of 0.1[mrad]. Note in Fig. 4.20 that both the torque 
reference and the speed estimate signal contain a parasitic component pro-
duced by quantization effects. The noise spectral content is related to the 
sampling frequency. In a practical servo system, such parasitic components 
of the driving torque have an adverse effect. They increase the tracking 
error, create an audible noise, accelerate wear, and may give rise to me-
chanical resonance phenomena. Therefore, every effort should be made to 
increase the resolution of the position reading and the speed estimation and 
to alleviate the quantization effects.  

The number of encoder pulses per mechanical turn of the motor is lim-
ited by the minimum width of the dark and transparent windows printed on 
the circumference of the glass disk. The resolution of resolver-based sys-
tems is restricted by the characteristics of R/D converters [2] and by the 
precision of the resolver construction. An increase in resolution of speed 
reading can be achieved by using advanced features of the pulse detection 
peripherals built into motion-control DSP chips [10, 11]. Parallel reading 

impact by increasing the closed-loop gain. The ratio between the load distur-
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of both the width of the encoder pulses and the number of pulses detected 
within each sampling period provides a resolution increase of an order of 
magnitude. A new generation of optical encoders [15] provides both tradi-
tional digital signals with N pulses per turn and their analog, sinusoidal 
counterparts with N periods of the sine wave within each turn. Such de-
vices are known as sincoders. The presence of analog signals provides the 
means for position interpolation within the one-pulse boundaries, thus in-
creasing significantly the effective resolution of position reading.  

 

Fig. 4.20.    The step response obtained with the resolution of the shaft-sensor po-
sition reading of 0.1 mrad. The torque reference and the measured 
speed contain the quantization noise.  

4.9 Response to large disturbances and the wind-up 
phenomenon 

ing mode, where the shaft speed and the driving torque do not reach the 
system limits. When we consider the response to the step input, the ampli-
tude of the torque transients is proportional to the disturbance. While the 
system remains in linear mode, the changes in amplitude of the speed step 
will not affect the rise time and the character of the response. Instead, the 
speed and torque traces will change in proportion to the input step. At a 

The step response plotted in Fig. 4.19 corresponds to the linear operat-
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certain point, the torque transient required will reach the maximum torque 
available. A further increase in the input excitation will drive the system 
into a nonlinear operating mode, as the driving torque will be limited to 
±TMAX boundaries.  

The maximum torque TMAX available at the shaft of the servo motor is 
limited by the characteristics of the drive power converter and the motor 
itself. The peak current available in the motor windings is limited by the 
characteristics of the semiconductor power switches constituting the drive 
power converter. In some cases, the permissible peak current is limited by 
the motor characteristics as well. Such is the case with permanent magnet 
synchronous motors, where an excessive stator current may cause perma-
nent damage to the magnets. The maximum torqueTMAX is directly propor-
tional to the permissible peak current.  

Note that the peak torque ±TMAX cannot be supplied over a longer time 
span. The intervals with peak torque have to be significantly smaller com-
pared with the motor and the power converter thermal time constants. Pro-
longed exposure to increased motor currents may overheat the vital drive 
parts and eventually cause their failure.  

The overload capability of conventional drives ranges from 120% to 
200% of the rated torque TNOM. TNOM is intended to be the largest steady-
state torque sustainable. Servo motors provide a peak torque of 5–10 TNOM. 
A high overload capability is necessitated by specific motion-control re-
quirements. In many servo drive applications, the tool, or the work piece, 
is to be moved rapidly from one position to another. This involves signifi-
cant acceleration and requires considerable driving torque. Following the 
motion phase, the object stands still or advances slowly, requiring only a 
small amount of the torque to account for friction and gravity.  

The block diagram of the system, accounting for the torque limit ±TMAX, 
is given in Fig. 4.21. The torque limit is modeled as a nonlinear block 
placed at the output of the speed controller. It is valuable to investigate the 
speed step response obtained for a large input disturbance, which can drive 
the torque to the limit. In order to simulate the large step response, the 
Simulink model of the speed-controlled system from Fig. 4.18 is modified 
to include the torque limit. Fig. 4.22A illustrates the necessary changes. 
The simulation results given in Fig. 4.23 present the speed and the torque 
traces obtained in conditions when a large input step drives the torque into 
saturation. Namely, the amplitude of the input disturbance is such that the 
torque requirement exceeds the limit ±TMAX. With the torque limit acti-
vated, the system shown in Fig. 4.21 operates in a nonlinear mode, result-
ing in a transient response dissimilar to the linear case (Fig. 4.19).  

Note in Fig. 4.23 that the driving torque quickly reaches the limit TMAX 
and remains on the same level for approximately 100 sampling intervals. 
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Due to the constant acceleration, the shaft speed increases linearly. It 
reaches the setpoint in 60 sampling periods, taking much longer than the 
rise time of 7–8 T  in Fig. 4.19.   

 
Fig. 4.21.   The speed-controlled system with limited torque capability of the ac-

tuator. The driving torque is limited to ±TMAX, thus introducing the 
nonlinear block into the direct path.  
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Fig. 4.22A.  Simulink subsystem comprising the speed controller, with the speed 

reference and the speed feedback at the input terminals (left), and the 
torque reference at the output (right). Simulink model from Fig. 4.18 
is modified to account for the limited torque capability of the torque 
actuator. This subsystem is used in the Simulink model in Fig. 4.22B. 

Note in Fig. 4.23 that the driving torque remains at the positive limit 
even after the speed reaches the setpoint. Therefore, the speed overshoots 
the reference by almost 60–70 %. During the transient, the torque retains 
the absolute value of TMAX, while changing the sign. The speed error oscil-
lations are triangular shaped, with a gradual decay in amplitude. As the os-
cillations reduce in amplitude, their frequency increases, giving evidence 
that the system is nonlinear. Namely, the oscillations experienced in linear 

change systems, caused by poorly damped conjugate complex poles, do not 
in frequency. Instead, the oscillating phenomena in Fig. 4.23 originate
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speed
 controller. Such a detrimental interaction is known as the wind-up.  
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speed controller subsystem given in Fig. 4.22A.  

It is of interest to gain greater insight into the wind-up phenomena, and 
to devise means to secure the aperiodic response, even in the case of large 
input disturbances. To this purpose, the operation of the speed controller is 
considered in a large disturbance mode, analyzing changes in the signal at 
the output of the error integrator. Consideration is focused on the speed 
controller structure given in Fig. 4.13 and represented by the Simulink 
model, plotted in Fig. 4.22A. In both diagrams, the error integrator accu-
mulates speed error samples and multiplies them by the integral gain KI. 
The wind-up is illustrated in Fig. 4.24, which presents the traces of the 
speed reference, the shaft speed, the error integrator output, and the torque 
reference obtained in the case of a large input step.  

Note in Fig. 4.24 that the error integrator reaches the level of TMAX at the 
instant t1, immediately as the input step cuts in. In cases when the propor-
tional action is in the direct path, the torque reference will reach TMAX

t0 due to the KP ∆ω component of the driving torque. With  the propor-
tional action in the feedback path, the maximum torque TMAX will be 
reached after the instant t1.  

 

Fig. 4.22B. Simulink model of the speed-controlled system, incorporating the 

 at 
instant  

from an interaction between the system nonlinear elements, such as the
torque limiter and the speed error integrator, contained within the
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Fig. 4.23.   Response to a large input step, driving the torque into saturation. Al-
though the closed-loop poles are strictly aperiodic, a nonlinear ele-
ment such as the torque limiter gives rise to oscillations. 

 
In the interval [t1 .. t2], the input to the error integrator is positive due to 

∆ω = ω∗−ω > 0. Therefore, the integrator output keeps building until the 
instant t2, when the speed reaches the setpoint and the speed error becomes 
zero. During the same interval, the torque remains at the limit TMAX. With 
∆ω(t2) = 0, it would be convenient to drive the torque down to zero, thus 
keeping the speed at the reference value. With the speed controller struc-
ture as shown in Fig. 4.13 and Fig. 4.22A, this outcome cannot be 
achieved. The error integrator is well beyond the TMAX level. In other 
words, it is charged or wound up. For the torque to decay, the error integra-
tor must be discharged first. Within the interval [t2 .. t3] in Fig. 4.24, the 
torque remains at TMAX, resulting in a continued acceleration. The speed 
overshoots the reference and keeps increasing in a linear manner. The 
speed error becomes negative, and the error integrator discharges.  

At the instant t3, the integrator output drops below the limit value and 
the torque gradually decreases. However, the steady-state condition cannot 
be reached, as the shaft speed ω(t3) is well beyond the reference and the 
speed error is negative. Now, a negative torque is generated (t > t3), and 
the system decelerates. Nonlinear oscillations around the setpoint (Fig. 
4.23) may last several cycles, diminishing in amplitude and increasing in 
frequency. The number of cycles and the time required for the system to 
reach the steady state depends upon the amplitude of the input disturbance 
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and the torque limit TMAX. A larger reference step and a lower torque limit 
produce an extended transient with more oscillation periods.  

 

 

Fig. 4.24.      Illustration of the wind-up phenomenon. The change in the error inte-
grator output in response to a large input step goes well above TMAX. 
While the integrator is discharged, the speed overshoots the setpoint.  

 
The effects caused by the wind-up are not acceptable. Therefore, the 

speed controller has to include measures devised to suppress the wind-up 
in the error integrator. Such measures are known as the Anti-Wind-Up 
(AWU). The implementation of AWU measures with PI controllers in 
positional form (Fig. 4.9, Fig. 4.13) becomes quite involved. The AWU 
implementation, in conjunction with the incremental form of the PI con-
troller (Fig. 4.10, Eq. 4.29), is discussed in the next section.  

Consider the controller structure in positional form (Fig. 4.22A). The 
proportional and integral actions are calculated in separate blocks, added at 
the summation point, and then limited to ±TMAX. The wind-up occurs when 
the error integrator output goes well beyond the limit. To avoid the wind-
up of the error integrator, the following AWU steps are to be taken:  

• Within each sampling period, new values of both the proportional and 
the integral action are calculated separately.  

• The sum of the two is compared with the torque limit.  
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• In cases when the sum exceeds the limit by ∆T, the error integrator is 
decreased by the same amount.  

• The sum of the proportional action and adjusted integral action will 
set the torque reference at the ±TMAX limit. 

This procedure is rather involved and has several disadvantages in spe-
cific operating regimes. In speed-controlled systems operating in noisy 
environments and/or having low resolution of the shaft sensor, noise con-
tributes to sporadic pulses that may trigger the AWU mechanism and alter 
the contents of the error integrator. In this way, the integrator output will 
not correspond to the sum (integral) of the error samples. Therefore, the 
principal function of the error integrator will be impaired and the speed 
controller will be unable to secure the suppression of the speed error in the 
steady state. In addition, the AWU measures applied to the structure in Fig. 
4.22A may reduce the average torque available from the servo drive. In an 
operation with a considerable environmental and/or quantization noise and 
a torque reference adjacent to +TMAX, positive noise spikes go beyond the 
limit, triggering the AWU mechanism and limiting the driving torque to 
+TMAX. On the other hand, negative excursions contributed by noise will 
result in a decrease of the resulting torque reference. On average, the peak 
torque available will be lower than the limit, to the extent proportional to 
the amplitude of parasitic noise signals.  

The application of AWU measures to the speed controller, as imple-
mented in its incremental form, eliminates some of the above-mentioned 
problems and alleviates the others.  

4.10 Anti-Wind-Up mechanism 

PI speed controller (Fig. 4.9, Fig. 4.13) becomes complex and gives rise to 
the problems listed in the previous section. In this section, a quite straight-
forward implementation of the AWU in the incremental form of the PI 
controller (Fig. 4.10, Eq. 4.29) is discussed in detail.  

The increments of the proportional and integral action are given in Eq. 
4.29. In cases when the integral action of the controller resides in the direct 
path and processes the speed error, while the proportional gain is relocated 
into the feedback path, the torque increment is expressed as  

( ) ( ) ( ) ( ) ( )( ) ( )11
**

1
*

1 ++++ ∆+−=−=∆ nInnPnnn KKTTT ωωω , (4.60)

The introduction of the AWU mechanism into the positional form of the 
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while the sample T*
(n+1) of the driving torque is obtained as the sum of 

the torque increments accumulated on the interval t ∈ [0 .. (n+1)T]:  

( ) ( )∑
+

=
+ ∆=

1

0

**
1

n

k
kn TT . (4.61)

In its incremental form, the speed controller structure should calculate 
the increments of the proportional and integral action according to Eq. 
4.60, and feed them into the output integrator, such as the one shown on 
the right in Fig. 4.10. The integrator accumulates the torque increments ac-
cording to Eq. 4.61 and provides the torque reference sample T*

(n+1).  
The structure of the discrete-time speed controller implemented in its 

incremental form is given in Fig. 4.25. The proportional action is reposi-
tioned into the feedback path. The increments of the proportional and inte-
gral action are summed in the junction S1. The delay block D1 provides 
the most recent sample of the speed ωFB

(n), required for calculation of the 
increment in the proportional action KP(ωFB

(n+1) ωFB
(n)). The summation 

point S3 provides the increment in the feedback signal between the two 
successive sampling instants. The increment of the integral action is ob-
tained by multiplying the gain KI and the newly-acquired sample of the 
speed error.  

The torque increment ∆T*
(n+1) is fed from S1 into the summation junc-

tion S1, where it is added to the most recent value of the torque reference 
T*

(n), obtained at the previous sampling instant t = nT. The most recent 
torque reference is obtained from the delay block D2 in Fig. 4.25. Note in 
the figure that the delay line D2 takes into account the torque reference 
value processed through the torque limiter, ensuring that the actual torque 
command never exceeds the capabilities of the servo drive. The new 
torque reference signal T*

(n+1) = T*
(n) + ∆T*

(n+1),  obtained from the summa-
tion point S2 may exceed the limit TMAX. At this point, the torque limiter 
will cut in, securing a limited driving torque and ensuring that delay line 
D2 receives the signal within ±TMAX boundaries.  

In conditions when the driving torque stays within the limits, the torque 
limiter in Fig. 4.25 acts as the unity gain block. In such cases, and in con-
junction with D2 and S2, the group in the upper right in the figure consti-
tutes a discrete-time integrator, accumulating torque increments according 
to Eq. 4.61 and providing a ready-to-use torque  reference T*

(n+1). The inte-
grator mentioned is the only one used within the controller. In other words, 
the process of integrating the speed error and, thus, carrying out the inte-
gral action is implicitly provided in the discrete-time integrator comprising 
the limiter, D2, and S2. The torque limiter placement prevents the integra-

−

tor wind-up and suppresses its negative consequences, listed in the preced-
ing section. 
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Fig. 4.25.    Incremental form of the digital speed controller with proportional ac-
tion relocated into the feedback path. The discrete-time integrator D2 
accumulates the torque increments. The torque limiter is positioned 
within the integrator D2, suppressing, in this way, the wind-up effects.  

The operation of the control structure given in Fig. 4.25 has been inves-
tigated by means of computer simulations. To this purpose, the Simulink 
model plotted in Fig. 4.18 is modified so as to comprise the incremental 
speed controller with an anti-wind-up structure from Fig. 4.25. In Fig. 
4.26, the Simulink subsystem is shown, comprising the implementation of 
the speed controller structure summarized in Fig. 4.25. This speed control-
ler is integrated in the Simulink model of the overall speed-controlled sys-
tem, given in Fig. 4.27. For simplicity, it is assumed that the discrete-time 
integrator deals with the torque signal expressed in [Nm], leading to KM = 1.  

The simulation traces obtained from the model are shown in Fig. 4.28, 
which gives the large step response of the speed and the driving torque 
over a time span of 500 sampling periods. After 50 periods, the speed ref-
erence exhibits a large positive step. It remains at the setpoint for 300 T  
and then steps back to zero. The shaft speed follows the reference, with ac-
celeration a0

max = TMAX/J, defined by the peak torque TMAX and the load in-
ertia J. The speed reaches the setpoint without an overshoot. At this point, 
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the driving torque decays to zero without sign changes. In a similar man-
ner, the drive decelerates towards a standstill, with constant deceleration as 
the speed reference sets to zero. Hence, with the control structure given in 
Fig. 4.25, the strictly aperiodic character of the step response is preserved 
even in the case of large input disturbances.  

ACCUMULATOR OF TORQUE INCREMENTS

1
TORQUE 

REFERENCE

 -1
Z   

TORQUE  (N-1)

TORQUE 
LIMIT

TORQUE 
COMMAND

INCREMENT

TORQUE
REFERENCE
ZERO-ORDER

HOLD

KM

STATIC GAIN
KM OF THE 

TORQUE  ACTUATOR
z-1

z

SPEED 
FEEDBACK
INCREMENT

SPEED
ERROR

(N)

KP

PROPORTIONAL GAIN
IN FEEDBACK PATH

KI

INTEGRAL GAIN
IN DIRECT PATH

  

2 SPEED FEEDBACK

1
SPEED

REFERENCE

 
Fig. 4.26.    Simulation model of the speed controller given in Fig. 4.25, with the 

proportional action in its feedback path. The implementation is in-
cremental and comprises the anti-wind-up structure. This group of 
Simulink blocks is used as the subsystem for a larger model, given in 
Fig. 4.27. KM is assumed to be 1.  

It is important to discuss the signal flow within the controller during a 
large step transient. Given a large reference step, a speed error of consider-
able amplitude will quickly drive the torque signal T*

(n) into the limit TMAX. 
The speed will accelerate towards the setpoint at a constant slope TMAX/J. 
Prior to the speed reaching the setpoint, the speed error samples will be 
positive. Therefore, the summation junction S1 in Fig. 4.25 will keep gen-
erating positive increments ∆T*

(n+1). The limiter will reject any further in-
crease in the driving torque over the TMAX limit, and the increments ∆T*

(n+1) 
will not have an effect on T*

(n+1) = TMAX . 
With the shaft speed approaching the setpoint, the servo drive delivers 

the torque TMAX and the acceleration a = dω /dt is constant. In such a case, 
the shaft speed increases by ωFB

(n+1) ωFB
(n) = aT within each sampling in-

terval. Therefore, the torque increment ∆T*
(n+1), obtained from S1 in Fig. 

4.25, becomes negative prior to the speed reaching the reference. As indi-
cated by Eq. 4.60, the torque increment changes sign when the residual 
speed error becomes smaller than ∆ω = (KP /KI)·aT. Beyond this point, the 

−
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the speed error reduces from ∆ω = (KP /KI)·aT towards zero in a strictly 
aperiodic manner, leading to the absence of any overshoot. When the 
speed sets to the reference, the driving torque reaches zero without chang-
ing sign, and the system enters the steady-state condition, interrupted only 
by the next step in the speed reference (Fig. 4.28). This proves that the 
structure in Fig. 4.25 eliminates the wind-up in the error integrator and 
provides a strictly aperiodic step response, even in cases with large input 
disturbances. With reference to the speed control problem, further AWU 
measures are not required.  
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Fig. 4.27.    Simulink model of the speed-controlled system with the speed con-
troller given in Fig. 4.25. The speed controller is represented as the 
subsystem, given in detail in Fig. 4.26.  

content of the D2–S2 integrator diminishes. With the torque limiter inac-
tive, the system operates in linear mode. The decay of the speed error and 
the remaining torque are determined by the closed-loop poles. Therefore,  
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Fig. 4.28.    Large step response obtained with discrete-time PI speed controller in 
its incremental implementation and with the AWU structure from Fig. 
4.25. The traces are obtained from the Simulink model given in Fig. 
4.27 and represent the speed reference, the speed feedback, and the 
torque reference, within the time span of 500 sampling periods.  

 

4.11 Experimental verification of the discrete-time speed  
controller 

crete-time speed controller have been discussed and analyzed. The pro-
posed structures and solutions have been verified by means of computer 
simulations. In this section, the results are applied to an experimental setup 
and verified in several experimental runs.  

The speed-controlled system under consideration is the test bed in the 
Laboratory for Digital Control of Electrical Drives at the University of 
Belgrade, comprising a 0.75kW three-phase induction motor. The motor 

In the previous sections, the structure and parameter settings of the dis-
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with the CRPWM inverter and the shaft encoder. The sampling period T 
for the speed loop is set to 10 ms. The motor is coupled to an inertial disk 
and a single-phase synchronous generator providing the load torque. The 
rated speed of the motor is ωnom = 145 rad/s, while the equivalent inertia of 
the system comprising the motor, the load, and the inertial disk amounts to 
J = 0.032 kgm2. An incremental encoder with N =1250 pulses per turn ac-
quires the shaft position. The peak torque capability of the torque actuator, 
comprising the motor and the CRPWM inverter, is 13.6 Nm.  

In Fig. 4.29, the experimental traces are given for the shaft speed (the 
upper trace) and the driving torque (the lower trace) in cases when the 
speed references changes from –300 rpm to + 300 rpm. Within the setup, 
the driving torque is adjusted by altering the iq current of the vector-
controlled induction motor. A similar experiment is conducted with a 
speed reference of 600 rpm (Fig. 4.30) and 1000 rpm (Fig. 4.31). Note that 
the responses of the shaft speed and the driving torque are strictly aperi-
odic, and their character does not depend on the amplitude of the reference 
step. In Fig. 4.31, when the driving torque remains at the limit for more 
than 500 ms due to a large reference step, the transient phenomena end 
within 70–80 ms from the instant when the torque leaves the limit and the 
system enters linear operating mode. This behavior is consistent with the 
simulation traces in Fig. 4.19, where the response time amounts to 7–8 
sampling periods T.  

The experimental traces given in Fig. 4.30 correspond to the speed re-
versal at 600 rpm. It is of interest to notice that the driving torque fluctua-
tions have a frequency of 10 Hz. While the induction motor controls the 
running speed at +600 rpm, the two-pole single-phase synchronous genera-
tor provides load torque pulsations at approximately 10 Hz. The load pul-
sations are at a relatively low frequency, staying within the closed-loop 
bandwidth of the speed controller. Therefore, the speed controller detects 
the error caused by the load pulsations and generates the torque command, 
which provides the necessary compensation. In turn, the driving torque 
suppresses the 10 Hz disturbance and keeps the running speed unaltered.  

 

[16], along with the control algorithms, coded in ANSI C. The code is 
executed on a PC platform, comprising the I/O boards for communication 

current is controlled from a Current Regulated PWM inverter (CRPWM). 
The flux and torque of the induction motor are vector controlled. The im-
plementation details related to the induction motor control are given in 
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Fig. 4.29.    Experimental traces of the shaft speed and the driving torque. The 
speed-controlled system with discrete-time controller is exposed to a 
speed reversal from –300 rpm to + 300 rpm.  

 

 

Fig. 4.30.    Experimental traces of the shaft speed and the driving torque. The 
speed-controlled system with discrete-time controller is exposed to a 
speed reversal from –600 rpm to + 600 rpm.  
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Fig. 4.31.   Experimental traces of the shaft speed and the driving torque. The 
speed-controlled system with discrete-time controller is exposed to a 
speed reversal from –1000 rpm to + 1000 rpm.  

In the traces shown in Fig. 4.31, obtained at a higher speed (1000 rpm), 
the frequency of the load disturbance increases in proportion to the shaft 
speed and becomes 1000/60 = 16.66 Hz. As the disturbance frequency in-
creases and comes closer to the bandwidth frequency, the capability of the 
speed controller to provide corrective action diminishes. Therefore, the 
amplitude of the driving torque oscillations is smaller compared with Fig. 
4.30. On the other hand, hardly any oscillations in the running speed are 
noticed. Due to the low-pass nature of the plant (1/(Js)), disturbances at 
higher frequencies have a minor impact on the output speed.  

Problems 

P4.1 

1/(1+sτ) with τ =1s. Calculate the z-domain equivalent W(z) by using the 
function c2d and assuming that the sampling time is T = 1s. Plot the step 
response obtained with the pulse transfer function W(z) by means of the 
function dstep, and compare this plot to the previous one.  

Use Matlab to obtain the step response from the transfer function W(s) = 
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P4.2

(s+1)/(1+s+s2).   
 

P4.3 
Consider the transfer function W(s) = 1/(1+0.5s+s 2).  Investigate the im-
pact of the sampling time on the step response obtained from the discrete-
time system. Use the sampling time T ranging from 0.1 s to 10 s. With T > 
TMAX, the step response of the discrete-time system does not correspond to 
the original. Discuss the value of TMAX.  

 
P4.4 

time speed-controlled system with proportional gain replaced into the feed-
back path (Eq. 4.41). Use Matlab to obtain the step response with p = 

commands. Obtain the step responses with reduced proportional gain (p = 
0.1, i = 0.03512), and with reduced integral gain (p = 0.2027, i = 0.01512). 
Observe the response characters and overshoot. The s-domain equivalence 
of the PI speed controller is given in Fig. 2.2. In light of  Eq. 2.38, relating 
the feedback gains to the natural frequency ωn and damping ξ, discuss the 
results obtained from the discrete-time system.  

 
P4.5 

ting of p = 0.1,   i = 0.03, and TS = 0.001, find the equivalent closed-loop 
transfer function in the s-domain and obtain the step response. For the 
conversion from discrete time to continuous time, use the Matlab com-
mand d2c.  

 
P4.6  

dend, obtained in P4.5; determine the closed-loop poles and zeros in the 
z-domain. From the s-domain transfer function numerator numc and de-
nominator denc, obtained in P4.5, determine the closed-loop poles and ze-
ros in the s-domain. How are the z-domain poles and zeros related to their 
s-domain counterparts? Why are the closed-loop zeros different?  

 

Repeat the procedure in P4.1/S4.1 with the transfer function W(s) = 

Consider the closed-loop system pulse transfer function of the discrete-

For the discrete-time system analyzed in P4.4, and for the parameter set-

Consider the pulse transfer function numerator numd and denominator 

0.2027 and i = 0.03512. Refer to Table 4.1 for the sequence of Matlab 
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0.001, and with denominator dend(z) = z2 + 0.5z + 0.8. Assume that the 
sampling time is T = 1s. Using the Matlab command d2c, obtain the s-
domain equivalent W(s) = numc(s)/denc(s) by using ZOH and matched op-
tions. In both cases, verify the correspondence of the poles, zeros, and step 
responses.  

 
 
 
 

 
 
P4.7 
Consider the pulse transfer function with numerator numd(z) = z – 



5 Digital Position Control 

In this chapter, position control and its role within motion-control systems 
is introduced and discussed. Single-axis position controllers are explained 
and modeled.  Analytical design of the position controller structure is given, 
along with procedures for setting the adjustable feedback parameters. 
The speed and torque system limits are explained at the end of the chapter, 
along with the analysis of nonlinear operating modes. Nonlinear control 
laws, capable of securing a robust large step response, are considered. 

In the succeeding sections, the structure and parameter setting of linear 
discrete time position controllers are discussed, analyzed and designed. 
Within motion-control systems, the position controller may assume differ-
ent roles and forms. Its basic purpose is to provide for the corrective action 
that drives the mechanical load, work piece, or tool along a predefined tra-
jectory in space. Position trajectories are created by a superior controller, 
such as the production-cell computer, and they depend on specific opera-
tions to be performed within a desired production cycle.  

At the output, position controllers have to provide the reference values, 
calculated in such a way that any position error caused by the load distur-
bance or a reference change, is suppressed and driven to zero. In a number 
of motion-control applications, position controllers provide the reference 
of the driving torque and feed this reference to the torque actuator. In other 
cases, the position controller calculates the speed the system ought to as-
sume in order that the position error is dissipated. In such cases, the output 
of the position controller is fed to the reference input of the speed controller. 
Eventually, the torque commands are calculated so as to correct the speed 
error, assisting the position control task in an indirect way. The physical 
location of position controllers varies with the application.       

The host computer in traditional motion control systems, known as the 
CNC (Computerized Numerical Control), generates the reference profiles 
for a number of motors that have to effectuate a coordinated motion. In 
most cases, the CNC comprises individual position controllers. Position 
control functions are often implemented by relying on dedicated hardware 
units called the axis cards, located within the CNC. The host computer 
may control the individual drives by sending them the speed reference. In 
this case, the speed control function is performed by digital drive controllers, 
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associated with drive power converters, and thus controlling the current 
torque, flux, and speed of individual motors. Control functions are shared 
between the CNC and the digital drive controllers. The two controllers 
may be separated spatially, and the overall performance may largely de-
pend upon the quality of the signal transmission between the CNC and the 
drive.  

In many applications, the host computer executes the position control 
algorithm and generates the torque reference. This reference is fed to indi-
vidual drives in the form of an analog signal, or by means of a high-speed 
digital serial link. The signal integrity issues are less pronounced than in 
the case when the speed reference is transferred. Individual drive control-
lers perform the current, torque, and flux control. 

With the position control functions distributed between the CNC and the 
digital drive controller, the accuracy and bandwidth of the position loop is 
compromised by the delay and degradation of the reference and feedback 
signals communicated between the control nodes. Therefore, contemporary 
drive controllers include single-axis positioners, capable of keeping the 
position of the motor at the reference. The reference trajectory can be 
stored within the internal memory of the drive controller, or received in 
real time from the host computer by means of a high-speed digital serial 
link.   

In this chapter, single-axis discrete-time position controllers with posi-
tion error at the input and torque reference at their output are discussed, 
analyzed, and designed.  

5.1 The role and desired performance of single-axis 
positioners 

Industrial motion-control systems utilize the electromagnetic torque or force 
generated by servo motors in order to effectuate controlled motion of work 
pieces, tools, or machine parts. Within a production cell, several motors need 
to move in coordination in order to provide for the desired motion. Each 
production cycle consists of several motion sequences. Fast motion leads 
to a reduced cycle time and increased productivity. On the other hand, pre-
cision in following the position reference profiles affects production quality. 
Fast tracking of the reference trajectory has detrimental effects on posi-
tion accuracy. Therefore, productivity and production quality impose con-
flicting requirements on the position controller. For that reason, there is a 
perpetual requirement to increase the closed-loop bandwidth of position 
controllers, providing, in such a way, the desired accuracy at elevated speeds.  
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In most cases, the response character of position-controlled systems has 
to be aperiodic, approaching the reference without an overshoot. An over-
shoot may result in collision of moving parts, eventually damaging or 
breaking the tools and/or the work piece. A strictly aperiodic response 
results in driving torque transients free of oscillations and sign changes 
during the step response. Consequently, the backlash and flexibility in trans-
mission elements are less emphasized, and the cumulative tracking error is 
smaller. For that reason, the parameter-setting procedure discussed in this 
chapter focuses on providing a strictly aperiodic response with a maximum 
workable speed. The advantages related to strict aperiodicity have been 
summarized in the previous chapter.     

A discrete-time position controller acquires position feedback at each 
sampling instant, derives the tracking error, and calculates the reference 
for the driving torque, formulated so as to drive the position error down to 
zero in the shortest time possible. The torque reference is fed to the torque 
actuator, comprising the electrical servo motor, the drive power converter, 
and the digital drive controller, accountable for controlling the motor cur-
rent, torque, and flux.  

In the majority of applications, current and torque transients are consid-
erably faster than the response of the position. Therefore, contemporary 
electrical drives, used as torque actuators in position-controlled systems, 
provide a driving torque that tracks the torque reference quickly and accu-
rately. With a torque response time corresponding to the bandwidth ex-
ceeding  fBW  = 1 kHz, and with a target bandwidth of the position loop on 
the order of 100 Hz, the torque actuator is assumed to have instantaneous 
action. Therefore, it is modeled as a static gain block KM in Fig. 5.1.  

It is interesting to note that the gain block KM  represents the servo 
motor, the drive power converter, and the corresponding motor control 
routines executed within the digital drive controller. The latter are designed 
and used to control motor flux and torque. Whether the servo motor is a 
brushed DC motor, a vector-controlled induction motor, or a synchronous 
motor with permanent magnet excitation, the electromagnetic torque Tem is, 
in all cases, the product of the fast-changing motor current and slowly 
varying flux. Therefore, the torque rise time is determined by the perform-
ances of the current controller. 

Motion-control DSP [10, 11] provides a platform for the digital current 
loop, with the sampling rate exceeding  fS  = 20 kHz. The practicable closed-
loop bandwidth reaches 2 kHz, resulting in a current-loop rise time of 100–
200 µs. At the same time, the rise time represents the time interval required 
for the driving torque to reach the torque command T*. With such dynamics, 
the torque actuator is faster than the mechanical subsystem by an order of 
magnitude. Therefore, the analysis and design in this chapter are performed 
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assuming that the actuator responds instantly to the reference pulses T*
(n). 

The static gain KM defines the ratio between the torque reference T*
(n), rep-

resented as a digital word residing in RAM, and the actual driving torque 
T em, expressed in [Nm], generated by the servo motor and delivered to the 
load.  

 
 

Fig. 5.1.      The torque actuator within the position-controlled system has a negli-
gible delay and a gain of KM. The drive peak torque capability is TMAX. 
The mechanical subsystem 1/(Js2) has the position θ at the output. 
The parameter KFB relates a digital representation of the output posi-
tion to the actual position in [rad]. The discrete-time controller ac-
quires the samples θ(n) at each sampling instant t = nT.  

 
The block diagram given in Fig. 5.1 represents the torque actuator and 

the mechanical subsystem of a position controlled system. The peak torque 
capability TMAX  of the actuator depends on the limits of the servo motor 
and the drive power converter. The mechanical subsystem in the figure is a 
double integrator, having output θ [rad].  

The position feedback is obtained by means of an optical encoder or a 
resolver. In Fig. 5.1, the variable θ dig stands for the digital word represent-
ing the output position. The value of θ dig

 is obtained either by counting the 
encoder pulses or from an R/D converter [2] processing the resolver sig-
nals and thus obtaining the digital representation of θ [rad]. In Fig. 5.1, the 
gain KFB = θ dig/θ determines the ratio between the actual position and its 
digital form. It depends on the number of encoder pulses per turn, or the 
resolution of the R /D converter used.  
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A discrete-time position controller with sampling period T acquires the 
position samples θ(n) and calculates the torque reference T*

(n) at each sam-
pling instant t = nT. The zero-order hold on the left in Fig. 5.1 provides the 
torque reference in such a way that the value of T*

(n) is maintained through-
out the sampling period. At the next sampling instant t = (n + 1)T, the 
torque reference is replaced with the new sample T*

(n+1). If we neglect de-
lays in controlling the torque of the servo motor, the actual driving torque 
T 

em will track the reference KMT*, provided that the latter remains within 
the system limits ±TMAX.  

In addition to the torque constraint, the speed of the servo system must 
be limited as well. Within the position-controlled system, the speed may 
not be explicitly controlled. However, the angular speed of the revolving 
parts and the speed of translation of the moving parts have to be limited to 
the range of ±ωMAX. Excess speed increases the risk of mechanical damage 
due to the eccentric motion of the rotating parts and the imbalance of the 
moving parts. The motor bearings and transmission elements have the maxi-
mum permissible speed that can limit the top speed practicable by the posi-
tioner. Therefore, the structure and control actions of position controllers 
have to be designed to ensure that the speed experienced during transients 
does not exceed the permissible range of ±ωMAX.  

The speed and torque system limits introduce nonlinearity in the control 
object. It will be shown in subsequent chapters that a stable, robust response 
at large disturbances requires nonlinear elements within the position cont-
roller, designed in consideration of the system limits ±ωMAX and ±TMAX. In 
this chapter, the operation of position-controlled systems is considered for 
small input and load disturbances and with speed and torque transients 
staying below the limits. Based on the analysis of position-controlled sys-
tems in the linear regime, a structure and parameter setting are proposed so 
as to achieve strictly aperiodic behavior with the fastest step response pos-
sible. The analysis of position-controlled systems in nonlinear mode and 
the appropriate extension of the controller structure are given in the next 
chapter.  

5.2 The pulse transfer function of the control object  

Consider the mechanical subsystem in Fig. 5.1 and assume that the equiva-
lent inertia J is known and that the load torque T 

L(t) is available. Then, the 
change in the output position θ  is defined by Eq. 5.1.  

5.2 The pulse transfer function of the control object 
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The load torque may comprise the friction and other speed-dependent 
components, proportional to the speed (KFω), to the speed square (KVω2), 
or having another functional dependence on the speed. The load torque 
component KFω cannot be considered to be an external disturbance, as it 
depends on the state ω of the mechanical subsystem. In fact, the presence 
of the KFω component of the load torque changes the transfer function of 
the mechanical system from 1/(Js2) (Fig. 5.1) to 1/(Js+KF)/s. On the other 
hand, the static friction is the most pronounced friction component in 
many applications. It can be expressed as a nonlinear function of the 
speed, and it shows effects when the moving parts start from a standstill. 
Other speed-related motion resistances may depend on specific character-
istics of transmission elements and may appear only in particular machine 
positions and operating conditions. Although related to speed, such motion 
resistances are hardly predictable, and their effects are similar to those of 
external disturbances, that is, unrelated to the internal states of the system. 
Therefore, the control object model, expressed as 1/(Js2)in Fig. 5.1, is a vi-
able representation, along with the assumption that all motion resistances 
can be treated as external disturbances and therefore can be added to the 
disturbance signal TL(t). Such an approach is further justified by the fact 
that, in a number of servo systems, the motion resistances are negligible 
compared with the acceleration torque J dω/dt. The prevalence of the acce-
leration torque comes from the requirement to reach the target position 
within a short interval. Quick motion and high acceleration require incre-
ased values of the driving torque, surpassing the rated torque and exceeding 
by far the friction and the parasitic motion resistances. This understanding, 
in turn, supports the model of the control object given in Fig. 5.1.  

The torque reference T*(t) obtained at the output of the zero-order hold re-
tains the value T*

(n) on the interval [nT..(n + 1)). The sample T*
(n) is calculated 

within the position controller on the basis of the feedback sample θ(n), ac-
quired at sampling instant nT. Upon acquisition of the next feedback sample 
θ(n+1)
quent sample of the torque reference T*

(n+1). Since the calculation time is 
negligible compared with the sampling interval, it is assumed henceforth 
that the new sample T*

(n+1) is made available starting from t =  (n + 1)T. In 
such cases, the new torque reference KMT*

(n+1) is delivered to the load 
within the interval  [(n + 1)T..(n + 2)).  

With the position loop sampling periods expressed in hundreds of mi-
croseconds and with the motion-control DSP platforms [10, 11] performing 

= θ (nT + T ), the controller evaluates the error  ∆θ and derives the subse-
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numerical operations in tens of nanoseconds, the assumption of instanta-
neous availability of the torque reference samples holds. In cases with 
extreme complexity of the position control algorithms, reduced numerical 
capabilities of the digital controller, or significant increase of the sampling 
frequency, calculation delays must be modeled and accounted for.    

In Fig. 5.1, it is assumed that the controlled output is the shaft position 
of the servo motor. In servo systems, both linear and conventional revolv-
ing motors are encountered. While the latter provides torque as the driving 
force and rotates, the linear motors provide the force F [N] and carry out 
translation along a predefined path. In both cases, the control objective is 
to perform the motion of the load along predefined trajectories. The load to 
be positioned is mostly the tool or the work piece. The servo motor is cou-
pled to the load by means of mechanical coupling elements such as the gears, 
pullies, belts, and other transmission elements. In cases when the revolving 
servo motor is used, transmission elements may also convert the rotation 
into linear motion. In further considerations, it is assumed that the mech-
anical couplings are ideal and that the backlash, elasticity, and other imper-
fections in the mechanical subsystem can be neglected. In such cases, the 
position of the load is directly proportional to the motor shaft position. 
Therefore, the latter can be considered to be the system output, as shown in 
Fig. 5.1.  

With the shaft position θ expressed in radians, the motor speed ω  = dθ/dt 
is obtained in [rad/s]. The change in speed within one sampling period and 
the corresponding increment in position can be expressed as follows: 
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Calculation of ω (n+1) in Eq. 5.2 requires the values of the torque refer-
ence T*

(n) and the previous speed sample ω (n). The speed also depends on 
the load disturbance T L, which may exibit changes within the sampling in-
terval observed. Further analysis and derivation of pulse transfer functions 
requires the conversion of differential equations, such as Eq. 5.1, into 
equivalent difference equations. The presence of integrals on the right-
hand side in Eq. 5.2 and Eq. 5.3 hinders such a conversion.  

In Eq. 5.2, the load torque integral represents the average value within 
the sampling period under consideration. In Eq. 5.4, it is therefore replaced 
with the constant T L

(n), representing the average value of TL(t) on the interval 

5.2 The pulse transfer function of the control object 
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[nT..(n+1)). Without lack of generality, the impact of the load torque TL(t) 
on the pulse train ω (n) can be studied further by considering the train of 
samples TL

(n), comprising the average values of  TL(t) within individual 
sampling periods (Eq. 4.18). On the other hand, the value of the integral in 
Eq. 5.3 can be expressed in terms of the speed samples ω (n) and ω (n+1) only 
in cases when the change of the actual speed ω(t) between the sampling in-
stants is linear, as discussed in Section 4.2.4 (Fig. 4.6, Eq. 4.24). The speed 
change is linear only in cases when the load torque TL(t) does not change 
on the interval [nT..(n+1)). The support for such an assumption is given in 
the previous chapter, and will be restated hereafter.  

Due to the load torque TL(t) affecting the speed and the output position, 
the choice of the sampling time T has to be made in such a way that the 
position controller may provide the reference torque quickly enough to 
compensate for load changes and to suppress the position error. With an 
adequate sampling period T, the train of samples T*

(n), refreshed at the 
sampling rate fS = 1/T, compensates for disturbance fluctuations and keeps 
the output position at the desired trajectory. As discussed in the previous 
chapter, the load torque may comprise spectral components at frequencies 
beyond reasonable sampling rates. The phenomena related to such distur-
bances are referred to as the unmodeled dynamics, indicating that the asso-
ciated errors cannot be suppressed by an intentional action of the position 
controller. The design of feedback controllers is based on the assumption 
that the errors associated with the high-frequency unmodeled dynamics are 
suppressed in a passive way, relying on the low-pass nature of the control 
plant. In position-controlled systems, such an assumption is justified by the 
control plant transfer function being a double integrator (1/Js2). 

For the reasons noted above and discussed in the previous chapter, the 
subsequent analysis assumes that load torque variations within the samp-
ling period are negligible and that the change in the shaft speed between 
the sampling instants is linear. To this end, the disturbance signal TL(t) is 
assumed to be constant on the interval [ nT, (n+1)T ) and equal to the aver-
age value TL

(n) (Eq. 4.18), obtained as 
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Under these assumptions, the speed transition from the sampling instant 
nT  to the next sampling instant is found in the difference equation 5.4:  
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With a linear change in the shaft speed (Fig. 4.6, Eq. 4.24), the integral 
on the right in Eq. 5.3 can be expressed in terms of the shaft speed samples 
ω(n) and ω(n+1). The change in the output position can be described by the 
difference equation 5.5. The equation derives the next sample of the output 
θ(n+1) from the speed and position samples θ(n), ω(n), and ω(n+1).  
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The output position, speed, driving torque and load disturbance can be 
expressed in terms of their complex images θ (z), ω(z), T*(z), and TL(z), re-
spectively, obtained by applying the z-transform to the relevant pulse trains 
θ(n), ω(n), T*

(n), and TL
(n): 
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The difference equations 5.4 and 5.5 can be converted to algebraic equa-
tions and used for deriving the pulse transfer function of the control object. 
The time shift property of the z-transform, expressed in Eq. 4.6, implies that 
multiplication by operator z creates a time shift of one sampling period:  
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Introduction of the time shift property of the z-transform into difference 
equations 5.4 and 5.5 results in the algebraic equations 5.6 and 5.7, com-
prising the complex images of the position, speed, and torque:  
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As indicated in Fig. 5.1, Eq. 5.6 holds for the linear operating mode of 
the system. In other words, the actual driving torque T 

em(t) corresponds to 
the reference KMT*

(n), provided that the latter stays within the system limits 
±TMAX, keeping the torque limiter inactive. The complex image of the out-
put position θ (z) is given in Eq. 5.8, expressed in terms of T*(z) and TL(z). 

5.2 The pulse transfer function of the control object 
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The pulse transfer functions WP(z) and WPL(z) describe the signal flow 
from the driving torque input to the output (Fig. 5.1), and from the distur-
bance input to the output, respectively. In position-controlled systems, the 
control plant has a double real pole z1/2 = 1 and one real zero.  
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It is of interest to calculate the pulse transfer functions WP(z) and WPL(z) 
by transforming the s-domain images WP(s) and WPL(s) into the  z-domain: 
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Starting from the block diagram in Fig. 5.1, comprising the zero-order 
hold and the control object modeled as WP(s) = 1/Js2, the pulse transfer 
function WP(z) can be verified by using the Matlab tools. Table 5.1 lists the 
set of commands that must be typed in at the Matlab command prompt.  

 

Table 5.1.  The Matlab command sequence used to convert the continuous-domain 
transfer function WP(s)   = 1/Js2 into its discrete-time equivalent WP(z). 

 
>> num = [1]   % Defines the numerator of 1/Js2 

>> den = [1  0  0]  % Denominator is 1 s2  +  0 s  +  0 
>> sysc = tf(num,den)  % Creates continuous-domain system 
>> sysd = c2d(sysc,1,'zoh') % Conversion into discrete time, T=1, ZOH; 
>>    % sysd is the discrete-time equivalent 
>> tf(sysd)   % Deriving the pulse transfer function 
>> Transfer function:                   % 
>>     0.5 z + 0.5  %  
>>  ----------------  % Matlab replies with the pulse  
>>   z^2 - 2 z + 1  % transfer function  WP(z) 
 
The functions obtained in Eq. 5.8 are applied further to determine the 

structure and parameters of the discrete-time position controller.  

.
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5.3 The structure of position controllers  

With the design procedure applied in Chapter 4, the discrete-time position 
controller and the feedback gains can be determined by considering the 
control object pulse transfer function WP(z), deriving the transfer function 
of the position controller WPC(z), calculating the closed-loop system trans-
fer function WSS(z) from the previous two, discussing the characteristic 
polynomial and its zeros, and determining the feedback gains that result in 
the desired character of the step response and the desired closed-loop 
bandwidth. Firstly, it is necessary to determine the necessary control ac-
tions and the structure of the position controller.  

5.3.1 Derivative action in position controllers 

Consider the control object transfer function 1/Js2, comprising a double 
pole at the origin. It is interesting to note that derivative control action may 
be required in order to achieve stability. To more easily understand the role 
of the derivative action, the present discussion is focused on a simplified 
block diagram (Fig. 5.2), comprising the s-domain representation of the 
position controller.  

 

 
 

Fig. 5.2.       Simplified block diagram of the s-domain position controller. 

If we assume that the position controller in Fig. 5.2 has proportional and 
derivative action, its transfer function in the s-domain is written as WPC(s) 
= KP +KDs. The potential need to implement integral actions is disregarded 
at this point and will be discussed later. With KM = 1, the closed-loop sys-
tem transfer function and the characteristic polynomial are obtained in Eq. 
5.9, along with the undamped frequency ωn and the damping coefficient ξ 
of the closed-loop poles.  

The derivative action KDdθ(t)/dt, calculated from the output position, is 
equivalent to the control action KDω(t), which is proportional to the speed. 

5.3  The Structure of position controllers 
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Note in Eq. 5.9 that the derivative action is indispensable in achieving a 
stable, well-damped closed-loop response. With KD = 0, the characteristic 
polynomial would become f(s)  =  s2+ωn

2, resulting in the undamped closed-
loop poles s1/2 = ±j ωn.  
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If we consider the proportional and integral actions in Fig. 5.2, it is of 
interest to point out that both contribute to the driving torque T* in propor-
tion to the state variables of the control plant. In other words, both control 
actions can be interpreted as the state feedback. The action KP(θ*– θ) is 
proportional to the output position, which is, at the same time, the state 
variable of the mechanical plant. The derivative action KD dθ(t)/dt is pro-
portional to the speed ω(t) of the mechanical subsystem, the second state 
variable of the control object.  

In Fig. 5.2, the proportional action is explicit state feedback, while the 
derivative action represents implicit state feedback. Consider a class of 
control objects similar to the one in Fig. 5.1, with their s-domain transfer 
function having the form 1/sn. Then, it can be demonstrated that state feed-
back in either implicit or explicit form is required for a stable, well-
damped response. If we take into consideration the structure given in Fig. 
5.2, and assume that the transfer function of the control plant WP (s) and the 
controller WC (s) are defined in Eq. 5.10, it is possible to derive the closed-
loop system transfer function WSS (s) = WP (s)WC (s) / (1 + WP (s)WC (s)).  
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For the control object with n series-connected integrators, it is assumed 
that the controller WC(s) involves derivatives of the feedback signal up to 
the (n – 1)th-order. According to Fig. 5.3, such a controller implements 
implicit state feedback, with the driving force comprising the components 
proportional to every state contained within WP(s). Notice that the n th-
order derivative is not present, as it would represent the signal proportional 
to the driving force, given on the left in Fig. 5.3. The characteristic poly-
nomial of the system is obtained from the denominator 1 + WP (s)WC (s) of 
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the closed-loop transfer function WSS(s) and given in Eq. 5.11. The poly-
nomial f (s) has n zeros. The coefficients K0…Kn–1 can be expressed in 
terms of the zeros σ1…σn (Eq. 5.12).  

 

 
 

Fig. 5.3.     Control action proportional to the kth-order derivative is implicit state 
feedback, proportional to an internal state of the control object. The 
state under consideration is obtained at the output of the integrator at 
the kth place, on the left from the output y.  
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The roots σ1…σn of the equation f(s) = 0 can be real or conjugate com-
plex numbers. The stability conditions require that all the roots have nega-
tive real components. If any of the feedback coefficients K1…Kn–1 given in 
Eq. 5.12 becomes zero, the stability conditions cannot be met. Given Kn–1 = 
–σ1–σ2…–σn = 0, either all the roots have their real components equal to 
zero or some of them have positive real components. In both cases, a stable, 
well-damped response cannot be achieved. Similar conclusions can be drawn 
for other coefficients. Hence, for a control object as shown in Fig. 5.3, all 

5.3  The Structure of position controllers 
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the feedback coefficients in Eq. 5.10 must have a nonzero value. Hence, 
implicit state feedback is required for the purpose of achieving stability.  

The sample controller WS (s) is given in Eq. 5.10 for the purpose of dis-
cussion. In practice, the implementation of higher-order derivatives is as-
sociated with severe problems with the high-frequency noise. While the 
control action proportional to the first derivative of the output is encoun-
tered in some cases, the use of higher-order derivatives of the output is 
very rare. In cases where the information on the internal states is manda-
tory, it is most frequently obtained by means of the state observers.  

5.3.2 Relocation of derivative action into the feedback path 

With the derivative action located in the direct path (Fig. 5.2), the 
closed-loop system transfer function WSS (s), given in Eq. 5.9, has one real 
zero, z1 = – KP/KD . The discussion in Chapters 3 and 4 indicates that this 
zero may contribute to an overshoot in the step response, even in cases 
when all the closed-loop poles are real, leading to a strictly aperiodic re-
sponse. According to developments given in Sections 2.2.4 and 4.6, reloca-
tion of the proportional action of the speed controller into the feedback 
path eliminates the overshoot, provided that the closed-loop poles are real. 
A similar change in the structure of the position controller can remove the 
real zero of the closed-loop system transfer function. In Fig. 5.4, the de-
rivative action of the position controller is relocated into the feedback path. 
The corresponding closed-loop transfer function WSS (s)  =  θ(s)/θ *(s) is given 
in Eq. 5.13. It has two closed-loop poles and no finite zeros. Hence, in cases 
when the closed-loop poles are real and the transient response is strictly 
aperiodic, the step response of the output position will not overshoot the 
target.  
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Note in Fig. 5.4 that the signal y1 has the role of an internal speed refer-
ence. Namely, in cases when the torque Tem = Tref  required to run the sys-
tem is negligible, the derivative action and the signal y1 are summed as Tref 

= y1 – KD dθ/dt = y1 – KDω = 0, and the speed of the system is close to ω = 
y1/KD.  
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Fig. 5.4.      Proportional-derivative position controller with the derivative action 
relocated into the feedback path. 

 
5.3.3 The position controller with a minor speed loop 

In a number of cases, position-controlled systems comprise a minor 
speed loop, the speed reference of which is supplied from a position con-
troller. Specifically, the position tracking error ∆θ = θ * – θ  is detected 
within the position controller and the appropriate speed reference is gener-
ated and supplied to the minor loop comprising the speed controller. The 
purpose of the discussion in this section is to derive the closed-loop trans-
fer function for the system comprising a position controller with propor-
tional action KP

θ and with a minor speed loop having proportional gain 
KP

ω. In addition, the equivalence is demonstrated between the derivative 
gain KD

θ of the position controller and the gain KP
ω.  

In Fig. 5.5, it is assumed that the speed feedback ω is available for the 
inner speed loop. The position feedback θ is taken from the output of the 
system. The minor loop receives the speed feedback ω*, proportional to 
the position error ∆θ . The driving torque is obtained by multiplying the 
speed error ∆ω and the gain KP

ω. If the minor loop with the speed control-
ler is considered as an isolated subsystem, its closed-loop system transfer 
function is derived as 

( ) ( )
( ) ω

ω
ω

ω
ω

P

P
SS KJs

K
s
ssW

+
== 2*  (5.14)

 

.

5.3  The Structure of position controllers 
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Fig. 5.5.      Proportional position controller with an inner speed loop. 

 
To introduce Eq. 5.14, the block diagram of the position controlled 

system under consideration reduces to the form given in Fig. 5.6. The re-
sulting closed-loop transfer function is given in Eq. 5.15. The function is 
essentially the same as the closed-loop system transfer function with the 
position controller having proportional and derivative actions (Fig. 5.4), as 
given in Eq. 5.13. From a comparison of the two equations, it is evident 
that the proportional gain KP

ω of the speed controller corresponds to the 
derivative gain of the PD position controller. The subsequent analysis is 
focused on position controllers of the form given in Fig. 5.4, without ex-
plicit separation of the minor-loop speed controller, and with all relevant 
control actions calculated from the position feedback.  

 

 
Fig. 5.6.      Minor speed loop replaced by its closed-loop system transfer function.  
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5.3.4 Stiffness of the position-controlled system 

If we consider a simplified block diagram of the position controller with 
proportional and derivative action, as given in Fig. 5.4, it is apparent that 
the presence of a constant load torque TL(t) = TLOAD  results in a steady-
state error in the output position. In the steady-state condition, the output 
position would not change. Therefore, the derivative action in Fig. 5.4 is 
equal to zero. Under these circumstances, the load torque is found to be Tem = 
KP(θ *– θ) = KP ∆θ. In order to keep the system in the steady state, the driv-
ing torque must balance the load. Therefore, the steady-state error is calcu-
lated as ∆θ  = TLOAD /KP. The steady-state ratio TLOAD / ∆θ  is known as the 
stiffness coefficient of the servo system. In the case of the PD controller 
given in Fig. 5.4, the stiffness is equal to the reciprocal value of the pro-
portional gain. An increase in KP would reduce the steady-state position 
error. On the other hand, the range of applicable gains is limited, due to 
stability and noise problems. Therefore, the steady-state error ∆θ  = TLOAD /KP 
cannot be suppressed by increasing the KP parameter.  

The tracking error ∆θ  produced by the load torque disturbance can be 
determined from the closed-loop transfer function WLS (s). For the system 
in Fig. 5.2, with the position controller WPC (s), the torque actuator de-
scribed as KM = 1, and the control object 1/Js2, the response to the load dis-
turbance TL is described by the transfer function WLS (s), given in Eq. 5.16. 
With the reference position θ ∗(t) = 0, the complex image of the output is 
obtained as θ(s) = WLS(s)TL(s). With the proportional–derivative (PD) posi-
tion controller, the function WLS(s) is given in Eq. 5.17. In cases with the 
load torque TL(t) = TLOAD h(t), the complex image is obtained as TL(s) = 
TLOAD /s. In this case and with θ ∗(t) = 0, the output position in the steady 
state is given in Eq. 5.18, representing, at the same time, the steady-state 
tracking error.  
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According to the analysis given in Section 2.2.2, the load step distur-
bance TL(s) = TLOAD/s can be suppressed, provided that the disturbance dy-
namics 1/s appears in the controller WPC (s). This concept is referred to as 
the Internal Model Principle (IMP, see Section 2.3.2). According to IMP, 
a position controller with integral action KI /s is capable of suppressing load 
disturbances having the form of TL(t) = TLOAD /h(t). The transfer function of 
the PID controller is given in Eq. 5.19, along with the resulting function 
WLS (s). With θ ∗(t) = 0 and with the load torque assuming the Heaviside 
step form, the steady-state output is calculated in Eq. 5.20. The presence of 
the integral control action eliminates the tracking error in the steady state. 
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In position-controlled servo systems, both PD and PID position control-
lers are used. The absence of the integral action reduces the order of the 
system, simplifies the parameter setting, and allows for a larger closed-
loop bandwidth. In cases when the load torque is predictable, the PD con-
troller tracking error ∆θ  = TLOAD /KP can be removed by the feedforward 
corrective action. Specifically, the load torque estimate is to be added to 
the position controller output  Tref, and the resulting signal is to be fed to 
the torque actuator. In a number of applications, the load torque is not pre-
dictable, or the accuracy of its estimate is not sufficient. In such cases, the 
integral control action is compulsory.  
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5.4 The discrete-time PD position controller 

In this section, the discrete-time PD position controller is considered, and 
the closed-loop pulse transfer function WSS (z) is derived. The block dia-
gram of the position-controlled system with a PD controller is given in Fig. 
5.7. The position feedback θ FB, obtained from the shaft sensor, is propor-
tional to the output position θ. The ratio between the two is defined by the 
parameter KFB. The feedback signal is sampled at the rate fS = 1/T and con-
verted into the pulse train θ FB

DIG, comprising the samples KFBθ(n) of the 
output position. The error discriminator at the extreme left in Fig. 5.7 com-
pares the reference KFB θ * and the feedback, obtaining the tracking error  
KFB ∆θ. Notice in the figure that the proportional action of the controller 
resides in the direct path and multiplies the tracking error. The derivative 
action is relocated into the feedback path in order to suppress the closed-
loop zeros. The proportional and derivative actions are denoted by y1 and 
y2, respectively. At the sampling instant t = nT, the signals y1 and y2 are 
obtained as 

( ) ( )nPFBn KKy θ∆=1  

( ) ( ) ( )( )12 −−= nnDFBn KKy θθ , 

where the parameters KP and KD represent the proportional and derivative 
gain. At the given sampling instant, the sample of the driving torque T*

(n) is 
obtained as the difference y1(n) – y2(n). The train of samples T*

DIG is fed to 
the zero-order hold (Fig. 5.7), obtaining, in this way, the continuous-time 
torque reference Tre f (t). Concerning the ZOH operation, refer to Fig. 4.5A, 
Fig. 4.5B, and the related discussion in Section 4.2.1.  

In Fig. 5.7, the continuous-time torque reference Tref (t) is fed to the 
torque actuator. To simplify further developments, the actuator is assumed 
to have the static gain of KM = 1. Where needed, different values of KM can 
be taken into account by rescaling the feedback gains KD and KP. In Fig. 
5.7, the actuator is assumed to have a torque limit of TMAX. Limited torque 
capability is modeled by introducing a limiter, ensuring that the driving 
torque Tem remains within ± TMAX boundaries. Further on the right, the driv-
ing torque and the load torque disturbance TL are fed to the control object, 
modeled as 1/Js2.    

5.4  The discrete-time PD position controller



166 5 Digital Position Control 

 
 

Fig. 5.7.   Position-controlled system with discrete-time position controller. 
Derivative control action is relocated into the feedback path.  
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The derivative control action can be implemented in the direct path, 
along with the proportional action. In such a case, both actions process the 
tracking error ∆θ. With the proportional action defined as KP∆θ, the de-
rivative action would be proportional to the error increment detected in 
successive sampling periods. At the instant t = nT and with both actions in 
the direct path, the derivative action is calculated as  KFB KD (∆θ(n) − ∆θ(n-1)). 
This solution is discussed in Section 5.3.2. If we compare the closed-loop 
system transfer function in Eq. 5.9, obtained with both control actions in 
the direct path, and the function given in Eq. 5.13, obtained with the deri-
vative action relocated into the feedback path, we find that the former has 
closed-loop zeros contributing to overshoots in the step response. The chara-
cteristic polynomial and the closed-loop poles are not affected by the relo-
cation of the derivative gain. It is of interest to note that the derivative 
action in the direct path emphasizes the high-frequency content of the 
input signal. The structure under consideration (Fig. 5.7) has the derivative 
control action relocated into the feedback path in order to remove the closed-
loop zeros, suppress the overshoot in the step response, and ensure a lower 
amplitude of the high-frequency components in the driving torque.  

It is also interesting to notice in Fig. 5.7 that the mechanical subsystem 
with the derivative feedback y2 constitutes a speed-controlled subsystem, 
with the signal y1 assuming the role of the speed reference. The signal y2 is 
proportional to the increment in the output position encountered in succes-
sive sampling instants. Hence, such a signal is proportional to the shaft 
speed ω = dθ /dt. If we assume that the speed ω experiences only a minor 
change within the sampling period T, the feedback signal y2 can be ap-
proximated as 

TKKy DFB ω≈2 . 

This outcome restates the results given in Section 5.3.4. and shows that 
the derivative position feedback and the proportional speed feedback are 
equivalent. If we assume that the torque Tem required to set the control ob-
ject into motion is relatively low, then the difference between the signal y1 
and the feedback y2 can be neglected. With y1 ≈ y2, the shaft speed is given as 

TKK
y

DFB

1≈ω . 

At this point, the subsystem comprising the control object, the torque 
actuator, and the derivative feedback operates as a speed-controlled sub-
system with speed reference y1 and speed feedback y2 = KFB KD ωT. The 
internal speed reference y1 = KP KFB ∆θ  is proportional to the tracking 

5.4  The discrete-time PD position controller
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error ∆θ. In the structure given in Fig. 5.7, the proportional control action 
can be considered as an outer loop, calculating the speed reference y1 in 
proportion to the tracking error, while the derivative action assumes the role 
of a minor loop, providing proportional feedback KFB KD ωT to the local 
speed controller. This viewpoint will prove useful in designing nonlinear 
control laws, as discussed in the subsequent sections. In order to preserve 
the aperiodic character of the step response, even in cases with large dis-
turbances, wherein the driving torque and the shaft speed reach the limits 
of the system, the speed must be subdued to a nonlinear limit. Implementa-
tion of this limit is facilitated by the presence of a local speed controller.  

Consider the system in Fig. 5.7 in linear operating mode. The torque ref-
erence sample T*

(n), calculated at the sampling instant t = nT, is found in 
Eq. 5.21. The z-transform T*(z) of the driving torque is given in Eq. 5.22. 
This equation defines the transfer function of the discrete-time PD position 
controller.  

( ) ( ) ( )( ) ( ) ( )( )nnMFBDnnMFBPn KKKKKKT θθθθ −+−= −1
**  (5.21)

( ) ( ) ( )( ) ( )( )1** 1 −−−−= zzKKKzzKKKzT MFBDMFBP θθθ  (5.22)

The pulse transfer functions WP(z) and WPL(z) are given in Eq. 5.8. The 
functions describe the signal flow from the driving torque input to the sys-
tem output (WP(z)), and from the disturbance input to the output (WPL(z)).  

In Eq. 5.22, the first component of the driving torque T*(z) is propor-
tional to the tracking error, while the second depends on the output posi-
tion increment. Therefore, the z-transform of the torque can be expressed 
as T*(z) = WKP ∆θ (z) – WKD (z)θ (z), where WKP = KP KFB KM and WKD(z) = 
KD KFB KM (1 – z−1). From these expressions and from Eq. 5.8 and Eq. 5.21, 
the position-controlled system with a discrete-time PD controller can be 
represented by a simplified block diagram, given in Fig. 5.8. This repre-
sentation is valid for the system operating in linear mode, with the driving 
torque staying away from the torque limit ±TMAX. At the output of the system, 
θ(z) represents the z-transform of the pulse train θ(n), comprising the sam-
ples of the shaft position. The complex image T L(z) represents the samples 
TL

(n). Each sample TL
(n) corresponds to the average value of the load torque 

within the given sampling interval T (Eq. 4.18). For the system in Fig. 5.8, 
it is useful to calculate the closed-loop transfer function WSS (z) = θ (z)/θ *(z), 
as well as the transfer function WLS (z) = θ (z)/T 

L (z), describing the output 
response to the load disturbance.  
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Fig. 5.8.   Simplified block diagram of a position-controlled system with a discrete-
time PD controller.  

The closed-loop system transfer function WSS (z) is given in Eq. 5.23, 
while the load disturbance transfer function WLS (z) = θ (z)/T 

L(z) is derived 
in Eq. 5.24. In these equations, KP and KD are the feedback gains, KM is the 
gain of the torque amplifier included in Eq. 5.8, and KFB is the shaft sensor 
gain. The functions WKD (z) and WKP  are defined as KD KFB KM (1 – z−1) and 
KP KFB KM, respectively, while WP (z) is the pulse transfer function of the 
control object, given in Eq. 5.8.   
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The functions can be simplified by introducing normalized feedback 
gains for the proportional and derivative action. The normalized gains can 
be defined as p = KP KFB KM · (T 2/2J ) and d = KD KFB KM · (T 2/2J ). The 
introduction of normalized gains facilitates the parameter-setting proce-
dure. For the case of the discrete-time speed controller, discussed in the 
previous chapter, it is shown that the optimized values of normalized feed-
back gains are invariable (Eq. 4.59) and do not depend on the system pa-
rameters J, KM, and KFB, nor do they change with the sampling period T. 
Similar findings will be proved in this chapter for the position controller.  
Once the optimized parameter setting ( pOPT, dOPT) is determined, the abso-
lute gains KP and KD can be calculated by multiplying the normalized gains 
by the scaling coefficient 2J/(KFB KMT 2).  

5.4  The discrete-time PD position controller
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With normalized gains introduced into Eq. 5.23 and Eq. 5.24, the trans-
fer functions WSS(z) and WLS(z) are found to be:  
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The characteristic polynomial fPD (z) = z3 – (2 – p – d) z2 + (1 + p)z – d can 
be written as fPD(z) = (z − σ1) (z − σ2) (z − σ3). It is present in the denomina-
tors of both transfer functions. The polynomial zeros σ1, σ2, and σ3 are, at 
the same time, the closed-loop poles, and they determine the character of 
the closed-loop step response and the bandwidth of the system.  

With the assumption that the closed-loop poles are stable, and given the 
input reference θ ∗(t) = Θ* h(t) and the load disturbance T 

L(t) = TLOAD h(t), 
it is possible to apply the transfer functions WSS (z) and WLS (z) and obtain 
the steady-state value of the output position. For the input and load distur-
bances having the form of a Heaviside step, their z-transforms are θ *(z) =  
Θ* /(1−z−1) and T L(z) = TLOAD /(1−z−1), respectively. From Eq. 5.25 and Eq. 
5.26, the complex image of the output position is obtained:  
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( ) ( ) ( ) ( ) ( )zzWzTzWz SS
L

LS
*θθ += . 

According to the final value theorem given in Eq. 4.13, the steady-state 
value of the output position is found in the following manner:  

( ) ( ) ( )[ ] LOADz
T

pJ
TΘzz 1
2

1lim
2

*1

1
−=−=∞ −

→
θθ . (5.27)

In the steady state, the error ∆θ (∞) = Θ∗ – θ (∞) is proportional to the 
load torque, as redicted in Eq. 5.18 and derived from a simplified s-domain 
model of the system. Note in Eq. 5.27 that the error is directly proportional 
to the square of the sampling period T and inversely proportional to the 
normalized feedback gain p. The increase in p cannot drive the output error 
∆θ (∞) = Θ∗ − θ (∞) down to zero, since the range of applicable gains is res-
tricted by the stability and noise condition. In the subsequent analysis, it 
will be shown that the optimized values of the normalized  gains pOPT and 
dOPT , applied to different control objects, retain their values. Therefore, the 
gain pOPT cannot be arbitrarily changed in an attempt to reduce the output 
error.  

Being proportional to T 

2, the error would decrease as the sampling rate 
fS = 1/T increases. Doubling the sampling rate would reduce the output er-
ror by a factor of four. However, there are limits to the sampling rate, and 
some of them are discussed in Section 4.3. Namely, in each digital con-
trolled system, certain high-frequency dynamic phenomena and noise com-
ponents cannot be suppressed by deliberate control action. Instead, such 
signals are attenuated by the low-pass nature of the control object and are 
treated as the unmodeled dynamics. Therefore, the analog prefiltering and 
the sampling process need to ensure that such signals do not impair the 
proper acquisition of the low-frequency feedback. In most cases, the sam-
pling rate is selected in a way that keeps the unmodeled dynamics above 
the Shannon frequency fS/2 = 1/2T. An unreasonable increase in the sam-
pling frequency would bring the high-frequency signals related to the un-
modeled dynamics into the system. This would increase the high-frequency 
content of the driving torque and might render the control object model 
unusable. In turn, the step response character would change, leading to in-
stability and requiring a redesign of the controller.  

In practical position-controlled systems, the typical sources of high-
frequency noise are Pulse-Width Modulation (PWM), quantization effects 
due to finite resolution of feedback sensors, and parasitic effects such as 
the cogging torque and slot harmonics.  

5.4  The discrete-time PD position controller
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In most cases, servo motors are supplied from static power converters 
with power semiconductor switches controlled through the PWM. The 
commutation frequency is limited due to commutation losses and rarely 
exceeds 20 kHz. Pulse-shaped supply voltage and limited commutation 
frequency result in a parasitic component of the motor current, and hence, 
the torque pulsations associated with the PWM frequency. The triangular-
shaped component of the motor current at the frequency of commutation is 
known as the ripple. The current and torque ripple are the noise signals 
classified as the unmodeled dynamics. They should be attenuated by the 
analog prefilters and suppressed by the sampling process. An increase in 
the sampling rate would extend the bandwidth of the sampling circuit, in-
troduce the PWM noise into the system and emphasize the effects of quan-
tization. To avoid the effects of the PWM noise in position-controlled 
systems, it is common practice to select the sampling period T as an integer 
multiple of the PWM period (T = n TPWM, with n ranging from 3 to 10).  

Finite resolution of position sensors introduces quantization noise, 
which is emphasized by an increase in the sampling rate. Incremental en-
coders are frequently used as feedback devices. They provide two binary 
signals, known as the encoder phases A and B, each one providing N 
pulses per turn, with 28 < N < 216. The processing of encoder signals within 
the encoder peripheral unit (QEP) of typical motion control DSP devices 
[10, 11] provides the shaft position with a resolution of ∆θ = π/(2N). In or-
der to gain insight into quantization effects, it is of interest to consider the 
signal y2 in Fig. 5.7, proportional to the shaft speed, in the case when N = 
256 and with T = 1 ms. When the motor runs at a speed of 1000 rpm, the 
shaft position changes by (4NT·1000/60) ∆θ  = 17 ∆θ = 17 π /(2N ) within 
each sampling interval. The speed is detected with a resolution of 1000/17 
rpm. In other words, one least significant bit (LSB) of the speed estimate 
corresponds to 58.8 rpm. Such a coarse speed reading would be further 
worsened by reducing the sampling time.  

The impact of the sampling time on the noise content of the driving 
torque is investigated by means of computer simulations. A position-cont-
rolled system with a discrete-time PD controller is modeled in Simulink. 
The model is given in Fig. 5.9. The control actions are arranged according 
to the block diagram given in Fig. 5.8. Following the ZOH block, the 
torque limiter restricts the driving torque to ±TMAX range. The control 
object is modeled as WP = 1/Js2. Limited resolution of the shaft sensor is 
modeled in the block designated Quantizer. Simulation traces of the output 
position and the driving torque are collected in arrays entitled torque and 
position.  
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Fig. 5.9.    Simulink model of a position-controlled system with a discrete-time 
PD controller. Derivative action is relocated into the feedback path, 
while the torque actuator provides the driving torque limited to ±TMAX. 
The block designated Quantizer provides the possibility of setting the 
resolution of the shaft sensor.  

Within the model, it is possible to set the inertia J of the load, the feed-
back gains, the torque limit, the sampling time, the position reference, and 
the load disturbance. For simplicity, it is assumed that KFB = 1 and KM = 1.  

Simulation traces of the driving torque, given in Fig. 5.10, are obtained 
for three distinct values of the sampling time (1 ms, 3 ms and 10 ms). The 
waveforms presented in Fig. 5.10 reflect the changes in the driving torque 
at the step change in the reference. In all three simulation runs, the feed-
back gains KP and KD are adjusted to preserve the response character at 
various sampling rates. It is assumed that an incremental encoder with N = 
2500 pulses per turn is used as the shaft sensor. The high-frequency con-
tent of the driving torque is produced by the quantization effects. As the 
sampling time drops down to T = 1 ms, the torque pulsations become un-
acceptable.  

It is concluded that the stiffness of the position-controlled system in Fig. 
5.7 cannot be increased by reducing the sampling period. The largest accep-
table sampling rate depends on the quantization effects and the noise 
contents. The application of higher sampling rates fS = 1/T requires shaft 
encoders with a larger number of pulses per turn.  

 

5.4  The discrete-time PD position controller
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Fig. 5.10.   Simulation traces of the driving torque obtained with a discrete-time 
PD position controller, given in Fig. 5.8. Finite resolution of the shaft 
sensor is considered, and the sampling time T varies from 1 ms to 
10 ms.  

 

5.5 Optimized parameter setting 

The purpose of the PD position controller is to detect any discrepancy be-
tween the reference trajectory θ * and the output position, and to provide 
the torque that drives the system towards the reference and suppresses the 
tracking error ∆θ. In the position controller with the proportional and de-
rivative action, the feedback gains KD and KP multiply the error in order to 
provide the driving torque. According to Eq. 5.27, the higher the gains, the 
larger the stiffness of the system. On the other hand, the range of applica-
ble gains is limited by stability conditions and by the requirement to achieve 
a well-damped step response with no overshoot in the output position. 
At the same time, it is desirable to avoid oscillations of the driving torque 
during transients. In a number of practical servo systems, the torque oscil-
lations and frequent sign changes give rise to detrimental effects related to 
backlash and other imperfections in mechanical transmission elements. 
Therefore, the conjugate complex poles with the associated damped oscil-
lations are to be avoided. Similar consideration is given in the previous 
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chapter, where the parameter setting is discussed for the discrete-time 
speed controller. With real and positive closed-loop poles residing within 
the unit circle of the z-plane, the step response will have no overshoot. At 
the same time, the torque transients will be aperiodic as well. Such behav-
ior is strictly aperiodic.  

In this section, the parameter setting of the PD position controller is dis-
cussed, with the aim of achieving the fastest strictly aperiodic response. The 
zeros σ1, σ2, and σ3 of the characteristic polynomial fPD (z) = z3 − (2 − p − d) z2 + 
(1 + p)z – d = (z − σ1) (z − σ2) (z − σ3) are to be real, positive numbers residing 
within the interval (0 .. 1). The optimized setting of the feedback gains 
results in the fastest step response under the aforementioned assumptions. 
In order to derive the optimized gains, it is necessary to derive a criterion 
function expressing the response quality in numerical form. Further analy-
sis and the parameter-setting procedure are similar to those in Section 4.7.2 
and Section 4.7.3. Therefore, the developments are shortened and some 
in-depth explanations omitted.  

In Fig. 5.11, a strictly aperiodic step response of the shaft position θ(t) is 
given, along with the position reference θ ∗(t), which exhibits a step at the 
instant t = 0.  The output error samples ∆θ(n) = θ 

∗ − θ (nT ) = ∆θ (nT ) are 
strictly positive, as the output position does not overshoot the setpoint θ ∗. 
The shaded area in Fig. 5.11 can serve as an indicator of the response 
speed. A faster response results in a smaller surface of the shaded area. 
Given the discrete nature of the controller, the surface S is defined by the 
sum Q defined in Eq. 5.28. The value of Q in this equation represents the 
sum of all the error samples starting from the instant when the position ref-
erence steps up. This value depends on the feedback gains and will serve 
as the criterion function. The choice of adjustable feedback parameters 
should drive Q down to the smallest possible values for the given con-
straints. The optimized gain setting should result in a minimum value of Q, 
yet preserving the strictly aperiodic character of the step response. If we 
consider the closed-loop system transfer function given in Eq. 5.25 and 
have the z-transform of the reference step θ∗(z) given as Θ∗ / (1− z−1), the 
error samples ∆θ(n) are represented by their complex image  ∆θ(z), given in 
Eq. 5.29.  

( )∑
∞

=

∆=
0k

kTQ θ  (5.28)

Consider the definition of the z-transform (Eq. 4.3). The complex image 
∆θ(z) can be obtained from the error samples ∆θ(n) according to Eq. 5.30. 
With the criterion function being the sum of the error samples (Eq. 5.28), 

5.5  Optimized parameter setting
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the value of Q equals the complex image ∆θ(z) calculated for z = 1 (Eq. 
5.31).   

Fig. 5.11.   Strictly aperiodic step response of the output position. The shaded sur-
face corresponds to the speed error integral. The smaller the shaded 
area, the faster the step response. 
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If we apply results in Eq. 5.29 and Eq. 5.31, the criterion function Q can 
be expressed in terms of normalized feedback gains:  

( ) ( ) **

121
111 Θ

p
dΘ

dppd
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−++++−
+

=∆= θ .  (5.32)
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As in Eq. 4.50, the optimized gains are those that minimize the ratio d/p 
while still preserving a strictly aperiodic response. The optimized setting 
includes the largest applicable proportional gain under the constraints, thus 
increasing the stiffness and minimizing the tracking error in the presence 

values for both normalized gains p and d.  
For a strictly aperiodic response, the closed-loop poles σ1, σ2, and σ3  

have to assume real, positive values on the interval (0 .. 1). The poles are, 
at the same time, the zeros of the characteristic polynomial:  

fPD(z) = z3 − (2−p−d) z2 + (1+p) z − d = (z−σ1) (z−σ2) (z−σ3). 
From the above expression, the values σ1, σ2, and σ3 can be expressed in 

terms of normalized feedback gains p and i:  
d=321 σσσ  

p+=++ 1133221 σσσσσσ  
dp −−=++ 2321 σσσ . 

The sum of the previous equations results in Eq. 5.33. This equation im-
poses a constraint on the pole placement: namely, the three closed-loop 
poles cannot be arbitrarily chosen. With the first two poles selected at will, 
the third will be calculated from Eq. 5.33.   

( ) ( ) ( ) 3321133221321 =++++++ σσσσσσσσσσσσ  (5.33)

The calculation of parameters p and d that meet the above conditions 
and minimize the ratio d/p is equivalent to the procedure given in Section 
4.7.3, deriving the optimized gains p and i for a speed controller. The crite-
rion function can be expressed in terms of the closed-loop poles:  
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If we introduce reciprocal values of the closed-loop poles x = 1/σ1, 
y = 1/σ2, and v = 1/σ3 and express v(x, y) in terms of 1/σ1 and 1/σ2 (Eq. 
4.53), the criterion function can be written as Q  = 1/Q1(x, y), where the 
latter has real arguments  x>1 and  y>1:  
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The feedback gains pOPT and dOPT, resulting in the maximum Q1(x, y) 
and the minimum Q, are found by equating the first derivatives to zero:  

5.5  Optimized parameter setting

of load disturbances (Eq. 5.27). It is of interest to derive the optimized 
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By introducing y = y(x) from Eq. 4.55 into the above equation, the opti-
mized values for x, y, and z are obtained as xOPT = yOPT = zOPT = 1.7024. 
Consequently, all the closed-loop poles σ1, σ2, and σ3 are equal (Eq. 5.34), 
and the characteristic polynomial f(z) assumes the form given in Eq. 5.35.   

587.0321 ==== σσσσ  (5.34)

( )( )( ) ( ) ( )33
321 587.0)( −=−=−−−= zzzzzzf σσσσ  (5.35)

The optimized values of normalized gains pOPT and dOPT are calculated 
from σ1, σ2, and σ3 (Eq. 5.36). Note that the values obtained correspond to 
the optimized setting for the speed controller proportional and integral 
gain, obtained in Eq. 4.57.   
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While the optimized setting of normalized gains holds for any position-
controlled system, the absolute values KP and KD depend on the control ob-
ject inertia J [kg m2], the parameter KFB of the shaft sensor, the gain KM of 
the torque actuator, and the sampling period T. The absolute values of the 
feedback gains can be calculated in Eq. 5.37. Note in Eq. 4.58, where the 
optimized gains are given for the speed controller, that  these gains are 
proportional to the sampling rate fS = 1/T. In the case of a position control-
ler, the optimized gains change with the square of the sampling rate.  
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5.6 Computer simulation of the system with a PD 
controller 

A Simulink model of the position-controlled system with a discrete-time 
PD controller is given in Fig. 5.9. The structure includes the torque limiter, 

MAX which restricts the driving  torque to ±T  range. The model takes  into 
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gain relocated into the feedback path.  
The dynamic characteristics of the position controller designed in the 

previous sections are investigated by running the Simulink model and ob-
taining the output position and the driving torque transients for the input 
reference and load torque disturbances. The system parameters are as-
sumed to be J = 0.11 kg m2, T = 0.001s, KFB = 1, and KM = 1. The feedback 
gains are tuned according to Eq. 5.37.  

The transient response of the driving torque and position for the step 
change in position reference is given in Fig. 5.12. The amplitude of the ref-
erence step is made small, and the driving torque does not reach the limit 
+TMAX. The output position reaches the reference in 11–12 sampling peri-
ods. Both torque and position exhibit aperiodic behavior. The output posi-
tion reaches the target without an overshoot.  

The response obtained for a larger input disturbance is given in Fig. 
5.13. The reference exhibits a step change and returns to the initial value. 
The output position has an S-shaped response and reaches the set value 
without an overshoot. The input step is determined in such a way that the 
driving torque reaches the limit and remains at +TMAX for 6–7 sampling pe-
riods. As the output position moves towards the target and passes ap-
proximately one half of the pathway, the torque leaves the limit and the 
system returns to linear operating mode. Note at this point that the speed 
reaches the maximum, the torque changes sign, and the system enters into 
a deceleration phase. In another 11–12 T, the torque, speed, and position 
error  reduce to zero. To avoid the overshoot, it is necessary that the speed 
decreases to zero at the time when the output position reaches the target. 
The results obtained in Fig. 5.13 prove that the step response has no over-
shoot and that all the traces are strictly aperiodic.  

The responses obtained in the previous figures require 11–12 sampling 
intervals for the transient phenomena to settle to their steady-state values. 
Compared with the discrete-time speed controller (Fig. 4.19), where the 
speed and torque settling time was 7–8 T, this finding presents an increase 
in the duration of the transient phenomena of approximately 50%. A 
longer response time and comparatively smaller bandwidth of position 
controllers can be attributed to a more complex control object. In the case 
of a position controller, the control object WP(s) = 1/Js2 is of the second 
order, comprising two state variables (speed ω and position θ ). The speed-
controlled system has a control object WP(s) = 1/Js, with only one state 
variable. Therefore, under equivalent conditions, the speed controller re-
sponse is quicker and its closed-loop bandwidth higher.  

In Fig. 5.14, the load torque disturbance is shifted back and forth and the 
transient responses of the position, speed, and driving torque are simulated. 

5.6  Computer simulation of the system with a PD controller 

account the finite resolution of the shaft sensor and applies the derivative 
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Fig. 5.12.   Transient response of the driving torque (upper trace) and position 

(lower trace) for a small step change in the reference position. The 
amplitude of the input step is small, and the driving torque does not 
reach the system limit. The feedback gains of the PD controller are 
tuned to provide an aperiodic step response of the output position.  

 
Fig. 5.13.   Transient response of the driving torque (upper trace), shaft speed 

(middle), and position (lower trace) for the step change in the refer-
ence position. The reference position exhibits a pulse change and re-
turns to the initial value. The driving torque reaches the limit ±TMAX.  
Other settings  and conditions are the same as in Fig. 5.12. 
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The load step produces a speed drop and a consequential position error 
(Eq. 5.27). The position controller provides a driving torque to balance the 
load. At the instant when Tem = TL, the speed stops decreasing. The subse-
quent interval with  Tem > TL drives the speed back to zero. The resulting 
position error is given in Eq. 5.27 and determined by the stiffness of the 
system. 

 

 
Fig. 5.14.    Transient response of the driving torque (upper trace), shaft speed 

(middle), and position (lower trace) for the step change in the load 
torque. Other settings  and conditions are the same as in Fig. 5.12.  

5.7 Operation of the PD position controller with large 
disturbances 

Each position-controlled system has two intrinsic limits. The driving torque 
Tem cannot go beyond the limit ±TMAX, defined by the servo motor charac-
teristics and by the peak current available from the drive power converter. 
In addition, the shaft speed has to be restricted to the ±ωMAX and/or ±vMAX 
boundary. The speed of translation (vMAX) and/or rotation (ωMAX) has to 
be limited in order to preserve the integrity of the moving parts and trans-
mission elements. Excessive speed may result in unacceptable stress and 
wear in the mechanical subsystem components and eventually cause their 
failure.  

5.7  Operation of the PD position controller with large disturbances
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In cases when the system operates in a linear regime, as shown in Fig. 
5.12, the torque and speed do not reach the system limits. The position, 
speed, and torque transients would increase in amplitude as the input dis-
turbance grew larger. At a certain point, the step in position reference 
would make the speed and /or torque reach the system limits. The torque 
transient response given in Fig. 5.13 reaches the limit TMAX, bringing the 
system into a nonlinear operating mode. In this figure, the driving torque 
recovers quickly from the limit, the system reenters the linear operating 
mode, and the aperiodic character of the transient response is preserved. It 
is worthwile to investigate the response of the system to larger distur-
bances. Therefore, the Simulink model in Fig. 5.9 is used to obtain the 
torque, speed, and position transient response to large input steps.     

In Fig. 5.15, the transient responses of the torque (upper trace), speed 
(middle trace), and position (lower trace) are given for a very large input 
disturbance. The driving torque reaches the system limit, driving the sys-
tem into a nonlinear operating mode and resulting in poorly damped oscil-
lations. At first, a large and positive error drives the reference torque T* to 
the limit (Tem = +TMAX ).  The acceleration a = dω/dt = +TMAX /J is constant, 
and the speed increases at a constant rate. With ω = at, the output position 
changes as θ = at 

2/2. At the instant t1, the output position reaches the set-
point and the position error drops down to zero. Further on, with a negative 
∆θ < 0 at the input, the position controller provides a negative torque ref-
erence. With θ(t1) = θ 

*, it would be desirable to bring the system to a 
standstill and keep ω(t) = 0 for t > t1. However, this outcome cannot be 
achieved due to the speed ω(t1) = at1  having reached a large value. The 
time interval Td  required to decelerate from ω(t1) to a standstill is in-
versely proportional to the torque limit (Td = Jat1/TMAX ). Therefore, the 
speed remains positive after t1, and the output position overshoots the tar-
get. Due to a large, negative position error, the driving torque reaches the 
negative limit and becomes Tem = TMAX. 

At the instant t2, the speed is reduced to zero, but the steady-state condi-
tion cannot be established. While decelerating in the interval (t1 .. t2), the 
system accumulates a large overshoot in the output position, resulting in a 
position error ∆θ comparable to the reference step. With a negative driving 
torque, the system decelerates further and the shaft speed becomes nega-
tive, increasing in amplitude. At the instant t3, the position error is once 
again equal to zero and θ(t3) = θ 

∗. But, equilibrium cannot be restored at 
this instant either, due to ω(t3) ≠ 0. The process continues as shown in Fig. 
5.15, with the position error oscillations gradually decreasing in amplitude. 
The amplitude of the oscillations is inversely proportional to their fre-
quency, indicating nonlinear behavior of the system.  

−
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Fig. 5.15.   Operation of the PD position controller with large input disturbances. 
The driving torque reaches the system limit, driving the system into a 
nonlinear operating mode and resulting in poorly damped oscillations. 
The amplitude of the oscillations is inversely proportional to their fre-
quency.  

It is interesting to compare the traces in Fig. 5.15 to the traces in Fig. 
4.23, representing the large step response of the speed controlled system. 
In both cases, the closed-loop step response of the system in linear operat-
ing mode is aperiodic and without an overshoot. The presence of the 
torque limiter in conjunction with a large reference step results in nonlin-
ear, poorly damped oscillations. The wind-up effect has been discussed in 
the previous chapter and is illustrated in Fig. 4.24. The difficulty in reach-
ing the steady-state condition arises from the fact that the error integrator 
assumes a nonzero value at instants when ∆ω  =  0 (Fig. 4.24). In a like man-
ner, the responses in Fig. 5.15 reach the steady state through a sequence 
of nonlinear oscillations,  with the shaft speed ω(tx) ≠ 0 at instants when 
θ(tx) = θ 

∗ and ∆θ = 0.  
In the case of a speed controller, the effects are attributed to the interac-

tion between the torque limiter and the error integrator, which winds up 
while the torque is in the limit. The wind-up phenomenon is present in the 
responses in Fig. 5.15. The integrator that winds up is buried within the 
control object, so, the output position is obtained by integrating the speed. 
While the torque is in the limit, the output position winds up and over-
shoots the reference.  

In the previous chapter, the speed controller was modified in order to sup-
press the wind-up effects. In Fig. 4.25, the speed controller is implemented 

5.7  Operation of the PD position controller with large disturbances
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in an incremental form. Conveniently placed, the torque limiter confines 
the torque reference to the ±TMAX boundary, eliminating, at the same time, 
the wind-up of the error integrator. A similar approach cannot be applied 
to the PD position controller, due to the integrator being buried within the 
control object. The Anti-Wind-Up mechanism suitable for use in the posi-
tion-controlled systems, is designed in the following section.  

5.8 The nonlinear position controller 

As indicated by the simulation traces shown in Fig. 5.15, the overshoot and 
nonlinear oscillations arise due to an insufficient braking torque available 
at the instant t1. Specifically, the speed has a nonzero value (ω (tx) ≠ 0) at 
instants when the output position reaches the reference (θ (tx) = θ∗ ). A lim-
ited deceleration rate |dω/dt | = TMAX/J  cannot secure an abrupt reduction in 
speed. Therefore, the output position passes through the target with a non-
zero speed, producing the overshoot and consequential nonlinear oscilla-
tions, as shown in Fig. 5.15. In order to avoid the overshoot, it is necessary 
to approach the target position in such a way that the speed of motion re-
duces to zero as the output position reaches the target. Hence, the PD posi-
tion controller must be modified in such a way that the position error and 
the speed come to zero at the same time.  

When the system moves towards the target, the absolute value of the po-
sition error represents the remaining path. Assuming that the system brakes 
with the maximum torque available ( TMAX ), the speed will reduce as a lin-
ear function of time. Since the output position is the integral of the speed, 
it is possible to express the maximum permissible speed ωM  for the re-
maining path ∆θ. The system with  a limited driving torque TMAX, running 
at a speed |ω | <ωM (∆θ ), will be capable of reaching zero speed at the same 
instant as when the output position reaches the target. In order to guarantee 
such behavior, it is necessary to implement the speed limit ωM (∆θ ) = 
fp(∆θ ). The subsequent considerations are focused on deriving the function 
fp(∆θ ). 

 

5.8.1 The speed-limit dependence on the remaining path 

Consider the system running at a speed ω towards the target position, with 
the remaining path ∆θ and with the deceleration rate –dω/dt = –TMAX /J lim-
ited by the system limit ±TMAX. The kinetic energy of such a system is 

−
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given in Eq. 5.38. During the deceleration phase, the servo motor delivers 
the torque –TMAX, opposing the direction of motion. In such a case, the 
servo motor works as a generator. It converts the kinetic energy of the sys-
tem into electrical energy. If we neglect the power losses, the electrical 
power obtained from the motor terminals equals PG = ω TMAX. The kinetic 
energy of the mechanical subsystem reduces at the same rate, thus reduc-
ing the speed of motion. In a practical servo system, the braking power PG 
obtained from decelerating axes is either restored to the primary source or 
converted into heat and dissipated on a dedicated Dynamic Braking Resis-
tor (DBR) [17]. 

Kinetic energy is taken by the servo motor through the braking process 
with a constant torque Tem = –TMAX. Therefore, it can be calculated by mul-
tiplying the torque and the path, as indicated in Eq. 5.39.  

( ) 2

2
1 ωω JWKIN =  (5.38)

( ) θθ ∆=∆ MAXDBR TW  (5.39)

In order to avoid the overshoot, the system needs to arrive at the target 
position, while reducing the speed to zero at the same time. Hence, both 
∆θ and ω have to become zero at the same instant. Therefore, at any in-
stant tx during the deceleration process, characterized by the actual speed 
ω (tx) and the remaining path ∆θ tx), the kinetic energy WKIN (ω (tx)) must 
not exceed the value of WDBR(∆θ (tx)). The maximum permissible speed ωM 
of the system approaching the target position can be calculated from WKIN 
= WDBR. The speed is given in Eq. 5.40 as a function of the remaining path, 
peak torque, and inertia. This equation relates the absolute value |ωM| to the 
absolute value of the remaining path.    

( )
J

T
fp MAX

M

θ
θω

∆
=∆=

2
 (5.40)

5.8.2 Enhancing the PD controller 

The structure of the PD position controller, given in Fig. 5.7, does not limit 
the speed. Therefore, speed changes will increase with the amplitude of the 
input. For a sufficiently large input step (Fig. 5.15), the speed will exceed 
the limit ωM. In order to implement a path-dependent speed limit, the 

5.8  The nonlinear position controller
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structure in Fig. 5.7 must be changed. It is of interest to notice that the 
signal y2 in Fig. 5.7 corresponds to the speed feedback: 

TKKy DFB ω≈2 . 

Therefore, given y1 ≈ y2 in the same figure, the speed of motion is pro-
portional to y1. In Fig. 5.7, the control object with the derivative action in 
its minor loop constitutes a local speed controller, wherein the signal y1 as-
sumes the role of an internal speed reference:  

TKK
y

DFB

1≈ω . 

Hence, the speed of the system can be limited by intervening within the 
position controller structure and imposing the limit ωM (|∆θ |)(KFB KDT ) on 
the signal y1. Whenever |y1| exceeds the limit KFB KDT ωM (|∆θ |), the abso-
lute value of the signal is to be restricted while preserving its sign. In other 
cases, for lower input disturbances, the signal y1 is not affected by the 
functional speed limit.  

The required functionality of the speed limit ωM (|∆θ |) is illustrated in 
Fig. 5.16. With the position error ∆θ  on the horizontal axis and the speed 
on the vertical axis, the diagram represents a phase plane. The permissible 
operating points (∆θ, ω) are comprised in the shaded area. Note in the fig-
ure that the straight line fl has the slope KP /(KDT ). Consider the structure in 
Fig. 5.7 with the internal signal y1 = KFBKP ∆θ  ≈ KFBKDT ω taking the role 
of the speed reference. In the phase plane of Fig. 5.16, the line fl provides 
the speed KP∆θ/(KDT ) for the given error ∆θ. The operation of the position 
controller in Fig. 5.7 can be envisaged in such a way that the proportional 
action generates the internal speed reference y1 = KFBKP ∆θ , while the po-
sition derivative feedback y2 provides for the speed feedback and runs the 
system at a speed KP ∆θ/(KDT ), proportional to the tracking error ∆θ. It is 
concluded that the area above fl in Fig. 5.16 cannot be reached, since the 
proportional action generates the signal y1 strictly on the line fl. Not all the 
points along the line are permissible, due to the need to limit the speed ac-
cording to Eq. 5.40.  

The square root curve fp in Fig. 5.16 corresponds to the speed limit to be 
observed in deceleration (Eq. 5.40) in order to secure a sufficient braking 
distance and to stop the drive at the target position. The intersection point 
of fp and fl is denoted by A in this figure. When the system operates with 
relatively small disturbances, requiring torque values below the limit, the 

point A: that is, the square root speed limit fp will not be activated. As the 
operating point will slide along the line f l between the origin and the
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system limit, and the value of y1, calculated as KFBKP ∆θ, will go beyond 
A. At this point, the system cannot be permitted to climb along the line fl. 
Instead, the internal speed reference must be limited. In the phase plane 
5.16, the operating point (∆θ, ω) has to be restricted to the section AB of 
the square root curve fp.  

In addition to the path-dependent speed limit ωM(∆θ ) = fp(∆θ ), the 
speed of motion has to be subjected to |ω| ≤ ωMAX, wherein the limit ωMAX 
corresponds to the largest speed that preserves the integrity of the me-
chanical subsystem. This limit is represented by the horizontal line fm in 
Fig. 5.16. Beyond intersection B in the figure, the signal y1 must be limited 
in amplitude to KFBKD TωMAX, in order to restrict the speed of motion to the 
system limit ωMAX. 

The desired operation of the position controller can be described as fol-
lows. For position errors |∆θ | < ∆θ(Α), the system operates in linear mode, 
the signal flow depicted in Fig. 5.7 is not altered, and the signal y1 retains 
the value of  KFBKP ∆θ. With position errors ∆θ(Α) < |∆θ | < ∆θ(Β), the 
amplitude of y1 is limited to KFB KDT fp(|∆θ |) and its sign is sustained. In 
cases when ∆θ(Β) < |∆θ |, the amplitude of y1 is constant and equal to 
KFBKD TωMAX.  

The functional speed limit designed in Fig. 5.16 is summarized in Eq. 
5.41. The block with proportional gain in Fig. 5.7, providing y1 = KFBKP 

∆θ, has to be replaced by another block, that calculates y1 = fx(∆θ) accord-
ing to Eq. 5.41. The input to the block remains the position error ∆θ. With 
the internal speed reference fx(∆θ ), the operating point in the phase plane 
shown in Fig. 5.16 slides along the line fl for small disturbances until it 
reaches intersection A with the square root limit fp. This limit is followed 
until the maximum speed ωMAX is reached at intersection B.  
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It is interesting to notice that in cases with |∆θ | < ∆θ (Α), the operation 
of the system is not affected by replacing the proportional gain block with  

function fx(∆θ ) results in y1 = KFBKP ∆θ, and the system corresponds in 
full to the previous block diagram given in Fig. 5.7. The system where KP 
gain is replaced by fx(∆θ ) is given in Fig. 5.17.  

 

5.8  The nonlinear position controller

fx(∆θ ).  In other words, with position reference steps smaller than ∆θ (Α), the 

amplitude of the reference step increases, the torque transients will reach the 
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Fig. 5.16.    Functionality of the path-dependent speed limit. The square root func-

tion fp represents the maximum speed in the deceleration (Eq. 5.40) 

ωMAX corresponds to the maximum speed for the given mechanical 
subsystem. The straight line fl has the slope KP/(KDT). The permissi-
ble operating points are contained within the shaded area.  

It is important to consider the case when the system runs towards the 
target at the maximum permissible speed ωMAX. In such a case, the position 
error |∆θ | exceeds ∆θ (Β). The signal y1 in Fig. 5.17 equals KFBKD TωMAX. 
In the phase plane shown in Fig. 5.16, the operating point (∆θ, ω) lies on  
fm, staying to the right of intersection B. The driving torque Tem (Fig. 5.17) 
is calculated as KM (y1–y2). While the system approaches intersection B and 
the error reduces towards ∆θ (B), the speed is constant and equal to ωMAX. 
The torque Tem corresponds to motion resistances at such a speed and does 

em | < TMAX

tion B, the error becomes ∆θ(Α) < |∆θ | < ∆θ (Β), and the amplitude of the 
internal speed reference y1 is calculated as KFB KDT fp(|∆θ |). The system 
enters a deceleration phase where the servo drive brakes the accelerated 
masses, applying the torque Tem = – TMAX ·sign(ω) = – TMAX  

operating point (∆θ, ω) slides along the square-root-shaped fp from B 
towards A. After reaching intersection A, the system enters a linear operat-
ing mode. In this mode, none of the system limits is active and further dy-
namic behavior depends in full on the closed-loop transfer function WSS (z) 
and its poles and zeros. Therefore, the system finally reaches the target 

as a function of the braking distance ∆θ. The horizontal line fm = 

not necessarily have to be at the limit (|T ). Having passed intersec-

 sign(∆θ ). The 
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position and enters the steady state in an aperiodic manner, with an expo-
nential decay of relevant variables and states.  

 

 

Fig. 5.17.    A proportional–derivative discrete-time position controller where the 
proportional block is replaced with a nonlinear function fx(∆θ ), de-
signed in Eq.  5.41. Signal y1 represents the internal speed reference. 
The function fx (∆θ ) limits the speed to the value calculated from the 
braking distance ∆θ.  

5.8  The nonlinear position controller
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5.8.3 The error of the minor-loop speed controller 

The nonlinear control law, given in Fig. 5.17, relies on an internal speed 
loop with internal reference y1 and speed feedback y2. This proportional 
speed loop controls the speed ω with certain error. The need to provide a 
finite value of the torque reference signal Tref requires a nonzero value of -
KM(y1 – y2). For that reason, the difference between the internal speed ref-
erence y1/KFBKD T and the actual speed is inversely proportional to the 
feedback gain d and the gain KM. In cases where the ratio TMAX /KM is high, 
the error y1 – y2 can assume a considerable value. In such cases, to account 
for the imperfection of the internal speed controller, the path-dependent 
speed limit in Eq. 5.40 can be reduced and tuned so as to make the system 
decelerate and reach the target without an overshoot.  

Given the braking interval with Tem = –TMAX, the reference y1 and feed-
2 1 – y2 = 

–TMAX/KM . With y2 ≈ KDKFBTω, the actual  speed ω equals ( y1+TMAX /KM)/ 
(KDKFBT). Hence, it exceeds the internal speed reference y1/(KDKFBT ) by 
∆ωΒ = TMAX /(KDKFBKMT ). The error ∆ωΒ  assumes negligible values in 
cases where the feedback gain KD and the actuator gain KM are high, while 
the torque peaks TMAX are relatively small. In cases where the error 
∆ωΒ cannot be neglected, the actual speed exceeds the constraint given in 
Eq. 5.40. As a consequence, the position-controlled system in Fig. 5.17 
reaches the target position with ω > 0. The residual speed of ω(∆θ = 0) ≈ 
∆ωΒ  results in the output position exceeding the target and resulting in an 
overshoot.  

In a system running towards a negative target, the speed of motion is 
negative, while the torque in the braking phase equals Tem = + TMAX. As the 
system brakes, the actual speed ω  equals (y1–TMAX /KM)/(KDKFBT ), and the 
residual speed ∆ωΒ is negative.  

In order to avoid the overshoot caused by the imperfection of the inter-
nal speed controller, the speed constraint fx(∆θ ) has to be modified. The 
square root limit imposed on the internal speed reference y1, derived from 
Eq. 5.40, has to be reduced by TMAX /(KDKFBKMT ) in order to provide timely 
braking and restrict the motion of the system to the permissible region of 
the phase plane (the shaded area in Fig. 5.16). The modified speed limit 
fx’(∆θ) is given in Eq. 5.43. For speeds above ω(A), the square root speed 
limit fp in Eq. 5.40 is reduced by TMAX/(KDKFBKMT). The lower limit of fp* 
in Eq. 5.42 is set to ω(A) = 2KDTMAXT/(JKP). This speed corresponds to the 
intersection of curves fl and fp in Fig. 5.16. For |ω| ≤ ω(A), the system 
operates in linear mode, where the nonlinear speed limit fx* is inactive. The 

∆y = yback signal y  of the internal speed controller differ by 
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modified speed limit fx*(∆θ ) is used in the subsequent Simulink models 
and applied while performing the experimental verification.    
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 Reduction of the square root limit by TMAX /(KDKFBKMT ) resolves the 

problem of the steady-state error within the internal speed controller. Due 
to a finite KD gain, the feedback signal y2 tracks the internal speed refer-
ence y1 with a certain delay. Restriction of the internal speed reference to 
the shaded area of Fig. 5.16 may still leave the actual speed outside the 
permissible region. The excess speed is proportional to transient speed er-
rors of the internal speed controller. Even a small excursion beyond the 
limit fp(∆θ ) results in a delayed braking and an overshoot. In order to pro-
vide timely braking, the square root speed limit can be scaled down, com-
pensating in such a way for dynamic speed errors. The nominal value of 
the scaling coefficient in Eq. 5.42 is KS = 1. In the subsequent simulation 
runs, the scaling is set to KS = 0.98.  

5.9 Computer simulation of the system with a nonlinear 
PD controller 

The structure in Fig. 5.17 has been verified by means of computer simula-
tions.  The Simulink model, given in Fig. 5.9 is taken as the starting point. 
The model is modified by removing the gain block KP and inserting in its 
place the function fx*(∆θ ), given in Eq. 5.43. The nonlinear block Y1 in 
Fig. 5.18 receives the position error ∆θ and torque Tem and provides the in-
ternal speed reference y1, limited according to Eq. 5.43. The subsystem Y1 
is detailed in Fig. 5.19. The square root limit is reduced by subtracting the 
absolute value of the driving torque, obtained from the block Abs1. The 
block named LIMITER gives a lower bound to the signal in accordance 
with Eq. 5.42. Simulation runs are performed with the system parameters 
KM = 1, TMAX = 10 Nm, KFB = 1, T = 1ms, J = 0.01 kgm2, and ωMAX = 100 
rad/s. The feedback gains are set according to the design rule in Eq. 5.37.  

5.9  Computer simulation of the system with a nonlinear PD controller
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The response to a large step in the position reference is given in Fig. 
5.20. The traces represent the driving torque (top trace), speed (middle), 
and position (lower trace). The system first accelerates using the maximum 
torque TMAX , then runs at the maximum speed ωMAX, and eventually brakes, 
using all the available braking torque –TMAX, just in time to stop at the tar-
get without an overshoot. It is interesting to note that the response given in 
the figure reaches the target in the shortest time possible, given the system 
limits TMAX and ωMAX.  
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Fig. 5.18.   Simulink model of the PD position-controlled system including the 

nonlinear speed limit fx*(∆θ ), given in Eq. 5.43. The nonlinear block 
Y1 = FX replaces the proportional gain KP (Fig. 5.9). The block re-
ceives the position error ∆θ and torque Tem and implements the for-
mula in Eq. 5.43.    

The transient response caused by a large position step takes approxi-
mately 600 sampling periods to complete. During the braking process, the 
nonlinear speed limit fx*(∆θ ) is applied. At the instant tx, the error ∆θ  in 
the output position is still positive. In such a case, a linear position control-
ler, as given in Fig. 5.7, would proceed by generating a positive torque ref-
erence. This would result in the output position passing through the target 
at the maximum speed, creating a large overshoot. Due to the nonlinearity 
y1(∆θ ) = fx*(|∆θ |) given in Eq. 5.43 and built into the system, deceleration 



193 

commences at tx, and the drive reduces the speed before reaching the tar-
get. At this instant, the actual speed (i.e., ωMAX) exceeds the value permit-
ted in Eq. 5.40. Therefore, y1 is limited and the difference y1 – y2 becomes 
negative. Hence, the torque reference Tref  becomes negative, starting the 
deceleration phase.  

Note in Fig. 5.20 that the braking torque differs in shape from the torque 
pulse encountered in the acceleration phase. At the instant ty, the braking 
torque exhibits a small notch and then decays to zero. The effect is related 
to the design of the functional limit fx*(∆θ ), given in Eq. 5.43 and Fig. 
5.16. During the braking interval, the operating point (∆θ, ω) slides along 
fp until intersection A is reached and then it passes on the straight line fl. 
The first derivative of fx(∆θ ) exhibits an abrupt change at ∆θ (Α). This 
change and the imperfection of the internal speed controller cause the 
torque pulse at braking to deviate from the rectangular shape, observed 
during acceleration in Fig. 5.20. The function fx(∆θ ) designed in Fig. 5.16 
can be enhanced by introducing a smooth transition between fm, fp, and fl 
at intersections A and B. Further considerations and experimental verifica-
tion of the nonlinear position control law are based on the functional limit 
fx*(∆θ ) as specified by Eq. 5.43. 
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Fig. 5.19.   Simulink subsystem implementing the nonlinear function fx*(∆θ ), as 
defined in Eq. 5.43. This subsystem replaces the gain block KP in the 
model given in Fig. 5.9. The square root limit is reduced by subtract-
ing the absolute value of the driving torque (Abs1). The block desig-
nated LIMITER implements the restriction in Eq. 5.42. The output of 
the subsystem (right) is the internal speed reference y1.  

5.9  Computer simulation of the system with a nonlinear PD controller
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Fig. 5.20.   Large step response of the discrete-time PD position controller with 

path-dependent speed limit. The proportional gain block is replaced 
with the function fx*(∆θ ), given in Eq. 5.43. The time required to 
reach the reference position depends on the system limits ωMAX and 
TMAX.  

 
Fig. 5.21.   The simulation run, given in Fig. 5.20, is repeated without the speed 

limit correction, defined in Eq. 5.42 and Eq. 5.43. The internal speed 
reference y1 is calculated as fx(∆θ ), given in Eq. 5.41. Delays and 
static error of the internal speed controller result in the speed going 
beyond the limit fp(∆θ). An excess speed results in an overshoot. The 
overshoot in the output position can be inferred from the speed and 
torque waveforms.      
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It is useful to examine the impact of the internal speed controller imper-
fection on the large step response. Therefore, the simulations are repeated, 
omitting the corrective actions designed in Eq. 5.42 and Eq. 5.43. Due to 
delays and static error of the speed controller, the actual running speed ex-
ceeds the square root limit fp(∆θ ), resulting in an overshoot. Simulation 
traces are given in Fig. 5.21. The overshoot in the output position is hardly 
visible, but it is suggested by the speed and torque waveforms. 

 

5.10 Experimental evaluation of performances 

The position controller designed in the previous section is experimentally 
verified. A set of experimental runs is performed with the linear PD con-
troller, given in Fig. 5.7. The response to large input disturbances is tested 
with the control structure in Fig. 5.17, including the nonlinearity fx(∆θ ), 
defined by Eq.  5.41. In both cases, the adjustable feedback parameters are 
set according to Eq. 5.37, in order to obtain the fastest strictly aperiodic re-
sponse.  

The experimental setup is similar to the one described in Chapter 4 and 
detailed in [16]. It consists of a three-phase induction motor with Pnom = 1 
HP and nnom = 1410 rpm. The motor is supplied from a Current Regulated 
Pulse Width Modulated (CRPWM) inverter, equipped with an incremental 
shaft encoder having N = 1250 pulses per revolution, and controlled 
through the Indirect Field Oriented Control algorithm. The system com-
prising the induction motor, the CRPWM inverter, and the IFOC controller 
acts as a torque actuator. The driving torque obtained from such a control-

considered negligible compared with the sampling period of the position 
loop, set to T = 10 ms. The motor is coupled to an inertial load.  

The equivalent inertia of the system comprising the motor, the load, and 
the inertial disk amounts to J = 0.032 kgm2. The peak torque capability of 
the motor-CRPWM torque actuator is TMAX = 13.6 Nm. The maximum per-
missible speed ωMAX is set to the motor rated speed ωMAX =ωnom =145 rad/s. 
The control structures in Fig. 5.7 and Fig. 5.17 are implemented in ANSI C 
and listed in [16]. The traces given in the subsequent figures are obtained 
by writing the numbers corresponding to the relevant torque and position 
samples on dedicated D/A converters and feeding their analog outputs to 
the oscilloscope.  

In Fig. 5.22, the torque and position traces are given for a relatively 
small position step of 0.2 rad. During the transient, the torque stays away 

5.10  Experimental evaluation of performances 

ler tracks the torque reference with a rise time of 250 µs. This delay is 
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from the limit TMAX and the system operates in linear mode. The output po-
sition reaches the setpoint in 10–11 T. This corresponds to the result ob-
tained by simulation and shown in Fig. 5.12.  

With an increase in the input step, the amplitude of the driving torque 
increases as well. In Fig. 5.23, the torque and position traces are given for 
a reference step of 0.314 rad. In the acceleration phase, the driving torque 
reaches the limit TMAX  = 13.6 Nm, and the rate of the speed increase is lim-
ited. Therefore, the response time is prolonged compared with the previous 
case (Fig. 5.22). When the torque leaves the limit, the system returns to 
linear mode and all the transients decay without oscillations.  

   

 
 

Fig. 5.22.   Experimental traces of the driving torque (top) and the output position 
(bottom) obtained for the reference step of 0.2 rad, with the controller 
given in Fig. 5.7. The torque involved does not reach the limit TMAX, 
and the system operates in linear mode. The output position settles in 
10–11 sampling periods.    

The responses in Fig. 5.24 are obtained for a position step of 0.628 rad, 
corresponding to 10% of one mechanical turn. The driving torque remains 
at the limit for more than 20 ms. Therefore, the overall response time is 
further prolonged, compared with the responses in Fig. 5.22 and Fig. 5.23. 
Note in the deceleration phase that the torque waveform stays away from 
the limit –TMAX. Hence, the braking torque is not limited. Therefore, the 
system is capable of reducing the speed before the target position is reached 
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and the response has no overshoot. In its final phase, the response corre-
sponds to the strictly aperiodic closed loop poles.  

Further tests proceed with the linear position controller, given in Fig. 
5.7. In Fig. 5.25, the torque and position traces are given for a relatively 
large reference step of 75 rad (θ*(t) = ΘREF h(t) = 75 h(t)). Within the first 
800 ms, the system accelerates using all of the available torque (TMAX). At 
the instant when the target position is reached, the shaft speed is very large 
and the accelerated inertia cannot be stopped. Therefore, a large overshoot 
in the output position is created, followed by nonlinear oscillations, corre-
sponding to the simulation traces given previously in Fig. 5.15. In order to 
prevent this from happening, the speed of the system, as it approaches the 
target, has to be limited according to the residual path ∆θ , as defined in 
Eq. 5.40.  

 

 
Fig. 5.23.    Experimental traces of the driving torque (top) and the output position 

(bottom) obtained for the reference step of 0.314 rad, with the control-
ler given in Fig. 5.7. During the acceleration phase, the torque reaches 
the system limit TMAX. Due to limited acceleration, the response time 
is prolonged compared with Fig. 5.22. In the final stage, the system 
returns to linear mode and the error exhibits an aperiodic decay.  

A further increase in the position reference results in the experimental 
traces shown in Fig. 5.26. In the absence of a path-dependent speed limit, 
the linear position controller produces an overshoot even larger than the 
one in the previous case. The torque and position exhibit poorly damped 

5.10  Experimental evaluation of performances 
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oscillatory behavior with a relatively large amplitude. Notice in the figure 
that the frequency of damped oscillations increases as their amplitudes de-
cay. This effect is due to the activation of TMAX and ωMAX limits, causing 
the system to operate in the nonlinear mode.  

Experiments presented in Figs. 5.27 and 5.28 are performed with the 
enhanced position controller given in Fig. 5.17, comprising the path-
dependent speed limit (Eq. 5.41). The function fx(∆θ ) replaces the propor-
tional gain block and ensures that the braking starts on time, so as to bring 
the speed to zero at the same time that the output position reaches the target.  

 

 
Fig. 5.24.   Experimental traces of the driving torque (top) and the output position 

(bottom) obtained for the reference step of 0.628 rad, with the control-
ler given in Fig. 5.7.  

In Fig. 5.27, the torque and position traces are given for a large step of 
the input. The reference position steps forward by 75 rad, and then returns 
to the initial state. Within each sampling period, the nonlinear block fx(∆θ ) 
calculates the permissible speed according to Eq. 5.40 and Eq. 5.41. With 
such a path-dependent speed limit, the braking commences after 600 ms, 
prior to the output position reaching the target. The system enters the target 
with the speed reduced to zero. During the acceleration and braking inter-
vals, the torque reaches the system limit TMAX. On the other hand, the speed 
limit ωMAX is not reached. The interval with the constant speed ω(t) = ωMAX, 
obtained by the simulation in Fig. 5.20, is not encountered in this experi-
ment. For that reason, the breaking torque pulse follows the acceleration, 
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and the speed transient assumes an S shape. During deceleration, the torque 
departs from –TMAX at certain instants. Due to finite friction and motion re-
sistances TL(ω), not modeled in Fig. 5.20, the braking torque required from 

MAX /J 
is smaller than TMAX by TL(ω) (Tem= –TMAX +TL(ω)). In addition, abrupt 
changes in the first derivative of the function fx(∆θ ), at the intersections A 
and B in Fig. 5.16, may contribute to the torque changes during the brak-
ing interval.  

 

 
Fig. 5.25.   Experimental traces of the driving torque (bottom) and the output posi-

tion (top) obtained for the reference step of 75 rad, with the position 
controller given in Fig. 5.7. Insufficient torque in braking results in an 
overshoot and consequential oscillations in the torque and position res-
ponses.  

With the position step of 500 rad, the experimental traces of the driving 
torque and the output position are given in Fig. 5.28. The nonlinear posi-
tion controller in Fig. 5.17 provides an aperiodic step response without an 
overshoot. During the transient, both system limits are reached. In accel-
eration and braking, the torque stays at the limit TMAX. In between, the run-
ning speed is limited to ωMAX. During that interval, the acceleration a = dω/dt 
is equal to zero. The driving torque is relatively low, and it corresponds to 
motion resistances at the given speed. The response in the figure represents 
the fastest transition from the initial to the final position, considering the 
limits TMAX and ωMAX. The nonlinear control action fx(∆θ ) provides for a 

5.10  Experimental evaluation of performances 

the servo drive in order to provide the deceleration rate of dω/dt = –T−
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timely start of the braking interval. Within the torque response, the braking 
pulse is slightly shorter than the acceleration pulse, due to friction and other 
motion resistances assisting the torque actuator in decelerating the system 
during the braking interval.  

 

 
Fig. 5.26.   Experimental traces of the driving torque (top) and the output position 

(bottom) obtained for the reference step of 500 rad, with the linear 
position controller given in Fig. 5.7.  

It is of interest to notice that proper implementation of the nonlinear 
control law in Eq. 5.41 and the path-dependent speed limit (Eq. 5.40) re-
quires inertia J of the control object. Specifically, for a system running at a 
speed ω, the braking distance ∆θ (i.e., the path required to stop the system) 
is proportional to Jω2/2/TMAX, where TMAX stands for the braking torque 
(Eq. 5.38, Eq. 5.39). Therefore, the path-related speed limit fx(∆θ ), given 
in Eq. 5.41, depends on the control object inertia J. The availability of the 
parameter J depends on the specific application. In cases where the mech-
anical subsystem of a position-controlled servo system comprises massive 
transmission elements and where the inertia of the servo motor prevails, 
the weight of the work piece has an insignificant impact on the equivalent 
inertia. However, in cases where an industrial manipulator with light trans-
mission elements and a low-inertia servo motor moves heavy parts or work 
pieces over distances, the equivalent inertia of the control object is consid-
erably affected by the manipulator having grabbed a heavy work piece. Note 
at this point that precise knowledge about the system inertia is required not 
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only for the implementation of the nonlinear control law fx(∆θ ) but also 
for the proper setting of the feedback gain, as defined in Eq. 5.37.  

 

 
Fig. 5.27.    Experimental traces of the driving torque (bottom) and the output 

position (top) obtained for the reference step of 75 rad, with the posi-
tion controller including the path-dependent speed limit, given in Fig. 
5.17. The torque operates at the limit TMAX, while the speed does not 
reach the system limit ωMAX. The function fx(∆θ) (Eq. 5.41) replaces 
the proportional gain. It ensures that the braking starts on time, so as 
to bring the speed to zero at the same time that the output position 
reaches the target.  

In some cases, the changes in J can be predicted for known loads and 
weights of the work pieces. Applications where large, unpredictable fluc-
tuations of the equivalent inertia are expected call for the online identifica-
tion of the parameter J and the corresponding adaptation of adjustable 
feedback parameters and control laws. In cases when the actual inertia J is 
smaller than the parameter Jx, used in fx(∆θ ) calculations, the value of 
fx(∆θ ) will suggest a lower permissible speed. This outcome is due to the 
fx depending on the ratio TMAX/Jx, which is smaller than the available de-
celeration TMAX/J. Therefore, the situation with J < Jx will not result in an 
overshoot. As a consequence, the braking intervals will commence earlier, 
reducing the average speed and extending the response time. The problem 
arises when J > Jx, since the formula fx requires the deceleration of TMAX/Jx, 
while the available deceleration TMAX/J is lower. This situation results in an 

5.10  Experimental evaluation of performances 



202 5 Digital Position Control 

unpunctual and delayed braking, causing the system to pass through the 
target position and create an overshoot.  

  

 
 

Fig. 5.28.    Experimental traces of the driving torque (top) and the output position 
(bottom) obtained for the reference step of 500 rad, with the position 
controller given in Fig. 5.17. During acceleration and braking, the 
torque stays at the limit TMAX. In between, the speed is limited to 
ωMAX. The nonlinear control action fx(∆θ ) ensures that the braking 
starts on time, so as to bring the speed to zero at the same time that 
the output position reaches the target.  

The operation of the position controller with a nonlinear block fx(∆θ ) 
that has a detuned value of J is presented in Fig. 5.29. It is assumed that 
the value of Jx used in fx(∆θ ) calculations is lower than the actual inertia 
by 25%. Therefore, the braking sequence does not start on time, and the 
system cannot properly brake and stop at the target position. For that rea-
son, the output position overshoots the target by roughly 7%. The torque 
response in the figure begins with an acceleration pulse that has the ampli-
tude of TMAX, proceeds with a delayed braking pulse, and finally ends with 
a brief pulse of the opposite sign, related to the speed change during the 
overshoot in the output position.  
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Fig. 5.29.    Experimental traces of the driving torque (top) and the output position 
(bottom) obtained for the reference step of 75 rad, with the position 
controller given in Fig. 5.17. The nonlinear control action fx(∆θ ) is 
calculated with an erroneous value of the inertia Jx, smaller than the 
actual inertia J of the control object by 25%. An incorrect speed limit 
fp(∆θ ) (Fig. 5.15) results in an overshoot in the output position of 
roughly 7% .N 

Problems 

P5.1 
The mechanical subsystem of a position-controlled system is described by 

2
M = 

1. Assuming the sampling time of T = 10 ms, obtain the pulse transfer 
function WP(z) of the control object. Note: An appropriate sequence of 
Matlab commands is included in Section 5.2.  

 
P5.2 
Consider the position-controlled system with the PD controller imple-
mented in the s-domain, as given in Fig. 5.4. The torque actuator gain is 
KM = 1, the friction B has a negligible value, and the derivative gain is 
relocated into the feedback path. Given J = 1 kgm2, KP = 1 Nm/rad, and 
KD = 2 Nm/(rad/s), calculate the s-domain transfer function WSS(s) of the 

Problems

J = 0.01 kgm  and B = 0.01 Nm/(rad/s). The torque actuator  gain is K
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closed-loop system (hint: Eq. 5.13). Obtain the output position transient re-
sponse to the reference step by using Matlab. Determine the rise time and 
estimate the closed-loop bandwidth.  

 
P5.3 
Use the previous example to investigate the impact of the parameter KD on 
the closed-loop step response. What is the value of KD that results in an 
overshoot of 50%? What happens when the derivative gain is completely 
removed?  

 
P5.4 
Consider the system described in P5.2. Calculate the transfer function 
WLS(s) = θ(s)/TL(s). Assuming that the load torque exhibits a step change 
TL(t) = TLOAD h(t) = 5 h(t) Nm, obtain the Laplace transform of the output 
position θ (s) and derive the corresponding θ (t) by using Matlab. What is 
the steady-state position error? Compare this result to Eq. 5.18.  

 
P5.5 
Consider the position controlled system in Fig. 5.7. The discrete-time posi-
tion controller has the proportional gain in the direct path and the deriva-
tive gain in the feedback path. The signals internal to the controller, such 
as ∆θ, y1, Tref, and θ FB, are digital words residing within the DSP control-
ler RAM memory. These signal have no units. What are the units of KFB, 
KM, KP, and KD? Consider the case where J = 0.01 kgm2, T = 1ms, with 
KFB = 1 [] and KM = 1 []. Determine the optimized gains resulting in the 
fastest strictly aperiodic response.  

 
P5.6 
Use Matlab and the closed-loop transfer function of the position controlled 
system with the PD controller given in Eq. 5.25 to obtain the response of the 
output position to the step change in the reference position. Use the dstep 
command to obtain the output position and the diff command to obtain the 
torque waveform. Assume that normalized gains are set to p = 0.03512 and 
d = 0.2027. What is the rise time expressed in terms of the sampling period?   

 
P5.7 
The position-controlled system in Fig. 5.7 has a torque actuator with a 
peak torque of TMAX = 10 Nm and an inertia of J = 0.01 kgm2. The system 
approaches the target position at a speed of ω1. At a given instant, the rem-
aining path ∆θ is equal to 100 rad. Considering the fact that the braking 

1torque is limited, what is the maximum value of ω ? How is it related to ∆θ  ?  



6 The Position Controller with Integral Action 

A position controller with integral action suppresses the output error caused 
by a constant load. It also provides the system with the capability of track-
ing the constant slope profile without an error. In this chapter, the control-
ler structure and parameter setting are considered for linear operating 
mode. The ability of the system to track the reference trajectory is dis-
cussed. The impact of the controller structure and the trajectory properties 
is evaluated. For the operation with large input disturbances, where the 
torque and speed limits of the system are reached, a nonlinear modification 
of the discrete-time position controller is proposed, providing a robust, ape-
riodic, and time-optimal response to large disturbances.  

The design of a discrete-time position controller with proportional and 
derivative actions has been discussed in the previous chapter. In the ab-

*

(∆θ = 0). When the load torque is present (Eq. 5.27), the output error of a 
PD controller is proportional to the load and inversely proportional to the 
proportional gain. Due to a finite range of applicable gains, the stiffness of 
the system with a discrete-time PD controller is limited, and, in most cases, 
unacceptable.  

The analysis given in Chapter 2 and the Internal Model Principle sum-
marized in Section 2.3.2 propose that the output error produced by the load 
disturbance W1 can be suppressed by extending the controller with the con-
trol action W2 =W1, wherein W1 is the complex image of the load distur-
bance in either the z- or s-domain, while W2 is the transfer function of the 
added control action. Hence, in cases when the load disturbance is constant 
(W1(s) = T L/s), the controller has to be extended with the integral action 
(W2(s) = GI /s). With discrete-time implementation, the integral control ac-
tion is obtained as the sum of the error samples within the interval [0, nT ], 
multiplied by the integral gain KI. A block diagram of a linear, discrete-
time PID position controller is given in Fig. 6.1.  

The torque actuator, mechanical subsystem, and shaft sensor are mod-
eled in the same way as in the previous chapter (Fig. 5.1). The torque ac-
tuator is assumed to have a negligible delay and a static gain of KM. The 

sence of the load torque disturbance, and with the position reference θ (t) = 
Θ h(t), a PD position controller is capable of eliminating the output error 
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maximum driving torque available is TMAX. The control object has the 
transfer function 1/Js 2 and the position θ at the output. The position feed-
back is obtained from the sensor attached to the shaft of the servo motor. In 
some cases, the sensor detects the position of the tool or the payload, perform-
ing a linear motion. The shaft sensor and the feedback acquisition circuits are 
characterized by the parameter KFB, relating the numerical representation of the 
output position θ FB to the actual position, expressed in [rad]. The sampling cir-
cuit, represented by the switch designated by T in Fig. 6.1, acquires the sam-
ples θ(n) at each sampling instant t = nT, providing, in such a way, the train of 
pulses θ FB

DIG .  
The proportional, integral, and derivative actions in Fig. 6.1 are arranged 

to remove the closed-loop zeros and suppress the overshoot associated with 
such zeros. At the same time, relocation of proportional and derivative ac-
tions into the feedback path and their implementation in an incremental 
form facilitate the subsequent implementation of the nonlinear control law, 
suited for the operation with large disturbances, where the torque and speed 
enter the system limits TMAX and ωMAX.  

The integral action is located in the direct path, and it processes the 
tracking error ∆θ. At the output of the gain block KI, the increment in the 
integral action is obtained as KFBKI ∆θ. The increment in the proportional 
action is obtained as the difference between the two successive samples of 
the feedback, y3(n) = KFBKP(θ(n) – θ(n 1)). The signal y3 is subtracted from 
KFBKI∆θ, obtaining the increment ∆y1 of the signal y1. The increments ∆y1 
are summed within the digital integrator, denoted INT in Fig. 6.1. The de-
rivative feedback is obtained as y2(n) = KFBKP(θ(n)– θ(n — 1)). The torque refer-
ence samples T*

(n) are calculated as y1(n) – y2(n) and fed to the zero-order 
hold. The actual torque Tem is assumed to be proportional to the zero-order 
hold output Tref (Tem(t) = KMTref (t)). It is worthwile to note that the signal y1 
represents an internal speed reference; that is, for the reasons explained in 
the previous chapter, the derivative feedback y2 is in proportion to the shaft 
speed, and it constitutes a local speed loop with the reference y1 and the 
feedback signal y2.  
 

—
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Fig. 6.1.     Linear, discrete-time position controller with integral, proportional and 
derivative actions. The integral action is in the direct path and proc-
esses the tracking error ∆θ. The proportional and derivative actions are 
placed in the feedback path.  
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A discrete-time position controller acquires the feedback samples θ(n) at 
the sampling instants t = nT. The torque reference samples T*

(n) are calcu-
lated from the position reference, the sample θ(n), and the past  feedback 
samples (Eq. 6.1). If we assume that the time required to evaluate Eq. 6.1 is 
negligible compared with the sampling period, the driving torque Tem(t) = 
KM T*

(n) is generated by the torque actuator and fed to the control object 
during the interval [nT .. ( + 1) ). At the instant t =(n + 1)T, the new sample 
of the torque reference T*

(n + 1) is calculated and fed to the zero-order hold.  
The assumption that the driving torque Tem = KM T*

(n) is readily available 
at the instant t = nT relies on the torque actuator having only a negligible 
delay and the computation time being merely a small fraction of the sam-
pling period T. With the numerical capabilities of contemporary motion-

a couple of microseconds, an insignificant delay compared to the expected 
sampling period T of the position loop.  

The torque actuator receives the digital reference T*
(n) and produces the 

actual driving torque Tem at the shaft of the servo motor. In Fig. 6.1, the 
torque actuator is assumed to have a negligible delay. The actuator com-
prises the drive power converter with the associated control circuits and al-
gorithms. In most cases, the PWM power converter is used to control the 
stator current of the servo motor. The torque is generated from the interac-
tion between the stator current and the motor flux. With a slowly varying 
flux, the torque response is determined by the closed-loop bandwidth of the 

torque
 actuator is modeled as a block with static gain KM and with output torque
 limited to ±TMAX.  
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6.1 The operation in linear mode and the pulse transfer 
functions 

The driving torque and speed of a servo system are limited to TMAX and 
ωMAX, respectively. In response to a large input disturbance, the torque 
and/or speed may reach their limits and bring the system into a nonlinear 

mentation of discrete-time current controllers with a closed-loop band-width
of several kHz and a corresponding rise time below 100 µs. Therefore, in
most practical position-controlled systems, the assumption of an instanta-
neous response of the torque actuator holds. At this point, the 

n T

control processors [10, 11], the computation of Eq. 6.1 can be completed in 

current controller. The DSP technology available [10, 11] allows the imple-
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operating mode. With the control variable at the limit, the driving torque is 
not affected by the feedback and the loop is broken. At this point, further 
changes in the output position cannot be controlled. In order to provide 
controlled behavior in such cases, the position controller has to be extended 
with a nonlinear control law, similar to the one given in Fig. 5.17 and Eq. 
5.41.  

When the disturbances are relatively small, the variables of the system in 
Fig. 6.1 stay within the system limits. The system is linear, and the relation 

The control object is assumed to have an inertia J and a negligible fric-
tion. The pulse transfer function of the control object is discussed in detail 
in Section 5.2 and is briefly reviewed below. Under these assumptions, the 
transition of the system between successive sampling instants can be ob-
tained by integrating Eq. 6.2 within the interval [nT..(n + 1)T ]. Successive 
speed samples ω(n) and ω(n + 1) are related in Eq. 6.3.  
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For reasons discussed in Chapters 4 and 5, the disturbance signal TL(t) is 
assumed to be constant for the interval [ nT, (n + 1)T ). The value of TL

(n) 
in Eq. 6.3 corresponds to the average load torque during the interval. With 
a constant driving torque T*

(n) and a constant load torque TL
(n), the right side 

of Eq. 6.2 and, hence, the acceleration dω/dt, is constant for the interval. In 
such cases, the change in shaft speed between the two successive sampling 
instants assumes a trapezoidal form (Fig. 4.6). Therefore, the next sample 
of the shaft position θ(n + 1) can be calculated from the previous sample θ(n) 
and from the speed samples ω(n)  and ω(n+1): 
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Notice that the assumption TL(t) ≈ TL
(n) does not affect the accuracy of 

modeling the signal flow from the reference input to the output. Instead, it 

between the output position and the input and load disturbances can be des-
cribed by means of the pulse transfer function. The response character is deter- 
mined by the poles and zeros of the closed-loop system transfer function.
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influences the modeling of the impact that the load disturbance produces 
upon the shaft and position samples. The closed-loop system transfer func-
tion WSS (z) = θ (z)/θ*(z) and the values of the closed-loop poles are not 
affected by the assumption T L(t) ≈ T L

(n), whatever the spectral contents of 
the load. On the other hand, in cases where the load torque exhibits high-
frequency changes, the speed change between the samples ω(n)  and ω(n+1) 

(n+1) = θ(n+1) – θ(n) cannot be 
expressed as T(ω(n+1) + ω(n)
on the speed and position samples cannot be modeled by Eq. 6.3 and Eq. 
6.4. However, in most position-controlled systems, the ratio T/J is rather 
small. The change in shaft speed over the sampling period T  is fairly low, 
and the difference between the average speed for the interval T and the av-
erage of the speed samples ω(n) and ω(n+1) is negligible, even in cases where 
the load torque exhibits significant changes within the interval. From dif-
ference equations 6.3 and 6.4, the complex images of the speed, torque, and 
position are related in Eq. 6.5. The complex image T L(z) is the z-transform 

T L
(n).  
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The complex image of the output position θ(z) can be expressed in terms 
of the driving torque and the load:  
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where the pulse transfer functions WP(z) and WPL(z) are obtained as 
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may be other than linear, and the increment ∆θ
)/2. In such cases, the impact of the load torque 

of the pulse train comprising the samples of load torque average values 
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The calculation of the closed-loop system transfer function WSS(z) re-
quires the function of the control object and the z–domain representation of 
the position controller. The difference equation 6.1 describes the calcula-
tion of the next sample of the torque reference. Therefore, the increment 
∆T *

( +1) in the torque reference is obtained as 
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( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( )[ ]1111
*

1

**
1

*
1

2 −++++

++

+−−−−−=

−=∆

nnnDnnPnnIFB

nnn

KKKK

TTT

θθθθθθθ .
(6.7)

 
 If we apply the time shift property of the z-transform, given in Eq. 4.7, 

the difference equation is converted into the following form:  
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The complex image of the torque reference is obtained as  
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Fig. 6.2.     Simplified block diagram of the position controller operating in linear 

mode. The pulse transfer functions WI (z), WP (z), and WD (z) represent 
the integral, proportional, and derivative actions, respectively.  

A simplified block diagram of the system, derived from Eq. 6.6 and Eq. 
6.8, is given in Fig. 6.2. From the control object transfer function WP(z) 
and the functions WI(z), WP (z), and WD (z), defined in Eq. 6.8, the closed-
loop system transfer function WSS (z) = θ(z)/θ *(z) is obtained in Eq. 6.9.  

n

(6.8)
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Within the transfer function, all the feedback gains KI, KP, and KD are 
multiplied by the factor KMT  

2KFB /2J. Therefore, it is convenient to normal-
ize gains i, p, and d, defined as i = KI KFB KM (T 2/2J), p =KP KFB KM (T 2/2J ), 
and d =KD KFB KM (T 2/2J ). The normalized gains encompass the system 
parameters and simplify transfer functions and the characteristic polyno-
mial. As concluded in Chapters 4 and 5, the optimized values of normal-
ized gains do not change with the system parameters KM, T, KFB, and J, thus 
simplifying the tuning and adaptation.  

With the introduction of normalized gains, the closed-loop transfer func-
tion is obtained in Eq. 6.10, where fPID(z) designates the characteristic 
polynomial of the system. In Eq. 6.11, the fourth-order polynomial is ex-
pressed in terms of its zeros σ1, σ2, σ3, and σ4.  
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The response of the output position to changes in the load torque is de-
scribed by the pulse transfer function WLS(z) = θ(z)/T L (z). This function is 
derived from Fig. 6.2 and obtained as  
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     In the presence of a constant position reference θ *(t) = Θ∗ h(t) and the 
step form of the load disturbance TL(t) = T LOADh(t), the steady-state value of 
the output position can be found from the pulse transfer functions WSS(z) 
and WLS(z), on the basis of the final value theorem (Eq. 4.13). With the in-
put and load disturbances being Heaviside functions, their complex images 
are Θ∗/(1−z−1) and TLOAD/(1−z−1), respectively. Given that the closed loop 
poles are stable, the final value of the output is found as  
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From the above expression, in the presence of constant input and load 
disturbances |T LOAD | ≤ TMAX , the steady-state value of the output position 
corresponds to the reference. According to Eq. 6.13, the stiffness of the 
PID controller is infinite. The error observed in similar conditions with the 
PD controller is eliminated by introducing the integral action. The error in-
tegrator in Fig. 6.1 increases the overall number of states. Therefore, the 
characteristic polynomial fPID(z) is of the fourth-order, as compared with 
the third-order polynomial fPD(z) obtained in Eq. 5.26 for the PD position 
controller. An increase in the order and a larger number of closed-loop 
poles lead to a longer rise time and smaller bandwidth, as demonstrated by 
the subsequent analysis in this chapter.  
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6.2 Parameter setting of  PID position controllers 

The character of the transient response to small disturbances, where the 
system operates in linear mode, depends on the zeros of the characteristic 
polynomial fPID(z). The presence of oscillations in the step response de-
pends on the damping factor of the polynomial zeros. These also determine 
the rise time and the closed-loop bandwidth.  The zeros σ1, σ2, σ3, and σ4 

Circumstances in which the four closed-loop poles σ1, σ2, σ3, and σ4 de-

placement cannot be performed in an arbitrary way. The closed-loop poles 
and the feedback gains are tied by the following relations:  

d
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The sum of the four relations results in Eq. 6.15, presenting the con-
straint for the closed-loop poles:  
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With the position controller structure in Fig. 6.1, an arbitrary setting of 
the closed-loop poles is not feasible. When three of them are known, the 
fourth can be determined from Eq. 6.15. It is well known [1] that an uncon-
strained pole placement is feasible in systems where the controller performs 
either explicit or implicit state feedback. In such cases, the driving force 
comprises control actions proportional to each individual system state. In 
the structure shown in Fig. 6.1, the state feedback seems to be complete 
due to the derivative action being proportional to the shaft speed, a state 
variable internal to the control object that is not measured. Moreover, with 
the two state variables observed within the control object (ω, θ) and with 
the third one being the output of the error integrator, one would expect a 
characteristic polynomial of the third order. The existence of the fourth, 
hidden state comes from the intrinsic delay of one sampling period T, ob-
served from Eq. 6.3. The next (n +1) sample of the shaft speed depends on 
the previous (n) sample of the torque reference. This adds a factor 1/z into 
the pulse transfer function of the control object (Eq. 6.6), resulting in the 
fourth order of the characteristic polynomial. Further analysis is focused on 

are determined by the normalized values of the feedback gains p, d, and i. 

pend on the three parameters p, d, and i lead to a conclusion that the pole 
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establishing the procedure for setting the three normalized feedback gains 
p, i, and d in a way that results in the desired spectrum of closed-loop 
poles, respecting, at the same time, the constraint in Eq. 6.15.  

In a position-controlled servo system, the desired step response is aperi-
odic, arriving at the target position without an overshoot. Transient re-
sponses of the torque, speed, and position have to be aperiodic as well, thus 
avoiding undesirable changes in the torque sign and the speed direction. A 
strictly aperiodic response requires the closed-loop poles to be real, positive 
numbers within the unit circle. The advantages of a strictly aperiodic re-
sponse have been discussed in depth in Chapters 4 and 5.  

In order to devise the optimized parameter setting, resulting in strictly 
aperiodic dynamic behavior with the shortest rise time, the response speed 
must be evaluated numerically by formulating an appropriate criterion 
function. The function has to be in a monotonous relation with the response 
speed. This function will depend on the adjustable feedback parameters, 
and the calculation of its extremum will result in the optimized parameter 
setting.  

As in Eq. 5.28, the criterion function can be defined as the sum of the 
position error samples. With an aperiodic response, the error samples ∆θ(n) 
are strictly positive. The sum of the error samples during the step response 
is given in Eq. 6.16, and is proportional to the shaded surface in Fig. 5.11, 
representing a strictly aperiodic step response of the output position and the 
corresponding error. The smaller the shaded area (i.e., the value of Q), the 
faster the step response.  
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kTQ θ  (6.16)

∗

(z) = Θ∗
 /(1−z−1) and the closed-loop system transfer function WSS(z), the z-

transform ∆θ(z) of the error samples is expressed in the following form:  
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It is necessary to express the value of Q in terms of the normalized 
feedback gains. Given the complex image of the position reference θ  

=
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If we introduce the characteristic polynomial fPID(z) from Eq. 6.11 into 
the previous expression, the z-transform of the position error is obtained as 
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The value of Q is found by introducing z = 1 into Eq. 6.17:   
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Hence, the sum of the error samples will be smaller and the response 
faster for the setting where the ratio p /i is lower. Therefore, the optimized 
parameter setting has to provide the feedback gains p, i, and d resulting in 
positive, real, and stable zeros of fPID(z), minimizing, at the same, time the 
ratio  p/i.  

If we introduce x = 1/σ1, y = 1/σ2, v = 1/σ3, and w = 1/σ4, the criterion 
function can be expressed in terms of  x > 1, y > 1, v > 1, and w > 1. From 
Eq. 6.15, the variable w can be expressed in terms of the remaining three:  

17
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From the previous expression and Eq. 6.14, the criterion function Q can 
be expressed in terms of x, y, and v:  
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The minimum of Q(x, y, v) has to be found within the stability region 
x >1, y >1, and v >1. The procedure has been explained previously in Chap-
ter 4 (Section 4.7.3) and in Chapter 5 (Section 5.5). For simplicity, the 
search for a minimum of Q is replaced by a quest for the maximum of Q1 = 
1/Q.  It is necessary to prove that the function Q1(x, y, v) does not have a 
maximum on the boundary of the region of interest. Then, the partial 
derivatives of Q1 are to be derived. The values of xOPT, yOPT, and vOPT are 
calculated from ∂Q1/∂x = 0, ∂Q1/∂y = 0, and ∂Q1/∂v = 0. Eventually, the 
optimized values for variables x, y, and v are found as xOPT = yOPT = vOPT = 
1.4667. The fourth variable is calculated as w(xOPT, yOPT, vOPT) = xOPT = 
1.4667. From this result, it is concluded that the fastest strictly aperiodic 

=
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0.6818. The optimized form of the characteristic polynomial and the opti-
mized values of the feedback gains are given in Eq. 6.18 and Eq. 6.19.  
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The practical steps of tuning the absolute values of the feedback gains 
KP, KI, and KD require the control object inertia J, the sampling period T, 
the static gain of the torque amplifier KM, and the shaft sensor gain KFB. 
The gains KP, KI , and KD are then found as 

 
KI = (2J iOPT)/(KFB KM T 2 ) 
KP = (2J pOPT)/(KFB KM T 2 )    
KD = (2J dOPT)/(KFB KM T 2 ) . 

(6.20)

 
In cases where the load inertia changes during the operating cycle of the 

positioner, the normalized gains i, p, and d are to be kept constant, while 
the absolute gains KP, KI , and KD are to be adjusted according to Eq. 6.20.  

The optimized parameter setting in Eq. 6.20 minimizes the sum of the er-
ror samples in the step response and results in a spectrum of the closed-
loop poles where all four z-domain poles are equal to σ 1/2/3/4 = 0.6818. A 
rough estimate of the closed-loop bandwidth can be calculated from the 
equivalent s-domain pole. With a real, negative s-domain pole sx and its 
frequency fPF = sx/2/π, the corresponding pole in the z-domain is found as 
zx = exp(−2π fPFT). With zx = 0.6818, the frequency fPF obtained for the 
sampling periods of 0.5 ms, 2 ms and 10 ms amounts to 120 Hz, 30 Hz and 
6 Hz, respectively. This result gives a rough idea of the closed-loop band-
width. A more accurate evaluation of the bandwidth frequency is given in 
the next section.  

step response is obtained with the closed-loop poles σ1 = σ2 = σ3 =σ4 = 

6.2 Parameter setting of  PID position controllers 
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6.3 The step response and bandwidth of the PD and PID 
controller 

It is interesting to compare the step response rise time and the closed-loop 
bandwidth of the PD position controller, discussed in the previous chapter, 
and of the PID controller, comprising the integral action and an infinite 
stiffness. Both controllers are considered in linear operating mode, with the 
output position defined by the closed-loop system transfer function WSS (z) 
given in Eq. 5.25 for the PD controller and the function  WSS (z) given in 
Eq. 6.10 for the PID controller. It is assumed that the feedback gains are set 
according to Eq. 5.36 and Eq. 6.19 so as to provide the fastest strictly ape-
riodic response. The step responses and the relevant Bode plots are ob-
tained from Matlab, using the command sequence in Table 6.1.  

 

Table 6.1.  The Matlab command sequence used to obtain the step response and 
Bode plot for the position-controlled systems with PD and PID con-
trollers. 

 
>> d = 0.2027;  p = 0.03512;      % The feedback gains for the PD  
>>         % controller 
>> num1 = [ p p 0];       % Numerator of the transfer  
>>         % function in Eq. 5.25 
>> den1 = [1  -(2-p-d) (1+p) -d];      % Characteristic polynominal with  
>>         % PD controller 
>> step_pd = dstep(num1,den1);     % Vector step_pd keeps the step  
>>         % response with PD 
>> 
>> d = 0.216; p = 0.0516; i = 0.0052195;     % PID controller gains 
>> num2 = [i i  0 0 ];       % Numerator of WSS(z) in Eq. 6.10  
>> den2 = [1   -(3-p-i-d) +(3-d+i)  -(1+d+p) +d]; 
>>         % Characteristic polynominal  
>> step_pid = dstep(num2,den2);     % Step response with PID controller 
>> stairs(step_pd); hold on; stairs (step_pid);  grid; 
>>         % Plotting the step responses 
>>          % Obtaining the Bode plot 
>> [a1,ph1,W1] = DBODE(num1,den1,0.001)  
>> [a2,ph2,W2] = DBODE(num2,den2,0.001); 
>>         % Plotting and comparing the  
>>         % amplitude characteristics 
>> plot(W1, a1); hold on; plot(W2,a2); axis([0 500 0 1 ]); grid; 
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Fig. 6.3.     The closed-loop step response of the PD and PID position controller. In 

both cases, the parameter setting results in the fastest strictly aperiodic 
response. The corresponding rise times are tPD = 8T and tPID = 13T.  

The step response of the PD controller, given in Fig. 6.3, increases from 
10% to 90% of its steady-state value in eight sampling periods. With the 
PID controller, the rise time tPID takes approximately 13 sampling periods. 
The closed-loop bandwith of the system can be evaluated from the rise time 
tR. In systems with a well-damped closed-loop response, the bandwidth fre-

BW R BW

PD  = 
8 ms and tPID

fBW
PD = 1/3/0.008 s = 41.6 Hz and  fBW

PID = 25.6 Hz. 
The closed-loop bandwidth can be evaluated from the amplitude charac-

teristic |WSS(jω)| of the closed-loop system transfer function. The amplitude 

ted in Fig. 6.4, scaled to facilitate the conclusion on the bandwidth fre-
quency. With the PD controller, the value of |WSS(jω)| drops down to -3dB 
(i.e., 0.707) for ωBW

PD = 260 rad/s. Hence,  fBW
PD = 41.4 Hz. With the PID 

controller, fBW
PID = 25.5 Hz. The values obtained from Fig. 6.4 correspond 

to the estimates calculated from the rise time.  
A controller with integral action has a longer rise time and a lower 

bandwidth frequency than a controller having only the proportional and de-
rivative action. In Fig. 6.3, the introduction of integral action prolongs the 

 =1/3.  and rise time are related by the approximate expression t  fquency f
In the case when the sampling period is T = 1 ms, the rise times are t  

 = 13 ms, and the corresponding bandwidth frequencies are 

characteristic is obtained by means of the Matlab function dbode, as 
explained in the command sequence given in Table 6.1. The results are plot-
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rise time by roughly 60%. As a rule of thumb, the closed-loop bandwidth 
of position-controlled systems with a PID controller and a sampling period 
T can be estimated as fBW [Hz] = 0.0255/T, provided that the closed-loop 
gains are set in accordance with Eq. 6.19.  

 
 

 

Fig. 6.4.     The amplitude characteristics |WSS(jω)| of the PD and the PID position 
controller. It is assumed that the sampling time is T = 1 ms. The level 
of 0.707 (i.e., –3 dB) is reached for fBW

PID = 25.5 Hz and fBW
PD = 41.4 Hz.  

6.4 Computer simulation of the input step and load step 
response  

In order to verify the results obtained in the previous section and investi-
gate further the dynamic performance of the discrete-time position control-
ler with integral action, the system in Fig. 6.1 has been converted into a 
Simulink model. In the sample system, the inertia is set to J = 0.11 kgm2 
and the sampling time to T = 0.001 s. For simplicity, the scaling coeffi-
cients KM and KFB are set to one. The model, given in Fig. 6.5, takes into 
account the limited resolution of the shaft sensor. The block Quantizer, 
connected to the output of the POSITION integrator at the lower right of 
the figure, can be used to adjust the resolution of the shaft sensor. For 
proper use of the model, the system parameters J and T and the feedback 
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gains KI , KD , and KD must be entered at the Matlab command prompt. In 
the subsequent simulation runs, it is assumed that the feedback gains are set 
according to Eq. 6.19 and Eq. 6.20. The position controller is implemented 
according to the block diagrams in Fig. 6.1 and Fig. 6.2. In the model, the 
position reference block and the load torque block provide the input excita-
tion and the load disturbance. The torque actuator is assumed to have an in-
stantaneous response and a static gain of KM = 1. The block denoted 
LIMITER takes into account the limited torque capability of practical 
torque actuators (|Tem| ≤ TMAX). The block entitled position and the block 
torque capture the samples of the shaft position and the driving torque and 
store them in arrays position and torque for plotting and further processing. 
In the configuration parameters menu of the Simulink, it is necessary to en-
ter the simulation step. In order to suppress the errors in simulating the con-
tinuous part of the system (i.e., the speed and position integrators), the 
simulation step is to be set to a value of T/10 or even smaller.  

In Fig. 6.6, the simulation traces of the position reference, output posi-
tion, driving torque, and load torque are given, obtained from the simula-
tion model in Fig. 6.5 for a step change in the position reference (on the left 
in Fig. 6.6) and the subsequent step change in the load torque. The output 
position reaches the target without an overshoot. The rise time is roughly 
13 sampling periods, in accordance with the result obtained with Matlab 
function dstep and given in Fig. 6.3. Notice in Fig. 6.6 (left) that the driv-
ing torque exhibits an aperiodic change as well. It changes sign only once, 
when the system completes the acceleration phase and starts braking. On 
the right side of the figure, the load torque steps up. In return, the output 
position sags. Due to integral action, the driving torque reaches the load 
and goes beyond for a brief interval of time, allowing for a transient accel-
eration sequence, required for the position error to be dissipated and driven 
down to zero. In accordance with Eq. 6.13, the steady-state value of the 
output position is not affected by the load.  

For the purpose of comparison, the traces obtained with the PD position 
controller are given in Fig. 6.7, using the same position reference and load 
disturbance. Compared with Fig. 6.6, the step response is faster. However, 
the load step produces an error in the output position, due to the finite stiff-
ness obtained with the PD controller.  

It is also useful to investigate the effects of a limited resolution of the 
shaft sensor. To this end, the experiment shown in Fig. 6.6 is repeated with 
the Quantizer block, at the lower left in Fig. 6.5, adjusted to the resolution 
of 25 µrad. The corresponding traces are given in Fig. 6.8, comprising 
small changes in the output position, observable even in the steady state. 
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Fig. 6.5.     Simulink model of linear discrete-time PID position controller.  
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Fig. 6.6.     Transient responses of the output position and the driving torque of a 
position-controlled system with PID controller. The step in the position 
reference is followed by the load step.  

The driving torque comprises chattering in both the steady state and tran-
sients. In the figure, the torque pulsations, produced by the quantization ef-
fect, amount to 20–25% of the load torque. The amplitude of the torque 
pulsations is inversely proportional to the resolution of the shaft sensor. 
With an incremental encoder, the number of pulses per turn should be as 
high as possible.  

Manufacturing of optical encoders with a large resolution may be com-
plex. In order to achieve an n-bit resolution in the shaft position reading, 
the encoder glass disk must have 2n transparent openings incised on its dark 
circumference. Where the number of encoder pulses per turn is insufficient, 
the resolution of the position reading can be enhanced by interpolation 
within each pulse width. A new generation of optical encoders, called sin-
coders [15], provides both the traditional digital signals with n-pulses per 
turn and their analog, sinusoidal counterparts. The presence of analog signals 
provides the means for position interpolation within one-pulse boundaries, 
thus increasing significantly the effective resolution in position reading.  

 



224      6 The Position Controller with Integral Action 

 
  

Fig. 6.7.     Transient response of the output position and the driving torque of a 
position-controlled system with PD controller. The input and load dis-
turbances are the same as in Fig. 6.6.  

It is of interest to note in Fig. 6.8 that the system with a limited resolu-
tion of the feedback transducer does not have a steady state: variables such 
as the driving torque and position comprise jitters that do not cease, even 
after a very long period of time. The amplitude of the torque chattering re-
duces with an increase in resolution, but it persists in all discrete-time sys-
tems due to the amplitude quantization, intrinsic to the sampling process.  
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Fig. 6.8.     The impact of a limited resolution on the transient response of the sys-
tem with PID controller. Other signals and settings are the same as in 
Fig. 6.6.  

6.5 Large step response with a linear PID position 
controller 

In Fig. 6.6, the simulation traces of the driving torque and the output posi-
tion are given, obtained by running the Simulink model shown in Fig. 6.5. 
The model comprises a linear, discrete time PID position controller imple-
mented in the incremental form (Fig. 6.1). Following the reference step, the 
driving torque increases, and the system accelerates towards the target. Fur-
ther on, as the output error decreases, the torque becomes negative, and the 
system decelerates. Within the transient response shown in Fig. 6.6, the 

MAX and TMAX . Hence, 

linear system, the amplitude of the torque, speed, and position changes 
stays in proportion to the amplitude of the input disturbance: the positive 
and negative peaks of the driving torque in Fig. 6.6 are proportional to the 
reference step. With |ω| ≤ ωMAX and  |Tem| ≤ TMAX, and with the reference 

ωspeed and torque do not reach the system limits 
the system operates in its linear mode. During the reference step transient of a 
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steps gradually increased, the settling time of the step response remains un-
altered, while the amplitude of the torque and speed transients  keeps in-
creasing in proportion to the input step. At a certain point, either the speed 
or the torque reaches the system limit. Thereafter, the torque and/or speed 
limiter is active, driving the system into nonlinear operating mode.  

It is the purpose of this section to investigate the large step response of a 
linear, discrete time PID controller. The subsequent simulation runs are 
performed with the Simulink model given in Fig. 6.5, with the gain setting 
providing a strictly aperiodic response, and with the position reference 
steps significantly increased with respect to the one presented in Fig. 6.6.  

In Fig. 6.9, the simulation traces of the output position and the driving 
torque are given for a large reference step. The driving torque reaches the 
system limit +TMAX and accelerates towards the setpoint. At the instant tX, 
the output reference reaches the reference. However, at the same instant, 
the speed of motion peaks, and the output position overshoots the refer-
ence. Further on, the output position oscillates around the reference with a 
decreasing amplitude and period. The driving torque oscillates between the 
limits ±TMAX with an increasing frequency. With the torque at the limit, the 
system operates in a nonlinear mode. After several periods, the oscillations 
decay and the system enters the steady state.  

The transient phenomena in Fig. 6.9 are similar to the traces obtained 
with the PD position controller given in Fig. 5.15 and detailed in Section 
5.7. Nonlinear oscillations of the same kind, known as the wind-up, are en-
countered with the speed controller. The wind-up effect is discussed in 
Chapter 4 and illustrated in Fig. 4.24.  In the case of a speed controller, the 
wind-up is attributed to the interaction between the torque limiter and the 
error integrator, which winds up while the driving torque is at the limit. In 
Fig. 4.24, the difficulty of reaching the steady state arises from the fact that 
the error integrator assumes a nonzero value at instants when the error 
∆ω reaches zero.  

With a position controller, effects similar to wind-up take place through 
an interaction between the torque limiter and the integrator buried within 
the control object. In other words, the output position is obtained by inte-
grating the speed. While the torque is at the limit, the output position winds 
up and overshoots the reference. As indicated by the traces in Fig. 6.9, the 
shaft speed assumes a nonzero value ω(tx) ≠ 0 at instants when the output 
position θ (tx) reaches the reference, resulting in ∆θ = 0. The overshoot and 
the consequential nonlinear oscillations can be attributed to the torque lim-
iter. With a limited torque, the applicable deceleration rates dω/dt are lim-
ited to TMAX/J. Therefore, at instants when the output position reaches the 



6.5 Large step response with a linear PID position controller      227 

setpoint (∆θ = 0), the residual speed ω(tx) cannot be driven down to zero, 
and the system overshoots.  

An increase in the input disturbance can bring the nonlinear oscillations 
to instability. In Fig. 6.10, the amplitude of the reference step is increased, 
resulting in sustained oscillations. The effects of a further increase in the 
position reference step are simulated in Fig. 6.11. The amplitude of the non-
linear oscillations is increasing, while their frequency decreases. The driving 
torque pulses of the amplitude TMAX become longer, and the position error 
continuously enlarges.  

 

 
 

Fig. 6.9.     Large step response of the discrete-time position-controlled system 
with the PID controller. The driving torque reaches the system limit 
TMAX and enters nonlinear control mode. The output position oscillates 
around the reference. The oscillations decrease in amplitude and in-
crease in frequency. 

From the responses given in Fig. 6.9 – Fig. 6.11, it is concluded that the 
linear PID controller exhibits a stable, aperiodic response only in cases 
when the input disturbance is relatively small, resulting in the torque and 
speed transients staying within the system limits ωMAX and TMAX . Larger in-
put steps (Fig. 6.9) bring the torque to the limit, resulting in nonlinear be-
havior with poorly damped oscillations. Even larger input disturbances 
drive the system into instability.  
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In a practical application, the problem can be solved by replacing the 
step change of the position reference by a ramp profile, increasing with a 
constant slope, and reaching the target position.  

 

 
 

Fig. 6.10.   With increased amplitude of the position step, the output position ex-
hibits sustained oscillations. The system operates in nonlinear mode. 
The driving torque swings between +TMAX and TMAX. Other settings 
are the same as in Fig. 6.9.  

With a gradual change of the input reference, the error in the output po-
sition is reduced. Inasmuch as the PID controller acts as an error amplifier, 
providing the torque reference at its output, restricted values of the error are 
unlikely to drive the torque reference to the limit TMAX . Hence, with a 
ramp-shaped position reference having a reasonable slope dθ */dt, the sys-
tem remains in linear operating mode, preserving stability and a strictly 
aperiodic character of the transients. The simulation run given in Fig. 6.11 
has been repeated with the position reference profile having a constant 
slope, and the torque and position traces are given in Fig. 6.12. The refer-
ence ramp reaches the target position equal to the reference step in Fig. 
6.11. Note in Fig. 6.12 that the torque transients are much smaller than in 
the previous case.  

 
 

–



6.5 Large step response with a linear PID position controller      229 

 
Fig. 6.11.   A further increase in amplitude of the input disturbance brings the sys-

tem to instability. Other settings are the same as in Fig. 6.9.  

Fig. 6.12.   The simulation run presented in Fig. 6.11 is repeated with the position 
reference step replaced by the ramp-shaped profile. The target position 
is equal to the reference step in the previous figure. Other settings are 
the same as in Fig. 6.9. 
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The system limit of TMAX is not reached, and the system remains in linear 
operating mode. The output position follows the reference ramp with cer-
tain delay and arrives at the target position without an overshoot. In order 
to stay out of the speed limit, the reference slope dθ */dt has to be lower 
than the system limit ωMAX.  

Profiling the position reference alleviates the problem associated with 
large position steps. When such steps are removed and replaced by a 
smooth position trajectory, thereby reaching the desired position with a 
limited rate of change dθ */dt, the system remains in linear operating mode, 
resulting in a stable, aperiodic response. However, if for any reason the 
tracking error ∆θ  increases and brings the driving torque to the limit TMAX, 
the system enters nonlinear operating mode, resulting in poorly damped os-
cillations (Fig. 6.9) and eventual instability (Fig. 6.11). In the tracking of a 
smooth reference profile, an abrupt increase in the tracking error ∆θ  can be 
produced by a sudden peak in the load torque, by an accidental collision or 
malfunction in the mechanical subsystem, or by the need to perform an 
emergency stop. Furthermore, the tracking error ∆θ increases in cases 
where the target position exhibits a large online change. An example of 
where a large position error is encountered is the startup, where the system 
is powered up in a random position and the first motion task is to bring the 

tems operate in linear mode for most of their run time, tracking smooth ref-
erence profiles. However, in cases when the tracking error increases and 
brings the system into nonlinear mode, it is necessary to provide control 
means and guarantee controllability of the system.  

As with the results derived in Section 5.8, the structure of the PID con-
troller has to be modified. A nonlinear control mechanism must be added 
into the structure in Fig. 6.1 in such a way that even large position errors 
∆θ  can be dissipated and brought down to zero in an aperiodic manner.  

6.6 The nonlinear PID position controller 

Nonlinear oscillations in the output position (Fig. 6.9) and the instability 
encountered with large position steps (Fig. 6.11) originate from a limited 
braking torque. In response to a large input disturbance, the motion speed is 
increased to a level that cannot be brought back to zero by the time the out-
put position reaches the target. This instant is designated tX in Fig. 6.9. 
With θ(tx) = θ ∗, ω(tx) ≠ 0. Therefore, the output position overshoots, result-
ing in oscillations that are poorly damped (Fig. 6.9), sustained (Fig. 6.10) 

system to the home position, the origin of further position profiles and 
reference trajectories. Such cases are infrequent, and position-controlled sys-
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or unstable (Fig. 6.11), depending on the amplitude of the input distur-
bance. The residual speed ω(tx) appears due to a limited braking torque and 
a limited deceleration (dω/dt  = – TMAX/J ). Given the deceleration limit, the 
only viable approach in suppressing the consequential overshoot and oscil-
lations is to begin the deceleration phase before the output position reaches 
the target. As previously found in Eq. 5.40, the speed of the system ap-
proaching the target has to be limited in proportion to the residual path ∆θ.  

The functional speed limit ωM = fp(|∆θ |) is derived in Section 5.8 by 
equating the kinetic energy of the system, WKIN (ω(tx)), to the braking en-
ergy WDBR(∆θ(tx)), where WDBR is the product of the remaining path 
∆θ(tx) and an assumed constant braking torque TMAX. The same result is ob-
tained below in a different way. Consider the system in its braking phase 
and observe the instant ty, where the speed of motion is ω(ty) = ωy. Then, 
the residual path can be expressed as ∆θy = θ ∗− θ(ty). It is reasonable to as-
sume that the maximum available braking torque –TMAX is applied in an at-
tempt to arrest the system prior to its arrival at the target. Assuming, also, 
that the friction and other motion resistances are negligible compared with 
the peak driving torque TMAX, the deceleration rate is found as dω/dt  = TMAX /J. 
Hence, the speed changes according to  

( ) ( )y
MAX

y tt
J

Tt −−= ωω . (6.21)

The speed decreases to zero and the system comes to arrest at the instant 
tSTOP = ty + Jωy /TMAX. Between the two instants, the output position moves 
from θ(ty) to θ(tSTOP):  

( ) ( ) ( ) ( )2

2
d ySTOP

MAX
t

t
ySTOP tt

J
Ttttt

STOP

y

−==− ∫ωθθ . (6.22)

In order to achieve the output response without an overshoot, the error 
∆θSTOP = θ ∗  − θ(tSTOP), encountered at the instant tSTOP , where ω(tSTOP) = 
0, has to be ∆θSTOP = 0. Hence, the value in Eq. 6.22 has to be equal to  ∆θy. 
From Eq. 6.21, tSTOP -ty = Jωy /TMAX. Thereby, the relation between the re-
sidual speed and the braking distance  ∆θy is obtained as  

MAX

y
y T

J
2

2ω
θ =∆ . (6.23)

–

The previous formula suggests that a position-controlled system, 
approaching the target at a speed of ω, does not produce an overshoot 
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* 2
MAX .  In Eq. 

6.23, it is assumed that both the speed and the remaining path are positive. 
There are cases when the position-controlled system moves towards nega-
tive targets, where both the speed and the position error assume negative 
values. In such cases, Eq. 6.23 provides the minimum absolute value of the 
remaining path required to avoid an overshoot. From the previous equation, 
the maximum speed of approach to the target can be expressed in terms of 
the residual error |∆θ |. The function ωM = fp(|∆θ |) in Eq. 6.24 is obtained 
from Eq. 6.23 and corresponds in full to Eq. 5.40, derived in the previous 
chapter, when discussing the PD controller. Eq. 6.24 gives the functional 
speed limit to be respected and built into the control structure in order to 
prevent the overshoots, nonlinear oscillations, and instability encountered 
with large input disturbances.  

( )
J

T
fp MAX

M

θ
θω

∆
=∆=

2
 (6.24)

In addition to the speed limit in the previous equation, the limit |ω| ≤ 
ωMAX has to be implemented as well: that is, the system limit ωMAX must not 
be exceeded, for reasons explained in the previous chapters. On the other 
hand, the speed transients increase with the amplitude of the input distur-
bance. For large reference steps and in the cases when the system tracks the 
reference profiles θ *(t) with a large rate of change, the speed of the system 
may exceed the limit. To prevent this from happening, the structure of the 
PID controller must be modified. As in the block diagram in Fig. 5.17, a 
nonlinear block has to be entered into the direct path of the controller, 
thereby ensuring that the constraint |ω| ≤  fp (|∆θ |) ≤ ωMAX is met under all 
conditions. With the PD controller (Fig. 5.17), it is sufficient to replace the 
proportional gain block KP by a nonlinear function fx(∆θ), given in Eq. 
5.41 and explained in Fig. 5.16. Due to the presence of integral action 
within the PID controller, the implementation of the functional speed limit 
is more involved, as described in subsequent sections.   

6.6.1 The maximum speed in linear operating mode  

While input disturbances are small, the PID controller operates in linear 
mode, where the system limits ωMAX and TMAX are not reached. With large 
reference steps, the torque and/or speed reach the limits, and the system 
operates in nonlinear mode. The nonlinear speed limit in Eq. 6.24 must be 
applied in order to preserve the aperiodic nature of the response. It is of in-
terest to distinguish between the two operating modes and to identify the 

provided that the remaining path ∆θ = θ  – θ is at least Jω /2 /T
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characteristic values of the tracking error ∆θ(max) and  speed ω(max) delimit-
ing the linear and nonlinear modes. With the tracking errors |∆θ | ≤ ∆θ(max) 
and with speed transients |ω| ≤ ω(max), the nonlinear mechanisms, such as 
the limiters, are inactive. In such conditions, the linear PID controller is 
capable of providing an aperiodic response without an overshoot.  

In the block diagram of a linear PID controller in Fig. 6.1, the signal ∆y1 
represents the sum of the increments of the proportional and integral action:  

( ) ( ) ( )( )nnFBPFBIn KKKKy θθθ −−∆=∆ ++ 111 . 

Given the speed ω, the change in the output position within the sampling 
interval is obtained as 

( ) ( )( ) ( ) Tnnn 11 ++ ≈− ωθθ . 

The increment ∆y1 is now calculated as 

( ) ( ) TKKKKy nFBPFBIn 111 ++ −∆≈∆ ωθ . (6.25)

With the aim of determining the values ∆θ(max) and ω(max), it is important 
to consider the traces given in Fig. 6.6 for the PID controller operating in 
linear mode. Within the step response, the speed peaks after 3–4 T. At this 
point, the output position ascends linearly. With the speed transient reach-
ing the maximum, the speed changes observed at the same instant are rela-
tively small. Since the signal y1 represents the internal speed reference, its 
change ∆y1 is expected to be close to zero. If we introduce ∆y1 = 0 in Eq. 
6.25, the peak value ω(max) can be calculated and given in Eq. 6.26. The er-
ror ∆θ corresponds to the position error observed at the instant when the 
speed ω reaches the maximum ω(max).  

( ) TK
K

P

I θω ∆
≈max  (6.26)

The proportion between the speed transient ω(max) and the position error 
∆θ , given in the previous equation, is an expected behavior of a linear sys-
tem. An increase in the input disturbance enlarges both the speed and the 
output error. At a certain point, the speed ω(max) reaches the limit fp (|∆θ |). 
A further increase in the disturbance amplitude results in speed peaks ex-
ceeding the braking limit in Eq. 6.24. With higher speeds, the braking 
torque Tem = –TMAX  is incapable of decelerating and arresting the system 
prior to the output position reaching the target. Therefore, it is concluded 
that the condition ω(max) = fp (|∆θ |) delimits both the linear and nonlinear 
operating modes. The error ∆θ(max) obtained by solving ω(max) = fp (|∆θ |) 
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represents the largest error attainable in the linear operating mode. This 
value corresponds to the intersection of the square root function in Eq. 6.24 
with the straight line of Eq. 6.26 in the phase plane, with ∆θ  and ω on the 
horizontal and vertical axis, respectively.  
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The value of ∆θ(max), obtained in the previous formula, represents the 
largest position error the system can withstand without entering nonlinear 
modes. To gain insight into the practical values of such an error, consider 
the parameter setting suggested in Eq. 6.20, with the ratio KP /KI ≈ 10, and 
with ∆θ(max) ≈ 200TMAXT 2/J. This value represents the change in the output 
position of the system which departs from standstill and accelerates with 
Tem = TMAX over 20 sampling periods. Hence, most position-controlled sys-
tems would move by ∆θ(max) in 5–20 ms. In other words, the value of the 
position error that delimits the linear and nonlinear operating modes is rela-
tively small.  

From Eq. 6.26, the maximum speed at the border between linear and 
nonlinear modes is obtained as  

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

I

PMAX

K
TK

J
T2

maxω . (6.28)

With an optimized parameter setting, the speed ω(max) is obtained in 20 
sampling periods, departing from the standstill and accelerating with the 
maximum rate available.  

In a practical position-controlled system, the values of ∆θ(max) and ω(max) 
are relatively small. Consider the system where the top speed of ωMAX = 
100π rad/s (3000 rpm) is reached in 250 ms. Then, the peak acceleration is 
amax=TMAX/J  = 1256.6 rad/s2. With a sampling time of T = 500 µs, the tran-
sition between linear and nonlinear operating modes is delimited by the 
speed transient ω(max) = 12.566 rad/s (120 rpm) and the error amplitude of 
∆θ(max) = 0.063 rad. Recall that the linear PID controller in Fig. 6.1 provides 
a stable, aperiodic response only in cases where the speed and position 
transients stay below ∆θ(max) and ω(max). Due to very low values of such 
transients, any attempt to use the linear PID controller is limited to excep-
tionally low speeds and extremely low position steps. Therefore, it is 
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straint |ω| ≤  fp (|∆θ |), given in Eq. 6.24.  
In the course of installing and testing, a motion-control system is con-

trolled manually by running individual axes (motors) in the speed control 
mode. In each axis, the motion is initiated in the direct or reverse direction 
by pressing appropriate buttons on the control panel. Such an operating 
mode is frequently referred to as jog. The speed reference issued is close to 
the value of ω(max), given in Eq. 6.28.  

6.6.2 Enhancing the PID controller with nonlinear action 

A linear PID controller needs to be modified to ensure that the speed of 
motion during transients does not exceed the limit |ω| ≤  fp (|∆θ |) ≤ ωMAX. 
Similar modification is done with the PD controller, given in Fig. 5.17, 
where the proportional gain block KP is replaced by a nonlinear function 
fx(∆θ). Given in Eq. 5.41 and explained in Fig. 5.16, the nonlinear speed 
limit ensures that the speed of approach to the target position does not ex-
ceed the functional limit fx(∆θ), calculated from the braking distance ∆θ . 
The value of  fx(|∆θ |) corresponds to fp(|∆θ |), obtained in Eq. 6.24. With  
|ω| ≤  fp (|∆θ |), the braking torque –TMAX  is sufficient to decelerate the sys-
tem before the output position reaches and overshoots the target.  

Within the PID controller in Fig. 6.1, the derivative action y2(n), obtained 
at the sampling instant t = nT, is KFBKD(θ(n) – θ(n-1)). If the speed changes 
during the interval [(n — 1)T .. nT] are small, the sample y2(n) is proportional 
to the speed ω(n), y2(n) ≈ KFBKDω(n)T. Hence, the control object with a torque 
actuator and a minor control loop, comprising the derivative action, repre-
sents a local speed controller, with the signal y2 as the feedback and y1 as 
the speed reference. If the closed-loop gain of such a speed controller is 
sufficiently high, the error ∆y would be small: |∆y| = |y1 − y2| ≤ |y2|. There-
fore, the speed of the system is determined by ω  ≈ y1/(KFBKDT ). Conse-
quently, the functional speed limit fp(|∆θ |) can be applied by restricting the 
amplitude of y1 to KFBKDT fp(|∆θ |). 

In Fig. 6.1, y1 is obtained at the output of the integrator INT, which sums 
the increments in proportional and integral actions (∆y1). Implementation 
of the speed limit |y1| ≤ KFBKDT fp(|∆θ |) has to be performed in such a way 
that the integrator INT does not wind up while the signal y1 remains at the 
limit. In other words, when the speed is to be restricted to the path-
dependent limit fp (|∆θ |), the content of the integrator has to be modified 
in order to prevent an uncontainable increase in its value (i.e., the wind-up). 

necessary to modify the controller structure and add the nonlinear speed con-
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In Fig. 6.13, a limiter is merged with an integrator in a way that prevents 
the wind-up phenomenon. The output of the integrator y(n) is stored in the 
block MEM, providing the past value y(n–1) at the output. The summing 
junction S1 adds the increment ∆y(n) to the past value y(n–1) and feeds the 
sum ∆y(n) + y(n–1) to the limiter. In cases when the variable y does not reach 
the limit, the signal ∆y(n) + y(n–1) passes through the limiter and provides the 
next sample. The solution given in Fig. 6.13 operates on the same princi-
ples as the discrete-time integrator D2 in Fig. 4.25, presenting the incre-
mental implementation of the digital speed controller.    

The limiter in that previous figure has to ensure that the signal y1 does 
not exceed the value KFBKDT fp (|∆θ |). At the same time, it is necessary to 
make sure that the maximum permissible speed ωMAX of the system is not 
exceeded as well. Therefore, whatever the value of fp (|∆θ |), it is necessary 
to ensure that |y1| ≤ KFBKDT ωMAX. Both speed limits are given in Fig. 6.14. 
With the position error ∆θ  on the abscissa and the speed on the ordinate 
axis, the diagram represents a phase plane. Any state (ω, ∆θ) outside the 
permissible region results in an overshoot, caused by an insufficient brak-
ing torque. Hence, the internal speed reference y1/(KFBKDT ) has to stay be-
low the square root limit fp, respecting, at the same time, the system limit 
of ωMAX.  

 
Fig. 6.13.   Limiting the output of the integrator in a way that prevents the wind-up 

phenomenon.  

In Fig. 6.15, a solution of a saturable discrete-time integrator is given, 
restricting the output y1(n) to the permissible region, as defined in Fig. 6.14. 
The block MEM stores the past value of the output and provides the sample 
y1(n–1). The input of the block receives the value of y1(n), already processed 
through the limiter. In such a way, the absolute value of y1(n)/(KFBKDT ) 
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does not exceed the system limit ωMAX, nor does it exceed the functional 
limit fp(|∆θ |). At each sampling instant, the increment ∆y1(n) is added to the 
past value y1(n-1). The junction S1 in Fig. 6.15 provides the temporary sum 
y*. The sign of y* is preserved, while the amplitude is processed through 
the limiter, designated as MIN in the figure. The limiter receives three val-
ues: x1 = |y*|, x2 = KFBKDT fp(|∆θ |), and x3 = KFBKDTωMAX. The output |y1(n)| 
is obtained as the smallest of x1, x2, and x3. The new sample of  y1(n) is ob-
tained by attributing the sign of y* to the output of the limiter. Further to 
the right in the figure, the derivative feedback y2 is subtracted in S2. 

 
 

 
Fig. 6.14.   Permissible operating region in the phase plane. In order to avoid the 

overshoots caused by an insufficient braking torque, the internal speed 
reference y1/(KFBKDT ) must stay below the square root limit fp.  

A complete block diagram of the PID position controller comprising the 
nonlinear speed limit is given in Fig. 6.16. Essentially, the structure is ob-
tained by replacing the discrete-time integrator INT of the linear controller 
(Fig. 6.1) with the saturable integrator, specified in Fig. 6.15. With the sig-
nal y! assuming the role of the internal speed reference, the speed of the 
system approaching the target position will be limited according to Eq. 
6.24. Therefore, a well-timed braking interval brings the system to a halt 
prior to exceeding the target. The nonlinear speed limit fp (|∆θ |) depends on 
the torque limit TMAX. The higher the peak braking torque, the larger the 
admissible speed for the given braking distance ∆θ.   

 
 



238      6 The Position Controller with Integral Action 

 
 

Fig. 6.15.   A solution of a saturable discrete-time integrator, introduced in Fig. 
6.13, comprising the nonlinear functional speed limit fp (|∆θ |) and re-
stricting the motion of the system to the permissible region, as defined 
in Fig. 6.14.  
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Fig. 6.16.  The discrete time PID position controller with a nonlinear speed con-
straint. The block INT in Fig. 6.1 is replaced by the saturable discrete-
time integrator, detailed in Fig. 6.15. With this controller, the motion 
of the system is restricted to the permissible region in Fig. 6.14.  
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The structure in Fig. 6.15 is designed to restrict the motion of the system 
to the permissible region of the phase plane (the ∆θ – ω plane in Fig. 6.14). 
Timely braking and the aperiodic nature of the large step response are 
achieved, provided that the actual speed remains below the square root 
limit specified in Eq. 6.24. While the mechanism in Fig. 6.15 restricts the 
internal speed reference y1 to the prescribed region of the phase plane, the 

y1 2

Section 5.8.3. The steady-state value of ∆y is proportional to the driving 
torque and inversely proportional to the closed-loop gain. During tran-
sients, the actual speed is lagging behind the reference y1 due to a finite 
response time of the local speed controller. Therefore, in cases when the 
speed exceeds ω(max) (Eq. 6.28) and the system enters nonlinear mode, the squ-
are root speed limit fp(|∆θ |)| has to be reduced in proportion to the torque 
reference. At the same time, in order to account for the speed ω falling be-
hind the reference y1, the speed limit has to be reduced slightly. In further 
developments, the limit fp (|∆θ |) is multiplied by the scaling coefficient of 
KS = 0.98 (refer to Eq. 5.42 in the previous chapter). It is worthwile to re-
call the implementation details described and simulated in Section 5.9 for 
the PD position controller.    

6.6.3 Evaluation of the nonlinear PID controller 

The position controller with a nonlinear speed limit is verified by means of 
computer simulation. The Simulink model of the position-controlled sys-
tem is derived from the block diagram given in Fig. 6.16. The previous 
model of the linear discrete-time PID position controller (Fig. 6.5) is ex-
tended by introducing an appropriate model of the saturable integrator (Fig. 
6.15). A complete model of the position-controlled system with a nonlinear 
speed limit is given in Fig. 6.17. Within the model, dedicated source blocks 
provide the position reference step and the load step. The control object is 
modeled as WP(s) = 1/Js 2, assuming that the friction torque is negligible. 
The torque actuator is modeled as the limiter, providing the driving torque 
|Tem| ≤ TMAX. The output position, speed, and torque are stored in corre-
sponding blocks for further analysis and plotting. Within the subsequent 
simulation runs, the system parameters are set to KM = 1, TMAX = 10 Nm, 
KFB = 1, T = 1 ms, J = 0.01 kgm2, and ωMAX = 100 rad/s. The feedback 
gains are set according to the design rule in Eq. 6.20. 

The subsystem with the saturable integrator receives the error signal, 
torque reference, and increment ∆y1, providing, at the same time, the output  

actual speed of motion may go beyond the limit due to a finite error ∆y = 
– y . The imperfection of the internal speed controller is discussed in 
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Fig. 6.17.   Simulink model of the position-controlled system with a nonlinear PID 

position controller. The saturable integrator, providing y1, is given in 
Fig. 6.18.   

signal y1. The corresponding subsystem is detailed in Fig. 6.18. The sub-
system is based on the structure given in Fig. 6.15. Within the structure, the 
path-dependent speed limit x2 is slightly changed due to imperfections of 
the internal speed controller. The limit fp (∆θ), obtained from the block FP  
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in Fig. 6.15. The square root speed limit fp(Δθ ) (block FP) is modified 
as suggested in Eq. 5.43. The absolute value of the driving torque 
(block Abs1) is subtracted (block S2) from the limit. The signal x2 is 
scaled down with KS = 0.98 (block KS) and lower bounded in accor-
dance with ω(max) in Eq. 6.28) (block LIMITER). The output of the 
subsystem (right) is the internal speed reference y1.  

Simulink subsystem implementing the saturable integration, designed Fig. 6.18.  
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in Fig. 6.18, is scaled down by the factor KS = 0.98. The absolute value of 
the torque reference is obtained from the block Abs1 and subtracted from 
x2. The limiter suppresses the eventual negative values of x2 and ensures 
that x2 > x2min = KDKFBTω(max). The speed ω(max), obtained in Eq. 6.28, repre-
sents the boundary between the linear and nonlinear operating modes.  

In Fig. 6.19, the simulation traces of the output position, driving torque, 
and speed are given. The responses are obtained for a large reference step, 
driving the system into nonlinear mode and reaching both the speed and 
torque limits. The speed of motion reaches the system limit ωMAX, while the 
torque actuator provides the peak TMAX in both acceleration and braking. 
The speed (middle trace) increases with a constant slope and reaches the 
maximum permissible value. While the speed is at the limit, the output po-
sition (bottom trace) rises linearly. The linear change in the output position 
ends at the instant tx, when the driving torque assumes the value of Tem= 
TMAX, commencing the braking interval. The braking starts when the path-
dependent speed limit fp(∆θ ) in Eq. 6.24 reduces to ωMAX  and becomes 
equal to the running speed. At the instant tx, the speed and remaining path 
are ω(tx) = ωMAX and ∆θ (tx) = JωMAX

2/2/TMAX, respectively. Note that a lin-
ear position controller, such as the one in Fig. 6.1, does not start braking at 
t = tx. With ∆θ (tx) » 0, it keeps providing y1 > y2 and Tem(tx) > 0, fails to de-
celerate, and overshoots the target (Fig. 6.11). With a nonlinear PID con-
troller, y1 (tx) is derived from the structure in Fig. 6.18. With y1(tx) < y2(tx), 
the torque becomes negative and reaches –TMAX.  

Within the interval [tx..ty] in Fig. 6.19, the braking torque is constant, the 
speed reduces linearly, and the slope of the output position decreases as it 
approaches the target. In this phase, the system slides along the square root 
boundary of the permissible region of the phase plane (Fig. 6.14). When 
the speed drops below ω(max) (Eq. 6.28) and with ∆θ  < ∆θ (max) (Eq. 6.27), 
the system returns to linear mode, where none of the limiters included in 
Fig. 6.15 is active, resulting in | y1(n)| = x1 and y1(n) = y*. Thereafter, the 
torque, speed and position errors decay aperiodically, and the system enters 
the steady state. While decelerating, the torque does not exhibit further sign 
changes, reducing, in this way, the effects of imperfections in transmission 
elements, such as the backlash. The torque, speed, and position transients 
obtained in Fig. 6.19 represent the fastest possible transition from the initial 
to the final position, considering the speed and torque constraints ωMAX and 
TMAX . 

While the torque pulse encountered during acceleration is rectangular, 
the braking pulse slightly differs. Prior to reaching the target position, the 
braking torque briefly departs from TMAX and exhibits two relatively small 
glitches (ty in Fig. 6.19). The effect is related to the implementation of the 

 –

 –
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saturable integrator with the nonlinear speed limit (Fig. 6.18). The ampli-
tude of y1 is obtained at the output of the block MIN, as the smallest of the 
three inputs (x1, x2, x3). At the instants when the block switches between 
the inputs, the first derivative of the internal speed reference y1 exhibits 
abrupt changes, reflected in the driving torque waveform given in Fig. 
6.19. As shown in the phase plane in Fig. 6.14, one of the discontinuities 
occurs when the system abandons the square root boundary and enters lin-

ω  < ∆ω (max)
blocks of the model in Fig. 6.18 affects the torque waveform and alters the 
amplitude and form of the torque pulses. Note that the position controller 
designed in this section cannot provide a fully rectangular braking pulse. In 
its final stage, the system enters the linear operating mode, where the brak-
ing torque exponentially decays, according to the strictly aperiodic nature 
of the closed-loop poles.                

 

Fig. 6.19.     Simulation traces of the output position and driving torque obtained for 
a large reference step, driving the system into nonlinear mode and 
making it reach both the speed and torque limits. The model with the 
PID position controller comprising the nonlinear speed limit is given in 
Fig. 6.17 and Fig. 6.18.     

 

ear mode with ∆ . Parameter change in the KS and LIMITER 
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Fig. 6.20.   The previous simulation run, given in Fig. 6.19, is repeated without 
compensating for the speed error of the internal speed controller. With 
reference to Fig. 6.18, blocks S2 and LIMITER are removed, the sig-
nal x2 is fed from the KS output to the MIN input, and the scaling coef-

S 1 2

position can be inferred from the speed and torque waveforms. 

It is of interest to investigate the impact of the internal speed controller 
imperfection on the large step response. In the previous simulation run, 
these were compensated for by subtracting the torque signal (block Abs1) 
from x2 in Fig. 6.18, and by scaling down the square root speed limit fp by 
KS = 0.98. The same simulation is then repeated, this time omitting the 
changes and implementing the saturable integrator as originally designed in 
Fig. 6.15. The Simulink subsystem in Fig. 6.18 is edited by removing 
blocks S2 and LIMITER, and feeding x2 straight from the KS output to the 
MIN input. At the same time, the scaling coefficient is set to KS = 1. The 
simulation results are given in Fig. 6.20. While in the braking phase, the ac-
tual running speed exceeds the square root limit fp (∆θ), resulting in an 
overshoot. The excess speed is caused by the static error and a limited 
bandwidth of the internal speed controller. Due to a finite error ∆y = y1 – y2, 

position is not obvious in Fig. 6.20, since it is much smaller than the posi-
tion step. It can be inferred from the speed and torque waveforms. 

exceeds the braking limit fp(∆θ ) (Eq. 6.24). The overshoot in the output 
ficient is set to K  = 1. Due to a finite error ∆y = y  – y , the speed 

the speed exceeds the braking limit fp(∆θ). The overshoot in the output 
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6.7 Experimental verification of the nonlinear PID 
controller 

The discrete-time PID position controller, given in Fig. 6.16 with a nonlin-
ear speed limiter and implemented in Fig. 6.15, is now verified in an ex-
perimental setup. A set of experimental runs is performed, including the 
load step, small reference step, and large reference steps, driving the speed 
and torque to their limits and activating the nonlinear control law.  

 

 

Fig. 6.21.   Experimental traces of the driving torque and the position obtained for 
the step change in the load torque. The system is controlled by the PID 
controller with the nonlinear speed limiter (Fig. 6.16). 

The experimental setup has been detailed in the previous chapter and is 
similar to the one described in Chapter 4. A four-pole, 1 HP induction mo-
tor is supplied from a CRPWM inverter and attached to an incremental en-
coder with 1250 pulses per revolution. The IFOC algorithm provides the 
driving torque response time of 250 µs. With the sampling time of T = 
10 ms, delays in the torque actuator are considered to be negligible. The 

the motor, the load, and the inertial disk amounts 
J = 0.032 kgm2. The peak torque capability of the torque actuator is deter-
mined by the inverter peak current and amounts to TMAX = 13.6 Nm. The 
maximum permissible speed is ωMAX = ωnom = 145 rad/s. Control structures 

motor is coupled to an inertial load. The equivalent inertia of the sys- 
tem comprising 
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are implemented on a 16-bit fixed-point DSP platform and given in Ap-
pendix 1 and Appendix 2 of this book. The traces given in the subsequent 
figures are obtained by writing the digital words corresponding to the rele-
vant torque and position samples on dedicated D/A converters and feeding 
their analog outputs to the oscilloscope. 

The experimental traces plotted in Fig. 6.21 are obtained as the system 
response to the step change in the load torque. The PID controller with the 
nonlinear speed limiter is applied (Fig. 6.16). The load torque is changed 
from TL(0—) = –6.8 Nm to TL(0+) = 0 Nm. For practical reasons, load re-
moval is applied instead of the load step, in order to achieve a change in the 
load torque resembling a Heaviside step. In approximately 15 T, the PID 
position controller suppresses the error and the output position returns to 
the reference. Hence, the presence of the load torque does not produce a 
position error in steady-state conditions. 

In Fig. 6.22, the experiment is repeated with the PD position controller 
designed and described in Chapter 5 (Fig. 5.17). Following the load step, 
the PD controller provides the driving torque that counterbalances the load, 
preventing a further position drop and bringing the system to steady state. 
In the absence of integral action, the load step produces an error in the out-
put position. The error is proportional to the load torque. The steady-state 
ratio TLOAD / ∆θ , known as the stiffness coefficient, is given in Eq. 5.18. and 
Eq. 5.27.      

The experimental traces of the driving torque and position, obtained with 
the PID controller for a small reference step, are shown in Fig. 6.23. With 

tion is reached and the system enters steady state. The torque and position 
transients are strictly aperiodic. For the reference steps inferior to ∆θ(max) 
(Eq. 6.27), the system remains in linear mode, with |Tem| ≤ TMAX. While in 
linear mode, the speed does not exceed the threshold ω(max) (Eq. 6.28) des-
ignating the boundary between linear and nonlinear modes. In such condi-
tions, the rise time and character of the step response does not change with 
the amplitude of the input disturbance.  

In Fig. 6.24, the experimental traces are given for a large reference step. 
In less than 5 s, the output position changes by 500 rad. The system is con-
trolled by the PID controller with the nonlinear speed limiter, as shown in 
Fig. 6.16. The driving torque reaches the limit TMAX during acceleration and 
in the braking phase. The speed reaches the limit ωMAX and remains in the 

 

the step of 0.62 rad, the driving torque does not enter the limits and the system
operates in linear mode. Within 15 sampling periods, the target posi-

limit for most of the transient, resulting in a linear change in the output 
position.  
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Fig. 6.22.   The load step response obtained with the PD position controller de-
signed in Chapter 5 and given in Fig. 5.17. Other settings are the same 
as in the previous experiment.  

 

small step change in the position reference. The system is controlled 
by the PID controller with a nonlinear speed limiter (Fig. 6.16). 

Fig. 6.23.    Experimental traces of the driving torque and position obtained for  a 
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While running at a constant speed of ω = ωMAX, the driving torque is 
rather small. With the load torque of TL = 0, the driving torque Tem counter-
balances a relatively small friction. In this phase, it is interesting to note the 
torque pulsations, caused by the quantization effects and the motor imper-
fections. At the end of the constant speed phase, the square root speed limit 
is activated, and the system enters the braking phase, where the maximum 
available deceleration of dω/dt = –TMAX/J is applied in order to reduce the 
speed and stop the system prior to exceeding the target.  

 

 

Fig. 6.24.   Experimental traces of the driving torque and position obtained for  a 
large step change in the position reference. The system is controlled by 
the PID controller with nonlinear speed limiter (Fig. 6.16). The speed 
and torque reach their limits, and the system operates in nonlinear 
mode.  

If we compare the simulation traces in Fig. 6.19 with the experimental 
results in Fig. 6.24, slight differences are perceived and will be discussed. 
The simulation trace of the driving torque comprises the acceleration and 
braking pulses of the driving torque that are of the same width. The braking 
pulse in the experimental waveform is narrower. While the simulation 
model (Fig. 6.17) does not take into account any motion resistance and as-
sumes that the control object is modeled as WP(s) = 1/Js2, the friction 
torque TF in the experimental setup reduces the acceleration to dω/dt = 
+TMAX /J – TF /J and helps the braking (dω/dt  = –TMAX/J TF /J ). As shown –
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by the braking pulse of the driving torque in Fig. 6.24, the notch where the 
braking torque deviates from TMAX is more pronounced than in Fig. 6.19. 
This is because of a finite-wordlength, C-coded, real-time implementation 
of the saturable integrator with the square root speed limit given in Fig. 
6.15 and Fig. 6.18.    

It is worthwile to note that the torque and position responses given in 
Fig. 6.24 represent the fastest possible transition from the initial to the final 
position, given the speed and torque limits of the actual system. Both in ac-
celeration and braking, the peak torque TMAX is used, thereby getting the 
most out of the torque actuator. In between, the system runs towards the 
target at the maximum permissible speed. Hence, the system resources are 
used up to their limits, and the position change cannot be effectuated any 
faster than in Fig. 6.24. With the parameter setting given in Eq. 6.20 and 
the nonlinear control law in Fig. 6.15, the output position reaches the target 
with no overshoot.  

Problems 

P6.1 
Consider the position-controlled system in Fig. 6.1, comprising the PID po-
sition controller and its simplified representation, as given in Fig. 6.2. As-

 = 
2

calculate the pulse transfer function WLS(z) = θ(z)/TL (z). Use the Matlab 
dstep command to obtain the load step response. Compare the result to the 
traces obtained in solution S5.4 of the problem P5.4 in Chapter 5.  
 
P6.2 
For the system described in the previous problem, derive the closed-loop 
transfer function WSS(z) = θ(z)/θ *(z), and obtain the output position re-
sponse to the step change of the reference. Estimate the speed and the driv-
ing torque traces by calculating the derivatives of the output position. 
Compare the rise time to the result obtained in P5.6/S5.6.  
 
P6.3 
For the system described in the previous problem, calculate the closed-loop 
zeros and poles in the z-domain, and find their equivalents in the s-domain.  
 
 
 

–

suming that the normalized feedback gains are set to d = 0.2, p = 0.05, and i 
0.005, and that the system parameters are J = 0.01 kgm  and T = 1 ms, 
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P6.4 
Consider the system described in P6.1. Assume that the normalized feed-
back gains are set according to Eq. 6.19,  d = 0.21609, p = 0.0516627, i = 
0.0052195. Obtain the output position response to the step change of the 
reference. Calculate the closed-loop poles.  
 
P6.5 
The characteristic polynomial fPID(z) of the system given in Fig. 6.2 is 
obtained in Eq. 6.11. Explain why the four closed-loop poles cannot be 
placed in an arbitrary way.  
 
P6.6 
Consider the closed loop system transfer function WSS (s):  

( ) n

p

SS
s

sW

⎟
⎟
⎠

⎞
⎜
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⎝
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+

=

ω
1

1
. 

BW SS( j2πfBW)| = 
p

width frequencies obtained with n = 3 and n = 4. Compare this ratio to 
fBW

PD/ fBW
PID, obtained in Fig. 6.4.  

 
P6.7 
Consider the Simulink model of the linear discrete-time PID position con-
troller, given in Fig. 6.5. The model takes into account a limited peak 
torque capability of the torque actuator. Assume that the load torque is 
equal to zero and that the position reference changes from 0 rad to 0.02 rad 
with an adjustable slope. The model is comprised within the file P6_7.mdl. 
Open the file by typing its name at the Matlab command prompt. Locate 
the block repeating sequence providing the position reference and note the 
parameter tx used to adjust the slope dθ*/dt = 0.02/tx. Run the model and 
observe the output position and the driving torque. Start with tx = 0.05 and 
decrease tx in small steps towards 0.01. Identify the maximum slope of the 
reference profile that provides the output position without an overshoot. 
Notice that the Matlab m-file P6_7cmd.m can be used to initialize the 
model parameters and plot the simulation traces. The search can be per-
formed by the command below. 
 
>> tx = 0.04;  % setting the desired value of tx 
>> P6_7cmd  % invoking the command file that plots the sim. traces 
 

Calculate the bandwidth frequency f  from the condition  |W
1/sqrt(2). Given the value of ω , calculate the ratio between the band-
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P6.8 
The system with the linear discrete-time PID position controller operates in 
linear mode, provided that the driving torque and speed do not reach the 
system limits TMAX and ωMAX.  With larger input and load disturbances, the 
system limits are reached and the system enters nonlinear operating mode. 
Given the system parameters KP,  KI,  T,  J,  and TMAX,  determine the larg-
est input step ∆θ∗ that does not drive the system into nonlinear mode.  
 
 



7 Trajectory Generation and Tracking  

 
In the majority of applications, position-controlled systems track predefined 
position reference profiles or trajectories. In this chapter, the tracking error is 
defined and expressed in terms of the reference profile derivatives and the posi-
tion controller gains. Computer simulations are used in order to explore the 
error reduction achieved by the proper shaping of the profile. The reference 
profile generation is described and explained. The trajectory generation prob-
lem is defined as devising the function that changes between the given points. 
The time derivatives of the function are to be restricted, and with higher-order 
derivatives preferably equal to zero. The analytical considerations and simula-
tion runs are included, relating the tracking error and the peak torque require-
ment to the profile time derivatives. In the closing section, interpolation of 
reference profiles is introduced, explained, and demonstrated.  

 

7.1 Tracking of ramp profiles with the PID position 
controller 

It is frequently required that position controlled systems track a position 
reference that has a ramp shape. In a system that tracks a reference profile 
with a constant slope dθ */dt, the speed of motion is constant. In this sec-
tion, the capability of the PID controller to track a constant-slope reference 
profile is analyzed. The tracking error is derived both analytically and from 
a Simulink model.  

It is found that the implementation of the proportional gain influences 
the controller capability to track ramp-shaped reference profiles. With the 
proportional gain in the feedback path (Fig. 6.2), the system tracks the ref-
erence ramp with an error. The tracking error is proportional to the speed 
and depends on the feedback gains. In cases when the proportional action 
of the controller resides in the direct path, the gain KP multiplies the error 
∆θ (Fig. 7.1). The analytical considerations and computer simulations in 
this section prove that such a controller is capable of tracking a ramp-shaped



254      7 Trajectory Generation and Tracking 

7.1.1 The steady-state error in tracking the ramp profile 

Consider the PID controller represented in Fig. 6.2. With the proportional 
and derivative action relocated in the feedback path, the closed-loop system 
transfer function WSS(z) = θ (z)/θ *(z) is derived in Eq.  6.10. The complex 

* * – 
WSS 

tion reference having a ramp shape with a constant slope dθ * /dt. If we as-
sume that the samples θ *(n) of the position reference increment by R* 
within each sampling period (i.e., R* = θ *(n + 1) – θ *(n)), the z-transform of 
the ramp-shaped reference profile θ *(n)
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From Eq. 6.10, the complex image ∆θ(z) is calculated as:  
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The steady-state tracking error ∆θ(∞) is found from the final value theo-
rem of the z-transform, expressed in Eq. 4.13. If we apply the final value 
theorem to the previous expression for ∆θ(z), the tracking error is found as  
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position profile without an error. Due to zeros in its closed-loop transfer 
function, the system with a PID controller, shown in Fig. 7.1, exhibits an
overshoot in the step response, notwithstanding the strictly aperiodic char-
racter of the transient phenomena.  

image of the tracking error is calculated as ∆θ(z) = θ (z) – θ (z) = θ (z) (1 
(z)). It is interesting to examine the steady-state tracking of the posi-

 = n  R can be found as  
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Hence, the error in tracking the ramp profile with the controller structure 
given in Fig. 6.2 is proportional to the slope R* (i.e., to the speed). It also 
depends on the ratio p/i between the normalized values of the proportional 
and integral gain. It is worth noting at this point that the tracking error in 
Eq. 7.2 corresponds to the criterion function Q, as defined in Eq. 6.17.  

At this point, the block diagram in Fig. 6.1 and its signals ∆y1, y1, y2, and 
y3 are going to be considered, in an attempt to establish the relation 
between the relocation of the proportional gain and the tracking error in 
Eq. 7.2. In the figure, the increment of the integral action KFB KI ∆θ = 
KFB KI (θ∗

(n) −θ(n−1)) and the increment in the proportional action –y3 = 
KFB KP (θ(n) −θ(n−1) 1

tion y2 = KFB KD (θ(n) −θ(n−1)) creates a feedback signal proportional to the 
speed ω = dθ/dt. The subsystem on the right in Fig. 6.1, comprising the de-
rivative action and the control object, constitutes a local speed controller, 
with y1 assuming the role of the speed reference and with the speed y2 = 
KFB KD (θ(n) −θ(n−1)).  

If the system tracks the reference profile θ *(n) = n  R*
 and the steady state 

is reached, the running speed ω has to be constant and equal to ω = R*/T. 
Therefore, the feedback signal y2 = KFB KD (θ(n) –θ(n − 1)) and the internal 
speed reference y1 have to be constant. In such a case, the increment ∆y1 
must be zero, leading to KFB KI ∆θ  – y3 = KFB KI ∆θ – KFB KP (θ(n) θ(n −1)) =  
0. With a constant speed ω, the position increments θ(n) – θ(n −1) are equal to 
ωT. From these results, the steady-state tracking error can be determined to 
be ∆θ = KP ωT /KI = KPR

*/KI.  This result is in accordance with Eq. 7.2.  
It will be shown that the tracking error disappears as the proportional ac-

tion is restored into the direct path. In this case, the contribution of the pro-
portional action to the driving torque is KFB KP ∆θ. The increment of such 
an action is calculated as KFB KP (∆θ(n) − ∆θ(n-1)). In the structure in Fig. 6.1, 

1

as KFB KI ∆θ(n)  + KFB KP (∆θ(n) − ∆θ(n-1)). In the steady state, 
∆θ(n) = ∆θ(n – 1) and ∆y1 = 0. Thus, the steady-state tracking error is obtained 
as ∆θ = 0. It is of interest to confirm this result by evaluating the closed-
loop system transfer function W +SS(z) = θ(z)/θ *(z), obtained with the PID 
controller that has the proportional action restored into the direct path. A 
simplified block diagram of such a system is given in Fig. 7.1. The integral 
and proportional control actions are located in the direct path, while the de-
rivative action remains in the feedback path. The gain KM of the torque ac-
tuator and the position sensor gain are assumed to be KFB = KM = 1. The 
closed-loop transfer function W +SS (z) of the system is given in Eq. 7.3.  

– ) are summed into the increment ∆y . The derivative ac-

and with the proportional action in the direct path, the increment ∆y  is 
obtained 

–
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Fig. 7.1.     Linear position controller with the proportional and integral gains in 

the direct path and with the derivative gain in the feedback path. It is 
assumed that the sensor gain KFB and the torque actuator gain KM are 
equal to one.  
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SS

merator of the transfer function W +SS (z) has one additional zero, z+ = 
p/(p+i). With an optimized setting of the feedback gains, z+ = 0.9096. 
Given the reference profile  θ *(n) = n  R*

 , the complex image of  the tracking 
error is derived in Eq. 7.4. In Eq. 7.5, the steady-state tracking error is ob-
tained as  ∆θ(∞) = 0. Hence, the position controller in Fig. 7.1 is capable of 
tracking the ramp-shaped reference profiles without a steady-state error, 
provided that the slope R* does not cause the system to exceed the system 
limit of ωMAX.   

Compared with W (z), given in Eq. 6.10, the polynomial in the nu-
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7.2 Computer simulation of the ramp-tracking PID 
controller 

The position controlled system with the PID controller is simulated in the 
ramp tracking mode. The driving torque and the output position traces are 
obtained for the case with the proportional action in the feedback path, as 
well as with the proportional action in the direct path. A simplified Simu-
link model of the linear discrete-time PID controller is given in Fig. 7.2. 
The model is based on the previous one, given in Fig. 6.5. The system pa-
rameters KFB and KM are set to one. At the same time, it is assumed that the 
ramp tracking task does not involve the system limits ωMAX and TMAX. 
Within the model, a dedicated switch can be used to replace the propor-
tional control action from the direct path into the feedback path. In the 
simulations to follow, the feedback gains are set in accordance with Eq. 
6.19.   

In Fig. 7.3, the simulation traces of the driving torque and the output po-
sition are given for the case when the reference trajectory has a relatively 
small slope dθ */dt. The configuration switch (Fig. 7.2) is placed in a posi-
tion where the proportional control action is placed in the feedback path. 
Within the interval denoted by C, the speed is constant, and the output po-
sition lags behind the reference with a constant tracking error ∆θ. In Fig. 
7.4, similar traces are given with the slope of the ramp profile θ *(t) dou-
bled with respect to the previous case. In accordance with Eq. 7.2, the 
tracking error observed in this figure is doubled as well.  

. 
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The simulation run presented in Fig. 7.5 is obtained with the propor-
tional gain replaced into the direct loop. The switch Relocate proportional 
action (Fig. 7.2) is placed in the upper position. Initially, the output posi-
tion stays behind the reference. In approximately 15–20 T, the tracking 
error decays and reaches zero. Hence, during the constant speed interval, 
the system tracks the reference ramp without an error.  
 

 
Fig. 7.2.     Simplified Simulink model of linear discrete-time PID position con-

troller. Parameters KFB and KM are assumed to be equal to one. The 
switch entitled Relocate proportional action  can be operated to replace 
the proportional control action from the direct path into the feedback 
path.  
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When the position reference stops increasing and settles at the target 
value (interval D), the output position exhibits an overshoot. The overshoot 
is present regardless of the strictly aperiodic character of the transient re-
sponse. As already discussed in the previous chapters, the overshoot origi-
nates from the closed-loop zeros.  

The closed-loop system transfer function W +SS (z), obtained with the 
proportional gain in the direct path, has one additional zero, z+ = p/(p +i ), 
giving rise to overshoots. In Sections 2.2.4, 4.6, and 5.3.2, it has been 
proved that the relocation of the control actions into the feedback path re-
moves the closed-loop zeros, suppressing, in this way, the overshoot in the 
step response. When the proportional gain is kept in the direct path (Fig. 
7.1), the output position in Fig. 7.5 goes beyond the setpoint. Within the in-
terval D in the same figure, the driving torque becomes negative and re-
duces the speed. When the position error becomes zero, the speed retains a 
small positive value and the output position overshoots the target. The ap-
plication of a negative torque lasts until instant D in Fig. 7.5, resulting in a 
brief interval with a negative speed, wherein the output position is pulled 
back toward the target. Eventually, the torque becomes positive and sup-
presses the negative speed. At the same time, the output error ∆θ decays 
exponentially.  

Although the transient response retains a strictly aperiodic nature, it is 
not acceptable in a number of cases, since overshooting the target position 
may cause collision and damage the tool or the work piece. In cases when 
the input changes in a stepwise manner, the overshoot in the output posi-
tion is even more emphasized. In Fig. 7.6, the transient response of the 
same system (Fig. 7.1) is given for a small step change in the reference 
position. Although the gains are set to provide real closed loop poles and a 
strictly aperiodic response, the output overshoots the target by 30%.  

The previous analysis indicates that the implementation of the propor-
tional control action has a decisive impact on the tracking error. With the 
action in the feedback path (Fig. 6.2), the output position reaches the set-
point without an overshoot, but it tracks ramp profiles with a finite error 
(Eq. 7.2). Relocation of the proportional action into the direct path (Fig. 
7.1), suppresses the tracking error (Eq. 7.5), but the output position over-
shoots the target (Fig. 7.4, Fig. 7.5). In most position-controlled systems, 
overshooting the target position is not acceptable. Therefore, it is important 
to discuss the options that may lead to error-free tracking of the ramp pro-
files, yet providing an output position response having no overshoots.  

 



260      7 Trajectory Generation and Tracking 

 
Fig. 7.3.     Simulation traces of the driving torque, the output position, and the 

reference profile obtained from the model in Fig. 7.2. The proportional 
action is located in the feedback path. The input disturbance θ * is a 
ramp function. During the constant speed interval (labeled C), the 
tracking error ∆θ is constant.    

 
Fig. 7.4.     Simulation traces of the driving torque, the output position, and the 

reference profile obtained from the model in Fig. 7.2. The slope of the 
ramp profile θ *(t) is doubled with respect to Fig. 7.3. Other settings 
retain the same value as in the previous case.  
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If we renounce the optimized setting of the feedback gains (Eq. 6.19), 
the step response of the system with KP gain in the direct path can be made 
slower, suppressing and eventually eliminating the overshoot. On the other 
hand, this decision will result in a significant decrease in the closed loop 
bandwidth, reducing as well the system capability to suppress the impact of  
load torque fluctuations on the output.  

The tracking error can be suppressed by means of the feedforward con-
trol action. The analysis in Section 2.2.8 proves that the errors in the sys-
tem output, obtained with a feedback controller, can be further reduced by 
devising feedforward compensation signals and adding these to the refer-
ence signals. In cases where the control object parameters are known and 
where the input reference profile is available prior to execution time, the 
changes in reference signals can be anticipated and applied to reduce or 
eliminate residual errors in the system output. The additional signals are re-
ferred to as the feedforward compensation signals.  

Consider the PID controller structure with KP gain in the feedback path 
(Fig. 6.2). The tracking error (Eq. 7.2) can be suppressed by introducing an 
additional signal, proportional to the slope R* of the ramp profile. In the 
block diagram in Fig. 6.1, in the steady-state tracking of the reference pro-
file θ *(n) = nR*, the summation point with ∆y1 at the output receives 
KFB KI ∆θ  and y3 = KFB KP (θ(n) −θ(n−1)) as inputs. In the steady state, ∆y1=0, 
and the signal y3 = KFB KPR

* contributes to the tracking error ∆θ  = KPR
*/KI. 

In order to suppress the error, the feedforward compensation signal yFB = 
KFB KPR

* has to be added to the summation point, resulting in KFB KI ∆θ  = 0. 

feedforward compensation can be calculated as yFB = KFB KP (θ *(n) – θ *(n – 1)). 
In other words, the feedforward compensation must be proportional to the 
first derivative of the reference position.  

Note at this point that this sample application of feedforward control 
suppresses the errors caused by the first derivative of the reference position 
and does not require knowledge of control object parameters, specifically, 
the equivalent inertia J. This outcome is due to the motion speed remaining 
constant during the ramp tracking, resulting in the absence of the accelera-
tion component (J dω/dt) in the driving torque. In cases where the reference 
profile comprises acceleration intervals with d2θ */dt 2

 ≠ 0, the feedforward 
compensation requires that changes in the equivalent inertia J be known in 
advance.  

 

In cases where the reference profile has a form other than the ramp, the 
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Fig. 7.5.     Simulation traces of the driving torque, the output position, and the ref-

erence profile obtained from the model in Fig. 7.2. The proportional 
action is restored into the direct feedback path. The input disturbance 
θ * is a ramp function. During the constant speed interval, the tracking 
error ∆θ  is equal to zero. When reaching the target (interval D), the 
output position exhibits an overshoot.  

 
Fig. 7.6.     Response to a small step in position reference obtained with the linear 

discrete-time position controller given in Fig. 7.1. Proportional and in-
tegral actions are placed in the direct path. The feedback gains are 
tuned to provide a strictly aperiodic response.  



7.2 Computer simulation of the ramp-tracking PID controller      263 

In cases where the feedforward compensation is not feasible, and where 
the overshoot in the output position (Fig. 7.5) is not acceptable, there is a 
possibility of adopting the PID structure with KP gain in the direct path 
(Fig. 7.1) and modifying the reference profile in a way that suppresses the 
overshoot. In Fig. 7.7, the Simulink model given in Fig. 7.2 is used to pro-
duce the simulation traces of the driving torque and position, obtained with 
a modified ramp profile and with the proportional control action placed in 
the direct path (Fig. 7.1). In the final stage of the ramp profile, prior to 
reaching the target position, the slope dθ */dt is gradually reduced. The 
overshoot in the output position is not eliminated completely; however, it is 
an order of magnitude smaller than the overshoot experienced with the 
same system at instant D in Fig. 7.5. It is concluded that the overshoot in 
the system output can be significantly reduced by the proper shaping of the 
reference profile.  

 
 

 
 

Fig. 7.7.     Reduction of the overshoot in the output position obtained with the PID 
controller with KP gain in the direct path. In its final stage, the ramp 
profile is modified. Compared with Fig. 7.5, the slope dθ */dt reduces 
as the reference approaches its steady state value. On the right in the 
figure, the output position overshoots the target by a small amount. 
The simulation traces are obtained from the Simulink model in Fig. 
7.2.  
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7.3 Generation of reference profiles 

In the previous section, the discussion focused on the capability of the PID 
controller to track changes in the reference position. The PID position con-
troller in Fig. 7.1 has the proportional and integral actions in the direct 
path, and it is capable of tracking the ramp-shaped position profile without 
an error in the steady state. In practical applications, the position reference 
rarely assumes the form of a Heaviside step or a ramp. In most cases, the 
function θ*(t) is composed from segments that are sinusoidal, parabolic, or 
expressed as a polynomial function of time. Hence, in most cases, the sec-
ond derivative of the position reference is not equal to zero. This causes the 
PID controller to operate with a tracking error. If we consider the PID con-

2 * 2 

With a parabolic reference profile θ*(t) = A*t 
2, the z-transform θ*(z) is 

found to be A*z2(z+1)/(z–1)3. The z-transform of f(t) = t 
2 can be derived by 

entering the lines given in Table 7.1  into the Matlab command prompt.  
 

Table 7.1.  The Matlab command sequence used to obtain the z-transform of the 
pulse train acquired by sampling the function f (t) = t 2. 

 
>>  syms t z      %  Declaring the time t and argument z as symbolic constants 
>>  ztrans(t*t)      %  Invoking the z-transformation  
 
From Eq. 7.4 and Eq. 7.5,  the complex image of the position error is 

found as  
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Hence, even with the proportional action restored in the direct path, as in 
Fig. 7.1, the PID controller cannot track a parabolic reference without an 
error. If we consider profiles with d3θ*/dt3 > 0 and apply the results given in 
Eq. 7.4 and Eq. 7.5, it is possible to prove that the reference tracking is 

reference.  
of the the output position is proportional to the second derivative d θ /dt

troller in Fig. 7.1, it is noteworthy to show that the steady-state error in
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B*t 3, the z-transform θ*(z) has the factor (z – 1)4 in the denominator, lead-
ing to ∆θ(∞) = ∞. It must be noted that the references with the third deriva-
tive strictly positive (d3θ*/dt 3 > 0) are not considered for use. Although the 
error ∆θ(∞) = ∞ is not to be expected, the PID controller will exhibit an in-
termittent error ∆θ  in tracking the reference profiles with sinusoidal or 
polynomial segments. The error amplitude |∆θ | depends on the closed-loop 
gains and the magnitude of higher-order derivatives of the profile θ*(t). 
Tracking errors may present a problem in both single-axis and multiaxis 
systems.   

7.3.1 Coordinated motion in multiaxis systems 

A motion-control system where the tool or the work piece has one degree 
of freedom is referred to as a single axis system. The motion consists of 
translation along one axis or revolution around a predefined rotation axis. 
A typical motion cycle  consists of moving the object from the initial posi-
tion θ(A) to the target θ(B). In most cases, the reference trajectory θ *(t) is 
provided, with θ *(tSTART) = θ(A) and θ *(tEND) = θ(B). The output position 

ence profiles involves position errors, (see the traces in Fig. 7.4) the error 
may be acceptable, provided that the output position does not overshoot the 
target. In a single-axis positioner, the error ∆θ = θ 

* – θ  does not drive the 
moving part away from the predefined path. Instead, it results in the at-
tainment of specific points on the trajectory, with a small delay.  

In cases where the motion of multiple axes is coordinated, the tracking 
error in one of the axes may cause collision or other undesired outcome. An 
example of single-axis positioning is the drill-carrying spindle with auto-
matic tool exchange. In order to approach the toolbox, deposit the tool, and 
seize a new one, the rotor has to assume the proper angular position. The 
motion of the rotor towards the desired position can tolerate the tracking er-
ror as long as the target position is reached accurately and in a timely fash-
ion. Another example of where the tracking error is sustainable is the drives 
that feed the work pieces into the work area of the production machine (i.e., 
under the tools). Similarly, when the drives are removing the work pieces 
after completion of the operation and are moving them towards storage, a 
certain error in tracking the reference profiles is acceptable in a number of 
cases. The motion of work pieces can be rotation (revolving tables) or 
translation (conveyers). Performance is measured in terms of the speed and 

*

is supposed to track the reference, presumably without an error. The respon-
ses given in Fig. 7.4 illustrate the case of a single-axis positioner tracking
the ramp profile with a finite tracking error. When the tracking of refer-

unstable, with a continuous increase in the tracking error ∆θ. With θ (t ) = 
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precision in assuming the target position, while accuracy in tracking the 
reference profiles is of lower importance.  

In multiaxis drives, the moving part follows the reference trajectory in 
space, thus requiring synchronized motion of several servo motors. In the 
case where the moving object has to be positioned in the x-y-z coordinate 
system, the reference trajectory is given by [x*(t), y*(t), z*(t)]. In cases 
when the three servo motors track their references with finite errors ∆x, 
∆y, and ∆z, the moving object location is defined by the coordinates [x*-
∆x, y*-∆y, z*-∆z]. Depending on the tracking error, the object drifts away 
from the predefined path [x*, y*, z*] to a smaller or larger extent. In some 
cases, the moving part may collide with an obstacle. Delays in tracking 
the profile may result in the part reaching undesired positions and collid-
ing with other elements and supports. When the moving object is a tool, 
the tracking error impairs the accuracy and quality of generating the 
work-piece surface. Therefore, deviation from the reference trajectory has 
to be suppressed in order to avoid damage to the work-piece.  

An example of a multiaxis system is the plotter. Attached to the com-
puter, the plotter moves the pen in the x-y plane, providing y = f (x) curves 
plotted on the paper. The position of the pen is controlled by two electric 
motors, controlling the motion in the x and y direction. The motion must be 
coordinated in order to provide the proper shapes y = f (x). Consider a plot-

*
0 R

*
0 0

and Y0 are the coordinates of its center. The two degrees of motion have to 
be coordinated. In cases when the axis x tracks the reference x*(t) with a 
delay, the resulting figure will be distorted: instead of a circle, an ellipse. 
An illustration of such a case can be obtained by entering the sequence of 
commands in Table 7.2 at the Matlab command prompt. 

Table 7.2.  The Matlab command sequence used to evaluate the effects of delays in 
tracking the reference profile in two-axis x–y positioning systems.   

  >> t=[1:1000];  delay = 0.5;     % Consider a time span of 1:1000; initialize delay 
  >> y = cos(2*pi*t/1000);         % y-axis follows trajectory with no delay  
  >> x = sin(2*pi*t/1000-delay);  % x-axis tracks the reference with a certain delay 
  >> plot(x,y)          % Plot the figure 
 

Industrial manipulators and robots used in automotive, metal forming, 
wood, glass, plastics, and other production lines involve a number of mo-
tors, which are required to perform coordinated motion and track prede-
fined trajectories with the smallest inevitable tracking error. In Fig. 7.8, the 
effects of the tracking error on work piece quality are illustrated on a two-
axis system.   

ter drawing a circle: the two motors follow trajectories x (t) = X  + 
 sin(ωt) and y (t) = Y  + R cos(ωt), where R is the circle radius while X  
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Fig. 7.8.     The two-axis system is supposed to move the tool along the path A-B-
C, resulting in a rectangular work pattern on the work piece. Due to 
delays and errors in tracking the reference profile, the tool sweeps over 
the shaded area and damages the piece. The speed profiles are given on 
the right.  

It is assumed that the tool is moved in two-dimensional x-y space, pow-
ered by a pair of two servo motors controlling the position (x, y) and speed 
(dx/dt, dy/dt) in each axis. In Fig. 7.8, it is assumed that the objective is to 
move the tool along the path denoted by X in the figure, then stop at vertex 
B, and then proceed by following path Y. Provided that the position control 
is error free, the tool passes through points A, B, and C in the figure. Con-
sider the case when the coordinate x(t) tracks the reference x*(t) with an er-
ror, and observe the instant when the reference x* arrives at point B. Then 
the actual positioning of the tool may be delayed and found in the position 
A. At this time, the motion commences in axis y. Instead of moving over 
the path A-B-C, the tool departs from A and moves towards point C, cut-
ting through the shaded area in the Figure. Hence, the work piece is dam-
aged, as it does not assume the desired rectangular form.  

In order to prevent collision and damages, reference profiles are planned 
and coordinated in a way that reduces the tracking error. Smooth trajecto-
ries are obtained by controlling the amplitude of higher-order derivatives 
dnθ*/dt n. Regarding the first- and the second-order derivative, the con-
straints |Jd2θ∗/dt 2 | < TMAX  and |dθ∗/dt | < ωMAX have to be met, where TMAX 
and ωMAX represent the torque and speed limits of the system. In Eq. 7.6, it 
is shown that the tracking error obtained with a PID controller is propor-
tional to the second derivative of the reference profile. Moreover, the pres-

3 ∗ 3

reference profile can be described as devising the function θ *(t) that 

ence of a strictly positive third derivative d θ /dt  results in a permanent 
increase of the tracking error. For that reason, the task of generating the 
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satisfies the boundary conditions θ *(tSTART) = θ (A) and θ *(tEND) = θ (B), 
reaches the desired target θ(B) within the predefined time span, respects the 
system limits |Jd2θ∗/dt2| < TMAX  and |dθ∗/dt| < ωMAX, and keeps all the 
higher order derivatives dnθ∗/dtn down to their indispensable minimum. In 
cases when the motion starts from a standstill and has to stop at the target 
position, the reference profile must comply with dθ 

∗(tSTART)/dt = 0 and 
dθ 

∗(tEND)/dt = 0. Reference profile generation and some basic solutions are 
discussed in this section.  

7.3.2 Trajectories with trapezoidal speed change 

In the previous section, the ramp-shaped reference profiles were analyzed. 
Now consider the ramp θ *(t) that starts from θ (A), increases with a con-
stant slope, and stops in θ *(tEND) = θ (B). It is of interest to note that the 
constraint |Jd2θ∗/dt 

2| < TMAX is not met: at instants tSTART and tEND, the first 
derivative (the speed) changes instantly, while the second derivative (the 
torque) is infinite. Hence, whatever the controller structure and parameter 
setting, the ramp-shaped profiles cannot be tracked without a transient error 
in starting and stopping.  

In Fig. 7.9, the reference profile θ *(t) is obtained with a limited second-
order derivative. Along with the reference trajectory, given at the top of the 
figure, the first derivative dθ */dt = ω* is shown in the middle. The second 
derivative d2θ */dt 

2 = dω */dt = T*
em/J is given as the bottom trace, propor-

tional to the driving torque required for the system to track the reference 
L= 

em = J d2θ∗
 /dt 

2 would result  in  
θ(t) = θ 

*(t), provided that the initial conditions θ(0) =θ *(0) and ω(0) = ω*(0)  
are met. With the profile given in Fig. 7.9, the system accelerates with a 
constant acceleration (Tem /J ), reaches the top speed, runs at a constant speed 
towards the target, decelerates at a rate –Tem /J, reaches the target, and stops. 
The required driving torque has a pulse form: namely, at t = 0, it changes 
instantly from Tem(0−) = 0 to Tem(0+) = J d2θ∗

 /dt 
2. A similar change in the 

driving torque takes place at the end of the acceleration interval, as well as 
on the edges of the deceleration pulse. At instants where the torque exhibits 
sudden jumps, the third-order derivative of the reference profile assumes an 
infinite value. According to the findings in Eq. 7.6, the third-order deriva-
tive of the reference profile increases the tracking error. Additionally, sud-
den changes in the driving torque may give rise to mechanical resonance 
phenomena, explained briefly in the following section.  

 

profile. In a position-controlled system with negligible friction and with T  
0, the application of the driving torque T
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Fig. 7.9.     The reference profile with the second-order derivative Jd2θ */dt2, lim-
ited to TMAX. At instants where the torque exhibits sudden jumps, the 
third-order derivative of the reference profile assumes an infinite value.  

7.3.3 Abrupt torque changes and mechanical resonance 
problems 

The mechanical subsystem consists of a number of elements such as the 
motor, supports, and tools, coupled by means of mechanical transmission 
devices. The motor-tool coupling is considered to be rigid: any change of 
the rotor shaft position is assumed to have an immediate effect on the tool 
(load) position, in proportion to the transmission ratio of the mechanical 
coupling. This assumption appears to be unquestionable in cases when the 
rotor and load are connected by means of a short, rigid shaft. Even in such 
a case, it must be noted that the rotor and the load masses are connected by 
a flexible coupling. Although the shaft stiffness can be very high, it is fi-
nite, and it reduces as the shaft becomes longer and thinner. The two 
masses, with their elastical coupling, make a poorly damped resonant sub-
system, with the resonant frequency proportional to the shaft stiffness and 
inversely proportional to mass (inertia J ). An electrical dual of the two-
mass subsystem is the circuit with two capacitors connected by a series in-
ductance, wherein C corresponds to J while the inductance L is inversely 
proportional to the stiffness. Since a Heaviside step of the supply voltage 
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results in undamped oscillations within an LC circuit, the torque step, ap-
plied to either side of the shaft, introduces oscillations in the speed and po-
sition of the motor and load. Poorly damped oscillations in the speed and 
position at two distinct ends of an elastic shaft are referred to as the tor-
sional resonance. In most cases, the frequency of mechanical resonance ex-
ceeds several kHz and is properly damped by the internal friction of the 
coupling elements. In such cases, the resonance is neglected and treated as 
the unmodeled dynamics. The effects of mechanical resonance can be ob-
served when hitting an anvil. The hammer provides a sudden pulse of force 
exercised at the contact surface. The anvil is considered to be a system with 
elastically coupled distributed masses. With very rigid coupling between 
the ends of a solid steel anvil, the frequency of mechanical resonance is 
rather high. As a matter of fact, an audible reverberation of a rather high 
pitch can be experienced, lasting for several tens of seconds.  

The mechanical supports and transmission elements of motion-control 
systems all have a finite stiffness. Therefore, mechanical and torsional 
resonances are inevitable. With an increase in mass and inertia and with a 
lower stiffness, the resonant frequency may drop below 1 kHz and impair 
the response of the system. The energy required to set the resonant modes 
into oscillation is obtained from the torque. The oscillation amplitude depends 
on the spectral contents of the torque signal at the resonant frequency. A 
pulse-shaped torque with abrupt changes is rich in high-frequency compo-
nents. Since the reference profile in Fig. 7.9 requires instant changes in the 
driving torque, the servo system that is tracking such profiles provides a 
significant excitation to mechanical resonance modes. The spectral energy 
in the high-frequency range is reduced by smoothing the edges of the 
torque pulses. Hence, the resonant modes of an imperfect mechanical struc-
ture can be alleviated by devising position reference profiles that require 
smooth changes in the driving torque.  

The mechanical structure, supports, and transmission elements of contem-
porary motion-control systems have a finite stiffness. The requirement to 
reduce the weight and cost of mechanics results in lighter and more elastic 
structures, thus emphasizing the mechanical resonance phenomena and 
torsional oscillations. The resonant frequency of existing machines lies be-
tween 100 Hz and 5 kHz. The resonant modes can be suppressed by avoid-
ing sudden changes in the driving torque and reducing the slope dTem/dt of 
the torque waveform. Given |Tem| >> |TL|, the first derivative of the torque 
waveform is proportional to the third derivative of the output position. In 

7.3.4 ‘S  curves 

‘
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cases when the position-controlled system tracks the reference trajectory, 
the torque slope dTem/dt is proportional to d3θ 

∗/dt3. Hence, the design of the 
reference profile must ensure that the third derivative of the reference pro-
file is limited.  

 

 
 

Fig. 7.10.   The reference profile with limited third-order derivative. The first-
order derivative of the torque (acceleration) is frequently referred to as 
the jerk. Due to the shape of the velocity profile, the waveform is 
known as the S-curve.  

The profile with limited third derivative is given in Fig. 7.10. It is as-
sumed that the system starts from a standstill, runs towards the target 
position, and arrives at the target position with zero speed. The torque 
waveform is proportional to the second derivative of the reference profile 
d2θ 

∗/dt 2 and represents the acceleration a = dω/dt. The speed waveform is 
obtained as the integral of the torque. Rather than having a trapezoidal 
waveform, as in Fig. 7.9, the speed exhibits a smooth profile resembling 
the letter S. For that reason, the waveform in Fig. 7.10 is known as the S-
curve. Notice that the torque and acceleration have a limited first deriva-
tive. The waveform da/dt = d3θ 

∗/dt3 is known as the jerk, and it is given at 
the bottom of Fig. 7.10. In order to obtain a smooth torque waveform while 
tracking the reference trajectory θ 

∗(t), the jerk d3θ 
∗/dt3 has to include one 

positive and one negative pulse in acceleration, followed by an inverted 
sequence of jerk pulses in deceleration. The use of S profiles reduces the 
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excitation of mechanical resonance modes in motion control systems. S 
profiles are frequently used in elevators, reducing the subjective sensation 
of acceleration and stress exercised on passengers. 

 

 
Fig. 7.11.   The tracking error, the reference trajectory, and torque obtained from a 

position-controlled system with a PID controller. The position refer-
ence starts from the initial position and increases with a constant slope 
towards the target.  

The smooth reference profile obtained with the S-profile (Fig. 7.10) has 
the potential to reduce the tracking error. In order to verify the impact of 
the reference profile on the tracking error, the Simulink model, given in 
Fig. 6.17, is run with the ramp-shaped and S-shaped reference profiles. In 
Fig. 7.11, the driving torque and tracking error are given for the position-
controlled system tracking the ramp profile. Due to an abrupt change in 
dθ 

∗/dt at the startup and in the final stage, the output position falls away 
from the reference. At the same time, substantial torque pulses are ob-
tained, with the potential of exciting the resonance modes within the me-
chanical structure of the motion-controlled system.  

In Fig. 7.12, the system travels the same path, this time tracking the S-
profile defined in Fig. 7.10. The required torque is proportional to the sec-
ond derivative of the profile and has a limited slope. The third derivative 
d3θ 

∗/dt 3 ( jerk) of the reference profile is limited. The peak tracking error is 
halved, with respect to the previous case. The peak torque is four times 
lower, having smooth edges and a significant reduction in dTem /dt. The 
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torque waveform obtained in Fig. 7.12 has reduced high-frequency content 
and reduces the excitation of the mechanical resonance modes. A smooth 
change in the driving torque has beneficial effects on the transmission ele-
ments. Besides S-profiles, trajectory generators use a range of functions 
with limited higher-order derivatives. In practice, trajectories are frequently 
composed from fragments of a sinusoidal function sin(kt). These shapes are 
known as cycloids. Other solutions include polynomial and other functional 
approximations of position references, in an attempt to control the ampli-
tude of the higher-order derivatives dnθ 

∗/dt n up to the order of n = 7. In the 
next section, the reference trajectory composed from fragments obtained by 
polynomial approximation is discussed, analyzed, and simulated.  

 

 
Fig. 7.12.  The tracking error, reference trajectory, and torque obtained with the 

reference trajectory given in Fig. 7.10 (the S-curve).   

7.4 Spline interpolation of coarse reference profiles 

In a number of motion-control applications, the desired trajectory of the 
moving part or tool is defined by a limited number of points. In such cases, 
the position reference profiles have to be generated on the basis of the co-
ordinates of such points. In a single-axis system, the reference profile θ 

*(t) 
has to be generated on the basis of several position targets θ 1 .. θN  to be 
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reached at given time instants t 1 .. tN. A simple and straightforward ap-
proach to reference profile generation consists of stepping the reference 
θ 

*(t) from θ k  to θ k+1 at any given instant tk+1. Where the number of data 
points is limited and the time span tk+1 – tk exceeds the sampling interval T 
by an order of magnitude, the resulting profile may be too coarse, involving 
sudden changes in the position reference and the consequential torque 
spikes. In such cases, it is interesting to interpolate the position reference. 
In practice, interpolation on the interval [tk..tk+1] consists of devising addi-
tional data points describing a smooth transition of the position reference 
from the initial value of θ k  to the value θ k+1, assumed at the end of the in-
terval. A frequently-encountered approach is spline interpolation [18], 
wherein the position change during the interval [tk..tk+1] is approximated by 
a polynomial. At the ends of the interval, the interpolation polynomial 
passes through the points θ k  and θ k+1

*(t) 
k

order of the interpolation polynomial must be increased. In most motion-
control applications, cubic interpolation yields satisfactory results. In this 
section, the application of spline interpolation is discussed. The effects of 
cubic spline interpolation of the reference profile on the driving torque and 
position of a closed-loop position-controlled system are analyzed by means 
of computer simulations.  

The Simulink model of a position-controlled system with the PID con-
troller, designed in this chapter, is given in Fig. 6.17. The block position 
reference provides the setpoint for the position controller. In order to use 
the model for the purpose of simulating the system in trajectory tracking 
mode, this block has to be replaced. If we open the Simulink Library 
Browser and look in Simulink, Sources subfolders, the block From Work-
space is found. It must be inserted into the model and connected as the po-
sition reference. At simulation time, the block supplies individual position 
values from a predefined reference trajectory stored in Matlab workspace. 
The sampling time of the block has to be set to TS = 1 ms, which is the 
sampling period of the PID position controller comprised within the model.  

A coarse reference profile comprising seven data points can be defined 
by entering the commands shown in Table 7.3 at the Matlab command 
prompt.  

 
 

. In addition, a smooth transition bet-
ween the neighboring intervals is required. Continuity of the function θ 

and its derivatives at crossing instants t  determines the interpolation quality.
Where a smooth change of higher-order derivatives is required, the 
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Table 7.3.  The Matlab command sequence used to define a coarse position refer-
ence profile and prepare the array with time–position pairs.    

 
>> stim = [0 0.05 0.1 0.15 0.2 0.25 0.3]; % Definition of time instants t1..t7 
>> sdat = [ 0 .002 .006 .011 .014 .016 .017]; % Setpoints teta1 .. teta7 
>> simin = [stim(:) sdat(:)];   % Array with [time, data] points 
 

The coarse reference profile, stored in the array simin has time stamps in 
its first column and position data points in the second column. The succes-
sive position references are spaced by five sampling periods (50 TS = 50 
ms). The simulation traces obtained with such a reference are given in Fig. 
7.13A.  

Due to a coarse reference trajectory, the output position changes in a 
stepwise manner, while the driving torque exhibits a series of spikes. Sud-
den changes in the driving torque give rise to mechanical resonance and 
stress the transmission elements. In order to obtain a smooth motion and 
suppress the peaks in the driving torque, the coarse reference position must 

k+1 – tk = 50 TS = 50 ms, another 50 setpoints are de-
vised, determined in a way that describes a smooth transition of the refer-
ence position from the initial value of θ k  to the value θ k+1, to be reached at 
the end of the interval.  

A simple solution consists of incrementing the reference 50 times by 
(θ k+1 – θ k)/50. This approach, referred to as linear interpolation, results in 
a linear change of the reference position for the interval [tk..tk+1]. At the 
edges of the interval, the slope of the reference trajectory exhibits an abrupt 
change, as the increments (θ k+2 – θ k+1)/50, applied in the neighboring in-
terval, may be different. With linear interpolation, the first derivative of the 
reference profile exhibits sudden changes at the ends of the interpolation 
interval, while the second derivative assumes an infinite value. The driving 
torque Tem, required to track the reference profile under the no-load condi-
tion, is proportional to the second derivative d2θ */dt 

2. Therefore, linear in-
terpolation results in large torque spikes and cannot be tracked without a 
relatively large error in the output position.  

 

be interpolated. Specifically, between each pair of successive position 
spaced by tsetpoints, 
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Fig. 7.13A. Simulation traces of the output position and driving torque obtained by 

running the model in Fig. 6.17 supplied with the coarse reference pro-
file, with successive position setpoints spaced by 50 sampling periods 
(50T ).  

The change of the reference position from θ k at the beginning of the in-
terval  to the value θ k+1, achieved at the end, can be approximated by a 
polynomial. The polynomial coefficients can be adjusted in a way that re-

higher-order derivatives dnθ */dt n having finite values at the interval 
boundaries. The Matlab function spline implements the cubic interpolation. 
The smooth reference profile obtained with the cubic polynomial interpola-
tion is obtained by entering the commands shown in Table 7.4 at the Mat-
lab command prompt.  

Table 7.4.  The Matlab command sequence used to perform spline interpolation of 
a coarse position reference profile and to plot the result.   

 
>> stim1 = [1:300]*Ts  % Defining Ts = 1 ms spaced time stamps 
>> sdat1 = spline(stim,sdat,stim1) % Performing cubic spline interpolation 
>> stairs(stim,sdat,'b');  % Plotting the coarse trajectory 
>> hold on;    % Holding the figure 
>> stairs(stim1,sdat1,'r')  % Plotting the interpolated trajectory 
>> simin = [stim1(:) sdat1(:)] % Preparing array for the Simulink model  

sults in a smooth transition between the intervals. Increasing the order  
of the interpolation polynomial results in the reference profile, with more 



7.4 Spline interpolation of coarse reference profiles      277 

In Fig. 7.13B, both the coarse and interpolated trajectories are given. The 
waveform contained in the vector sdat1 can be processed further to obtain 
the first, second, third, and fourth derivative. The derivatives can be ob-
tained by using the Matlab function diff. It can be shown that the first de-
rivative is a smooth function, the second derivative has a continuous 
change, the third derivative changes in a stepwise manner with a restrained 
amplitude, and the fourth derivative exhibits very large peaks. An interpo-
lation polynomial of a higher order would result in a smooth change in the 
second-, third-, or fourth-order derivative. According to Eq. 7.6, the third-
order derivative of the reference profiles increases the tracking error. 
Therefore, trajectories with a restrained third order derivative result in an 
acceptable tracking error in most of the cases. Therefore, the cubic spline 
interpolation of coarse reference profiles gives satisfactory results, render-
ing higher-order interpolation polynomials unnecessary. In Fig. 7.14, the 
simulation traces of the output position and the driving torque are given, 
obtained from the model of Fig. 6.17. The model is fed by the interpolated 
reference profile, obtained by the cubic spline interpolation. Compared 
with Fig. 7.13A, the output position is smooth, while the driving torque 
peaks are at least 20 times smaller.   

 
 

 
 

Fig. 7.13B. The coarse reference trajectory and the interpolated curve obtained by  
the cubic spline interpolation.  
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Fig. 7.14.   Tracking the cubic spline interpolated reference trajectory. Simulation 

traces of the output position and driving torque are obtained by run-
ning the model in Fig. 6.17. Note that the torque waveform is magni-
fied 20 times with respect to the simulation waveform given in Fig. 
7.13A.  

Provided that the motion-control system comprises an appropriate gen-
erator of the reference profiles, and under the assumption that the reference 
profiles respect the system constraints |Jd2θ∗/dt2| <TMAX and |dθ∗/dt | < ωMAX,  
the question arises whether the nonlinear control law is required at all. The 
nonlinear position controller, designed in this chapter and given in Fig. 
6.16, is capable of providing an aperiodic response, even in cases when the 
tracking error is exceptionally large and where the torque and speed reach 
the limits of the system. With smooth reference trajectories, such as the one 
in Fig. 7.13B, the tracking error is low and the system remains in linear op-
erating mode. Under these circumstances, the saturable integrator (Fig. 
6.15) is not required, and the system can be controlled just as well from a 
linear PID controller, such as the one in Fig. 6.1. However, unexpected 
conditions such as an excessive increase of the load torque,  premature ter-
mination of motion, or an accident that requires an emergency stop may re-
sult in tracking errors exceeding the nonlinear operation threshold ∆θ(max) in 
Eq. 6.27. In such cases, the use of a linear controller results in overshoot and 
instability, similar to those given in Fig. 6.10. Hence, the use of nonlinear  
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Problems 

P7.1 
Consider the linear PID position controller given in Fig. 6.2, with 
proportional and derivative actions replaced into the feedback path. 
Assume that the reference profile has a ramp shape, with the position 
reference samples θ *k = kR*. Calculate the steady-state position error 
∆θ (∞). Calculate this error for the case when the integral and proportional 
gains are in the direct path, while the derivative gain resides in the feedback 
path.  
 
P7.2 
Consider the simplified Simulink model of a linear discrete-time PID posi-
tion controller, given in Fig. 7.2, where the parameters KFB and KM are 
assumed to be equal to one. The reference profile has a ramp shape, incre-
menting at a constant slope. The proportional action can be switched from 
the direct path into the feedback path. Run the model for both locations of 
the proportional gain. Plot the output error and output position, verify the 
results from P7.1/S7.2, and note the overshoot in the output position. Note 
that Matlab files P7_2cmd.m, P7_2F.mdl, and P7_2D.mdl can be used to 
obtain the desired traces. In order to initialize the model parameters and 
plot the simulation traces, type P7_2cmd  at the Matlab command prompt.  
 
P7.3 
In the previous problem, the gains of the PID position controller are set to 
provide a strictly aperiodical response. The model does not contain nonlin-
ear elements and operates in linear mode. Notwithstanding linear operation 
and aperiodic settings, the output position overshoots the target when KP is 
in the direct path. Provide the sample transfer function WSS(s) without con-
jugate complex poles or zeros, yet resulting in a step response comprising 
an overshoot.  
 
P7.4 
Use the previous Simulink model with the proportional gain in the direct 
path. Replace the position reference generator with a repeating sequence 
block and make an attempt to reduce the overshoot in the output position 

elements (Fig. 6.15) within the PID position controller is a prerequisite
for securing a stable, aperiodic response of the output position, even in 
exceptional operating conditions.  
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by smoothing the ramp profile at its starting and ending regions. Use Mat-
lab files P7_4cmd.m and P7_4.mdl.  
 
P7.5 
Use the previous Simulink model and replace the proportional gain into the 
feedback path. Introduce the incremental implementation of the propor-
tional control action, in accordance with Fig. 6.1. Add the feedforward 
compensation yFB = KFBKP (θ *n – θ *n -1) to the summation junction provid-

1

and investigate the impact of the feedforward gain on the tracking error. 
Use Matlab files P7_5cmd.m and P7_5.mdl. Hint: enter the string  

>> ff = KP/2; p7_5cmd 
in order to obtain the output position and the tracking error obtained with 
the feedforward gain of KP /2.  
 
P7.6 
The position reference profile is given by seven time-position data pairs: 
θ (0) = 0 rad, θ (0.05) = 0.002 rad, θ (0.1) = 0.006 rad, θ (0.15) = 0.011 
rad, θ(0.2) = 0.014 rad, θ (0.25) = 0.016 rad, and θ (0.3) = 0.017 rad. By us-
ing linear interpolation, calculate the reference trajectory with the time 
resolution of 1 ms. Use the Matlab command interp1(). Analyze the first 
and second derivative of the generated trajectory.  
 
P7.7 
Consider the position reference profile given in the previous problem. Use 
the Simulink model of the PID position controller, contained within the 
Matlab file P7_7.mdl, to obtain the output position and torque responses. 
Compare the traces obtained with the profile defined in seven points (stim, 
sdat) and the traces obtained with linear interpolation (stim1, sdat1). Hint: 
use the Matlab command file P7_7cmd.m.  
 
P7.8 
Repeat the simulation described in the previous problem with the reference 
profile obtained with cubic spline interpolation. Compare the output posi-
tion and torque waveforms obtained with linear and spline interpolation. 
Hint: use the Matlab command file P7_8cmd.mdl. 
 
P7.9 
Consider the reference profile sdat1 obtained by cubic spline interpolation 
in P7.8. Use the Matlab diff() command to probe the first, second, and third 
derivatives.  
 

ing the signal ∆y  (refer to the discussion in Chapter 6 ). Run the model 



8 Torsional Oscillations and the Antiresonant 
Controller 

This chapter explains the mechanical resonance and torsional oscillations 
within mechanical structures of the motion-control systems. Their impact 
on closed-loop performance is predicted and evaluated. The cases are dis-
tinguished where the lowest resonance frequency remains well beyond the 
desired bandwidth and where the resonant modes can be neglected as sec-
ondary phenomena. For applications where the resonance phenomena over-
lap with the frequency range of interest, passive and active antiresonant 

In Chapter 1, the mechanical part of a motion-controlled system has been 
modeled as a concentrated inertia J with friction coefficient B and with an 
external load torque disturbance TL. When the servo motor is coupled to the 
load by means of a rigid shaft, the motor and load positions are the same, 
and the inertia coefficient corresponds to the sum of the load inertia JL and 
the inertia of the rotor JM (J = JL + JM). In cases when a stiff shaft connects 
several revolving objects, the equivalent inertia JEQ is obtained as a sum, 
while the transfer function of the control object remains WP (s) = 1/( JEQ s + B). 

connection between mechanical elements. Therefore, the control object is 
considered and modeled as a concatenated inertia, comprising the rotor, 
load, and the equivalent inertia of all the moving elements.  

Mechanical structures, joints, and couplings within a motion-control sys-
tem have a finite stiffness: that is, transmission elements such as shafts do 
not ensure equal positions at the shaft ends. Even a small flexibility results 
in certain torsion Δθ of the shaft, proportional to the applied torque. In 
cases when the shaft couples two revolving parts, each one with a distinct 
inertia J, the two inertias and the shaft constitute a resonant subsystem. For 
example, when a step in the driving torque is applied, the speed and posi-
tion at both ends of the shaft exhibit poorly damped oscillations. Oscillat-
ing phenomena involving the speed, torque, and position of revolving 
objects are referred to as torsional oscillations. In cases where the translation 

The analysis and discussion in the preceding chapters assume a rigid 

control actions are  devised and evaluated. An insight is given into designing
and using antiresonant controllers by means of simulation and experiments.
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of the tool is obtained from a linear motor, providing the driving force F 
[N] and performing a linear motion along a predefined direction, an elastic 
coupling between the motor and tool results in a resonant system where the 
linear speed and displacement of both objects oscillate. Such a system re-
sembles two masses connected by a spring. The oscillating phenomena are 
referred to as the mechanical resonance. The resonance caused by a finite 
stiffness is also encountered in cases where a transmission element converts 
the rotation of a conventional servo motor into linear motion. 

The oscillation frequency depends on the stiffness in transmission and 
decreases with an increase in inertia on both ends of the transmission. In 
many cases, the frequency of the mechanical resonance exceeds several 
kHz, and it decays quickly. In such cases, the effects of elastic coupling can 
be neglected. The mechanical subsystem can be treated as a single, con-
catenated equivalent inertia with WP = 1/Js. Where the resonant frequency 
is lower and the oscillation damping is insufficient, the presence of a reso-
nant mode impairs the step response of a servo system and may result in 
sustained oscillations or instability.  

In this chapter, the effects of resonance modes on the closed loop per-
formance of motion-controlled systems are considered. The transfer func-
tion of a control object comprising resonance modes is derived and its 
impact on the closed-loop poles is discussed. Furthermore, the principle of 
operation and the design of series antiresonant compensators is given. In-
sight into improvements of the closed-loop dynamic performance, obtained 
with IIR and FIR [22] notch filters, is obtained from computer simulations. 
The torsional resonance problem and remedies are demonstrated by the  
experimental traces obtained on a contemporary speed-controlled servo 
drive.  

8.1 Control object with mechanical resonance 

In this section, the transfer function WP (s) is derived for a mechanical sub-
system with torsional resonance. The system under consideration is given 
in Fig. 8.1. The rotor of a servo motor is coupled to the inertial load by 
means of a flexible shaft. The shaft has a finite stiffness KK. When the shaft 
transmits the torque TS from the servo motor to the load, the shaft position 
at the motor end will differ from the position of the load. The shaft torsion 
ΔθS is proportional to the torque transmitted and inversely proportional to 
the stiffness coefficient (ΔθS = TS / KK).  
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Fig. 8.1.     The rotor inertia JM and load inertia JL are coupled by a flexible shaft, 
described by a finite stiffness KK and an internal viscous friction, char-
acterized by the coefficient KV. 

In cases where the subsystem in Fig. 8.1 is part of a speed-controlled 
system, the shaft sensor is attached either to the motor or to the load, ac-
quiring the speed signal and closing the feedback loop. With the feedback 
device on the motor end of the shaft, the motor speed is the output of the 
system. Cases where the speed-sensing device is attached to the load are 
also encountered. Motion-control applications where the torsional reso-
nance is pronounced and the closed-loop performance is critical may have 
shaft sensors on both ends of the flexible coupling.  

The mechanical subsystem in Fig. 8.1 is driven by the torque Tem, sup-
plied by the servo motor. The load torque TL acts at the other end of the 
shaft, while the motor and load speed and position are the outputs. When 
the shaft ends are displaced by the torsion angle Δθ = θM – θL, the torque 
TS, transmitted by the shaft, is obtained as  

( ) ωθθθ Δ+Δ=
Δ

+Δ= VKVKS KK
t

KKT
d

d . (8.1)

With reference to the rotor of the servo motor, the driving torque Tem, 
produced through the electromagnetic interaction between the stator and ro-
tor, accelerates the inertia JM, while the shaft torque TS acts in the opposite 
direction. If we neglect the friction and mechanical power losses within the 
motor, the change in the rotor speed ωM and position θM are described by  

M
M

Sem
M

M t
TT

t
J ωθω

=−=
d

d,
d

d . (8.2)

The load is modeled as a concentrated inertia JL with a negligible friction 
coefficient B and with all the motion resistances represented as an external 

Rotor inertia Load inertia 

JM JL 

KK,  KV  

flexible
shaft 
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load TL. The load is driven by the torque TS, obtained from the shaft. The 
load speed ωL and position θL change according to  

L
L

LS
L

L t
TT

t
J ωθω

=−=
d

d,
d

d . 
(8.3)

When the shaft stiffness KK is very large, the torsion Δθ = θM – θL is neg-
ligible, leading to θM = θL and ωM = ωL. In such cases, the subsystem in Fig. 
8.1 comprises only two state variables (θ and ω). Where the stiffness has a 
finite value and the torsion Δθ cannot be neglected, the control object be-
comes a fourth-order subsystem comprising a total of four state variables 
(θM, θL, ωM, ωL). Equations 8.2 and 8.3 are presented in Fig. 8.2 in the form 
of a block diagram. The two integrators in the upper part of the diagram 
output the motor side variables, while the two bottom integrators provide 
the load-side speed and position. The shaft torque TS is obtained from Eq. 
8.1. The block diagram considers an elastic shaft coupling, but it can be 
advantageously applied in all the cases where a flexible mechanical cou-
pling transmits the torque (or force) from a servo motor to the load.   

 
 

 
  

Fig. 8.2.     A mechanical subsystem with torsional resonance mode comprises four 
state variables (θM, θL, ωM, ωL). The input to the system is the driving 
torque Tem, while the outputs are the rotor and load speed and position.  

Given that KK →∞, the transfer function WP (s) = ω (s)/Tem (s) is obtained 
as 1/Js2. With a finite stiffness, the transfer functions WP1(s) = ωR(s)/Tem (s) 
and WP 2(s) = ωL (s)/Tem (s) are more involved. The transfer function WP1 is 
of interest in cases when the shaft sensor is attached to the motor side. 
From Fig. 8.2, it is obtained as 
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 In Eq. 8.4, ωp represents the natural frequency of the conjugate complex 
pair of poles, while the coefficient ζp corresponds to the damping factor. 
The damping is proportional to the viscous friction KV. The transfer func-
tion has a pair of conjugate complex zeros, with their natural frequency ωz 
and the damping factor of ζz. From Eq. 8.4, the relevant frequencies and 
coefficients are expressed in terms of KK and KV :  
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(8.5)

 Note in Eq. 8.4 that with KK →∞, WP1(s) becomes 1/JEQs. With the shaft 
sensor attached to the load side, the feedback signal and the output of the 
system are the load speed ωL. The corresponding transfer function WP2(s) = 
ωL(s)/Tem(s) is given in Eq. 8.6. It has one real zero, a pair of conjugate 
complex poles, attributed to the torsional resonance, and one pole at the 
origin, deriving from the factor 1/JEQs of WP 2(s).  

The resonant frequency (Eq. 8.5) is directly proportional to the shaft 
stiffness and inversely proportional to the equivalent inertia. Larger objects 
with flexible coupling exhibit torsional resonance phenomena at lower fre-
quencies. The only damping to oscillations is obtained from a relatively 
low viscous friction KV. Where the friction B (neglected in Fig. 8.2 and in 
Eq. 8.5) has meaningful values, it contributes  to damping and suppresses 

the shaft viscous friction KV are rather small, resulting in a very low damp-
ing. In such cases, the torsional resonance results in sustained oscillations. 
Nested within the closed-loop speed or position control, poorly damped 

torsional resonance. In a number of cases, the motion resistances Bω and 
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resonant dynamics in Eq. 8.4 may result in a lack of stability and limit the 
range of applicable gains. 
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8.2 Closed-loop response of the system with torsional 
resonance 

 
Torsional resonance introduces a pair of weakly-damped conjugate com-
plex poles into the transfer function of the control object. With the feed-
back device connected to the motor, the pair of poles is accompanied by a 
pair of conjugate complex zeros (Eq. 8.4). When the feedback sensor is at-
tached to the load, the torsional resonance mode adds one real zero (Eq. 
8.6) to the pair of conjugate complex poles. In both cases, the damping of 
the poles may be insufficient, due to a limited viscous friction KV.  

In a majority of motion-control applications, the stiffness KK of me-
chanical transmission is high, while the equivalent inertia of the system is 
low. Therefore, the resonance frequency ωp  ∼ KK/J exceeds the desired 
closed-loop bandwidth and resides well-above the frequency range of inter-
est. With ωp > 1 kHz, the torsional resonance phenomena are classified as 
the unmodeled dynamics (Chapter 4, [1]). In such cases, analysis of the 
system dynamics and design of the closed-loop speed and position control 
may proceed as described in the preceding chapters, under the assumption 
that the inertial elements within the control objects are concatenated with 
all mechanical couplings and transmission elements being rigid (KK → ∞). 
In applications such as rolling mills, comprising long, elastic shafts and a 
mechanical subsystem of a considerable mass, the ratio KK/J is low, turning 
the control object into a low-frequency mechanical resonator with insuffi-
cient damping. In all the cases with a large inertia and flexible coupling, the 
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torsional resonance phenomena affect the closed-loop performance and 
have to be taken into account in the controller design. In this section, the 
impact of the torsional resonance on the closed-loop performance of a 
speed controller is investigated by means of computer simulation. Consid-
erations are based on the digital PI speed controller, designed in Chapter 4, 
and the Simulink model given in Fig. 4.18.  

The Simulink model of a speed controlled system with torsional reso-
nance is given in Fig. 8.3. The model comprises the PI speed controller 
with the proportional action placed in the direct path. For simplicity, the 
nonlinear elements such as the torque limiter are omitted. The mechanical 
subsystem with torsional resonance is represented by the subsystem on the 
extreme right of the figure. This subsystem is given in Fig. 8.4. It com-
prises the rotor inertia JM with the state variables θM and ωM, and the load 
inertia JL with the state variables θL and ωL. The shaft is assumed to have a 
finite stiffness KK and the internal friction KV.  
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elastic coupling between the motor and load. The transfer function of 
the mechanical subsystem 1/Js2 in Fig. 4.18 is replaced by the resonant 
plant, given in Fig. 8.4. The PI controller has both control actions in 
the direct path.  

The model is used for the purpose of investigating the impact of flexible 
coupling on the closed-loop performance. In order to set the model parameters, 

Fig. 8.3.     Simulink model of a speed-controlled system with the PI controller and 
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it is necessary to enter the sequence of commands given in Table 8.1 at the 
Matlab command prompt. 

 

Table 8.1.   The Matlab command sequence used to initialize the model parameters 
of the mechanical resonator given in Fig. 8.4. 

>> Tsim = 0.000001; % The simulation step is set to 1 μs (required for   
>>   % modeling the high frequency torsional phenomena) 
>> Ts = 0.0003;  % The sampling time of the speed controller is 300 μs 
>> JM= 0.0007;  % The motor inertia, [kgm2] 
>> JL= 0.0007;  % The load inertia 
>> KK = 9300;  % The shaft stiffness, [Nm/rad] 
>> KV = 0.15;  % Viscous (internal) friction of the shaft, [Nm/(rad/s)] 
>> J = JM + JL;  % Equivalent inertia 
>> KFB = 1;  % The gain of the position sensor  
>> KM = 1;  % The torque amplifier gain 
>>  
>> WNF = sqrt(KK*(JM+JL)/JM/JL);  % The resonant frequency  
>> KSIPMH = sqrt(KV*KV*(JM+JL)/4/JM/JL/KK); % The damping factor  
>> KP = 0.2027 * 2 * J/Ts /KM /KFB;  % The optimized KP gain  
>> KI = 0.03512 * 2 * J/Ts /KM /KFB;  % The optimized KI gain  
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Fig. 8.4.      Simulink model of the control object, designated as a subsystem on the 

right in Fig. 8.3. The motor and load are coupled by an imperfect 
shaft, characterized by the stiffness KK and viscous friction KV. The 
mechanical subsystem under consideration has a total of four state 
variables (θM, θL, ωM, ωL).  

For the given speed-controlled system, it is interesting to determine the 
TRminminimum frequency f  of the torsional resonance that does not inter-

fere with the closed-loop dynamics of the PI speed controller. When the 
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TRmin

nomena can be neglected and treated as the unmodeled dynamics. In such 
cases, the controller design can proceed as prescribed in the preceding 
chapters. In this section, the analytical approach to finding fTRmin is omitted. 
Instead, a series of computer simulations is performed with different tor-
sional resonance frequencies. In Fig. 8.5, the driving torque response to the 
reference step and the load step is given for the resonant frequency fTR  
ranging from 820 Hz to 1.6 kHz. The traces are obtained with KK = 35000 
Nm/rad, KK = 15000 Nm/rad,  KK = 9500 Nm/rad, and KK = 9300 Nm/rad, 
resulting in fTR of 1600 Hz, 1000 Hz, 830 Hz, and 820 Hz, respectively. 
With fTR = 1.6 kHz (the bottom trace in the figure), the torque response 
does not have any conspicuous effects of the torsional resonance and is 
similar to the traces obtained in Chapter 4. With fTR = 1 kHz, the torque 
waveform has relatively small oscillations at the resonant frequency. The 
two upper traces represent the stability limit: with fTR = 820 Hz, the step 
disturbance results in sustained oscillations. For the given parameter set-
ting, any further decrease in the resonant frequency drives the system into 
instability. Note at this point that a stable operation with fTR < 820 Hz can 
be achieved due to lowering the feedback gain KP and KI. In Fig. 8.6, the 
speed and torque responses to the reference and the load step are given, ob-
tained with KP = KP

OPT/2 and KI = KI
OPT/2. With fTR = 650 Hz, the response 

is stable. Damped torsional oscillations are seen in both the speed and 
torque traces. With fTR = 650 Hz, the amplitude of torsional oscillations is 
increased and their damping is lower. 

It is helpful to express the limit fTRmin in terms of the closed-loop band-
width fBW. According to the analysis given in Section 4.8, and given that 
the speed-controlled system in Fig. 8.3 has the optimized setting of the 
feedback gains KP and KI , the bandwidth frequency is found as fBW = 
1/21/TS = 1/21/300 μs = 158 Hz. From this result, a rule of thumb is de-
vised, stating that the elasticity in mechanical coupling and the associated 
torsional resonance phenomena can be neglected in cases where the reso-
nant frequency exceeds the target bandwidth by a factor of fTR/fBW > 
1000/158 ≈ 7.  

In cases where fTR < 7fBW, the closed-loop gains have to be reduced in 
order to suppress the speed and torque oscillation and provide an accept-
able damping. The gain reduction leads to a lower closed-loop bandwidth, 
reduced stiffness, and a sluggish response. Therefore, in motion-control 
systems where the mechanical resonance is pronounced, the control struc-
ture and the setting of the adjustable feedback parameters have to be 
changed in order to accommodate the antiresonant features. Practicable 
control solutions to the torsional resonance are reviewed in the following 
sections.  

frequency of torsional oscillations exceeds f , the torsional resonance phe-
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Fig. 8.5.     Simulation traces of the driving torque obtained during the reference 

step (left) and the load step (right) transients. The resonant frequency 
is altered by varying the shaft stiffness KK.  

 
Fig. 8.6.     The speed and torque response to the reference and the load step. The 

feedback gains KP and KI are halved with respect to their optimized 
setting. With reduced gains, the system provides an acceptable re-
sponse for fTR = 650 Hz. Further decrease in the resonant frequency 
emphasizes the torsional oscillations.  
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8.3 The ratio between the motor and load inertia 

The amplitude and damping factor of torsional oscillations depend on the 
ratio between the motor inertia JM and load inertia JL. In the resonant sub-
system in Fig. 8.1, with its transfer function given in Eq. 8.4, the natural 
frequency of weakly damped poles ωp and zeros ωz is expressed in terms of 
the inertia coefficients JM and JL:   

( )
L

K
z

LM

LMK
p J

K
JJ

JJK
=

+
= ωω , . 

The ratio RR = ωp/ωz is known as the resonance ratio:  
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L
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p
R J

JR +== 1
ω
ω
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In cases where JL   JM, the resonance ratio RR is close to one. It is 
worthwile to consider the impact of this resonant ratio on the transfer func-
tion WP1(s) (Eq. 8.4), obtained with the shaft sensor attached to the motor 
side. The natural frequency of resonant poles is very close to the frequency 
of zeros. The damping coefficient ζp of the conjugate complex poles is 
given in Eq. 8.5, along with the damping of zeros ζz . With RR ≈ 1, 
(JL + JM)/JL/JM ≈ 1/JL, leading to ζp ≈ ζz. Hence, in cases where the reso-
nance ratio is close to unity, the resonant poles and zeros tend to cancel out. 
The transfer function WP1(s) = ωM(s)/Tem(s) reduces to 1/JEQs ≈ 1/JMs. The 
design and parameter setting of the closed-loop speed and position control-
lers can be done according to the procedures developed in the preceding 
chapters. With the control object transfer function WP1(s) ≈ 1/JMs, the pres-
ence of a flexible mechanical coupling does not affect the transient re-
sponse of the rotor speed ωM, nor does it affect the driving torque Tem. With 
large feedback gains, the stiffness of the servo system is high, and the mo-
tor speed tracks the reference with a negligible error (ωM ≈ω∗). Note at this 
point that the control objective is to regulate the load speed ωL and position 

L

In the system where the shaft sensor is placed on the rotor side and stiff 
control of the rotor speed is assumed with ωM ≈ω∗ and RR ≈ 1, the control 
object in Fig. 8.1 can be envisaged as the subsystem having rotor speed 
ωM ≡ ω∗ at the input and load speed at the output. The shaft torque is ob-
tained as 

θ . Although the rotor speed tracks the reference with no error, the speed on 
the load side may differ due to a finite stiffness of the mechanical coupling.
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From Eq. 8.3 and Eq. 8.8, the complex images ωL(s) and ω∗(s) are re-
lated by:  

( ) ( ) ( )( ) ( ) ( )( )ssKsssKssJ LKLVLL ωωωωω −+−= **2  

leading to the transfer function WRR1(s) = ωL(s)/ω∗(s), obtained as 
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L M

control of the rotor speed (ωM ≈ω∗), the load speed and position may ex-
hibit torsional oscillations. According to Eq. 8.9, these oscillations are de-
termined by the natural frequency and damping factor of the resonance 
zero, given in Eq. 8.5. In cases where the load inertia is small and the shaft 
has reasonable stiffness, the frequency ωz of  the load side oscillations may 
exceed several kilohertz. Properly damped, the oscillations have a negligi-
ble effect on the overall performance. On the other hand, systems with 
JL   JM  and with significant load-side resonance are controlled with great 
difficulty. The oscillations in the load-side speed and position can hardly be 
detected with the shaft sensor attached on the rotor side, measuring the ro-
tor speed and position. Due to a large ratio JM /JL, any signal contained in 
the rotor speed, that is related to the load-side resonance, is filtered out by a 
large rotor inertia. As the attenuation suppresses the load-side signals down 
to the noise level, they cannot be efficiently used for feedback purposes. In 
such cases, it is necessary to install a shaft sensor on the load side as well.  

L M

quency of zeros, and the resonance ratio is RR 1. With ωp ωz , and given 
that high-frequency resonant phenomena in the mechanical subsystem are 
negligible, the transfer functions WP1(s) and WP2(s) in Eq. 8.4 and Eq. 8.6 
retain their zeros, while their poles are of secondary importance. The trans-
fer function WP1(s) is obtained with the shaft sensor installed on the rotor 
side, and it has a pair of conjugate complex zeros. The function WP2(s) is 
obtained with the shaft sensor attached to the load, and it has one real zero. 

Hence, in cases with J J , where the speed controller secures stiff 

In cases where J J , the poles frequency is well beyond the fre-

In order to avoid having poorly damped conjugate complex zeros, it is 
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JL   JM .  
With a large load inertia, the contribution of JM to the equivalent inertia 

JEQ of the subsystem is negligible. The servo motor provides the driving 
torque Tem, required to control the load-side speed ωL and to make it track 
the reference profile ω∗(t) with an error Δω as small as possible. The torque 
is transmitted over a flexible shaft having a finite stiffness KK. It is of inter-
est to consider the system dynamics under the assumption that the shaft 
sensor is attached to the load side, while the speed controller manages to 
drive the load speed along the reference profile with a negligible error (ωL 
≈ω∗). If we assume that TL ≈ 0, Δω ≈ 0, and ωL(0) = 0, the shaft torque TS 
has to be equal to 

( ) ( )sJsT
t

JT LLLS
*

*

d
d ωω

=⇒= . 

The same torque can be expressed in terms of the motor speed ωM and 
the load speed ωL ≈ω∗:  
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From the previous, the complex images ωM(s) and ω∗(s) are related by  
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while the transfer function WRR2(s) = ωM(s)/ω∗(s) is obtained as 
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The function WRR2(s) has one pair of conjugate complex zeros and one 
real pole. Note in Eq. 8.9 that WRR2(s) = 1/ WRR1(s). With more zeros than 
poles, WRR2(s) has a derivative nature and emphasizes the high-frequency 
content of the reference signal ω*. From Eq. 8.2, the driving torque Tem is 
obtained as Tem = TS + JM dωM /dt. In cases where TL ≠ 0, the rotor speed 
and driving torque comprise the high-frequency content of the load torque 
as well.  

If we assume that the load speed corresponds to the reference, and with 
ωM (s) = WRR2(s)ω∗(s), the driving torque and rotor speed dynamics do not 

advisabl e t o fasten the feedback device to the load side in all cases where 
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comprise resonant oscillations at the frequency ωz of the conjugate com-
plex zeros in Eq. 8.10.  On the other hand, the presence of poorly damped 
conjugate complex poles in WP 2(s) (Eq. 8.6) may reduce the range of appli-
cable gains and make the condition ωL ≈ω * unachievable.  

In order to support the above considerations, the performance of the 
speed-controlled systems with torsional resonance is examined by means of 
computer simulations given in Section 8.8. The simulation waveforms are 
compared for the cases where JM  JL, JM  JL, and JM ≈ JL.  

8.4 Active resonance compensation methods  

The mechanical subsystem in Fig. 8.2 comprises four state variables: θM, 
θL, ωM, and ωL. Suppression of torsional resonance phenomena can be 
achieved by closing the state feedback [1, 3]. Implementation of the state 
feedback consists of devising a control law where the driving torque Tem is 
calculated as the weighted sum of the state variables and the output error. 
This approach provides the designer with the possibility of selecting the 
closed-loop poles freely and without restrictions. The placement of the 
closed-loop poles is determined by the feedback gains attributed to each of 
the system states. Hence, poorly damped resonance phenomena, described 
by conjugate complex poles and zeros in Eq. 8.4, can be compensated for 
and cancelled out by appropriate selection of the feedback gains in a state 
feedback controller.  

Implementation of such a controller that requires all the system states is 
readily available within the digital controller memory. Hence, the states θM, 
θL, ωM, and ωL have to be either measured or estimated. Direct measure-
ment of the state variables requires that the shaft sensors be installed at both 
the motor and load sides of the shaft. At the same time, the parameters JM, 
JL, KK, and KV of the control object have to be known to ensure proper 
placement of the closed-loop poles.  

When the state variables θM, θL, ωM, and ωL cannot be obtained by an 
explicit measurement, they can be reconstructed from the available signals. 
In most cases, the servo motor encloses a shaft sensor, providing the rotor 
speed ωM and position θM. According to Eq. 8.1, the torsion displacement 
Δθ = θM – θL can be calculated from the shaft torque TS. From Eq. 8.2, the 
shaft torque can be estimated as  

MMemMMemS t
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t
JTT θω 2

2

d
d

d
d

−=−= . (8.11)
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Calculation of the second derivative of the shaft position, implied in Eq. 
8.11, amplifies the high-frequency noise. The shaft feedback θM is obtained 
either from an optical encoder or electromagnetic resolver [2]. High-
frequency noise components include the quantization noise, errors caused 
by the sensor imperfection, and electromagnetic noise originating from the 
power converter. Brought into formula 8.11, where the shaft position is dif-
ferentiated in order to obtain the torque estimate, the noise components in-
crease in amplitude, impairing the reconstruction of TS, ωL, and θL. In a 
number of cases, the frequency of parasitic signals coincides with the reso-
nance, further involving the noise filtering and the signal reconstruction. 
Further information on antiresonance measures based on the torsional 
torque estimation can be found in [19].  

Inaccessible state variables can be reconstructed by means of the state 
observer [20], achieving, in this way, better suppression of parasitic noise 
components. The observer output can be used to close the state feedback 
[21] and similarly suppress the resonant phenomena. In cases with the 
resonant poles at a frequency fTR

damping coefficient is exceptionally low, the desired accuracy of the state 
reconstruction is achieved, provided that the sampling frequency fS of the 
observer is sufficiently high (fS > 50 fTR).    

8.5 Passive resonance compensation  methods 

The suppression of torsional resonance based on state feedback requires ei-
ther measurement or reconstruction of the speed and position signals on 
both sides of the elastic coupling. Acquiring the feedback signals from a 
state estimator or an observer implies relatively high sampling frequencies 
and advanced filtering measures. The noise filtering must be capable of 
separating the resonance dynamics from the background noise, even in 
cases when the noise frequencies coincide with those of the resonance 
modes. In a number of cases, the required states of the resonant subsystem 
can be neither measured nor reconstructed. In cases when the subsystem 
model, given in Fig. 8.2, does not represent the resonant processes with 
sufficient accuracy, the state feedback approach cannot properly suppress 
the resonance modes. The differences between the model and the control 
object may include the backlash, the nonlinear viscous friction KV(Δω), the 
variable stiffness coefficient KV(Δθ ), and other nonlinear effects. More-
over, even the two-mass representation of the resonant subsystem given in 
Fig. 8.1 is an apprehensible representation of a system comprising a num-
ber of elastically coupled masses.  

 of several kilohertz, and when their 
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When an active suppression of torsional oscillations is not feasible, the 
effects of the resonant modes can be reduced or eliminated by passive 
measures. In Fig. 8.7, the torque reference T*, obtained from the speed or 
position controller, is brought to the input of the antiresonant series com-
pensator. The compensator acts as a filter, attenuating certain frequency 
components from the torque reference and providing the signal Tem at the 
output. The compensator design has to ensure that the torque Tem supplied 
to the control object does not comprise any frequency components in the 
vicinity of the resonant frequency fTR. The mechanical resonator does not 
oscillate unless supplied with a certain amount of energy. The energy 
sources to the mechanical subsystem as a whole are the servo motor, feed-
ing the driving torque Tem, and the load torque TL. In cases when the anti-
resonant filter removes all of the driving torque frequency components in 
the neighborhood of fTR, and where the load torque does not comprise an 
excitation to the torsional resonance, the system in Fig. 8.7 ensures opera-
tion without torsional oscillations.  

The series antiresonant filter in Fig. 8.7 has to suppress or remove a nar-
row frequency range around the resonant frequency fTR, while leaving other 
spectral components of the driving torque intact. Such filters are known as 
the notch filters. In the following sections, the IIR and FIR implementa-
tions [22] of the notch antiresonant filter are considered.  

 

 
 

Fig. 8.7.      Passive suppression of the torsional resonance by means of an an-
tiresonant series compensator. 

8.6 Series antiresonant compensator with a notch filter 

In this section, the antiresonant series compensator based on the IIR notch 
filter with two conjugate complex poles and zeros is considered. The filter 
is to be connected in series with the speed (position) controller, as indicated 
in Fig. 8.7. The purpose of the filter is suppression of the driving torque 
components in the proximity of the resonant frequency fTR. The application 
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of the notch filter is expected to alleviate the torsional resonance problems 
and to increase the range of applicable gains.  

In Section 8.2, the closed-loop response of the speed-controlled system 
with torsional resonance is considered. In order to obtain an acceptable re-
sponse, the feedback gains are halved with respect to their optimized values 
(Fig. 8.6). The conclusions drawn in this section indicate that in all cases 
where the resonance frequency fTR is low relative to the closed-loop band-
width fBW, the loop gains have to be reduced in order to suppress the oscil-
lations. Without the antiresonant control measures, the largest bandwidth 
cannot exceed fBW < fTR /7. The notch filter, outlined in this section, is ex-

The transfer function of the notch filter with one pair of conjugate com-
plex poles and one pair of zeros is given in Eq. 8.12. The poles and zeros 
have the same natural frequency ωNF
For the frequencies ω  ωNF NF, the transfer function WNOTCH ( jω) 

NF

NOTCH ( jωNF) = ζZ P

NF P

Z
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 8.6.1 The notch filter attenuation and width 

The fundamental characteristics of the notch filters can be investigated by 
using Matlab. In order to obtain the amplitude and phase characteristics of 
the transfer function WNOTCH ( jω) for ωNF = 1 rad/s, ζZ = 0.1, and ζP = 1, it is 
sufficient to type in the sequence given in Table 8.2 at the Matlab com-
mand prompt.  

The impact of the ζZ /ζP ratio on the amplitude characteristics of the notch 
filter is given in Fig. 8.8. The plots are obtained by using the sequence of 
the Matlab commands in Table 8.2. The pole damping is kept constant at ζP 
= 1, while the zero damping assumes the values of ζZ = 0 .5, ζZ = 0.25, and 
ζZ = 0.1. The largest attenuation is achieved when the excitation frequency 
coincides with ωNF. The peak attenuation of 20 dB (i.e., ten times) is 

 and ω  ω
, referred to as the notch frequency. 

tude and phase. If we introduce s = jω   in Eq. 8.12, the transfer function  
is calculated as W /ζ . Hence, in order to attenuate the fre- 
quencies in the region of ω , the damping ζ  of the poles must be large, 
while the damping ζ  of the zeros should be as small as possible.  

is close to unity. Hence, al l t he frequen cy componen ts of t h e input signal
away from the notch frequency are passed without changes in their ampli- 

pected to extend the range of applicable gains and to increase the bandwidth.
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obtained with ζZ /ζP = 0.1/1. While ratio ζZ /ζP determines the peak attenua-
tion of the notch filter, the damping ζP of the conjugate complex poles de-

NOTCH ( jω)| is 
given for the case where the ratio ζZ /ζP is kept constant, with ζP ranging 
from 0.2 to 1. 

Table 8.2.   The Matlab command sequence used to obtain the amplitude character-
istics for the recursive notch filter.  

>> wnf = 1;   % Setting the notch frequency to 1 rad/s 
>> xp  = 1;   % The damping of  poles 
>> xz  = xp/10;   % The damping of  zeros  
>> den = [1 2*xp*wnf wnf*wnf]; % Denominator of WNOTCH transfer function 
>> num = [1 2*xz*wnf wnf*wnf]; % Numerator of WNOTCH 
>> 
>> [mag,phase,ww] = bode(tf(num,den));   
>> 
>>    % Using the bode command, the amplitude 
>>    % characteristics are obtained in mag, the 
>>    % phase characteristics in phase 
>>   
>> plot(log10(ww(:)),20*log10(mag(:)));   
>> 
>>    % Plotting of the amplitude characteristics 
>>     % in logarithmic scale 
 

Fig. 8.8.      The amplitude characteristics of the notch filter obtained with pole 
damping of ζP = 1 and zero damping ranging from ζZ = 0.5 to ζZ = 0.1. 

termines the width of the notch in the amplitude characteristics. This is 
illustrated in Fig. 8.9, where the amplitude characteristic |W
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Fig. 8.9.     The amplitude characteristics of the notch filter obtained with pole 

damping ranging from  ζP = 1 to ζP = 0.2 and zero damping of ζZ 

= ζP /10.  

A constant ζZ /ζP ratio results in the maximum attenuation of 20 dB. The 
width of the notch (i.e., the range of frequencies where the amplitude 
|WNOTCH ( jω)| has a meaningful reduction) is proportional to ζP. With ζP = 
0.1, the amplitude characteristic goes below –3dB for ω = ωNF ± 0.2ωNF.  

Note at this point that the notch filter given in Eq. 8.12 attenuates the 
signals at the notch frequency ωNF but cannot remove them completely. The 
attenuation ζZ /ζP is limited due to practical limits in setting the pole and 
zero damping. The width of the notch in the amplitude characteristic 
|WNOTCH ( jω)| is determined by ζP . Therefore, the pole damping has to be 
sufficiently low to keep the frequency components away from ωNF  intact. 
On the other hand, the damping of zeros is lower bounded. A practical limit 
in discrete-time implementation of ζZ << 1 is the requirement to use very 
low sampling times. In cases with ζZ ≈ 0.001, the sampling frequency fS  
has to be several hundred times larger than the notch frequency ωNF  in or-
der to obtain a stable implementation of the filter. In order to obtain the im-
plementation with an acceptable error between the actual and desired 
damping, the sampling time of the digital notch filter has to be fS > 
1000/(2πωNF). The purpose of the notch filter in Fig. 8.7 is the suppression 
of torsional resonance. Therefore, the notch frequency is set to ωNF = 2πf—
TR. In cases where fT ≈ 1 kHz, the required sampling frequency may reach 
1 MHz. The sampling rates and interrupt periods of that kind are incom-
patible with the existing motion-control processors [10, 11]. For the above 
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reasons, the practicable attenuation factor ζZ /ζP  of the notch filter in Eq. 
8.12 cannot exceed –40dB (ζZ /ζP ≥ 0.01). 

8.6.2 Effects of the notch filter on the closed-loop poles  
and zeros 

Consider the system in Fig. 8.7 and assume that the control object is de-
fined by the transfer function WP1(s) in Eq. 8.4, while the antiresonant 
compensator is given in Eq. 8.12. Then, the resulting transfer function 
WP(s) = ω(s)/T*(s) is obtained as    
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 If we assume that the inertia parameters JM and JL are known, and we are 
provided with information on the shaft stiffness KK and viscous friction KV, 
the object parameters ωp, ωz, ζp, and ζz can be calculated from Eq. 8.5. 
With ωNF = ωp and ζZ = ζp,  the notch filter zeros cancel the conjugate com-
plex poles of the torsional resonance mode. At the same time, the torsional 
resonance zeros cannot be canceled with the notch poles due to  ωz ≠ ωp = 
ωNF. Therefore, the resulting transfer function ω(s)/T*(s) is  
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 In Eq. 8.14, the weakly-damped conjugate complex poles ωp of the me-
chanical resonator are replaced by the notch poles of the same frequency, 
having a sufficient damping ζP >> ζp.  

It is noteworthy to analyze the effects of the series antiresonant compen-
sator (Fig. 8.7), implemented according to Eq. 8.12, with ωNF = ωp, ζZ = ζp, 
and ζP >> ζp. In order to compare the range of stable gains prior to and after 
the insertion of the notch filter, the Evans root locus is constructed by using 
the Matlab function rlocus. The function plots the closed-loop poles of the 
system comprising the transfer function WS(s) = num(s)/den(s) and the loop 
gain KP. The poles are plotted in the s-plane for the gain values ranging 
from KP = 0 to KP = ∞. A stability limit is reached for KPMAX that results in 
the closed-loop poles reaching the imaginary axis. With KP>KPMAX, the 
characteristic polynomial f (s) = den(s) + KP num(s) has zeros residing in 
the right half of the s-plane.       



8.6 Series antiresonant compensator with a notch filter      301 

tion that the speed controller comprises only the proportional action (T * = 
KP Δω). Delays in the torque actuator and feedback acquisition are modeled 
with the first-order transfer function 1/(1+sτHF). The resulting open-loop 
transfer function WS(s) of the system is given in Eq. 8.15, with the assump-
tion that WP 1(s) and WNF (s) are given in Eq. 8.4 and Eq. 8.12, respectively. 
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Fig. 8.10.    Proportional speed controller with resonance in the mechanical subsys-

tem. The notch filter cancels the resonance poles. The torque actuator 
delays and feedback acquisition are modeled as the first order lag with 
1/τHF = 2000 rad/s. The root locus of the system is given in Fig. 8.11 
and Fig. 8.12.  

To begin, the root locus is constructed for the system without any an-
tiresonant compensator (WNF = 1). In order to construct the root locus, it is 
necessary to enter the Matlab commands given in Table 8.3.  

The root locus obtained from the sequence in Table 8.3 is shown in Fig. 
8.11. The system is stable for KP < KPMAX = 3.14. As the loop gain KP ex-
ceeds KPMAX, the root locus branches originating from the resonance poles 
pass into the right half of the s –plane. Hence, the range of applicable gains 
for a system without any antiresonant compensator is 0 < KP < 3.14.  

 

The closed-loop system under consideration is given in Fig. 8.10. In order
to keep the root locus readable, the system is simplified by the assump-

=
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Table 8.3.   The Matlab command sequence used to obtain the root locus of the 
speed-controlled system with a mechanical resonator and without any 
antiresonant measures.  

>> JM= 0.0007; JL= 0.0007;   % Inertia coefficients 
>> KK = 317; KV = 0.12;   % Shaft parameters 
>> WP = sqrt(KK*(JM+JL)/JM/JL);  % Res.pole natural frequency 
>> WZ = sqrt(KK/JL);    % Res.zero natural frequency 
>> XP = sqrt(KV*KV*(JM+JL)/4/JM/JL/KK); % Resonant pole damping  
>> XZ = sqrt(KV*KV/4/JL/KK);   % Resonant zero damping  
>> numr = [1  2*XZ*WZ  WZ*WZ];  % Numerator (Eq. 8.4) 
>> denr = [1  2*XP*WP  WP*WP];  % Denominator (Eq. 8.4)  
>> denj = [ (JM+JL)  0];    % Pole at the origin (Eq. 8.4) 
>> numj = WP*WP/WZ/WZ;    % Static gain of the function 
>> WHF = 2000;           % First-order low-pass filter 
>> denhf = [1  2*WHF WHF*WHF];  % (actuator&feedback delay) 
>> numhf = WHF*WHF;    % Low pass filter static gain 
>> [num,den]=series(numr,denr,numhf,denhf); % Concatenation of torsional 
>>      % resonance and HF 
>> [num,den]=series(num,den,numj,denj); % Concatenation with 1/Js 
>> rlocus(num,den);    % Evans root locus plot  
>> axis([-2500 500 -3500 3500]);   % Scaling of the plot 
>> roots(den + KP num);   % Probing the closed loop  
>>      % poles for the given KP.  
>>      % The value KP = 3.14 
>>      % presents the stability limit 
 

Fig. 8.11.    Evans root locus obtained for the closed loop system with a propor-

1/(1+s/ωNF)2.  
tional speed controller, a resonant mechanical subsystem, and the tor-  
que actuator and feedback acquisition delays modeled as 
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The purpose of the series antiresonant compensator is to cancel the reso-
nance poles and extend the range of applicable gains. The notch filter zeros 
have to be tuned to ωNF = ωp, while their damping ζZ should correspond to 
the damping ζp of the resonance poles. With ζp depending on the viscous 
friction (Eq. 8.5), the condition ζZ = ζp can hardly be expected. The friction 
may change with the running speed and position of the machine. At the 
same time, it tends to change with the ambient temperature and to increase 
with wear in the transmission elements. Therefore, it is assumed that an er-
ror Δζ = ζZ – ζp exists, leading to a mismatch of 0.1 rad in the argument of 
the notch filter zeros. In order to obtain the root locus for the system in Fig. 
8.7, comprising the notch filter with detuned zeros, a subsequent set of 
Matlab instructions has to be entered at the Matlab command prompt. For 
the correct result, the command sequence in Table 8.4 has to follow that in 
Table 8.3 without quitting  Matlab or altering its variables.   

 

Table 8.4.   The Matlab command sequence used to obtain the root locus of the 
speed-controlled system with a mechanical resonator, compensated 
with a series antiresonant notch filter.  

 
>> WNF = sqrt(KK*(JM+JL)/JM/JL);  % Notch filter design, ωNF=ωp 
>> XZNF = cos(acos(XP)-0.1);          % Detuning of zeros 
>>      % by 0.1 rad 
>> XPNF = 1;      % Notch poles damping = 1 
>>  numnf = [1  2*XZNF*WNF  WNF*WNF];  % Notch filter numerator  
>> dennf = [1  2*XPNF*WNF  WNF*WNF];     % Notch filter denominator 
>> [numc,denc]=series(num,den,numnf,dennf);  % Insertion of the notch   
>>                % numnf(s)/dennf(s) in  
>>      % series with the transfer 
>>      % function num(s)/den(s)  
>>                 % of the uncompensated  
>>      % system  
>> close all;               % Close all previous figures 
>> rlocus(numc,denc);             % Printing the root locus of  
>> axis([-2500 500 -3500 3500]);           % the resulting  system and  
>>      % adjusting the scaling  
 
The root locus obtained in the prescribed way is shown in Fig. 8.12. Due 

to the notch filter zeros being displaced by 0.1 rad  with respect to the reso-
nance poles, the pole-zero cancellation is not perfect. Two pole-zero cou-
ples (dipoles) are formed in the figure, defining the two branches of the 
root locus, each one originating from one resonance pole, moving away as 
the gain KP increases, and ending in the neighboring notch filter zero. 
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nance pole is absorbed by the zero and is thus prevented from sliding to-
wards the right half-plane. There is a total of five real poles in Fig. 8.12. 
The pole at the origin corresponds to the factor 1/JEQs in Eq. 8.13. The two 
notch poles are real due to ζP = 1, and they reside on the real axis next to ω 
≈ –1000 rad/s. The two branches of the root locus, departing from the real 
axis between the notch poles and the origin, are absorbed by the resonance 
zeros.  

  

Fig. 8.12.   Evans root locus obtained for the system in Fig. 8.10 equipped with a 
series antiresonant compensator WNF (s). It is assumed that the resonant 
poles cancellation is impaired by a mismatch of 0.1 rad in the argu-
ment of the notch filter zeros.  

At ω = –2000 rad/s, the open-loop transfer function has one pair of real 
poles. Between these poles and the notch poles, another two branches de-
part from the real axis and sway towards the imaginary axis. For KP = 9.07, 
the closed-loop poles, sliding along this pair of branches, reach the stability 
limit. Hence, even a detuned notch filter increases the range of applicable 
gains from KP = 3.14 (Fig. 8.11) to KP = 9.07.  

The implementation aspects of the notch filter and further investigation 
of its impact on the closed-loop performance are discussed in subsequent 
sections of this Chapter.  

 
 

Compared with the locus in Fig. 8.11, the branch that starts from the reso-
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8.6.3 Implementation aspects of the notch antiresonant filters 

The notch antiresonant filter has to be implemented in discrete-time form, 
within the same digital controller that executes the speed controller and 
other motion control tasks. In most cases, the sampling period of the notch 
filter TSNF is set to be equal to the sampling period TSSC of the speed con-
troller. In cases with the resonant frequency ωTR exceeding 1 kHz, where 
the required sampling rate 1/TSNF exceeds 1/TSSC, the sampling period of the 
filter is set to TSNF = TSSC/p, where p > 1 is an integer.  

The notch transfer function WNF(s), given in Eq. 8.12, has to be con-
verted in the z-domain. The corresponding pulse transfer function WNF(z) 
has second-order polynomials in both numerator and denominator:  
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The coefficients K1, K2, K3, K4, and K5 of the pulse transfer function can 
be obtained from its poles zp1/2 and zeros zz1/2. The notch poles and zeros in 
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 ωNF. In order to cancel the resonance poles, 

the notch frequency ωNF and damping of zeros must be set to ξZ = ξp and 
ωNF = ωp (Eq. 8.5). According to the analysis given in previous sections, 
the damping coefficient ξP of the notch poles determines the width of the 
frequency band involved. If we convert WNF (z) polynomials in terms of (z — 
zz1)(z – zz2) and (z — zp1)(z — zp2) and calculate zp1/2 = exp(sp1/2TSNF) and zz1/2 = 
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In addition, the discrete-time notch filter can be designed by using Mat-

lab. The sample command sequence resulting in the WNF(z) structure and 
coefficients is given in Table 8.5. 

 

the s-domain are obtained from Eq. 8.12 as s — —
—
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Table 8.5.   The Matlab command sequence used to obtain the pulse transfer func-
tion of the discrete-time recursive notch filter.  

>> wnf = 1000;    % Notch frequency set to 1000 rad/s 
>> xp  = 0.5;      % Notch pole damping set to 0.5 
>> xz  = 0.01;      % Notch zero damping set to 0.01 
>> Ts  = 0.0001;   % Sampling rate set to 10 kHz 
>> num = [ 1 2*wnf*xz wnf*wnf]; % Numerator of the s-domain transfer function 
>> den = [ 1 2*wnf*xp wnf*wnf];   % Denominator, s-domain  
>> sysd = c2d(tf(num,den),Ts) % Conversion into z-domain and printing WNF 
>> [numd,dend] = tfdata(sysd,'v') % Obtaining the WNF(z) polynomials 

Discrete-time implementation requires conversion of the transfer func-
tion WNF(z) into a difference equation, expressing the next sample of the 
filter output in terms of previous inputs, outputs, and coefficients. The dif-
ference equation can be obtained by using the time-shift property of the z 
transform (Eq. 4.7):  
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In order to simplify calculations, the coefficients K2 and K4 can be stored 
in the digital controller memory as K*

2 = – K2 and K*
4 = – K4:  

15
*
4131

*
211 −+−+ ++++= nnnnnn xKxKxKyKyKy . 

It is worthwile to explore the execution time required to implement an 
antiresonant notch filter. Therefore, the implementation of the above differ-
ence equation is considered for existing motion-control processors [10, 11], 
and in particular for the  TI TMS320LF240x family of fixed-point DSP. A 
total of five multiplications has to be performed. The products have to be 
summed in order to obtain the torque reference.  

It is assumed that coefficients, inputs and outputs are represented as 16-
bit signed integers residing in the internal DSP memory. The numbers are 
written in Q12 format, where the bits b15–b12 keep the sign and integer 
part of the number, while the remaining bits b11–b0 keep the fractional 
part. In Q12 format, the value of 1.00 is written as 1000h.  

For proper access to RAM using direct addressing mode, it is necessary 
to set the data page pointer. In the above code, this is taken care of by the 
instruction LDP. Notice that the variables Xnew, Xn and Xold, correspond-
ing to xn + 1, xn, and xn – 1, have to be written in the successive memory cells. 
In this way, the operation xn = z–1 xn + 1 requires the value of Xnew to be 
copied into the next memory cell Xn. The same requirement holds for Yn 
and Yold ( yn and yn – 1).  
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Table 8.6.  The implementation of the antiresonant notch filter on a 16-bit fixed-
point DSP platform, coded in TMS320LF240x assembly language.    

LACC  PI_output  ; Load the output of the speed  
    ; controller into the accumulator  

; this is the new sample at the  
; input of the notch filter 

LDPK  #relevant_page ; Load data page pointer; 
; relevant variables must reside  

    ; within the same 128-word-long  
    ; page of the internal RAM,  
    ; determined by DP field of the DSP 
    ; status, this instruction sets DP 
SACL   Xnew   ; Store PI_output as X(n+1) 
ZAC    ; Clear 32-bit accumulator  
    ; ACCH:ACCL = 0x0000:0000 
LT     Xold   ; Load T register with X(n-1) 
MPY    K5   ; P register (32 bit) becomes  

; X(n-1) * K5   
LTD    Xn   ; Load T register with X(n),  
                      ; copy X(n) into X(n-1),  
                     ; and add P = X(n-1) * K5 to the  
                     ; accumulator (32 bit) 
MPY   K4       ; P register (32 bit) becomes  

; X(n) * K4   
LTD   Xnew   ; Load T register with X(n+1),  

; copy X(n+1) into X(n),  
; and add P = X(n) * K4    
; to  32-bit  ACC 

MPY   K3   ; P reg. = X(n+1) * K3   
LTA   Yold   ; Load T register with Y(n-1)  

; and add P register to ACC 
MPY   K2   ; P reg. = Y(n-1) * K2   
LTD   Yn   ; T reg. = Y(n),  copy Y(n)  

; into Y(n-1), and add P reg.  
; to ACC 

MPY   K1   ; P reg. = Y(n) * K1 
APAC    ; Add P reg. = Y(n) * K1 to  

; the accumulator. At this point,  
; the result Y(n+1) is stored in  
; the 32-bit accumulator. It has to  
; be scaled,  converted into a  
; 16-bit format and stored.  

SACH   Yn,4   ; The shift of 4 goes with Q12  
; format. The new output  

    ; Y(n+1) will be used as Y(n)  
; at the next sampling instant 

SACH   Tem_Ref,4  ; The output of the filter is the  
    ; torque reference  
 
The input to the filter is received from the PI speed controller 

(PI_output). The output is used as the driving torque reference (Tem_Ref). 
The program flow implements the notch filter difference equation, wherein 
the specific samples of the input and output are multiplied by the filter pa-
rameters K1–K5, and accumulated in the 32-bit accumulator. The hardware 
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multiplier provides the 32-bit result. It multiplies the 16-bit contents of the 
dedicated T register and the addressed RAM variable. Therefore, prior to 
each MPY instruction, the T register must be loaded with one of the multi-
plication factors. It is interesting to note that the instruction LDP performs 
three operations at a time. It loads the T register, adds the P register con-
tents to the accumulator, and moves the addressed memory cell to the sub-
sequent location. Upon completion, the output Tem_Ref is obtained by 
shifting the 32-bit accumulator four times towards the left and storing the 
accumulator upper 16 bits (ACCH). This operation is required in all cases 
when the numbers are represented in Q12 format. In the multiplication 1.00 

 1.00, where both values are represented in Q12 format, the multiplication 
produces 1000h  1000h = 0100 0000h. The proper result is obtained by 
left shifting the result by four and storing the upper 16 bits.  

The execution of the code given above requires 18 instruction cycles. 
With an instruction cycle of tC = 1/40 MHz = 25 ns [10, 11], the algorithm 
is completed in  450 ns. In cases where the damping coefficient ξZ has to be 
very low, a 16-bit implementation is not sufficient, and the filter variables 
have to be represented as 32-bit signed integers. This prolongs the execu-
tion at least four times. Even with 4·450 ns = 1.8 μs, the execution time is 
only a fraction of the shortest conceivable sampling period.  

8.7 Series antiresonant compensator with the FIR filter 

The application of notch antiresonant filters such as the one in Eq. 8.12 is 
limited by their sensitivity to parameter changes, their inability to compen-
sate both the resonant poles and zeros, and an insufficient attenuation ζP /ζZ 
of the resonance frequencies.  

The notch filter sensitivity to changes in the system parameters comes 
from the need to cancel the resonance poles with the notch zeros, wherein 
both the natural frequency ωNF and damping ζZ of such zeros have to corre-
spond with the control object parameters ωp and ζp. Any change in the vis-
cous friction, speed-dependent motion resistances, and temperature, as well 
as the wear of mechanical parts, results in the notch filter detuning.  

Even in cases where the notch zeros cancel the resonance poles in full, 
the notch poles cannot remove the resonance zeros from the open-loop 
transfer function (Eq. 8.15) due to ωp ≠ ωz.  

The notch filter attenuation ζP /ζZ cannot exceed –40 dB due to the rea-
sons detailed in the previous section. Therefore, the filter WNF in Fig. 8.10 
cannot eliminate the resonant frequency components in the signal T 

* from 

× 
× 
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passing into the driving torque Tem. Therefore, a certain amount of energy is 
supplied to resonance modes of the control object WP1(s).  

In this section, the design of a Finite Impulse Response (FIR) antireso-
nant filter is considered, with the goal of securing a complete removal of 
the resonant frequencies from the torque reference signal in Fig. 8.10 and 
reducing the filter sensitivity to changes in the system parameters. The fil-
ter has to replace the block WNF in Fig. 8.10.  

8.7.1 IIR and FIR filters 

The salient features of discrete-time Finite Impulse Response (FIR) filters 
and Infinite Impulse Response (IIR) filters, explained in the literature [22], 
are briefly summarized below. The input pulse, supplied at t =kT, affects 
the output of an IIR filter in the interval [kT .. +∞], where T stands for the 
sampling period. Hence,  the effects of an input pulse are not limited in 
time (infinite). With the same excitation fed to a FIR filter, the effects of 
the input pulse are visible in an interval [mT .. nT], while the output of the 
filter remains unaffected by the input for t > nT. In the latter case, the input 
to the filter has effects that are limited in time (finite). The transport delay 
(m—k)T and duration of the response (n—m)T depend on the FIR filter order 
and design.  

= 
num(z)/den(z), where the roots of equations num(z) = 0 and den(z) = 0 de-
termine zeros and poles of the filter, respectively. The difference equations 
and pulse transfer functions W(z) describing linear discrete-time IIR and FIR 
filters are given in Eq. 8.16 and Eq. 8.17. In difference equations, xp stands 
for the input sample at t = pT, yp represents the corresponding sample of the 
filter output, and the integers n and m determine the number of filter poles 
and zeros.  

In Eq. 8.16, the IIR filter output sample yp is calculated from the actual 
input xp, past input samples xp—1…xp—m, and past output samples yp—1…yp—n. 
The previous input and output samples are stored in the memory of the 
digital controller.  The FIR output sample yp is obtained in Eq. 8.17 from 
samples xp, xp—1,…xp—m of the input, and it does not depend on the past out-
puts. Hence, the output of the FIR filter is calculated as a weighted sum of 
the present and past input samples, and it represents a moving average of 
the input pulse train. The filter does not involve any recursion, since the 
output yp does not depend on the output history. Therefore, FIR filters do 
not have polynomial den(z) in their denominator. With den(z) = 1, their 
transfer function is  described as W(z) = num(z).  

Linear discrete time filters can be described by their transfer function W(z) 
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A sample first-order IIR filter W(z) = (1—α)/(z—α) has a single pole z = α
 and no zeros. With α = exp(–T/τ), the filter has its s-domain equivalent 

WE(s) = 1/(1+sτ). Supplied with a unity impulse δ(t), the filter WE(s) pro-
duces an output y(t) = exp(–t/τ). Although the effects of the input supplied 
at t = 0 exponentially decay, they do affect the filter output in the interval 
[0 .. +∞].  

An example of a simple FIR filter is W(z) = 1 + z–1 + z–2. With the input 
excitation defined as xi = 1 for i = p and xi = 0 for i ≠ p, the output samples 
are calculated as yp = yp+1 = yp+2 =1, with yi = 0 in all the remaining sam-
pling instants. Hence, the input sample xp affects the output during a lim-
ited interval of time. 

The FIR filters are capable of providing infinite attenuation at desired 
frequencies. This feature is crucial for designing an efficient series an-
tiresonant compensator.  

8.7.2 FIR antiresonant compensator 

The design of a FIR antiresonant compensator with unlimited attenuation 
of resonant oscillations is based on considerations illustrated in Fig. 8.13. It 
is assumed that the input signal, given at the bottom of the figure, is fed to 
the resonator having the transfer function WR(s) = ωTR

2/(s2+ ωTR
2). It is of 

interest to obtain the output of the resonator yOUT(t), shown at the top of 
Fig. 8.13. The electrical dual of the system under consideration is an LC 
circuit where the input voltage is fed through series inductance L while the 
output voltage is obtained across parallel capacitor C. The transfer function 
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of this circuit is uOUT (s)/uIN(s) = 1/(1+s2LC ) = ωTR
2/(s2+ ωTR

2), with ωTR = 
1/sqrt(LC). Supplied with uIN(t) = Ah(t), the dual circuit output becomes 
uOUT (t) = A (1–cos(ωTRt)). The waveform corresponds to the trace r1(t) in 
Fig. 8.13.  

In order to suppress undamped oscillations, the input step in Fig. 8.13 is 
split into two equal half-steps. One of these is passed without delay, while 
the other is delayed by one half of the resonance period TTR = 1/fTR. Each of 
these steps excites undamped oscillations of the resonator WR(s), given as 
r1(t) and r2(t) in Fig. 8.13. The resulting output yOUT (t) = r1(t) + r2(t) does 
not contain oscillations at the resonance frequency. Given the assumptions 
that the half-step amplitude is A/2 and that the input step commences at t0, 
responses r1(t) and  r2(t) to individual half steps are obtained as r1(t) = A/2 
(1–cos(ωTRt – ωTRt0)) and r2(t) = A/2 (1–cos(ωTRt – ωTRt0 – π)). Due to 
cos(α) + cos(α +π) = 0, the sum yOUT(t) = r1(t) + r2(t) does not have any re-
sidual oscillations.  

The transfer function of an antiresonant FIR filter, designed on the basis 
given in Fig. 8.13, is shown in Eq. 8.18. The number q is the closest integer 
representation of the ratio TTR/2/T between the resonance half period and 
the sampling time T. The transfer function WFIR(z) has to replace the block 
WNF (z) in Fig. 8.10. Hence, it must suppress the signals at the resonant fre-
quency and prevent them from entering the control object. The torque ref-
erence T*, generated by the speed controller, is fed to the filter input. The 
filter output Tem is fed to the torque actuator and supplied to the control ob-
ject as the driving torque.  

( )
T

TqzzW TR
q

FIR 2
,

22
1

≈+=
−

 
(8.18)

Each step in the reference torque T* (Fig. 8.10) is split into two equal 
half steps. One of these is passed to the torque actuator (Tem) without delay, 
while the other is delayed by one half of the resonance period TTR = 1/fTR. 
Each of these steps alone would excite torsional oscillations. The interac-
tion of responses to the two successive half steps cancels the resonance 
phenomena and produces an output waveform similar to yOUT (t) in Fig. 
8.13.  
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Fig. 8.13.    Principles of a FIR antiresonant filter. The input step (lower trace) is 
split into two half steps, one of them applied instantly and the other 
delayed by one half of the resonance period (TTR/2 = 1/2/fTR). Both 
half steps incite resonant oscillations (traces in the middle) in the control 
object (the block WP1(s) in Fig. 8.10). The oscillations are canceled out 
in the resulting output, being the sum of the former two (upper trace).  

Note at this point that tuning the FIR antiresonant filter requires only one 
system parameter. The integer q in Eq. 8.18 is set according to the reso-
nance period TTR. With q determined as the integer value closest to the ratio 
TTR/T/2, the rounding error depends on the ratio between the resonance pe-
riod TTR and the sampling period T. With TTR > 1 ms in most cases, and 

intervals of several tens of microseconds, the parameter setting of the FIR 
compensator can be accomplished with sufficient accuracy. While the 
notch filter attenuation (ζp /ζz) cannot exceed 40 dB, the FIR antiresonant 
filter with qT = TTR/2 offers an infinite attenuation at the frequency ωFIR = 
2π/TTR, and removes completely all such frequency components from the 
input signal T*. 

with the motion-control processors [10, 11] capable of achieving sampling 
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8.7.3 Implementation aspects of FIR antiresonant 
compensators 

It is important to discuss the implementation aspects of FIR series antireso-
nant compensators. The PI speed controller presented in Fig. 4.10 and Fig. 
4.25 calculates the increments of the proportional and integral control ac-
tions. The increments are summed in order to obtain the driving torque ref-
erence. Insertion of the FIR filter in Eq. 8.18 into an incremental PI speed 
controller is explained in Fig. 8.14. The increment of the proportional ac-
tion KP(Δωp – Δωp-1) and the increment of the integral action KI Δωp are fed 
to the input of the filter. The design parameter q has to be set to ensure qT 
≈ TTR /2.  The filter splits each torque increment ΔTem into two half-steps 
and delays the second half-step by qT. The discrete-time integrator on the 
right of the figure accumulates the increments and generates the output. 
With qT = TTR /2, the output Tem of the structure in Fig. 8.14 does not have 
any spectral energy at the resonant frequency. Therefore, the torsional 
resonance modes do not receive any energy from the servo motor. In such 
conditions, any torsional oscillations would eventually decay due to a lack 
of energy supply and a small but finite damping of the resonance poles. 
Under these assumptions, an increase in feedback gains does not augment 
the energy supplied to the mechanical resonator, due to the FIR filter hav-
ing an infinite attenuation at ω = ωTR. For this reason, the range of applica-
ble gains is extended, increasing, in this way, the closed-loop bandwidth 
and the response speed of the system. Further performance evaluation is 
carried out by means of computer simulations and experimentally.  

 

Fig. 8.14.    Implementation of the antiresonant FIR compensator in conjunction 
with the PI speed controller in its incremental form.  
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8.8 Computer simulation of antiresonant compensators 

The impact of antiresonant series compensators on the input and load step 
response of the system with a PI speed controller and torsional resonance in 
the control object is investigated here by means of computer simulations. In 
Section 8.2, the Simulink model of the system has been developed and 
given in Fig. 8.3. The model of the mechanical resonator is contained 
within the Simulink subsystem given in Fig. 8.4. The model used in this 
section is shown in Fig. 8.15 and is obtained from the previous one by add-
ing the series antiresonant compensator between the speed controller and 
the torque actuator.  
 

Fig. 8.15.    Simulink model of the system with a PI speed controller, elastic cou-
pling between the motor and load, and a series antiresonant compensa-
tor.  

In this section, the notch filter and the FIR filter are used as series an-
tiresonant compensators. The Simulink subsystem with the notch filter is 
given in Fig. 8.16. The antiresonant series compensator with the FIR filter 
is given in Fig. 8.17. The Matlab command sequence used to set the simu-
lation parameters is given in Table 8.1. In this section, the stiffness coeffi-
cient KK is set to 310 Nm/(rad/s), resulting in a resonant frequency of 
150 Hz.  

 



8.8 Computer simulation of antiresonant compensators      315 

1
OUTPUT

s  +2*KSIZ*WNFs+WNF*WNF2

s  +2*KSIP*WNFs+WNF*WNF2

NOTCH FILTER

1
INPUT

 
 

Fig. 8.16.    Simulink subsystem with a notch filter.  
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Fig. 8.17.    Simulink subsystem with a FIR antiresonant filter. 

For the purpose of comparison, the first simulation run is performed 
without any antiresonant compensator. In order to achieve a stable response 
and reduce the torsional oscillations, the closed-loop gains are reduced with 
respect to their optimized values, as suggested in Eq. 4.59, and set to KP = 
KPOPT /4 and KI = KIOPT /20. These gains are maintained through all the simu-
lation runs in this section. The simulation traces of the driving torque and 
speed are given in Fig. 8.18. The speed reference step (left) produces tor-
sional oscillations that decay with a time constant of several hundreds of 
milliseconds. The load step results in oscillations of even larger magnitude.  
The response obtained in the figure is stable, but it is not acceptable due to 
the excessive amplitude of torsional oscillations. In the absence of an an-
tiresonance compensator, the gains would have to be further reduced in or-
der to obtain an acceptable response quality.  

The simulation traces obtained with the notch filter are given in Fig. 
8.19. The filter is properly tuned, and it removes the resonance phenom-
ena. An overshoot in the step response is present due to the fact that the 
feedback gains KP and KI differ from their optimized values (Eq. 4.59). 
The simulation traces obtained with the FIR filter are given in Fig. 8.20. 
The torque and speed responses are similar to those given for the previous 
case. Hence, it is concluded that, with the proper tuning, both the notch 
and FIR filter remove the resonant frequencies from the driving torque. 
Therefore, the torsional resonance modes do not receive any energy from 
the servo motor. Further verification of antiresonant filters is performed 
experimentally in the next section.  
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It is of interest to investigate the effects of the resonant ratio RR (Eq. 8.7) 
on the amplitude and damping of torsional oscillations. In Fig. 8.18, the 
simulation traces are given for JM = JL, resulting in the resonance ratio of RR 
= 1.41. In Fig. 8.21, the torque and speed responses are obtained with JM : 
JL = 1 : 3. The model does not include any antiresonant filter; nevertheless, 
the speed oscillations are relatively small and well damped. In Fig. 8.22, 
the ratio JM : JL reverts to 6 : 1. The speed step produces only negligible 
torsional oscillations. Following the load step, the oscillations are more 
pronounced than in the previous case, yet with the damping much 
improved compared with the traces in Fig. 8.18. Therefore, it is concluded 
that the torsional resonance problems are more critical in cases with JM /JL ≈ 
1. With either JM/JL >> 1 or  JM/JL << 1, the resonance phenomena are less 
emphasized and do not pose a problem.  

 

 
Fig. 8.18.    Simulation traces of the driving torque and speed obtained from the 

model in Fig. 8.15 during the reference step (left) and the load step 
(right) transients. This model does not include any antiresonant filter.   
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Fig. 8.19.    The simulation given in Fig. 8.18 is repeated with a notch antiresonant 

filter. Other settings and scalings remain unaltered.  

 

 
Fig. 8.20.    The simulation given in Fig. 8.18 is repeated with a FIR antiresonant 

compensator. Other settings and scalings remain unaltered.  
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Fig. 8.21.    The impact of the resonant ratio RR (Eq. 8.7) on torsional oscillations. 

Simulation traces are obtained with JM : JL = 1 : 3. The model does not 
include any antiresonant filter.  Other settings and scalings remain un-
altered. 

 

 
Fig. 8.22.   The simulation given in Fig. 8.21 is repeated with JM : JL = 6 : 1. Other 

settings and scalings remain unaltered. 
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8.9 Experimental evaluation 

The analytical considerations and simulation traces obtained in the preced-
ing sections may differ from the experimental results obtained from a prac-
tical resonant servo system. The presence of quantization noise, cogging 
torque, speed-dependent motion resistances, and nonlinear friction is not 
taken into account in the preceding analysis. The two-mass system in Fig. 
8.1 represents a simplified representation of a system comprising a number 
of elastically coupled masses, and this assumption may result in differences 
between simulated and experimental traces. In the vast majority of practical 
cases, where the range of applicable gains is limited due to mechanical 
resonance, the problem reveals itself in the form of sustained oscillations. 
For that reason, the conclusions derived from analysis and simulation 
throughout this chapter are verified experimentally.  

The resonant control object in the experimental setup consists of two 
identical synchronous permanent magnet motors. One of the motors is used 
as the torque actuator, while the other serves as the load. The motors are 
coupled by a flexible hollow shaft. Both motors are equipped with electro-
magnetic resolvers. Hence, it is possible to close the loop by using either 
the motor- or the load-side variables. At the same time, both the load and 
the motor speed and position can be stored and printed. The R/D converter 
bandwidth is 1 kHz, and its resolution is set to 12 bits [2].  

In order to decouple the mechanical resonance phenomena from the 
speed and torque oscillations caused by the cogging torque of the perma-
nent magnet motors, the motor shafts are coupled so as to minimize the 
sum of the cogging torques coming from the motor side and the load side 
of the experimental setup. Furthermore,  all the experiments are performed 
at low speeds, keeping the measurement results free from cogging torque 
disturbances. The low-speed behavior is of greater interest, since the prob-
lems of sustained torsional oscillations and instability are more pronounced 
at lower speeds, and, in particular, at standstill.  

Detailed information on the servo motor FAST1M6030 is given in 
manufacturer’s catalog [23]. The basic parameters of the motor and the 
shaft are given in Table 8.7.  

Table 8.7.   Relevant parameters of the experimental setup, used to compare the 
notch and FIR antiresonant compensators.     

Rated torque:    Tnom  = 5.7 Nm  
Peak torque:    Tmax  = 24 Nm  
Rated speed:    ωnom  = 3000 rpm 
Rated power:    Pnom  = 1.49 kW 

(continued)
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Pole pairs:    p       = 3 
Rotor inertia of one motor:  JM       = 0.000620 kgm2  
Resonance frequency for a single  

    motor 
connected to an infinite inertia: fINF  = 1.45 kHz  
Hollow shaft inertia:    JSH  = 0.000220 kgm2 

Hollow shaft stiffness:   KK  = 350 Nm/rad 
Viscous friction:    KV  = 0.004 Nms/rad 
 
The motors are supplied from a DSP-based digital servo amplifier [17] 

capable of performing torque control functions, speed control, and an-
tiresonant compensation. The sampling time is set to T = 100 μs. The mo-
tor used as the torque actuator runs in the speed control mode. The other 
motor is used as a controllable load. Therefore, it is placed in the torque 
control mode. In this way, the step change of the load torque is achieved by 
changing the torque reference of the second motor. The block diagram of 
the servo amplifier is given in Fig. 8.23.   

Fig. 8.23.     Block diagram of the DSP-based servo amplifier [17]. 

In Fig. 8.24, the traces of the load speed, motor speed, driving torque, 
and speed difference Δω are given, obtained with a PI speed controller 
without any antiresonant filters. The speed controller gains are reduced 
three times with respect to their optimized values, suggested in Eq. 4.59. It 
is verified that any increase in the gains results in unacceptable torsional 
oscillations. The traces are obtained with the motor-side feedback. The 
speed reference step of 100 rpm is followed by the load step change of 4 
Nm. The speed step (left-hand side of the figure) results in relatively small 
oscillations, mostly observed in the speed difference Δω. The frequency of 
torsional oscillations is close to 150 Hz. The load step (right-hand side of 

Table 8.7. (continued)
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the figure) produces sustained oscillation of a larger amplitude. In Fig. 
8.25, the same test is repeated with the load-side feedback. This time, the 
amplitude of torsional oscillations gradually decays. 

The experimental traces of the step response obtained with a properly 
tuned FIR filter and with the motor-side feedback are given in Fig. 8.26. 
The input step does not incite any torsional oscillations, due to the fact that 
the filter prevents the mechanical resonator from being supplied from the 
motor side. The overshoot in the speed and torque, observed on the left-
hand side of the figure, is produced by the gains being reduced three times 
with respect to their optimized settings KPOPT and KIOPT. On the other hand, 
the load step, taking place on the right-hand side of the figure, does pro-
duce torsional oscillations of a relatively small amplitude, mostly observed 
in the speed difference (top trace). The oscillations decay within several 
hundreds of milliseconds. They cannot be amplified by the loop gains and 
reenter the system in the form of the driving torque, as the FIR antiresonant 
filter exhibits an infinite attenuation of the resonance phenomena. In Fig. 
8.27, the same test is repeated with the load-side feedback. This time, the 
speed difference is smaller, and the torsional oscillations are hardly visible. 
Therefore, there is a potential of increasing the loop gains and bandwidth.  

 

 
Fig. 8.24.   Experimental traces obtained without antiresonant compensation. The 

loop gain is set to the stability limit. The experimental traces are ob-
tained with motor-side feedback. The speed reference step change is 
followed by the step change in the load torque. The traces include the 
speed difference (the uppermost trace, 10 rad/s per div.), torque refer-
ence (10 Nm per div.), load-side speed, and motor-side speed (the bot-
tom trace, 10 rad/s per div.). 
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Fig. 8.25.    The experiment in Fig. 8.24 is repeated with load-side feedback. Other 

settings and scaling remain unaltered.  

 

 
Fig. 8.26.    Step response of the system with a properly tuned FIR series compen-

sator and motor-side feedback. The gains, scaling, and settings are the 
same as in the experiment given in Fig. 8.24.  

 
 



8.9 Experimental evaluation      323 

 
Fig. 8.27.   The experiment in Fig. 8.26 is repeated with load-side feedback. Other 

settings and scaling remain unaltered.  

compensators with respect to changes in the system parameters. For exam-
ple, the resonant frequency may change in time, and even fluctuate during 
the operating cycle, due to changes in the load inertia, machine geometry, 
and stiffness of the couplings.  

In Fig. 8.28, the experimental traces are given for the system with a 
notch series compensator and the motor-side feedback. The notch central 
frequency is detuned by 25% with respect to the resonance. Other gains 
and settings preserve the same values as in the previous experimental runs. 
Compared with Fig. 8.24, the resonant phenomena are reduced in ampli-
tude. Hence, even a detuned notch filter brings positive effects. On the 
other hand, sustained oscillations do not decay, and they result in the track-
ing error, acoustical noise, and accelerated wear of mechanical elements.  

Robustness of the system with a detuned FIR antiresonant filter is tested 
by introducing an error of 25% in setting the delay parameter qT. The 
speed controller uses the motor-side sensor for the loop closure, and the re-
sulting experimental traces are given in Fig. 8.29. The step in speed pro-
duces hardly-visible oscillations in the speed difference Δω. The load step 
produces torsional oscillations that decay in approximately 1 s.  

 

It is worthwhile to test the robustness of both the notch and FIR series 
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Fig. 8.28.    Step response of the system with a notch series compensator and mo-

tor-side feedback. The notch filter central frequency is detuned by 
25%. The gains, scaling, and settings are the same as in the experiment 
given in Fig. 8.24.  

 

 
Fig. 8.29.    Step response of the system with a detuned FIR series compensator 

and motor-side feedback. The FIR filter delay qT is detuned by 25%. 
The gains, scaling, and settings are the same as in the experiment 
given in Fig. 8.24.  
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8.10 Sustained torsional oscillations 

In practical motion-control systems, the torsional oscillations and mechani-
cal resonance are encountered as sustained oscillations in position, speed, 
and torque (force), of a smaller or larger amplitude. Due to their frequency 
ranging from 100 Hz to 1 kHz, these are often heard as an audible noise. In 
a linear system, sustained oscillations require the closed-loop poles to be 
positioned on the imaginary axis. Even a small drift of the poles towards 
the left half-plane causes the oscillation amplitude to decay. In the same 
way, any departure of the closed-loop poles to the right half-plane results in 
a progressive increase of the oscillation amplitude. Therefore, sustained os-
cillations are rarely encountered in systems without nonlinear features.  

In a mechanical subsystem subjected to torsional oscillations, the equiva-
lent motion resistance and the internal friction of transmission elements in-
crease with the amplitude of the oscillations. Specifically, the coefficients 
B (Eq. 1.1) and KV of the simplified model in Fig. 8.2 tend to increase as 
the torsional resonance phenomena intensify. According to Eq. 8.5, an in-
crease in mechanical power losses improves the damping of torsional oscil-
lations. In the situation where the oscillation amplitude is small while the 
damping is insufficient, the amplitude increases, enlarging, at the same 
time, the mechanical losses and increasing the damping. At a certain point, 
equilibrium is reached, and the system proceeds with the operation with a 
constant amplitude of torsional oscillations (sustained oscillations). Note at 
this point that the damping coefficient of the closed-loop poles of a lin-
earized system affects the amplitude of sustained oscillations: the larger the 
damping, the smaller the amplitude. In most cases, an increase in feedback 
gains does not result in instability, but it increases the amplitude of sus-
tained oscillations. The reduction in oscillations amplitude shown in Fig. 
8.28, compared with that in Fig. 8.24, is an illustration of this phenomenon.   

Problems 

P8.1 
A mechanical resonator consists of two rigid bodies, each one having iner-
tia J = 0.001 kgm2. They are coupled by means of a flexible shaft, with 
stiffness KK = 500 Nm/rad. The internal (viscous) friction of the shaft is KV 
= 0.01 Nm/(rad/s). Calculate the resonant and antiresonant natural fre-
quency and relevant damping factors. (Hint: use Eq. 8.5.)  
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P8.2 
The mechanical subsystem in the previous problem is used as the control 
object of a speed-controlled system. Derive the transfer function WP (s) = 
ω (s)/Tem(s) and use Matlab in order to obtain the transient response of the 
output speed to the torque impulse. Compare the responses obtained with 
KV = 0.01 Nm/(rad/s) and KV = 0.1 Nm/(rad/s).  
 
P8.3 
Consider a speed-controlled system with a PI controller, where the feed-
back gains KP and KI are set to their optimized values, according to the de-
sign rule derived in Chapter 4. The sampling time of the system is T = 300 
μs, the motor and load inertia JM = JL = 0.0007 kgm2, the shaft parameters 
KK = 5000 Nm/rad and KV = 0.15 Nm/(rad/s), and the system parameters 
KFB and KM are equal to one. What is the resonant frequency of the tor-
sional resonance modes? Use Simulink to obtain the step response of the 
output speed. Reduce the closed loop gain in order to obtain a stable, ac-
ceptable response of the output speed. Hint: use the model file P8_3.mdl, 
the command file P8_3cmd.m, and perform the gain reduction in steps such 
as KPNEW = KP /2 and KINEW = KI /4.  
 
P8.4 
Consider the step response of the output speed obtained in the previous 
problem with KP = KPOPT/4 and  KI = KIOPT /16. Estimate the rise time and 
the closed-loop bandwidth. Calculate the ratio fTR/fBW  and verify the rule of 
thumb devised in Section 8.2.  
 
P8.5 
In problem P8.3, where the range of applicable gains is sought by reducing 
KP and KI according to the formula KPNEW = KP /2 and KINEW = KI /4, the ra-
tio KP /KI is not preserved. Find the explanation for this decision. (Hint: 
consider the impact of the gains on the natural frequency and damping of 
the closed loop poles. Refer to the s-domain simplified representation of 
the speed-controlled system, given in Fig. 2.2). 
 
P8.6  
In Section 8.3, the transfer function WRR2(s) is obtained in Eq. 8.10, com-
prising a pair of weakly-damped conjugate complex zeros and one real 
pole. Confirm the assumption that zeros in Eq. 8.10 do not contribute to 
oscillations in the driving torque and rotor speed. Suggestion: in order to 
resolve the problem of the transfer function WRR2(s) being improper, extend 
the transfer function with the inertial load 1/Js. Consider the values of ωz = 
1, 2ξ/ωz = 0.01, and J =1.  
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P8.7 
Design a continuous-time notch filter with two conjugate complex poles 
and two conjugate complex zeros, with a notch frequency of ωNF = 1 rad/s, 
with the damping of zeros ξz = 0.001 and with the damping of poles ξp = 
0.5. Calculate the discrete-time equivalent of the filter, assuming that T = 1. 
Verify the amplitude characteristic of the filter by feeding the noise signal 
to the input and observing the spectrum of the filter output. In order to use 
the prescribed approach and obtain an estimate of the amplitude character-
istics, the spectral energy of the noise must have a uniform distribution.  
 
P8.8 
Design the discrete-time notch filter applied as a series antiresonant com-
pensator in a speed-controlled system. The system parameters are  JM = JL = 
0.001 kgm2, KK = 500 Nm/rad, KV = 0.01 Nm/(rad/s), and T = 100 μs. The 
damping of the notch filter poles is ξP = 0.2. The notch filter implementa-
tion details are given in Section 8.6.3.  
 
P8.9 
Consider the FIR filter with pulse transfer function W(z) = 1 + 2z–1 + 3z–2+ 
2z–3+ z–4, supplied with an impulse at t = 5T. Verify using Matlab that the 
impact of the initial impulse vanishes in n sampling periods, where n is the 
order of the FIR filter.  
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A C-code for the PD position controller 

/**********************************************************************/ 
/*                                                                    */ 
/*  PD position controller. KP action in direct, KD in feedback path  */ 
/*--------------------------------------------------------------------*/ 
/*                                                                    */ 
/*  This routine returns the torque reference as a 16-bit signed (int)*/ 
/*  where +/-0x7fff corresponds to +/-Tmax. The feedback signal is    */ 
/*  obtained from the encoder, as a 16-bit "encinput", where 0-0xffff */ 
/*  corresponds to one motor turn. The reference is supplied as a     */ 
/*  32-bit variable, with the upper 16 bits representing the number   */ 
/*  of turns.                 */ 
/*                                                                    */ 
/*  The signal "yref" corresponds to the internal speed reference     */ 
/*  (y1 in Chapter 6 and Chapter 7). This internal speed reference    */ 
/*  is limited. The speed limit applied is the square root function   */ 
/*  of the remaining path.                                            */ 
/*                                                                    */ 
/*  The square root function is implemented through piecewise         */ 
/*  linear approximation. To facilitate calculations, the speed error */ 
/*  is separated into the sign and absolute value.                    */ 
/*--------------------------------------------------------------------*/ 
/*  Input arguments:                                                  */ 
/*                                                                    */ 
/*    encinput     16-bit shaft position obtained from an encoder     */ 
/*                 0-0xffff correspond to one motor turn              */ 
/*    reference    32-bit position reference, HI part = No. of turns  */ 
/*    kdgain       16-bit derivative gain, internally scaled          */ 
/*    kpgain       16-bit proportional gain, internally scaled        */ 
/*                                                                    */ 
/*  Return argument: (output)                                         */ 
/*                                                                    */ 
/*    (implicit)   16-bit torque reference, internally scaled         */ 
/*                 +/- 0x7fff correspond to +/- Tmax                  */ 
/*                                                                    */ 
/*  Internal static variables:                                        */ 
/*                                                                    */ 
/*    position     16-bit torque reference, internally scaled         */ 
/*                 +/- 0x7fff correspond to +/- Tmax                  */ 
/*    error        32-bit position error in the output position       */ 
/*    reftorque    32-bit torque reference - speed controller output  */ 
/*    encold       16-bit past value of the encoder position          */ 
/*                                                                    */ 
/*  Temporary variables used in calculations:                         */ 
/*                                                                    */ 
/*    abserr       32-bit signed position error                       */ 
/*    yref         32-bit internal speed reference y1                 */ 
/*    encinc       16-bit increment in the encoder position           */ 
/*    errorsign    16-bit variable keeping the error sign             */ 
/*    error16      16-bit variable keeping the absolute error         */ 
/*    temp         32-bit temporary variable                          */ 
/*                                                                    */ 
/**********************************************************************/ 
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/* Piecewise linear approximation of the square root function         */ 
 
 enum xpt { X1=598, X2=900, X3=1500, X4=3000,  
            X5=7375, X6=18500 }; 
 enum ypt { Y2=934076, Y3=1145476, Y4=1479076,  
            Y5=2091076, Y6=3276701 }; 
 enum slo { S2=700, S3=556, S4=408, S5=271, S6=225 };  
 enum maxmin { WMAX = 5779826, TORQMAX = 0x3fffffff };  
 
 union dugi { 
              long lo; 
          struct   { int lower,upper; }in; 
        }; 
 
int PD_Controller(int encinput, long reference,  
                  int kdgain, int kpgain) 
 
{ 
 
   static long position,error;  
   static long reftorque;  
   static int encold;  
 
   long   abserr, yref;  
   int    encinc, errorsign; 
   int    error16;    
 
   union dugi temp; 
 
   encinc = encinput - encold; 
   encold       = encinput;  
 
   position += (long) encinc;  
 
   error  = reference - position;  
   abserror  = abs(error);  
   if(error<0)  errorsign = -1; else errorsign = 1;  
    
   if(abserror < 0x8000) error16 = (int) abserror;  
   else                  error16 = 0x7fff;  
 
   reftorque = (long) (-kdgain * error16);  
 
   if(error16 < X1)           yref = kpgain * error16; 
   else   if(error16 < X2)    yref = Y2 + (error16-X1)*S2; 
   else   if(error16 < X3)    yref = Y3 + (error16-X2)*S3; 
   else   if(error16 < X4)    yref = Y4 + (error16-X3)*S4; 
   else   if(error16 < X5)    yref = Y5 + (error16-X4)*S5; 
   else   if(error16 < X6)    yref = Y6 + (error16-X5)*S6; 
   else   yref = WMAX; 
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   if(errorsign == -1) yref= -yref; 
 
   reftorque=reftorque+yref; 
 
   if(reftorque > +TORQMAX) reftorque = +TORQMAX;      
   if(reftorque < -TORQMAX) reftorque = -TORQMAX;                                      
   temp.lo = reftorque;  
 
   return(temp.in.upper);                                                             
 
} 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



B ASM-code for the PID position controller 

 
 
 

;******************************************************************* 
;* PID POSITION CONTROLLER with feedforward compensation (W &Acc)  * 
;*    NOTCH antiresonant filter of the output - torque reference   * 
;*    Platform: TMS320LF240x TI DSP                                * 
;*                                                                 * 
;*   This routine implements the PID position controller with      * 
;*  the feed forward compensation derived from the 1st and 2nd     * 
;*  derivative of the reference profile. The optional notch filter *     
;*  removes the resonant frequencies from the torque reference.    * 
;*                                                                 * 
;*                                                                 * 
;*  INPUTS:                                                        * 
;*                                                                 * 
;*  Trajectory_HI:  Reference trajectory, number of turns          * 
;*  Trajectory_LO:  Reference trajectory, position within one turn * 
;*  RefSpeedFF:     1st derivative (speed feedforward signal)      * 
;*  AccelFF:        2nd derivative (torque feedforward)            * 
;*                                                                 * 
;*  Abs_Pos_HI:     Position feedback, number of turns             * 
;*  Abs_Pos_LO:     Position feedback, fractional part             * 
;*  ShaftSpeed:     Shaft speed feedback (position derivative)     * 
;*                                                                 * 
;*  INTERNAL STORED VARIABLES:                                     * 
;*                                                                 * 
;*  FiltShaftSpeed: Low-pass filtered shaft speed                  * 
;*  RefSpeedFilt:   Low-pass filtered reference speed (speed FF)   * 
;*  Pos_Err_Old:    Past position error (n-1)                      * 
;*  past_werr:      Past value of speed error                      * 
;*  int_high:       High part of the 32-bit torque reference       * 
;*  int_low:        Low part of the 32-bit torque reference        *        
;*                                                                 * 
;*  Xnp1 Xnow Xnm1: Notch filter inputs (n+1), (n), (n-1)          * 
;*  Ynow, Ynm1:     Notch filter outputs (n), (n-1)                * 
;*                                                                 * 
;*  GAINS:                                                         * 
;*                                                                 * 
;*  kd1, kp1, ki1   PID controller gains                           * 
;*  K1_notch.....   Notch filter gains K1–K5                       * 
;*  .....K5_Notch                                                  * 
;*                                                                 * 
;*  TEMPORARY VARIABLES:                                           * 
;*                                                                 * 
;*  Temp_1, Temp_2, Temp_3, Pos_Err_New                            * 
;******************************************************************* 
;******************************************************************* 
;*   Find the (limited) position error in 32-bit format:           * 
;*                                                                 * 
;*   Pos_Err = Trajectory_Hi_lo  - Abs_Pos_Hi:Lo (32-bit, Version) * 
;*   ONLY Pos_Err_New IS USED FURTHER, LIMITED TO +/- 7FFFH RANGE  * 
;*                                                                 * 
;******************************************************************* 
 



Find_Position_Error:            ; Trajectory_HI:Lo keeps the  
   spm   0              ; position reference 
   setc  ovm                     ; Abs_Pos_Hi_LO keeps the  
   ldp   #Trajectory_Hi          ; 32-bit absolute position,  
   zalh  Trajectory_Hi         ; HI = Turns, LO = position  
   adds  Trajectory_Lo           ; within one motor turn  
   ldpk  0 
   subh  Abs_Pos_Hi               
   subs  Abs_Pos_Lo            ; Pos_Err_NEw is 16-bit  
   sacl  Pos_Err_New             ; error has to be restricted 

; to +/- 7FFF 
   bgez  Positive_Posit_Error      
                                 ; must have the  

; ABS value =< 7FFFH 
Negative_Posit_Error: 
   abs 
   sub   #7fffh                 ; If ABS<7FFFH, amplitude=OK 
   blz   Correct_PosErrLo_Val 
   zac 
   sub   #7fffh                  ; If ABS > 7FFFH, limit the  
   sacl  Pos_Err_New             ; amplitude 
   b     Correct_PosErrLo_Val    
 
Positive_Posit_Error: 
   abs 
   sub   #7fffh                  ; If ABS<7FFFH, amplitude=OK 
   blz   Correct_PosErrLo_Val 
   lac   #7fff                   ; If ABS > 7FFFH, limit 
   sacl  Pos_Err_New            
Correct_PosErrLo_Val:            ; Here Pos_Err_New READY 
 
 
Filter_the_running_speed_and_Trajectory_slope: 
 
    lac   ShaftSpeed,15        ; ShaftSpeed = increment 

; of the shaft position 
    add   FiltShaftSpeed,15  ; FiltShaftSpeed =  

; filtered speed  
    sach  FiltShaftSpeed    ; low-pass filter,  

; Fbw = 0.11/TSpl 
    lac   RefSpeedFF,15        ; filter the reference  

; speed (slope of the  
    add   RefSpeedFilt,15        ; position trajectory) 
    sach  RefSpeedFilt     ; first-order filter,  

; Fbw=0.11/Tspl 
zalh  RefSpeedFilt      ; Find the speed difference  

; between the feedforward 
    addh  RefSpeedFilt           ; speed signal  
    subh  FiltShaftSpeed         ; and the shaft speed 
    subh  FiltShaftSpeed         
    sach  Temp_2        
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    zalh  Pos_Err_New       ; (1-z^-1)*Position_Error 
    subh  Pos_Err_Old            ; and place result in Temp_3 
    sach  Temp_3 
    lac   Pos_Err_New            ; OLD  =   z^-1 * NEW 
    sacl  Pos_Err_Old          
 
; Find (1 - z^-1) * (Ref_Speed_Feed_Frwrd - Shaft_Speed) 
 
    zalh  Temp_2   
    subh  past_werr          ; past_werr keeps  

; z^-1 * Temp_2 
    addh  Temp_2 
    subh  past_werr 
    sach  Temp_1 
 
; past_werr = z^-1 (Ref_Speed_Feed_Frwrd - Shaft_Speed)  
    lac   Temp_2 
    sacl  past_werr               
                 
;****************************************************************** 
;* PID Controller gains:  kp1, kd1, ki1                           * 
;* Temp_3 = NONFILTERED Error, Temp_1 = Filtered WError Increment * 
;****************************************************************** 
 
Calculate_PID_Control_Actions: 
 
    lt    kd1                    ; Treg = kd1 
    mpy   Temp_1                ; Temp_1=Filtered increment 

; of WError signal  
    pac                          ; P -> ACC 
    rpt   #10 
    apac                         ; Rescale derivative action 
    lt    kp1                    ; Treg = kp1 
    mpy   Temp_3              ; PReg =  

; kp1 * Nonfiltered_Error 
    rpt   #7 
    apac                         ; Rescale proportional  

; control action  
    lt    ki1                    ; Treg = ki1 
    mpy   Pos_Err_New           ; Preg =  

; Position_Error * ki1 
    apac 
    apac                           
 
;****************************************************************** 
;*     At this point, ACCH:ACCL contains the torque increment     * 
;*  With Reference == 0, ACCH:ACCL = Torque increment becomes =   * 
;*                                                                * 
;*  - (kd1 * (1-1/z)^2 * 12   ) * Shaft_Position -                * 
;*  - (kp1 * (1-1/z)   * 8    ) * Shaft_Position -                * 
;*  - (ki1 * (    1    * 2    ) * Shaft_Position                  *  
;****************************************************************** 
     ADDH  int_high      
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     ADDS  int_low             ; int_high:int_lo = 
;  Torque Ref.  

     SACL  int_low      
     SACH  int_high     
     addh  Accel_FF              ; Add Acceleration  
     SACH  Temp_2        ; Feed Forward 
 
;********************************************** 
;*  THE TORQUE REFERENCE CONTAINED IN Temp_2  * 
;*  EXECUTE ANTIRESONANT NOTCH FILTER         * 
;********************************************** 
 
    LAC    k1_notch             ; Skip notch if K1_Notch = 0 
 
    BZ     Notch_Filter_Done_Or_Skip 
 
;Execute Notch Filter when K1 != 0  
    LAC   Temp_2      
    SACL  Xnp1 
    ZAC                         ; Xnp1 = input (n+1) 
    LT    Xnm1                  ; Xnm1 = input (n-1) 
    MPY   K5_notch              ; Xnow = input (n)   
    LTD   Xnow                  ; Notch filter coefficients 
    MPY   K4_notch              ; K1 .. K5 
    LTD   Xnp1                  ; given in this book  
    MPY   K3_notch       
    LTA   Ynm1                  ; Ynow = output (n)  
    MPY   K2_notch              ; Ynm1 = output (n-1) 
    LTD   Ynow 
    MPY   K1_notch 
    apac                        ; Coeffs. in format Q12 
    rpt   #3                    ; Left shift ACC << 4 
    norm  *                     ; and store the result  
    SACH  Ynow 
    LDPK  0 
    SACH  Temp_2 
Notch_Filter_Done_Or_Skip: 
 
    clrc  ovm  
 
    lacc  Temp_2              ; On return, Accumulator  

; (ACCL) contains the PID 
    RET    ; controller output, namely, 
     ; the torque reference 
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C Time functions and their Laplace and z-transforms 

 
Functions F(z), given in the right column for the relevant f(t), represent the z-
transform of the pulse train f(kT) comprising the samples of the time function 
f(t) at the sampling instants t = kT, where T represents the sampling period. 
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D Properties of the Laplace transform 
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E Properties of the z-transform 
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F Relevant variables and their units 

 
Variable 
 

Unit  Symbol Comment 

LENGTH METER m - (basic unit) 
MASS KILOGRAM 

TON 
kg 
t 

- 
1 t = 103 kg 

TIME SECONDS s -  
ELECTRIC CURRENT AMPERE A -  
TEMPERATURE KELVIN 

DEGREES  
CELSIUS 

K 
ºC 

1 ºC = 1 K 
0ºC corresponds  
to 273.15 K  

ANGLE RADIAN 
GRAD 

rad 
º 

1 rad = 57.296º = 180º/π 
1º = (π/180) rad 

ANGULAR VELOCITY RADIAN  
PER SECOND 
REVOL. 
PER MINUTE 

rad/s 
rpm 

1 rad/s = 9.5493 rpm (min-1) 
1 min-1 = 1 rpm 

ANGULAR  
ACCELERATION,  
ROTATIONAL  
ACCELERATION 

RADIAN PER  
SQUARE  
SECOND 

rad/s2 - 

SPEED (RPM),  
ROTATIONAL  
FREQUENCY 

RECIPROCAL 
OF SECOND 

s-1 360º = 2π rad 

VELOCITY METER PER 
SECOND 
METER PER 
MINUTE 

m/s 
m/min 

- 
1 m/min 

ACCELERATION METER PER 
SQUARE  
SECOND 

m/s2 - 

FORCE NEWTON N 1 N = 1 kg m/s2 = 1 J/m 
TORQUE NEWTON  

METER 
Nm 1 Nm = 1 J = 1 Ws 

MOMENT OF  
INERTIA 

KILOGRAM    
TIMES  
SQUARE  
METER 

kgm2 1 kgm2 = 1 Nm s2 

PRESSURE PASCAL  
BAR  

Pa 
bar 

1 Pa = 1 N/m2 
1 bar = 105 Pa 

ENERGY, WORK,  
HEAT 

JOULE J 1 J = 1 Nm = 1 Ws 
POWER WATT W 1 W = 1 J/s 
FREQUENCY HERTZ Hz 1 Hz = 1 s-1  
ELECTRIC  
POTENTIAL,  
VOLTAGE 

VOLT V 1 V = 1 W/A = 1 A · Ω 

ELECTRIC CHARGE COULOMB C 1 C = 1 As 
ELECTRIC OHM Ω 1 Ω = 1 V/A 



RESISTANCE 
ELECTRIC  
CONDUCTANCE 

SIEMENS S 1 S = 1 Ω-1 
MAGNETIC FLUX WEBER Wb 1 Wb = 1 Tm2 
FLUX DENSITY,  
MAGNETIC  
INDUCTION 

TESLA T 1 T = 1 Wb/m2 

MAGNETIC  
FIELD STRENGTH 

AMPERE  
PER  
METER 

A/m  

ELECTRIC  
CAPACITANCE 

FARAD F 1 F = 1 As/V 
INDUCTANCE HENRY H 1 H = 1 Vs/A 
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general automation, 1 
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H-bridge, 55 
Heaviside step, 9 
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motion control, 1 
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multiaxis motion-control, 47 
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noise content, 11 
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nonlinear control laws, 80 
nonlinear mode, 151 
nonlinear operating mode, 182 
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nonlinear PID, 230 
nonlinear position controller, 184 
nonlinear speed limit, 190 
normalized feedback gains, 176 
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notch antiresonant filters, 305 
notch filter, 297 
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PID controller, 219 
PID position controller, 205 
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power converter, 1 
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RC network, 3 
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revolving speed, 91 
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rotor conductors, 51 

S 
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S shape, 199 
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sampling chain, 103 
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saturable integrator, 278 
s-domain, 205 
servo motor, 1 
servo problem, 30 
set point, 1 
setpoint, 259 
shaft encoders, 173 
shaft position, 209 
shaft sensor, 128, 206 
shaft stiffness, 290 
Shannon frequency, 102 
Simulink subsystem, 137 
sincoders, 129, 223 
single axis system, 265 
sinusoidal reference, 10 
slope tracking, 14 
slot harmonics, 171 
spectrum, 217 
speed control algorithm, 79 
speed deviation, 12 
speed drop, 181 
speed error, 1, 8 
speed error samples, 117 
speed limit, 184 
speed measurement, 16 
speed profile tracking, 15 
speed reference, 1, 9 
speed transient, 199 
speed-controlled drives, 1 
speed-controlled subsystem, 167 
Spline interpolation, 273 
square root curve, 186 
square root speed limit, 186 
state feedback, 158 
static gain, 205 
steady state, 9 
steady-state tracking error, 163 
Step response, 25 
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stiffness coefficient, 163, 247, 282 
 

stiffness of the system, 181 
strict aperiodicity, 149 
susceptibility to load disturbances, 
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Sustained torsional oscillations,  
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symmetrical optimum, 74 
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tachogenerator, 3 
target position, 228 
thermal time constants, 130 
thyristor bridge, 52 
thyristorized DC drives, 53 
time discretization, 83 
time function, 26 
time shift properties, 94 
time shift property, 155 
TMS320LF240x, 306 
torque actuator, 208 
torque chattering, 224 
torque limiter, 139, 155 
torque reference, 1 
torsion angle, 283 
torsional oscillations, 281, 313,  
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torsional resonance problem, 282 
tracking error, 34, 254 
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trajectory, 1 
transfer function, 1 
transfer function zero, 25 
transient response, 192 
Transient response, 180 
transmission elements, 109 
transport delays, 85 
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tuning, 212 
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unconstrained placement, 61 
undamped oscillations, 311 
unit circle, 94 
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vector-controlled induction motor, 
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viscous friction, 285 
voltage actuator, 57 
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weighted sum, 36, 85, 104 
winding inductance, 52 

wind-up, 134 
wind-up effect, 183 
work-piece, 266 
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zero-order hold, 90 
z-transform, 112, 216, 254 
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