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Preface

In this volume we present the accepted contributions for the Third International
Workshop on Data Management and Analytics for Medicine and Healthcare (DMAH
2017), held in Munich, Germany, in conjunction with the 43rd International Confer-
ence on Very Large Data Bases (VLDB), on September 1st, 2017.

The goal of the workshop was to bring together researchers from the cross-cutting
domains of research including information management and biomedical informatics.
The workshop aimed to foster the exchange of information and discussions on inno-
vative data management and analytics technologies. We encouraged topics that high-
lighted the end-to-end applications, systems and methods addressing problems in
healthcare, public health, and everyday wellness; integration with clinical, physiolog-
ical, imaging, behavioral, environmental, and “omics” data, as well as the data from
social media and the Web. Our hope for this workshop was to provide a unique
opportunity for mutual benefits and informative interaction between information
management and biomedical researchers from the interdisciplinary fields.

A total of 16 papers were submitted to the DMAH workshop. A rigorous,
single-blind peer-review selection mechanism was adapted, resulting in 9 accepted
papers presented at the workshop. Each paper was reviewed by three members of the
Program Committee, who were carefully selected for their knowledge and competence.
As far as possible, papers were matched with the reviewers’ particular interests and
special expertise. The result of this careful process can be seen here in the high quality
of the contributions published within this volume.

We would like to express our sincere thanks especially to the internationally
renowned speakers who gave keynote talks at the workshop plenary sessions: Li Xiong
from Emory University, USA, and Vagelis Hristidis from University of California,
Riverside, USA.

We would like to thank the members of the Program Committee for their atten-
tiveness, perseverance, and willingness to provide high-quality reviews.

July 2017 Edmon Begoli
Fusheng Wang

Gang Luo
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Health Data Management and Analytics
with Privacy and Confidentiality

Li Xiong

Emory University, Atlanta GA 30322, USA
lxiong@emory.edu

Abstract. Managing and analyzing large-scale clinical and public health data
while protecting privacy of human subjects has been a key challenge in
biomedical research. Traditional de-identification approaches are subject to
various re-identification and disclosure risks and do not provide sufficient pri-
vacy protection for patients. This talk gives an overview of our work on privacy
preserving health data sharing and analytics along two dimensions: (1) data
encryption techniques that support secure computation and query processing on
the encrypted data without disclosing the raw data, (2) differential privacy
techniques that ensure the computation and query results do not disclose patient
information. Focusing on the second dimension, a set of differential privacy
techniques are presented that handle different types of data including relational,
sequential, and time series data. Case studies using real health datasets are
presented to demonstrate the feasibility of the solutions while outlining their
limitations and open challenges.

Keywords: Health data management � Data analytics � Differential privacy �
Data encryption � Secure computation

Acknowledgement. The presented work was supported by the National Institute of
Health (NIH) under award number R01GM114612, R01GM118609-01A1, the
Patient-Centered Outcomes Research Institute (PCORI) under contractME-1310-07058.
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Analysis of Online Health-Related
User-Generated Content

Vagelis Hristidis

University of California, Riverside
vagelis@cs.ucr.edu

Abstract. An increasing amount of health-related content is posted online by
patients, ranging from health forums to provider reviews. Analyzing this mostly
text information can discover health trends and help patients make more
informed decisions. We will discuss about the technical challenges involved in
analyzing such data, including the use of biomedical ontologies, concept
extraction, training set expansion and summarization. Completed and ongoing
work on various application will be presented, as well as opportunities for future
research.
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How Blockchain Could Empower eHealth:
An Application for Radiation Oncology

(Extended Abstract)

Alevtina Dubovitskaya1,2(B), Zhigang Xu3, Samuel Ryu3,
Michael Schumacher1, and Fusheng Wang4

1 University of Applied Sciences Western Switzerland (HES-SO),
Sierre, VS, Switzerland

alevtina.dubovitskaya@hevs.ch
2 École Polytechnique Fédérale de Lausanne (EPFL), Lausanne, VD, Switzerland

3 Stony Brook Medicine, Stony Brook, NY, USA
4 Stony Brook University (SBU), Stony Brook, NY, USA

Abstract. Electronic medical records (EMRs) contain critical, highly
sensitive private healthcare information, and need to be frequently shared
among peers. Blockchain provides a shared, immutable and transparent
history of all the transactions to build applications with trust, account-
ability and transparency. This provides a unique opportunity to develop
a secure and trustable EMR data management and sharing system using
blockchain. In this paper, we discuss our perspectives on blockchain based
healthcare data management and present a prototype of a framework for
managing and sharing EMR data for cancer patient care.

Keywords: eHealth · EMR · Blockchain · Radiation oncology

1 Introduction

Patient’s healthcare data are often distributed among different actors of the
Healthcare system. Patients need to share the data during the treatment, or for
the purposes of medical research. Medical data are highly sensitive and when
sharing or transferring them from one institution to another (for primary care
and for research purposes), according to the legislation in Europe and USA
a patient has to provide a consent where the access control policy is defined.
Consents are usually not personalized standard forms, and it is not easy for the
patient to express his access control policy. For example, when a patient wishes
to receive an independent opinion about his condition from another medical
doctor in the same medical institution, or prefers not to share some part of his
medical history.

In case of the data aggregation for the research purposes, patients could be
concerned about violation of their privacy and may not provide a consent to
share their data as they are. An alternative to the consent collection is data
c© Springer International Publishing AG 2017
E. Begoli et al. (Eds.): DMAH 2017, LNCS 10494, pp. 3–6, 2017.
DOI: 10.1007/978-3-319-67186-4 1
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anonymization. However, the privacy violation could happen in case of linking
multiple datasets containing anonymized information about the same patient
[6]. How to keep track of the shared information about the patient in a longterm
perspective?

A patient with chronic disease or serious medical condition may need to
keep track of his patient’s record through his life, or may need to delegate the
data management to his relatives due to the medical condition. Management of
medical history, access control, prescriptions, medical expenses, insurance corre-
spondence and payments is unavoidable notoriously time-consuming and bother-
some for most of such patients. For example, treatment of a cancer patient may
urgently require knowing the radiation dose received during the life-long treat-
ment. Consent management and data transfer may delay a critical treatment.
The goal of this work is to develop a framework that can be used by patients,
medical doctors and other entities involved in healthcare processes for patient’s
data management. We present a solution that tackles the problems discussed
above and ensures privacy, security, availability, and fine-grained access control
over EMR data.

2 Potential Applications of Blockchain in eHealth

Background knowledge and related work. Blockchain – is a distributed
ledger technology based on the principles of peer-to-peer network and crypto-
graphic primitives (such as hash, asymmetric encryption and digital signature) [1].
Having access to a ledger - shared, immutable, and transparent history of all the
actions (transactions) performed by participants of the network (such as a patient
modifying permissions, a doctor, accessing or uploading new data, or sharing them
for research) overcome the issues presented above. Based on how the identity of a
user is defined within a network, one could distinguish between permissioned and
permissionless blockchain systems. The potential of the applications built on top
of the blockchain technology for healthcare data management has been recently
discussed by researchers. MedRec is the first and the only functioning prototype
that have been proposed recently [2]. Ariel et al. presented a system based on per-
missionless blockchain implementation. Our prototype presented further in this
manuscript significantly differs from the framework in [2]. First, we have chosen to
use a permissioned blockchian technology that provides better protection of the
patient’s privacy, do not involves transaction fees and “mining”. Second, in [2] the
patients data are stored locally at every node, which does not ensure availability
of the data in case if the hospital node is temporary off-line.

Applications in eHealth. Blockchain provides a unique opportunity to support
healthcare. Hereafter we discuss a blockchain application to support Connected
health [4]. Sharing the ledger (using the permission-based approach) among enti-
ties (such as medical doctors, medical institutions, insurance companies and phar-
macies) will facilitate medication and cost management for a patient, especially
in case of chronic disease management. Providing pharmacies with accurately
updated data about prescriptions will improve the logistics. Access to a common

www.ebook3000.com
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Fig. 1. Connecting different healthcare players for better patient care.

ledger would allow the transparency in the whole process of the treatment, from
monitoring if a patient follows correctly the prescribed treatment, to facilitating
communication with an insurance company regarding the costs of the treatment
and medications. The network would be formed by the trusted peers. The peers
will run consensus protocol and maintain a distributed ledger. The patient (or
his relatives) will be able to access and manage the data through a web interface
(Fig. 1). The key management and the access control policy will be encoded in a
chaincode, thus, ensuring data security and patients privacy.

In case of medical data aggregation for research purposes it is highly impor-
tant to ensure that the sources of the data are trusted medical institutions and,
therefore, the data are authentic. Using shared distributed ledger will provide
tracebility and will guarantee patient’s privacy as well as the transparency of the
data aggregation process. Due to the current lack of appropriate mechanisms,
patients are often unwilling to participate in data sharing. Using blockchain tech-
nology will facilitate the process of collecting patients data for research purposes.

3 Application in Radiation Oncology

We apply the blockchain technology to create a prototype of an oncology-specific
clinical data sharing system. To present our solution, we take as an example
an oncology information system, ARIA [5], which is widely used to facilitate
oncology-specific comprehensive information and images management. ARIA
combines radiation, medical and surgical oncology information and can assist
clinicians to manage different kinds of medical data, develop oncology-specific
care plans, and monitor radiation dose received by patients.

Proposed framework. Hereafter we describe an architecture of the frame-
work for radiation oncology data management. To develop a prototype we used
Hyperledger Fabric – open source implementation of the permissioned blockchain
technology [3]. Our architecture consists of a user interface and a backend that
is composed of the following components: membership service and certification
authority, network of nodes (deployed in the medical institutions and connected
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to the database), load balancer to redirect a user to any of the trusted nodes in
the network, separate cloud-based storages for patient’s data and certificates.

Functionality of the prototype. The functionality of the prototype is the
following. A patient can register in the system (via membership service), gen-
erate a secret key (AES), public/private key pair, receive a certificate from the
certification authority. Then the patient can login and create his record. In order
to define access control policies he submits a transaction that will specify which
doctor is able to access which type of the data within specified time interval. The
patient could also upload the data to the cloud repository: after encrypting them
with his own secret key and hashing to ensure the data integrity. The metadata
will be stored on the blockchain: the transaction will contain the hash of the
file, a URL of the file, id of the patient that uploaded the file. To provide an
access to the data the patient’s key has to be shared using the certificate of the
doctor. A doctor also needs to register in the system, generate a public/private
key pair, and obtain a certificate from the certification authority. Similarly to
the patients medical doctors are able to upload the data about the patient, and
access them but only based on the permissions specified by the patients.

4 Conclusion and Future Work

We proposed potential applications of blockchain technology in healthcare data
management. Based on the requirements from medical perspective we imple-
mented a prototype of a framework for data management and sharing in the
oncology patient care. We are going to test our framework with the patients
data in hospital environment. Extending metadata representations, adding new
categories (e.g., images), evaluation and improvement of the user interfaces,
introducing new actors (researchers, pharmacologists, insurances) are the next
steps of our work. Using blockchain technology allows to ensure privacy, security,
availability, and fine-grained access control over EMR data. The proposed work
can significantly reduce the turnaround time for EMR sharing, improve decision
making for medical care, and reduce the overall cost.

References
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On-Demand Service-Based Big Data Integration:
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Helena Galhardas1, Peter Van Roy2, and Lúıs Veiga1
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Abstract. Biomedical research requires distributed access, analysis,
and sharing of data from various disperse sources in the Internet scale.
Due to the volume and variety of big data, materialized data integra-
tion is often infeasible or too expensive including the costs of band-
width, storage, maintenance, and management. Óbidos (On-demand Big
Data Integration, Distribution, and Orchestration System) provides
a novel on-demand integration approach for heterogeneous distributed
data. Instead of integrating data from the data sources to build a com-
plete data warehouse as the initial step, Óbidos employs a hybrid app-
roach of virtual and materialized data integrations. By allocating unique
identifiers as pointers to virtually integrated data sets, Óbidos supports
efficient data sharing among data consumers. We design Óbidos as a
generic service-based data integration system, and implement and eval-
uate a prototype for multimodal medical data.

Keywords: Materialized data integration · Virtual data integration ·
Integrated data repository · Extract, Transform, Load (ETL) · Big data
integration · DICOM

1 Introduction

Scale and diversity of big data is on rise, with geographically distributed data
of exabytes. Integration of data is crucial for various application domains rang-
ing from medical research [1] to transport planning [2], to enable data analy-
sis, finding relationships, and retrieving information, across data from various
sources. However, storing the integrated data in a separate data repository can
be deferred to query time or avoided altogether. This approach minimizes out-
dated data in the integrated data repository, and mitigates the maintenance
costs associated with frequent data refreshments and data cleaning processes.
c© Springer International Publishing AG 2017
E. Begoli et al. (Eds.): DMAH 2017, LNCS 10494, pp. 9–28, 2017.
DOI: 10.1007/978-3-319-67186-4 2
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Disparate multimodal medical data [3] comprising imaging, clinical, and
genomic data is published by data producers such as physicians and health per-
sonnel. Data of each of these domains (including clinical, pathology, and other
subdomains of medical data research) are of heterogeneous types and various
formats - textual, binary, or a hybrid of both. Medical data science researchers
need to consume data sets spanning multiple data sources. This typically requires
integration and analysis of multimodal medical data.

Adhering to standard formats such as DICOM (The Digital Imaging and
Communications in Medicine) [4] and NIfTI (Neuroimaging Informatics Tech-
nology Initiative) [5], each medical image consists of binary raw image data
and textual metadata. This textual metadata, present in many file formats that
support a large-scale binary data, permit a faster analysis or provide a brief
overview of the respective binary data. Most of the medical research studies
access or query only the metadata at least till a certain subset is identified for
further detailed analysis. Moreover, each medical data research is typically lim-
ited to certain sets of data from the data sources. Therefore, the researchers do
not need to integrate entirely the data sources, which is also infeasible consid-
ering the volume of the data. While the data sets of interest vary between the
researchers, the subsets of data also need to be shared among researchers for
collaborations and to repeat the experiments for verifiability of scientific and
medical research.

Traditional/eager ETL (Extract, Transform, Load) process constructs the
entire data warehouse as the initial process. This bootstrapping process com-
prising the initial loading is lengthy and the study-specific researches are unnec-
essarily delayed when only a small subset of data is relevant to the queries. Lazy
ETL [6] avoids the lengthy bootstrapping process by eagerly loading only the
metadata while the actual data is loaded in a lazy manner. The actual data
is accessed only at query time. Hence, bootstrapping in lazy ETL is very fast.
Nevertheless, lazy ETL approach does not offer scalability to store, access, and
share big data efficiently across multiple data consumers.

Motivation: Consider a research to study the effects of a medicine to treat
brain tumor in patients of certain age groups against that of a placebo. This
research involves a large amount of data consisting of cancer images, clinical
records, lab measurements, and observations, collected over past several months.
Though the data is huge, the metadata often gives an overall description of the
binary data, sufficient for at least the early stages of a research study. When
performing data analysis, loading of binary data can be deferred, analysing the
textual metadata first to find the required binary data. Hence, loading of cancer
images for integration and analysis should be deferred to a latter phase, loading
the relevant sets of metadata at first. This approach is more computation and
bandwidth efficient, compared to loading all the binary data at once.

The data sets of interest are well-defined by the medical researcher as a
small sub set of a much larger data from multiple data sources. The existing
data integration approaches are unfit for the study-specific medical research, as
these approaches do not leverage the domain knowledge of the researcher, in
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filtering the data early on. On the other hand, manually searching, download-
ing, and integrating data is repetitive, time consuming, and expensive. Hence,
medical research requires an approach to (i) incrementally construct a study-
specific integrated data repository on-demand, (ii) share interesting subsets of
data with minimal bandwidth consumption, (iii) track the loading of data from
data sources to load only the changes or updates, and (iv) minimize near dupli-
cates due to corrupted or moved data in the integrated data repository, or
changes/updates in the data sources.

Contribution: We present Óbidos1, an on-demand data integration system
for heterogeneous big data, and implement its prototype for medical research,
addressing the identified shortcomings. Óbidos follows a hybrid approach in load-
ing and accessing data. Following lazy ETL, it avoids eager loading of binary
data, exploiting the metadata in accessing and integrating binary data from data
sources.

Óbidos leverages the well-defined hierarchical structure of medical data of
formats such as DICOM to construct subsets of data that are of interest. Óbidos
loads only a subset of metadata, unlike lazy ETL that advocates an eager loading
of metadata. First, Óbidos finds a superset of data, including that of the data
sets of interest. Then it loads the metadata of the chosen superset, for example:
(i) in a hierarchical data structure such as DICOM, the chosen subset consists of
an entire level of granularity that has the data that is of interest to the tenant;
(ii) in a file system, it may include contents of an entire directory. By leveraging
the data loading APIs offered by the respective data source platforms, only the
chosen set of metadata is queried, instead of querying the whole data sources,
which is not practical and redundant.

The integrated data access tends to be slower in Lazy ETL as it only loads
metadata till the query is processed, whereas the associated binary data is much
larger in volume and will consume a large time to load from the data sources
depending on the network bandwidth. Óbidos overcomes this by having a mate-
rialized data integration for the data that is the outcome of the queries, in
a scalable storage with an efficient approach to access the data. Furthermore,
Óbidos leverages the metadata in tracking the changes and downloads from the
data sources.

Óbidos Orchestration: For loading and sharing of medical research data, we
envision Óbidos to be deployed in multiple research institutes. Each such insti-
tute is called a data consumer, who needs to integrate and consume research
data from multiple data sources, and share among one another. Óbidos is to be
typically hosted in a cluster of computers in a research institute as a single yet,
distributed deployment. Each such deployment is defined as a data consumer
deployment, that is used by multiple researchers, who are called the tenants of
the Óbidos deployment.

1 Óbidos is a medieval fortified town that has been patronized by various Portuguese
queens. It is known for its sweet wine, served in a chocolate cup.
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Óbidos identifies data that is integrated by the respective tenant. Through
the service-based interface of Óbidos, tenants can access the data in their respec-
tive Óbidos deployment, or data integrated in a remote Óbidos deployment. Cus-
tomizable to the policies of the research institutes and the needs of the users,
Óbidos orchestrates the way research data is shared among the users. In addi-
tion to colleagues in a research institute sharing data among them, peers from
other institutes may invoke the web service interface of Óbidos to access the
shared data in any Óbidos deployment. The service-based approach facilitates
protected access through the Internet to the integrated data repository of Óbidos
data consumer deployment.

The rest of this paper is structured as follows: Sect. 2 discusses the back-
ground behind the multimodal medical data integration and Óbidos app-
roach. Section 3 elaborates the deployment and solution architecture of Óbidos.
Section 4 discusses how Óbidos prototype is built for multimodal medical
research data. Section 5 evaluates Óbidos for its performance. Section 6 discusses
the related work on service-based and virtual data integration platforms. Finally,
Sect. 7 provides a summary of the current state and future research work based
on Óbidos.

2 Background

In this section, we look at the motivations behind Óbidos and its contributions,
with a background in medical data access, integration, and sharing.

Data integration is performed traditionally by ingesting data from various
sources into a data warehouse and processing it afterwards. Due to the prolif-
eration of binary data, the associated textual metadata often replaces the data
itself in indexing, identifying, and loading the relevant data. In multidiscipli-
nary research, the number of potentially relevant data sources are monotonically
increasing. Therefore, a massive amount of data or metadata need to be loaded
initially, if a data warehouse is to be constructed from the entire data sources as
the first step. This leads to a waste of time and storage where a large fraction of
data that is useless and irrelevant is loaded in the beginning. This can be avoided
by improving the lazy loading approach of loading only the metadata with the
research-specific knowledge on the data sets of interest. Instead of loading all
the metadata from the sources, we advocate loading only the metadata corre-
sponding to the datasets of interest, or a superset of them (rather than loading
the entire metadata, which is infeasible). Users may specify all the data sets of
interest to load the relevant metadata. Alternatively, it should also be possible
to infer their interest from the search queries.

Óbidos attempts to solve two major challenges in research big data integra-
tion and sharing: (i) the challenges of volume and variety associated with the
distributed landscape of medical research data and the data sources, and (ii) the
need for a scalable implementation to integrate and share the big data between
various researchers.
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2.1 Integrating Distributed and Disperse Data

Big data integration needs to consider tens of thousands of data sources even
in a single domain [7]. Multi-domain and cross-disciplinary researches have left
us with a much larger and diverse number of data sources to be accessed and
integrated, compared to the traditional data integration requirements. Velocity,
variety, and veracity aspects of big data present further challenges in addition
to the volume of the data involved. Hence, if possible, a subset of the data
needs to be chosen in advance for the integration, instead of a complete offline
warehousing from all the available data sources [7].

The very nature of dispersed data from various data repositories poses a set of
issues that need to be addressed. Due to the increasing number and proliferation
of data repositories, it is not only unnecessary, but also infeasible to access all
the data or even the metadata. The repositories offer protected access to the
data they host, typically through a web interface such as web services or web
applications. They present a hierarchical or indexed view of the data they host,
despite the data itself being often binary and unstructured. These respective
interfaces of data repositories need to be leveraged in efficiently accessing and
loading data. Traditional approach of loading an entire data or metadata is not
applicable in service-based data platforms.

2.2 Scalable Implementation for Big Data Processing

With the increasing scale and complexity of data storage and analysis, it becomes
evident that each task of an ETL process should be executed in a parallel man-
ner appropriately, for a faster completion [8]. Distributing the ETL process may
reduce latency in accessing, transforming, and loading data into a data ware-
house [9], thus preventing main memory from becoming a bottleneck in data
transformations at any point. In-Memory Data Grid (IMDG) platforms [10] can
be leveraged in data integration and data quality platforms to improve perfor-
mance and scalability. For example, ∂u∂u [11] provides a multi-tenant in-memory
distributed execution platform for near duplicate detection algorithms for data
integration from multiple sources.

The data sources consist of heterogeneous data, often unstructured or semi-
structured. Hence, the integrated data should be stored in a scalable storage
that supports storing of unstructured data. Thus, typical medical data integra-
tion solutions that restrict themselves to well-defined schemas are not suitable
for integrating medical research big data. As NoSQL solutions allow storing
unstructured data, they should be leveraged along with an architecture that
supports indexing of the stored binary data. Hence, even originally unrelated -
structured and unstructured data (for example, pathology images and tables of
patient records) can be loaded together for a specific research.

The integrated data should be offered with a secured access due to the sen-
sitive nature of medical data. API gateways such as Tyk2, Kong3, and API
2 https://tyk.io/.
3 https://getkong.org/.
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Umbrella4 offer protected access to the APIs, with authentication and autho-
rization to the APIs that access the underlying data. By offering a service-based
data access and integration, data can be protected from direct access, by lever-
aging such API gateways, in contrast to offering a direct access to the integrated
data repository.

3 Óbidos Data Integration System

Óbidos offers an on-demand data integration process for data in a hierarchical
structure. It comprises of a scalable storage: (i) quicker access to metadata stored
in-memory, and (ii) much larger distributed physical storage for the materialized
binary data. Óbidos comprises a set of workflows that are initiated by invoking
its APIs.

3.1 Óbidos Distributed Storage and Deployment

Óbidos offers a hybrid of materialized and virtual data integration. It stores pre-
viously accessed and loaded data of interest in an integrated data repository in
Apache Hadoop Distributed File System (HDFS) [12] for subsequent accesses.
HDFS is used to store the integrated data, due to its scalability and support for
storing unstructured and semi-structured, binary and textual data. It eagerly
loads only the metadata for the objects of the chosen subsets of data at a spec-
ified granularity, into an In-Memory Data Grid of Infinispan [13]. For example,
DICOM is structured from collections, patients, studies, series, to images - from
coarse to fine granularity. Hence, if a specific study is chosen, all the metadata
associated to the study will be loaded, indicating that all the series and images
belonging to the chosen study are of interest to the tenant. The integrated data
is shared through public identifiers, among tenants inside or between data con-
sumers, via a web services interface. Furthermore, Óbidos offers an efficient and
fast access to the integrated and virtually integrated data repository in SQL
queries.

The metadata of the binary data in HDFS is stored in tables hosted in Apache
Hive [14] metastore based on HDFS. Hive tables are indexed for efficient user
queries to identify and locate the binary data in the HDFS integrated data repos-
itory which is typically unstructured. We call this metadata that operates as an
index to the unstructured storage of HDFS, “metametadata” to differentiate
it from the metadata of larger scope that is stored in the virtual data integra-
tion layer (as this indexes data and metadata loaded from the sources). Various
storages are unified and accessed seamlessly by leveraging Apache Drill [15], as
it enables SQL queries on structured, semi-structured, and unstructured data.

Figure 1 illustrates the deployment landscape of data consumers and data
sources. Each data consumer consists of a distinct Óbidos deployment. Each of
the Óbidos deployment has multiple tenants accessing, loading, and integrating

4 https://apiumbrella.io/.

https://apiumbrella.io/
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Fig. 1. Landscape of Óbidos data consumer deployments, along with the data sources

data. Tenants of Óbidos data consumers access data from the data sources to
build their study-specific integrated data repository. When a tenant searches
or queries the data sources, a Universal Unique Identifier (UUID) is created to
point to the subsets of data chosen/accessed by the tenant, spanning the multiple
data sources. These pointers are generated by appending a locally created unique
identifier to the public IP address or Uniform Resource Identifier (URI) of the
Óbidos deployment server. We call these pointers “replica sets”. Replica sets
can be shared by the tenant that who created them among the other tenants of
the same deployment, or to other Óbidos data consumer deployments. Hence,
the relevant research data can be shared without copying the actual binary data
or metadata.

Data sharing in Óbidos works like the Dropbox shared links; no actual data is
copied and shared. Only a link that points to the data in data sources, is shared -
either directly through the Óbidos web service API invocations or outside Óbidos
(for example, sharing the replica set through other communication media such as
email). Once a replica set shared by the tenant is accessed by a remote tenant, the
replica set will be resolved into pointers to the actual data sources. The relevant
data pointed by the shared replica set can later be loaded by the remote tenants
to their deployment. In addition to one-to-one sharing of data between two
tenants of the same or different Óbidos deployments (deployed in two research
institutes), a tenant may opt to create a few replica sets with public access.
These public replica sets can be searched and accessed through a public web
service API, as they are indexed and stored accordingly.

Tenants can access the data residing in the integrated data repository of their
data consumer deployment. Hence, if a replica set is shared among the tenants
in the same deployment, it is resolved locally. If the data exists in the integrated
data repository, the tenants may access it directly; otherwise, the data is loaded
for future accesses.
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Óbidos Virtual Proxies: The virtual data integration space consists of virtual
proxies of metadata. The virtual proxy of an object is essentially a partially
loaded metadata of the respective data object. The virtual proxies function as
a value holder for the actual metadata, and have sufficient minimal information
on metadata for the search query. If only a fraction of metadata is relevant for
a search query, that fraction is sufficient as the virtual proxy of the metadata,
especially when the metadata itself is of a complex or hierarchical data structure
or is large in volume.

When a virtual proxy is accessed by a query, the respective metadata is
loaded from the data sources, if it does not resolve locally (means, the complete
metadata object is not present yet in the Óbidos deployment). This incremental
replication approach is motivated by our previous work [16] on achieving efficient
replication of larger objects in a wide area network (WAN). This enables Óbidos
efficient loading of complex metadata faster than the lazy ETL approaches.

Near Duplicate Detection: As the data comes from multiple sources there
are possibilities for duplicates. A distributed near duplicate detection algorithm
is executed on the metadata periodically, or on-demand, to detect the matches
from the heterogeneous sources in building up the integrated data repository.
The detected near duplicate pairs are stored in a separate data source, which
may be leveraged to improve the accuracy of the detected duplicates. This further
allows fixing false positives of detected duplicate pairs in a latter iteration. Óbidos
compares the timestamps from the metadata of the relevant subsets of data in
the data sources against that of the loaded data. Only the updates are loaded
when a data set has already been loaded to the Óbidos integrated data repository.
While previously loaded binary data can be compared with the corresponding
data from the source to identify or confirm corruption, typically, the textual
metadata is used for the duplicate detection. We exploit our previous work [11]
to distribute classic near duplicate detection algorithms such as PPJoin and
PPJoin+ [17] in a cluster, to execute and detect near duplicates among the
metadata. Thus, we identify duplicates among the respective loaded and source
data.

3.2 Óbidos Software Architecture

Óbidos is used by (i) the tenants (the regular users), (ii) administrators that
deploy and configure Óbidos, and (iii) tenants of other Óbidos deployments
who have a limited web service-based access. Figure 2 depicts a high-level solu-
tion architecture of Óbidos, representing any Óbidos data consumer deployment
depicted in Fig. 1. Through its northbound, eastbound, southbound, and west-
bound APIs, Óbidos offers capabilities of data access and integration, configura-
tion and management, storage integration, and data sources federation, respec-
tively.

The Virtual Data Integration Layer stores the virtually integrated meta-
data in-memory in an Infinispan data grid. Óbidos Integrated Data Reposi-
tory consists of the actual storage behind the Materialized Data Integration



On-Demand Service-Based Big Data Integration 17

Fig. 2. Óbidos architecture: APIs, data integration layers, and the integrated data
repository

Layer. When a data item or set that has not been loaded yet into the integrated
data repository is accessed, Óbidos retrieves the virtual proxies of the relevant
data in the virtual data integration layer. If the relevant virtual proxies do not
exist or if they are insufficient to offer the results for the query, the data is loaded
from the data sources. The integrated data is accessed through a distributed high
performance Query Transformation and Data Retrieval Layer which has
Apache Drill as its core query engine. This allows efficient queries to the data,
partially or completely loaded into the integrated data repository.

Location, access, and public API details of the data sources are stored by
the Source Data Downloader of Óbidos. Each data set that has been loaded
by the tenant is identified by a replica set which functions as a pointer to the
actual data that can resolve back to the search query. Óbidos bootstrapping
follows a lazy loading approach. It retrieves metadata of the identified matching
subsets as virtual proxies. The Virtual Proxy Holder offers an indexed and
hierarchical data structure to map and store all the virtual proxies.

The components and data corresponding to virtual data integration layer
reside in the In-Memory Data Grid to offer quick access to the critical and most
accessed data, without requiring any disk access. The exact data matching the
user query is fetched and stored in a highly scalable integrated data reposi-
tory, along with the metametadata and detected duplicate pairs. The integrated
data repository stores query outputs as well as data loaded by previous queries.
Therefore, queries can be regarded as virtual data sets that can be reaccessed
and shared (akin to the materialized view in traditional RDBMS).

The Northbound API is the user-facing API, invoked by the tenants to
access and integrate the data. Invocation of the northbound API initiates various
tenant-centric workflows that are discussed further in Sect. 4.1. Data sources and
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other data consumers are connected by the Westbound API of Óbidos. While
the various data sources offer APIs providing access to their data, tenants create
virtual data sets and share them with other tenants. Hence, Óbidos itself poses as
a hybrid integrated data repository. The data download and sharing mechanisms
are offered by the westbound API of Óbidos. The westbound API is indirectly
invoked on-demand by the tenants through the northbound API or through
the batch execution workflow that periodically checks and downloads the
changesets of relevant data in batch.

System management and a feedback loop to improve the outcomes through
a knowledge base are handled by the Eastbound API. The eastbound API is
invoked by the administrators for data management tasks such as cleaning up
orphaned data that is not referred by the replica sets or by periodic batch exe-
cutions such as leveraging the detected duplicate pairs for subsequent iterative
data integrations. The physical storage that functions as the integrated data
repository for the materialized data integration layer is configured through the
Southbound API by the administrators. Óbidos integrated data repository
consists of HDFS and Hive metastore, deployed in a distributed cluster.

4 Óbidos Prototype for Medical Research Data

An Óbidos prototype has been implemented with Oracle Java 1.8 to integrate
multimodal medical data from various heterogeneous data sources including The
Cancer Imaging Archive (TCIA) [18], imaging data hosted in Amazon S3 buck-
ets, medical images accessed through caMicroscope5, clinical and imaging data
hosted in local data sources including relational and NoSQL databases, and file
system with files and directories along with CSV files as metadata.

4.1 RESTful Interfaces

Óbidos RESTful interface is designed as CRUD (Create, Retrieve, Update, and
Delete) functions on replica sets. The tenant finds subsets of data from data
sources by invoking create replica set. This creates a replica set and initiates
the data loading workflow. When retrieve replica set is invoked, the relevant
data is retrieved and Óbidos checks for updates from the data sources pointed by
the replica set. Metadata of the replica set is compared against that of the data
sources for any corruption or local changes. By running a near duplicate detection
between, the local metadata representing the current state of the integrated
data, and the metametadata stored at the time of data loading, the corrupted
or deleted data is identified, redownloaded, and integrated.

The tenant updates an existing replica set to increase, decrease, or alter
its scope, by invoking the update replica set. This may thus invoke parts of
create and/or delete workflows, as new data may be loaded while existing parts
of data may need to be removed. The tenant deletes existing replica sets by

5 http://camicroscope.org.
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invoking the delete replica set. The virtual data integration layer is updated
immediately to avoid loading updates to the deleted replica sets. While the
virtual data integration layer is multi-tenanted with each tenant having their
own virtual isolated space, the integrated data repository is shared among them.
Hence, before deleting, the data should be confirmed to be an orphan with
no replica sets referring to them from any of the tenants. Deleting the data
from the integrated data repository is designed as a separate process that is
initiated by the administrators through the eastbound API. When the storage
is abundantly available in a cluster, Óbidos advocates keeping orphan data in
the integrated data repository rather than immediately initiating the cleanup
process, and repeating it too frequently.

4.2 Data Representation

Óbidos virtual proxy holder consists of a few easy to index and space efficient
data structures. Óbidos presents the replica sets internally in a minimal tree-like
structure. Depending on how deep the structure is traversed, a replica set can be
traced down to its virtual proxy by the virtue of its design as discussed below.

A multi-map (named ‘tenant multi-map’) lists the replica sets for each of the
tenant. It stores replica sets belonging to each tenant, with the keys representing
the tenant ID and each of the values representing one or more ‘replica set maps’.
As replica sets include pointers to data sets of interest from various data sources,
each replica set map indicates the relevant data sources by each of the replica
set, having replica set ID as the key and the list of data source names as the
value. Each data source belonging to a replica set is internally represented by n
maps. Each of the n maps represents one of the granularities in the data source
(hence, n = 4 for TCIA), and a boolean array Ab of length n, each element
Ab[i] of the array representing the existence of a non-null entry in the ith map of
granularity. Thus, the boolean flags in Ab indicate the existence (or lack thereof)
of the data set in any granularity. If an entire level of granularity is included in
the replica set by the tenant, the relevant flag is set to true.

Figure 3 illustrates the data representation of Óbidos and how it stores the
replica sets and virtual proxies in a tree-like data structure. The maps represent-
ing each granularity resolve to store the identifier of the metadata or a virtual
proxy. Hence details of data sets of interest from TCIA imaging metadata is
stored in 4 maps - one each for collections, patients, studies, and series.

4.3 Implementation

Apache Velocity 1.7 [19] is leveraged to generate the application templates of
the Óbidos web interface. Hadoop 2.7.2 and Hive 1.2.0 are used to store the
integrated data and the metametadata respectively. Hive-jdbc package writes the
metametadata into the Hive metastore. SparkJava 2.56 compact Java-based web
framework is leveraged to expose the Óbidos APIs as RESTful services. The APIs

6 sparkjava.com/.
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Fig. 3. Data representation: Óbidos virtual data integration layer

are managed and made available to the relevant users through API gateways.
API Umbrella is deployed as the default API gateway. Embedded Tomcat 7.0.34
is used to deploy Óbidos with minimal deployment and operational overhead.
The Embedded Tomcat-based web application exposes Óbidos APIs and offers a
simple web-based user interface to the data consumers to access the data sources,
and create, modify, and share replica sets. Infinispan 8.2.2 is used as the In-
Memory Data Grid where its distributed streams support distributed execution
of Óbidos workflows across the Óbidos clustered deployment. The virtual proxy
holder and the replica sets are represented by instances of Infinispan Cache class,
which is a Java implementation of distributed HashMap.

Drill 1.7.0 is exploited for the SQL queries on the integrated data repository,
with drill-jdbc offering JDBC API to interconnect with Drill from the Query
Transformation and Data Retrieval Layer. Drill cannot query nested arrays inside
data in unstructured formats such as JSON (or NoSQL data sources generated
from them), unless its flatten function is used. However, flatten alters the
data structure and flattens the objects in the query results to make multiple
entries instead of a single object with a nested array. This may be unfit for
the requirements of a data consumer. We also observed flatten to be slow on
large nested arrays. Hence, when this situation is expected, Óbidos deployment
is configured by the administrators to either (i) avoid Drill and query the data
integration layer directly from the query transformation and data retrieval layer,
or (ii) configure the southbound such that the nested arrays are converted into
an array of maps at the time of data loading into the integrated data repository.
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5 Evaluation

Óbidos has been benchmarked against implementations of eager ETL and lazy
ETL approaches, using microbenchmarks derived from medical research queries
on cancer imaging and clinical data. While Óbidos can integrate textual and
binary (based on their metadata) data efficiently, we limit our focus to DICOM
images to benchmark against the traditional data loading and sharing approaches
in a fair manner.

The DICOM imaging data used in the evaluation consists of collections of
various volume, as shown by Fig. 4. The data consists of large scale binary images
(in the scale of a few thousands GB, up to 10 000 GB) along with a smaller scale
textual metadata (in the range of MBs).

Fig. 4. Evaluated DICOM imaging collections (sorted by total volume)

Various granularities of DICOM are leveraged in the evaluations. Figure 5
illustrates the number of patients, studies, series, and images in each of the
collection. Collections are sorted according to their total volume. Each collection
consists of multiple patients; each patient has one or more studies; each study
has one or more series; and each series has multiple images. Figure 5 indicates
that the total volume of a collection does not necessarily reflect the number of
entries in it.

5.1 Loading and Querying Data

Óbidos was benchmarked for its performance and efficiency in loading the data
and average query time from the integrated data repository. Initially, to avoid
the influence of bandwidth or transfer speed in the evaluation, data sources were
replicated to a local cluster in the first two iterations, illustrated by Figs. 6 and 7.
Figure 6 shows the loading time for different total volume of data sources for the
same data sets of interest of the tenant. Figure 7 shows the time taken for the
same total volume of data sources while increasing the number of studies of
interest.

Finally, data was loaded from the remote data sources through their web
service APIs, to evaluate the influence of data downloading and bandwidth con-
sumption associated with it. The total volume of data was changed, while keep-
ing the data sets of interest constant. Figure 8 shows the time taken for Óbidos
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Fig. 5. Various entries in evaluated collections (sorted by total volume)

Fig. 6. Data load time: change in total volume of data sources (same query and same
data set of interest)

Fig. 7. Data load time: varying number of studies of interest (same query and constant
total data volume)
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Fig. 8. Load time from the remote data sources

and the other approaches. Eager ETL performed poor as binary data had to be
downloaded over the network. Lazy ETL too performed slow for large volumes
as it must eagerly load the metadata (which itself grows with scale) over the
network.

Since Óbidos loads the metadata of only the data sets of interest, the loading
time remains constant for the experiments as illustrated by Figs. 6 and 8, where
it increases with the number of studies of interest in the experiment depicted
by Fig. 7. As only the data sets of interest are loaded, Óbidos uses bandwidth
conservatively, loading no irrelevant data or metadata.

Query completion time depends on the number of entries in the queried data
rather than the size of the entire integrated data repository. Hence, varying
amounts of data, measured by the number of studies, were queried. The query
completion time is depicted in Fig. 9. The sample queries used are made sure to
be satisfied by the data that have already been loaded, in case of lazy ETL and
Óbidos. In the sample deployments, eager ETL and lazy ETL offered similar
performance for various queries. Óbidos showed a speedup compared to the lazy
ETL, which can be attributed to the efficiency of the query transformation and
data retrieval layer. The unstructured data in HDFS was very efficiently queried
as in a relational database through the distributed query execution of Drill with
its SQL support for NoSQL data sources. Eager ETL would outperform both
lazy ETL and Óbidos for queries that access data not yet loaded (in lazy ETL
and Óbidos), as eager ETL would have constructed an entire data warehouse
beforehand. Óbidos attempts to minimize this by leveraging the virtual proxies
in addition to the metadata. Furthermore, with the domain knowledge of the
medical data researcher, the relevant subsets of data are loaded timely. The
time required to construct such a data warehouse would prevent any benefits
of eager loading from being prominent. If data is also not loaded beforehand in
eager ETL, it would consume much longer to construct the entire data warehouse
before starting the query. Moreover, loading everything beforehand is irrelevant
and impractical or even impossible for study-specific researches due to the scale
and distribution of sources.

Overall, in all the relevant use cases, lazy ETL and Óbidos significantly out-
performed eager ETL as the need to build a complete data warehouse is avoided
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Fig. 9. Query completion time for the integrated data repository

in them. As Óbidos loads only the subset of metadata, and does not even eagerly
load the metadata unlike eager ETL, for large volumes, Óbidos also significantly
outperformed lazy ETL. While eager ETL performs better for data that has not
been loaded prior by Óbidos and lazy ETL, Óbidos assumes that the researcher
is aware of the data to load the data sets of interest appropriately.

5.2 Sharing Efficiency of Medical Research Data

Various image series of an average uniform size are shared between tenants inside
an Óbidos deployment and between remote deployments. Figure 10 benchmarks
the data shared in these Óbidos data sharing approaches against the typical
binary data transfers for its bandwidth efficiency. Inside Óbidos deployment,
regardless of the size of data sets to be shared, only an identifier to the replica
set, the replica set ID, is shared. The ID is interpreted directly by the receiving
tenant from Óbidos. Hence, the shared data is of a constant size. When data
is shared between multiple Óbidos deployments, replica sets are shared. Replica
sets are minimal in size as pointers to actual data. However, they grow linearly
when more data of same granularity is shared. Minimal data was shared in both
cases compared to sharing actual data.

This also avoids the need for manually sharing the locations of the data sets,
which is an alternative bandwidth-efficient approach to sharing the integrated
data. As the pointers are shared, no actual data is copied and shared. This
enables data sharing with zero redundancy.

6 Related Work

Virtual data integration and service-based data integration approaches are two
major motivations for Óbidos. Óbidos leverages both approaches together for an
enhanced functionality and performance.

Service-Based Data Integration: OGSA-DAI (Open Grid Services Architec-
ture - Data Access and Integration) [20] facilitates federation and management of
various data sources through its web service interface. The Vienna Cloud Envi-
ronment (VCE) [21] offers service-based data integration of clinical trials and
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Fig. 10. Actual data shared in Óbidos data sharing use cases vs. in regular binary data
sharing

consolidates data from distributed sources. VCE offers data services to query
individual data sources and to provide an integrated schema atop the individ-
ual data sets. This is similar to Óbidos, though Óbidos leverages virtual data
integration for an efficient federation and sharing of data and avoids replicating
data excessively.

EUDAT [22] is a platform to store, share, and access multidisciplinary
scientific research data. EUDAT hosts a service-based data access feature
B2FIND [23], and a sharing feature B2SHARE [24]. When researchers access
these cross-disciplinary research data sources, they already know which of the
repositories they are interested in, or can find them by the search feature. Similar
to the motivation of Óbidos, loading the entire data from all the sources is irrel-
evant in EUDAT. Hence, choosing and loading certain sets of data is supported
by these service-based data access platforms. Óbidos can be leveraged to load
related cross-disciplinary data from the eScience data sources such as EUDAT.

Heterogeneity in data and sources, and the distribution of data sources, have
imposed various challenges to the data integration. Multi-agent systems have
been proposed for data integration in wireless sensor networks [25]. Óbidos app-
roach can be used in conjunction with multi-agent systems where metadata can
be loaded instead of an eager loading of data, while still caching the data loaded
by the distributed agents.

Lazy ETL: Lazy ETL [6] demonstrates how metadata can be efficiently used
for study-specific queries without actually constructing an entire data ware-
house beforehand, by using files in SEED [26] standard format for seismological
research. The hierarchical structure and metadata of SEED is similar to that of
DICOM medical imaging data files that are accessed by the Óbidos prototype.
Thus, we note that while we prototype Óbidos for medical research, the approach
is applicable to various research and application domains.
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LigDB [27] is similar to Óbidos as both focus on a query-based integration
approach as opposed to having a data warehouse constructed as the first step,
and it efficiently handles unstructured data with no schema. However, Óbidos
differs as it indeed has a scalable storage, and does not periodically evict the
stored data unlike LigDB.

Medical Data Integration: Leveraging Hadoop ecosystem for management
and integration of medical data is not entirely new, and our choices are indeed
motivated by previous work [28]. However, the existing approaches failed to
extend the scalable architecture offered by Hadoop and the other big data plat-
forms to create an index to the unstructured integrated data, manage the data
in-memory for quicker data manipulations, and share results and data sets effi-
ciently with peers. Óbidos attempts to address these shortcomings with its novel
approach and architecture, combining service-based big data integration with
virtual data integration, designed for research collaboration.

Our previous work, Data Café [29] offers a dynamic warehousing platform
for medical research data integration. It lets the medical big data researchers to
construct a data warehouse, integrating data from heterogeneous data sources,
consisting of unstructured or semi-structured data, even without knowing the
data schema a priori. Óbidos leverages and extends Data Café in materialized
data integration layer to store the loaded binary data. Óbidos also shares the
(Apache Hive and Drill-based) data query architecture of Data Café to efficiently
index and query the integrated data repository.

7 Conclusion and Future Work

Óbidos offers service-based big data integration to ensure fast and resource effi-
cient data analysis. It stores the loaded binary data in a distributed and scalable
integrated data repository, and the metadata representing a larger set of data
in an in-memory cluster. By implementing and evaluating Óbidos for medical
research data, we demonstrated how Óbidos offers a hybrid data integration solu-
tion for big data, and lets the researchers share data sets with zero redundancy.

We built our case on the reality that data sources are proliferating, and
cross-disciplinary researches such as medical data research often require access
and integration of data sets spanning across the multiple data sources in the
Internet. We further presented how a service-based data integration and access
approach fits well for the requirement to have a protected access of sensitive
data by various researchers. We leveraged the respective APIs offered by the
data sources in consuming and loading the data, while offering our own service-
based access to the Óbidos integrated data repository. We further envisioned
that various distributed deployments of Óbidos will be able to collaborate and
coordinate to construct and share study-specific integrated data sets internally
and between one another.

As a future work, we aim to deploy Óbidos approach to consume data from
various research repositories such as EUDAT to find and integrate research data.
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Thus, we will be able to conduct a usability evaluation of Óbidos based on dif-
ferent use cases and data sources. We also propose to leverage the network prox-
imity among the data sources and the data consumer deployments for efficient
data integration and sharing, in the future work. Thus, we aim to build virtual
distributed data warehouses - data partially replicated and shared across various
research institutes.
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Abstract. Web browsers are increasingly used as middleware plat-
forms offering a central access point for service provision. Using backend
containerization, RESTful APIs, and distributed computing allows for
complex systems to be realized that address the needs of modern com-
pute intense environments. In this paper, we present a web-based med-
ical image data and information management software platform called
CHIPS (C loud H ealthcare Image Processing Service). This cloud-based
services allows for authenticated and secure retrieval of medical image
data from resources typically found in hospitals, organizes and presents
information in a modern feed-like interface, provides access to a growing
library of plugins that process these data, allows for easy data shar-
ing between users and provides powerful 3D visualization and real-time
collaboration. Image processing is orchestrated across additional cloud-
based resources using containerization technologies.

Keywords: Web-based neuroimaging · Big-data · Applied containeriza-
tion · Web-based collaborative visualization · Real-time collaboration ·
HTML5 · Web services · Telemedicine · Cloud-storage

1 Introduction

Modern web browsers are becoming powerful platforms for advanced application
development [6,9]. New advances in core web application technologies such as
the modern web browsers’ universal support of ECMAScript 5 (and 6) [10],
CSS3 and HTML5 APIs have made it much more feasible to implement powerful
middle-ware platforms for data management and powerful graphical rendering,
as well as real-time communication purely in client-side JavaScript [2,12]. The
last decade has seen a slow, but steady, shift to fully distributed solutions using
web-standards [4,11,15,17], closely tracked by expressiveness of the JavaScript
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-67186-4 3

www.ebook3000.com

http://www.ebook3000.org


30 R. Pienaar et al.

programming language. Web-based solutions are especially appealing as they do
not require the installation of any client-side software other than a standard web
browser which enhances accessibility and usability.

Unrelated to rise of web-technologies, a new emerging trend is the rapid
adoption of containerization technologies. These have enabled the concept of
compute portability in a similar sense to data portability. Just as data can be
moved from place to place, containerization allows for operations on that data
to also be moved from place to place.

To our knowledge, no web-based platform currently exists that provides data
and compute agnostic services (some services, such as CBRAIN [15] and LONI [14]
provide conceptually similar approaches, but do not have deep connectivity to typi-
cal hospital database repositories), in particular collection, management, and real-
time sharing ofmedical data, aswell as access to pipelines that process that data. In
this paper, we introduce CHIPS (Cloud Healthcare Image Processing Service).
CHIPS is a novel web-based medical data storage and data processing workflow
service that provides strict data security while also facilitating secure, real-time
interactive collaboration over the Internet and internal Intranets.

CHIPS is able to seamlessly collect data from typical sources found in hospi-
tals (such as Picture Archive and Communications Systems, PACS) and easily
export to approved cloud storage. CHIPS not only manages data collection and
organization, but it also provides a large (and expanding) library of pipelines
to analyze imported data, and the containerized compute can execute in a large
variety of remote resources. CHIPS provides for persistent record and man-
agement of activity in feeds as well as for powerful visualization of data. In
particular, it makes use of the popular XTK toolkit which was also developed by
our team at the Fetal-Neonatal Neuroimaging and Developmental Science Cen-
ter, Boston Childrens Hospital1 for the in-browser rendering and visualization
of medical image data and can be freely downloaded from the web2 [8].

2 Architectural Overview

2.1 Scope

Fig. 1. CHIPS connects multi-
ple input PACS sources to mul-
tiple “cloud” compute nodes.

The creation of CHIPS has been motivated by
both clinical and research needs. On the clini-
cal side, CHIPS was built to provide clinicians
with easy access to large amounts of data (espe-
cially from hospital image databases like Pic-
ture Archive and Communications Systems –
PACS), to provide for powerful collaboration,
and to allow for easy access to a library of analy-
sis processes or pipelines. On the research side,
CHIPS was designed to allow computational

1 http://fnndsc.babymri.org.
2 http://goxtk.com.
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researchers to test and develop new algorithms for image processing across het-
erogeneous platforms, while allowing life science researchers to focus on their
research protocols and data processing, without needing to spend time on the
minutiae of performing data analysis.

The system design is highly distributed, as shown in Fig. 1, which shows a
CHIPS deployment connected to multiple input sources and multiple compute
sources. Though the figure suggests a single, discrete central point, components
of CHIPS do reside on each input (PACS) and compute location.

2.2 Distributed Component Design

Architecturally CHIPS is not a single monolithic system, but a distributed col-
lection of interconnected components, including a front-end webserver and web-
based UI; a core RESTful back-end central server that provides access to all
data, feeds, users, etc.; a DICOM/PACS interface; a set of independent REST-
ful microservices that handle inter-network data IO and also remote process
management, and a core cloud-based computational platform that orchestrates
offloading of image processing pipelines to some remote cloud-based compute –
see Fig. 2.

Fig. 2. The internal CHIPS
logical architecture. (Color
figure online)

The top the red box of Fig. 2 contains the
PACS node and represents the Hospital image
data repository. The second blue box, labeled
Web-entry point and data hosting node contains
the main CHIPS backend and is presented as
being in a “cloud” (i.e. some resource that is
accessible from the Internet). Finally, the bot-
tom yellow box is shown on a separate “cloud”
to emphasize that it is topologically distinct from
the Web-entry point.

The logical relationships between data (rep-
resented as the rectangles with a tree structure)
and compute elements denoted by the named
hexagons is shown by either data connectors
(thick blue arrows) or control connections (single
line arrows). In the syntax of the diagram, the
stylized cloud icon touching some of the boxes
denotes that these compute elements are con-
trolled by a REST API, while the sphere icon
denotes web-access.

An remote compute is denoted by plugin,
which is controlled by a manage component. In the most abstract sense, the
plugin processes an input data structure, and outputs a transformed data
structure (the two tree graphs as shown). File transfer between the data
cloud and compute cloud is performed by the file IO handler component. A
query/retrieve process in the data cloud connects to an authentication process,
auth in the Hospital network, while on-the-fly anonymization of DICOM images
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is handled by process anonymizer anon. Finally the dispatcher is a component
that determines what compute node (or cloud) is best suited for the data analy-
sis at hand. The circle icon attached to the manage and plugin icons implies
the attached process and can provide real-time feedback information to other
software agents about the controlled process via its own REST interface.

2.3 Pervasive Containerization

CHIPS is designed as a distributed system, and the underlying components are
containerized (currently) using docker3. In Fig. 2, the Main CHIPS web interface
and associated backend database is housed within a single container4. Input data
and processed results are accessible in the hosting node and volume mapped as
appropriate to this back end. Other components of CHIPS in the web-entry node
are similarly containerized. This includes the manage5 block, which is responsible
for spawning processes on the underlying system. Not only does manage provide
the means to start and stop processes, but it also tracks the execution state,
termination state, and standard output/error streams of the process. The manage
component has a REST interface through which clients can start/stop and query
processes.

Also containerized is the IO6 component that can transfer entire directory
trees across network boundaries from one system to another as well as the
dispatch7 component that can orchestrate multiple processing jobs as handled
by manage. The plugin container houses the particular compute to perform on
a given set of data, and is spawned by the manage component under direction of
the dispatch. Since the compute typically occurs on a separate system to the
data hosting node, the IO containers perform the necessary transmit of data to
this compute system, as well as the retrieve of resultant data back to the data
node, allowing the web container to present (and visualize) results to the user.

3 UI Considerations

Fig. 3. CHIPS home page
with a “cards” organization.

Figure 3 shows the home page view on first log-
ging into the system. Studies that have been “sent”
to CHIPS appear in their own “cards” on the
user’s home page with a small visualization of a
represented image set of the study. Various con-
trol on this home page allow users to organize/tag
“cards” in specific projects (or folders), remove
cards, bookmark for easy access, etc. New cards
can be generated by clicking on the +© icon and

3 https://www.docker.com.
4 https://github.com/FNNDSC/ChRIS ultron backEnd.
5 https://github.com/FNNDSC/pman.
6 https://github.com/FNNDSC/pfioh.
7 https://github.com/FNNDSC/swarm.
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choosing an activity (such as PACS Query/Retrieve), and any card can be seam-
lessly shared with other users of the system.

On selecting a given feed, the core image data in that feed is visualized in
a rich, web-based viewer – see Fig. 4. Various tabs and elements of the feed
view provide different perspectives on the data, and also provide the ability to
annotate notes, or add comments. As in the feed view, a +© icon is also present,
and if selected, opens a ribbon of “plugins” (or “apps”) to run on the data
contained in the feed. For example, certain plugins might perform a surface
reconstruction of the brain surface with tissue segmentation (for example, a
FreeSurfer plugin).

Fig. 4. Visualizing pulled and
processed data.

The interface semantics within a feed are
straightforward: a user clicks on the feed and
enters the top level data view. Once a plugin from
the +© is applied, the feed data is processed accord-
ingly. When the plugin is completed, its output
files are also organized in the feed in a logical tree
view (accessible via the left “Data” tab) in a man-
ner akin to an email thread. In this manner, the
thread of execution from data → plugin → data is
defined – in effect building a workflow.

Any image visualized can also be shared in real-time using collaboration
features built into the viewer library and leveraging the Google Drive API and
Google Realtime API [2].

4 Big Data Infrastructure

Fig. 5. Big data pre-processing. (Color figure
online)

An important component of
CHIPS lies in creating a founda-
tion suitable for future support
of “data mining”. Recently, the
term Big Data has come into com-
mon parlance, especially in the
context of informatics [7,13,16].
Despite the term and the use
of Big, the concept often refers
to the use of predictive analytics
and other advanced data analytics
tools that extract meaning from

sets of data and does not necessarily to the particular size of the data set.
In healthcare, big data analytics has impacted the field in very specific areas

such as clinical risk intervention, waste and care variability reduction, and auto-
mated reporting. However, as a field, biomedical imaging has not especially
benefited from big data approaches due to the unstructured nature of image
data, complexity of results from analysis in terms of data formats (again usually
unstructured), simple quality issues such as noise in image acquisitions, etc.
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CHIPS constructs a framework to allow big data methods to be used in this
image space. Consider that the incoming source data to CHIPS are DICOM
images that by their nature contain a large amount of meta information, most
of which is non PHI and will be left unchanged by the anonymization processes.
Information about the scanning/imaging protocol, acquisition parameters, as
well as certain non-PHI demographics such as patient sex and age can be mean-
ingfully databased. Moreover, the application of an analysis pipeline to an image
data-set can in turn result in large amounts of meaningful data that can be data-
based and associated with the incoming source data. For example, FreeSurfer,
which is dockerized as a plugin in the CHIPS system produces volumetric seg-
mentations and surface reconstructions on raw input MRI T1 weighted data
[1,3,5].

In Fig. 5 input raw DICOM (purple block) and output processed data
from the DICOMs (green block) are shown. A DICOM tag extraction process
removes the image meta data and associates this information with the partic-
ular image record. DICOM data is regularly formatted and easily extracted.
Importantly, for the output data, and assuming the output data is a 3D surface
reconstruction and tables of brain parcellation volume values, a structured
analysis process regularizes all this information into meta data that will be
added to the space of data pertaining to this image record. This processing will
lay the ground work on which data analytics can explore and mine for relations
between (for example) input acquisition parameters and pipeline output results,
or simply mine across output results for hidden trends in data trajectories (for
example volumetric changes with age or sex).

5 Conclusion and Future Directions

CHIPS is a distributed system that provides a single, cloud-based, access point
to a large family of services. These include: (a) accessing medical image data
securely from participating institutions with authenticated access and built-in
anonymization of collected image data; (b) organizing collected data in a modern
UI that allows for easy data management and sharing; (c) performing process-
ing on images by dispatching data to remote clouds and controlling/managing
remote execution on these resources; (d) powerful real-time collaboration on
images using secure third party services (such as the Google RealTime API);
and intuitively constructing medical image processing workflows. CHIPS is not
only a medical data management system, but strives to improve the quality of
healthcare by allowing clinical users the ability to easily perform value added
processing and sharing of data and information. Current and future directions for
CHIPS include facilitating the construction of big-data frameworks and allowing
for users to simply construct experiments for data analytics and various machine
learning pipelines.

All analysis and development conducted by the CHIPS system at the Boston
Children’s Hospital was conducted under relevant Institutional Review Board
approval, which governed access to image data and controlled the scope of shar-
ing of such data.
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Abstract. The traditional data processing methods working on single computer
show less scalability and efficiency for performing ordered full-outer-joining, on
merging large number of individual Genome-Wide Associations Studies
(GWAS) data. Although the emerging of big data platforms such as Hadoop and
Spark shed lights on this problem, the inefficiency of keeping data in total-sorted
order as well as the workload imbalance problem limit their performance. In this
study, we designed and compared three new methodologies based on MapRe-
duce, HBase and Spark respectively, to merge hundreds of individuals VCF files
on their Single Nucleotide Polymorphism (SNP) location into a single TPED
file. Our methodologies overcame the limitations stated above and considerably
improved the performance with good scalability on input size and computing
resources.

Keywords: Genome-Wide Association Studies (GWAS) � Variant Call Format
(VCF) � TPED � Total order full-outer-merging � MapReduce � HBase � Spark �
Scalability

1 Introduction

Studies like Genome Wide Association Studies (GWASs) have produced massive
amount of data. Platforms including MapReduce, HBase and the recent Spark offer the
ability to efficiently process such Big Data (Chang et al. 2008; Dean and Ghemawat
2008; Massie et al. 2013; Zaharia et al. 2012). In the GWAS domain, single machine
based software such as VCFTools (Danecek et al. 2011), PLINK (Purcell et al. 2007)
are popular. Along with ever-increasing scale of GWAS data, there comes the needs of
converting data between formats of these tools efficiently.

2 Problem Definition

In this study, whole genome SNP data of 690 individuals generated from Illumina’s
BaseSpace software were collected as VCFv4.1 files and merged as a single TPED file
by their SNP locations.
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Each file is of approximate 4.5 million rows corresponding to individual-specific
genetic variant positions, with a size of about 300 MB. Each record row also contains a
genotype associated with its SNP location. Therefore, this merging process is equiv-
alent to an ordered full-out-joining problem. Software tools such as VCFTools offer
utilities to do the merging and converting. However, most of these tools adopt the
multiway-merge method to keep the order of merged results, which literally makes it
single-threaded. Therefore, when the data size is large, these single-machine based
tools are inefficient and time-consuming.

3 Methods

3.1 MapReduce Methodology

The methodology consists of two MapReduce phases, as shown in Fig. 1. In the first
phase, parallel mappers perform tasks of loading, filtering, key-value mapping, binning
and parallel sampling. Sampling is to approximate the distribution of SNP records over
the whole genome, generating partition list files to divide the whole genome into splits
of comparable size assigned to following tasks. In the second MapReduce phase,
parallel MapReduce jobs corresponding to specified chromosomes are created. Within
each job, a partitioner shuffles key-value paired records to appropriate reducers by
referring to partition lists. Finally, reducers carry out sorting and merging, converting
them to sorted TPED files.

3.2 HBase Methodology

As shown in Fig. 2, The HBase methodology is divided into three phases, namely the
sampling phase, the bulk loading phase, and the exporting phase. The sampling phase
is similar to its counterpart in the MapReduce methodology for pre-splitting the table
into regions of approximately equal sizes. During the bulk loading, key-value paired
records from previous phase are sorted and saved as HBase’s native storage file format,
HFile, which are then readily loaded into a table. In the exporting phase, a table scan
with specified chromosomes are performed on the table. This scan involves launching

Fig. 1. The workflow chart of MapReduce methodology.
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parallel mappers each of which retrieves records from a region, do the joining and
outputting of TPED files.

3.3 Spark Methodology

Our Spark methodology has one spark job with three stages as shown in Fig. 3. The
first stage involves loading raw data as RDDs, filtering, and mapping RDDs to
PairRDDs with keys (chromosome-SNP loci) and values (genotype). This stage ends
with an reduceByKey shuffling which groups together PairRDD records with same
keys and merging individual genotypes together. In the second stage, merged PairRDD
records are redistributed across executors to be sorted on keys. In the final stage, sorted
PairRDDs are mapped to and save as TPED files on HDFS.

4 Preliminary Experimental Results

4.1 Experimental Environment

All our tests were conducted using Amazon’s EMR service. Within the infrastructure,
we chose EC2 working nodes of m3.xlarge type which has four High Frequency Intel
Xeon E5-2670 v2 (Ivy Bridge) Processors and 15 GB memory.

Fig. 2. The workflow chart of HBase methodology.

Fig. 3. The workflow chart of Spark methodology.

38 X. Sun et al.



4.2 Overall Performances of Cluster-Based Methodologies

As Fig. 4 shows, for all three methodologies, with fixed core number, the time cost
increased almost linearly as the number of input files increased. We also noticed, with
fixed input size, the more the cores, the less the time spent on merging. This was
confirmed in another set of experiments in which the number of input files was kept
consistently at 93 and core number was increased from 12 to 72, as shown in Fig. 5.
These results have indicated a good scalability of all three methodologies on input data
size and computing resources.

4.3 Comparisons Between Multiway-Merge and Cluster-Based
Methodologies

We compared the performance in between our three cluster-based methodologies as well
with the single machine multiway-merge implementation as a benchmark. Figure 6
shows their time costs on merging increasing number offiles with 72 cores. As the input
size increased from 10 to 93, the time cost of multiway-merge increased from 3-fold to

Fig. 4. The scalability of cluster-based methodologies on input size.

Fig. 5. The scalability of cluster-based methodologies on computing core number.

Fig. 6. Comparison of the three cluster-based methodologies with multiway-merge.
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12-fold more than that of our fastest clustered-based method. As an extreme case, when
merging all 690 files, the time cost of multiway merge method was 1228 min in contrast
with 11.3 min of MapReduce methodology with 400 cores.

5 Discussion

While multiway-merge based software require the input data in sorted order, such a
limitation can be eliminated in all three cluster-based methodologies. Moreover, the
unique features the three platforms render different application scenarios. For example,
MapReduce methodology is good for one time merging on large scale of data, HBase
methodology fits for incremental merging, while Spark is good for carrying out sub-
sequent statistical analysis directly on the merged results.

6 Conclusion

Our methodologies can efficiently convert large scale of VCF files into TPED format.
All three Hadoop patterns show good scalability on core number and input data size.
More importantly, our methodologies can be generalized as a cluster-based paradigm
for key-based sorted full-out-joining problems.

Acknowledgement. This work is supported in part by NSF ACI 1443054 and NSF IIS
1350885.
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Abstract. Medical data is organically heterogeneous, and it usually
varies significantly in both size and composition. Yet, this data is also
a key for the recent and promising field of precision medicine, which
focuses on identifying and tailoring appropriate medical treatments for
the needs of the individual patients, based on their specific conditions,
their medical history, lifestyle, genetic, and other individual factors. As
we, and a database community at large, recognize that a “one size does
not fit all” solution is required to work with such data, we present our
observations based on our experiences, and the applications in the field
of precision medicine. We make the case for the use of polystore archi-
tecture; how it applies for precision medicine; we discuss the reference
architecture; describe some of its critical components (array database);
and discuss the specific types of analysis that directly benefit from this
database architecture, and the ways it serves the data.

Keywords: Polystore · Precision medicine · Genomics · Array database

1 Introduction

Medicine, and the discipline of professional medical care, deals with the complex
biological, demographic, behavioral, therapeutic, procedural, and other phenom-
ena related to the health of the patients, so the data resulting from the related
processes is inherently complex. It is complex in structure, and asymmetric in
size (e.g., the size of clinical images vs. the size of electronic health records is often
out of balance by at least an order of magnitude). In a contemporary medical
system, the typical process of medical care centers around the physician who is
serially treating groups of patients based on their conditions, and using standard,
cohort-specific medical procedures and treatments. This long-standing system
works well with well-understood and relatively simple conditions. With complex
conditions, such as cancer, medical and life sciences community is increasingly
c© Springer International Publishing AG 2017
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applying the practices of precision medicine as the more effective and precise
way to treat patients.

Precision medicine [23] promotes tailoring the available therapies for the
specific patients, and for the differentiating characteristics of specific conditions.
To make this possible, the most complete, practically available data on patients
and conditions is needed. To be effective, clinicians need to make decisions based
on the clinical/medical records data, laboratory results, medical imagery data,
oncology and radiology reports, clinical trials data, genomic sequences, and,
increasingly, personal wearable devices data [29].

To support this approach, we need means to manage, access, and analyze all
this data productively and efficiently. Despite their utility and general validity,
the traditional approaches to data organization and preparation for data analysis
are not adequate. We recognize that there is not a single system in existence, or
even a conglomerate of systems, that would allow precision medicine by mono-
lithically manging the data. Instead, we recognize that it is best to keep the data
in the original systems that manage this data optimally, and then find ways to
access it in a uniform, but federated way. The approach presented in about doing
exactly that (federated data management). It is based on the implementation
of the original polystore [13] concept in the context of precision medicine – i.e.
an implementation of a modern, federated heterogeneous database system for
data relevant to precision medicine research – discrete, relational; text; genomic;
images; and times series data.

2 Polystore Architectures

Polystore systems refer to systems that integrate heterogenous database engines
and multiple programming languages [14]. Thus, a polystore system can provide
a single interface between SQL, NoSQL and NewSQL engines while supporting
varying levels of location transparancy and semantic completeness. We briefly
contrast polystore systems with Federated, Polyglot, and Multistore systems.
Federated systems such as Garlic [8], IBM DB2 [16] and others [31] are largely
designed to integrate multiple homogenous database engines via a single pro-
gramming language such as SQL. Multistore system such as CloudMdSQL [19]
are largely designed to integrate multiple heterogenous database engines via
a single programming language. Polyglot systems are largely designed to inte-
grate homogenous database engines via heterogenous programming or query
languages. Of course, there are many existing system which may fall into one or
more of these categories.

Polystore systems leverage techniques from the parallel computing [18,20]
and parallel database [11] communities such as replication, partitioning and
horizontally scaled hardware. Protype polystore systems such as BigDAWG,
Myria [33] and the AWESOME polystore [10] have been shown to scale well
with heterogenous data federated across disparate database engines. Another
important component of Polystore systems is the ability to support multiple
programming languages. The desire for such a feature is described in [32].
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2.1 BigDAWG Architecture

The BigDAWG system is a prototype polystore system with support for SQL,
NoSQL and NewSQL database management systems and has been applied to
complex scientific [22] and medical data [13]. BigDAWG is open-source and avail-
able at https://bigdawg.mit.edu. Currently, BigDAWG supports a number of
engines such as MySQL, PostgreSQL, SciDB, Accumulo and S-Store. A notional
BigDAWG architecture applicable to a precision medicine application is shown
in Fig. 1.

Fig. 1. Notional BigDAWG architecture for precision medicine

At the bottom of Fig. 1, BigDAWG can support a number of database engines
such as SQL Server, TileDB and SciDB that are relevant to precision medicine
applications (connectors to SQL Server and TileDB are being developed). These
storage engines are organized into a number of islands which encapsulate a data
model, a set of operations, and a set of candidate storage engines. An island pro-
vides location transparency among its associated storage engines. For example,
the array island may convert a BigDAWG query into an Array Query Language
(AQL) query that can be understood by SciDB, TileDB or by developing stored
procedures in other systems such as SQL Server that support AQL operations.

A shim connects an island to one or more storage engines. The shim translates
queries expressed in terms of the operations defined by an island into the native
query language of a particular storage engine. Thus, for two arrays (or tables) A
and B, the shim may convert the AQL query A*B to something like the following
in SQL:
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SELECT A.row_num , B.col_num , SUM(A.value*B.value)
FROM A,B
WHERE A.col_num = B.row_num
GROUP BY A.row_num , B.col_num;

In order for a query to best match the underlying storage system, we expect
that a single BigDAWG query will span multiple storage engines and possibly
islands. The BigDAWG common interface is designed to support such operations.
This middleware supports a common application programming interface to a
collection of storage engines via a set of islands. The middleware consists of a
number of components:

– Optimizer: parses the input query and creates a set of viable query plan trees
with possible engines for each subquery [30].

– Monitor: uses performance data from prior queries to determine the query
plan tree with the best engine for each subquery [9].

– Executor: figures out how to best join the collections of objects and then
executes the query [17].

– Migrator: moves data from engine to engine when the plan calls for such data
motion [12].

For example, the following BigDAWG query moves data from SciDB to Post-
greSQL. The bdarray() portion of the query filters all entries in the SciDB
array myarray with dim1>150. The bdcast() portion of the query tells the
middleware to migrate this resultant array to a table called tab6 with schema
(i bigint, dim1 real, dim2 real) to a database in the relational island. The
final bdrel() portion of the query selects all entries from this resultant table in
PostgreSQL.

bdre l (
select ∗ from
bdcast (

bdarray ( f i l t e r (myarray , dim1>150))
, tab6
, ’ ( i b i g in t , dim1 rea l , dim2 r e a l ) ’
, r e l a t i o n a l ) )

Further details of these components, usage, and example queries can be found
in [14,15].

2.2 BigDAWG Performance

BigDAWG has been applied to a number of problems in the scientific [22] and
medical [13] domains. In our experiments, we have demonstrated that using a
many sizes solution can greatly improve the performance of an overall analytic
system. For example, in [14], we describe an analytic performed on ECG signals
from the MIMIC II [28] dataset. In [22], we demonstrate how BigDAWG can be
used to help researchers correlate genetic sequences and metadata.



An Emerging Role for Polystores in Precision Medicine 45

2.3 BigDAWG for Precision Medicine

Precision medicine applications are a natural candidate for polystore solutions.
Healthcare applications at organizations such as the Department of Veterans
Affairs rely on data from a multitude of data sources persisted on disparate
database management systems. For example, medical electronic health records
(EHR) are stored in a clinical data warehouse that may leverage a technology
such as Microsoft SQL Server. Images derived from sources such as X-Ray or
magnetic resonance imaging (MRI) are stored in image specific databases. Other
application specific systems such as research databases and genetic databases
increase the complexity of developing applications that touch the various data
components. For example, trying to analyze the fitness activities associated with
particular patients which exhibit certain genetic anomalies may require aggre-
gating data from research database(s), genetic databases, and the clinical data
warehouse. Current practices rely on manual data transformations and data
modeling which can take significant developer effort and lead to degraded over-
all performance. Polystore systems such as BigDAWG on the other hand can
allow developers to keep data in the database that they are best suited for. For
example, EHR records can sit in a federated systems such as SQL Server, genetic
sequences in a system such as SciDB or TileDB and streaming data in a system
such as S-Store.

2.4 Array Databases – A Critical Component of a Polystore for
Precision Medicine Research

Array databases are optimized to store and process data that are naturally rep-
resented as objects in a multi-dimensional space. An array has dimensions and
attributes. Each dimension has a domain, and all dimension domains collectively
orient the logical space of the array. Each array element, called a cell, is uniquely
identified by a combination of dimension domain values, referred to as coordi-
nates. A cell may either be empty (null) or contain a tuple of attribute values.
Each attribute is either a primitive type (e.g., int), or a fixed or variable-sized
vector of a primitive type. Arrays can be dense, where every cell contains an
attribute tuple, or sparse, where the majority of the cells are empty.

Figure 2 shows two example arrays, one dense one sparse, with two dimensions
(rows and columns). Both dimensions have domain [1,4]. The arrays have two
attributes, a1 of type int32 and a2 of type variable char (i.e., string). Each
cell is identified by its coordinates, i.e., a row index and a column index. Empty
cells are shown in white and nonempty cells in gray. In the dense array, every
cell has an attribute tuple, e.g., cell (4,4) contains 15 and pppp, whereas several
cells in the sparse array are empty, e.g., cell (4,1).

RasDaMan [5] was among the first array databases. It stores array data as
binary large objects (BLOBs) in PostgreSQL [3], and enables query process-
ing via a SQL-based array query language called RasQL. Array storage and
access has to go through PostgreSQL, which is typically quite slow. Moreover,
RasDaMan is designed mainly for dense arrays. SciDB [7] is a “pure” array
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Fig. 2. The array model

database which implements its own storage and processing engine and provides
both dense and sparse array support. TileDB [26] is an emerging array system.
Contrary to SciDB that is a monolithic, integrated database software, TileDB is
implemented as a lightweight array storage C library that offers excellent, native
performance and binds with the various programming interfaces like Python and
R, but without incurring the extra overheads for establishing database connec-
tions (ODBC/JDBC), or parsing a query with some additional array languages
(AQL, etc.). (Results presented in [26] demonstrate the performance superior-
ity of TileDB for both dense and sparse array storage as compared to another
well-known array (SciDB), or other commercial databases.)

TileDB achieves high performance in two ways. First, it provides a novel
format for storing dense and sparse arrays, while providing the user a unified
C API interface for querying an array. Coupled with efficient multi-dimensional
index structures, this format offers rapid ingestion and searching capabilities.
Second, similar to Vertica [21] and SciDB, it follows a columnar physical layout
for its attributes, i.e., it splits each cell tuple into its separate attributes, stor-
ing contiguously the values of each attribute in a separate file on the disk. This
enables fast sub-selecting over the attributes and offers optimization opportuni-
ties in compression, memory management, and execution (e.g., through SIMD
vectorization when processing contiguous attribute values).

TileDB has been already used successfully in the genetics domain. In a col-
laboration between Intel Health and Life Sciences and the Broad Institute, it
has been demonstrated [2] that TileDB is ideal for storing and processing genet-
ics data that come in the so called Variant Call Format (VCF). This effort has
led to a software built on top of TileDB, called GenomicsDB [1], which is now
part of the newest genome analysis toolkit of the Broad Institute, called GATK
4.0 [4]. Briefly stated, the VCF format captures structural variations of a certain
individual’s genome with respect to a reference genome. The human genome can
be practically perceived as a long string consisting of approximately 3 billion let-
ters, where each letter stands for nucleotide A, T, C, or G. An individual’s VCF
data file can then be perceived as a super sparse vector (of approximately 0.1%
density) where the domain is 3 billion elements and a nonempty cell corresponds
to some structural variation carrying a multi-attribute tuple. Similarly, the VCF
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files of an entire population can be collectively perceived as a 2D array with 3
billion columns and as many rows as the number of individuals in the popula-
tion. It is the extreme sparsity that TileDB was able to take advantage when
ingesting VCF file collections, in addition to the compressibility of its columnar
format, that resulted in extreme performance gains versus previous approaches.

TileDB is a generic array management system and, as such, it can be used
in other use cases where the data are multi-dimensional. One of the domains we
are currently exploring is storage and processing of medical imaging (e.g., CT
and MRI scans). Such data are naturally modeled as 2D or 3D dense or sparse,
with each cell representing a pixel in an image snapshot.

3 A Statistical Viewpoint - The Importance of Uniform
Access to Data for Reproducible, Automated Analyses
in Precision Medicine

The polystore represents a natural progression in the development of analyt-
ics architectures not just in healthcare, but across many areas with complex,
heterogeneous data. In healthcare, as practitioners demand more analyses to
determine the best care for their patients, standards and automation in data
preparation and analysis are needed. The polystore architecture fills this emerg-
ing gap and provides a needed foundation for repeatable, reproducible and auto-
mated analyses not only in support of precision medicine, but also in support of
other types of healthcare improvements. There are two main phases to precision
medicine, (1) building statistical models using historical data, and (2) applying
these models to new patients in real time. Historically, these two steps have
been independent. However, the polystore and new statistical methodology for
adaptive design [25,35] and pragmatic trials [27] enables these two steps to be
intertwined at scale and for the first time, so that optimal treatment models can
be updated as new patients enter the system and outcomes can be monitored in
real time to detect unusual variation [6].

3.1 Key Statistical and Analytic Problems Driving the Data
Architecture

There are several key features for precision medicine and care improvement that
are common to all endeavors. Across methods such as genome wide association
studies (GWAS), optimal treatment of acute conditions, optimal treatment of
chronic conditions, and surveillance of populations to evaluate outcomes, data
must be fitted into a mathematical matrix for input into the analytic software,
which is based on numerical linear algebra. The basis of precision medicine is
understanding what genetic and environmental factors drive health outcomes. To
convert these heterogeneous genetic and environmental variables into a mathe-
matical matrix, a very large number of sophisticated tools are needed to take raw,
silo-ed data, and create mathematical representations called features (machine
learning) or covariates (statistics). Further, this process needs to be automated,
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reproducible, and repeatable, capable of answering not just these questions, but
also supporting many ancillary requests as well [6,24]. We recognize that the
polystore architecture helps overcome these many issues with the status quo
approach.

In most cases, both in the governmental computing, and in the healthcare
industry, data is collected from many heterogeneous sources including tradi-
tional relational databases but also including images, text, genomic, and spa-
tial sources, and tools from computer vision, bioinformatics, the census, NLP
domains must be used to create covariates/features which are the inputs to
learning algorithms. Not only do these feature representations need to be made,
but they also need to have the correct linkages so that they can be joined appro-
priately. For example, socioeconomic data from the US Census or American
Community Survey may be available at spatial resolutions such as tract, block
group or block, while health survey data may be available at the county or zip
code level. In this case, a spatial disaggregation or change of support may be
needed. Similarly, the resolution of some genomic data may be relatively coarse,
and it may be necessary to use population data on linkage disequilibrium to
estimate the haplotypes or alleles of interest in between observed genomic data.
The polystore approach helps simplify, integrate, and automate the solutions to
these problems by offering a common query langue model which can be further
used by the common analytics languages (R, SAS, etc.)

3.2 Statistical Foundations of Precision Medicine and Healthcare
Improvement

There are several classes of problems behind precision medicine and health-
care improvement in general. The foundation of the GWAS methodology is the
assumption that all variation in phenotypes can be accounted for by genetic,
environmental, and epigenetic factors. However, the data available is almost
never at the appropriate level of genomic or environmental granularity to begin
an analysis. Historically, this meant that research involved creating very spe-
cific transformations to answer a limited number of questions and avoided any
overhead associated with creating a data store optimized for answering a large
number of questions.

Similarly, determining the optimal treatment regimes for acute and chronic
conditions requires that temporal representations of patients be created using
common data models. More specifically, the competing factors of ‘big n’ and
specificity of condition come into play that demand a hierarchical common data
model so that the strongest results can be made at the appropriate level of
the hierarchy. In other words, most practitioners want clinical decision support
results very specific to their patient, “What treatment regime will lead to the
best outcome for treating a specific type of lymphoma in an X year old, with
Y comorbidities, and is positive/negative for biomarkers Z ?” However, there
may be no patients in the historical population with comparable age, gender,
comorbidities, and biomarker combinations, so the physician needs to traverse
the data models to find a sample size large enough to detect a specific effect size.
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When these pieces of data are located in different databases and must be eval-
uated at different levels of the data model, a polystore may provide the only
practical approach.

3.3 Desired Architecture for Healthcare Analysis and Improvement

Currently, a physician may do a literature search to try to find an optimal
treatment, or may use an established clinical pathway that does not take into
account important data, such as patient biomarkers. Our vision is to create
an architecture capable of automating these processes by creating an advanced
analytics infrastructure, as opposed to merely supporting one off investigations.
This would enable not only the automation of optimal treatment modeling, but
also the capability to pre-cache all possible optimal treatment models for a given
class of outcomes, treatments, covariates and sample size/effect size. Further, it
enables adaptive experiments to be conducted in real time. Combining data
sources is but the first of many steps in this endeavor. There are many key
features and services that must be present to achieve our goal. Specifically, we
must be able to combine (e.g., link) data sources together efficiently at the
appropriate granularity (e.g., hierarchical common data models). This process
requires large amounts of metadata and functions to map data to common data
model entities.

3.4 Polystore Capabilities for Precision Medicine

The polystore offers automation, repeatability, and reproducibility advantages
compared to the status quo for precision medicine. The key feature of a poly-
store, such as BigDAWG and its instantiations (e.g. VA Polystore) is the univer-
sal interface to a federated collection of data. This feature enables a standard, so
that the creation of features is concise, repeatable, and reproducible. This allows
models and analyses to be run with minimal overhead. In fact, these analyses
can be automated, pre-cached, and can even enable adaptive statistical experi-
mental designs, all without replicating the data. This is a major breakthrough
for precision medicine applications.

4 Emerging Approaches and Ongoing Research

The approach and the case we presented in this paper was focused on advanced
data management methods, and the motivating statistical and machine learning
applications. We observe an emerging body of work that takes this a step fur-
ther, towards integrated data management and machine learning and artificial
intelligence techniques where the federated data management of a polystore is
going to be integrated with the machine learning functions. This is the work
that we are currently pursuing at our research institutions.

Furthermore, there are ongoing developments with the database technolo-
gies that introduce hardware acceleration techniques [34] that leverage the same
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underlying hardware subsystems as the machine learning libraries. We expect to
see a convergence of these two technologies into a database solution for health-
care that will incorporate, for example, both GPU-accelerated machine learning
functions, and database routines. To this end, we expect to see the incorpora-
tion of some kind of machine learning functions into the Polystore API and its
syntax.

There is also an ongoing effort to define the unifying, theoretical algebra for
Polystores which would make the implementation of any number of sources the-
oretically well-founded, including the development of algebra for text-searching
queries.

5 Future Work

Both precision medicine and polystores are relatively new concepts in their own
domains. Consequently, there is a rich ongoing and future work expected to
happen, and to promote the advancements in both areas. In terms of our future
work on polystores for precision medicine, we will continue to improve the per-
formance and robustness of the polystore system, specially for the scientific data;
we will grow the support for diverse Polystore islands, and we will continue to
make improvements to the usability of the system. In terms of specific techni-
cal advances, we will accelerate work towards the integration of the textual and
imagery medical data; we will optimize shimming approaches for non-relational
data, and we will make contributions to the work on the unifying, polystore
algebra.
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Abstract. In this paper, we apply text mining and topic modelling to
understand public mental health. We focus on identifying common men-
tal health topics across two anonymous social media platforms: Reddit
and a mobile journalling/mood-tracking app. Furthermore, we analyze
journals from the app to uncover relationships between topics, journal
visibility (private vs. visible to other users of the app), and user-labelled
sentiment. Our main findings are that (1) anxiety and depression are
shared on both platforms; (2) users of the journalling app keep routine
topics such as eating private, and these topics rarely appear on Reddit;
and (3) sleep was a critical theme on the journalling app and had an
unexpectedly negative sentiment.

Keywords: Text mining · Social media mining · Public mental health

1 Introduction

Many applications of social media involve text mining, such as understanding
user interests, customer reviews, and sentiment around news events. We discuss
an application of social media text mining in the context of understanding public
mental health. This is an increasingly important application domain: prevalence
of mental health conditions is increasing, and so is the amount of data we have
to understand these conditions [2]. While text data has been analyzed in great
depth for marketing purposes, there remains a large opportunity in using text
data to understand public mental health.

Several researchers have identified social media data, such as Twitter posts, as
a valuable source for mental health signals [3,6]. However, there remain critical
gaps in our ability to understand mental health. People may not be willing
to share mental health content publicly, especially on the largest social media
platforms, which are associated with a personal identity.

In this paper, we perform a mental health analysis on stigmatized topics by
taking advantage of a unique dataset from a social media app for posting journal
entires and sharing and tracking moods (referred to as the journalling app). We
discover issues that are not widely discussed on other social media such as sleep.
In addition, the journalling app requires users to track their moods in each
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journal. Hence, we are equipped with user-labeled sentiment, which otherwise is
difficult to estimate.

By comparing the journalling app dataset to other social media (Reddit), we
identify unique discussions that the mood-tracking community attracts. Further-
more, the journalling dataset is split into two segments: users may share their
journals publicly or keep them private. Hence, we are able to understand which
mental health issues are shared more publicly than others.

The questions we seek to answer include:

1. Does the journalling dataset cover a different set of topics than those discussed
on other social media such as Reddit?

2. Are some topics shared more publicly than others? Are some topics kept
private?

3. How is sentiment related to topics? Which topics elicit sad or happy feelings?

To answer these questions, we use a text mining methodology to derive topics
from journals. Furthermore, we take advantage of already labelled moods to
perform sentiment analysis. To summarize, we make the following contributions:

1. We apply text mining to a unique dataset of journals and associated moods
that has not been studied before. We discover a set of mental health topics
that are not frequent on other social media.

2. We quantify which topics are more public than others to identify gaps in
available social media data for analyzing public mental health.

3. We compare how user-labeled moods vary across topics to identify important
aspects of mental health that require attention.

The remainder of this paper is organized as follows. We discuss context
and related work in Sect. 2; we describe our datasets in Sect. 3; we explain our
methodology in Sect. 4 followed by our results in Sect. 5; and we conclude in
Sect. 6.

2 Context and Related Work

This paper is related to two bodies of work: social media text mining and studies
of public mental health. In the context of text mining, there are standard analysis
techniques that enable topic modelling and sentiment analysis of social media
posts. In the mental health domain, these techniques have had several successes
including detecting users expressing suicidal thoughts on social media [11]. We
also use standard topic modelling techniques but we utilize them to perform
novel topic comparisons between datasets.

Mental health studies traditionally collect information via health care profes-
sionals, which is a costly process and only allows for analysis of a small subset of
the public. A significant opportunity for understanding mental health through
social media data has been identified by Harman et al. [6]. They focused on
specific mental health conditions, and despite low incident rates they found a
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wealth of data on social media. They concluded that individual and population-
level mental health analysis can be made significantly cheaper and more efficient
than current methods.

Traditional therapy and studies of mental health conditions heavily utilize
linguistic signals. In Diederich et al. [5], text processing is used to detect men-
tal health conditions such as schizophrenia by analyzing conversations between
patients and their psychiatrists using clustering algorithms and sentiment clas-
sifiers. The drawback of most studies utilizing doctor-patient data is privacy
concerns and smaller datasets. These studies tend to be more ad-hoc due to
the size of data. Another large opportunity for mental health data analysis is in
electronic medical records. For example, natural language processing (NLP) was
used to improve classification accuracy of depression in mood states of patients
based on medical records [13].

The creation of a social media corpus for mental health data could signifi-
cantly improve mental health research [2]. There are two main methodologies for
analyzing mental health signals in social media using linguistic signals. The first
relies on hand-crafted lexicons containing connotations and strengths of words.
For example, the Linguistic Inquiry Word Count (LIWC) lexicon has been used
to help clinicians understand mental states given a patient’s writings [6]. The
disadvantage of this method is that lexicons like LIWC cover a very small portion
of possible language used in informal contexts such as social media.

The second common method is to train a language classifier model. This
technique is limited when ground-truth labels are not available. Existing work
has attempted to approximate labels, and a conservative labeling approach is to
filter for users who self-identify with a condition. In particular, previous work
searched for statements such as “I was diagnosed with X” [2]. However, there are
caveats that the authors identify with this approach. In particular, only a small
sample of people would publicly self-identify with a mental health condition.
Despite this, through a language model they were able to compare language
uses across specific mental health conditions [2].

Alternative pipelines for acquiring labels to model social media text include
crowd-sourcing and developing custom apps [2]. Crowd-sourcing involves survey-
ing users. In a previous study, surveys were used to study mental health trends in
undergraduate students [4]. In our study, we also identify school-related issues
(among other things) as a frequent topic discussed by journallers. While suc-
cesses with surveys have been made, having users agree to honestly share their
personal information is difficult and it can be costly to solicit other data such
as social media from surveyed users.

On the other hand, apps that interact with social media such as Facebook
can be used to collect personality information and grant access to public status
updates. However, signals that are important for mental health analysis are not
typically shared on Facebook.

While existing work has focused on traditional social media, talking about
difficult issues is not common on these platforms. On the other hand, the dataset
we are studying is specifically designed for mood tracking. The journalling app’s
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goal is to de-stigmatize the expression of mental health. It is fully anonymous,
and hence includes topics that are typically considered taboo on personally iden-
tifiable social media platforms. Moreover, the dataset is a combination of both
public and private journals, allowing for more private topics to be mentioned
frequently.

Furthermore, instead of focusing on specific mental health conditions, we
choose to take a broader look into the state public mental health. We demon-
strate that simple, interpretable signals can be derived from our dataset. Fur-
thermore, we use sentiment labeled by users to avoid relying on custom lexicons.

In particular, one of our most important findings is a large issue with sleep.
In a study that correlated sleep problems with mental health problems, it was
found that patients are much more able to identify when they have an issue
with their sleep and more willing to reveal it to their doctors than a potential
mental health concern [9]. Furthermore, patient self-perception of sleep issues
was strongly associated with health issues, which demonstrates that people are
able to accurately identify when a real problem is present. While wide-scale
studies of sleep data using social media have not been performed, there is an
increasing prevalence of sleep-tracking mobile apps and tools for analyzing the
quality of an individual’s sleep [7].

While traditional social media has helped people connect with friends and
family, anonymous social media services are becoming increasingly used by peo-
ple for sharing personal stories and looking for advice [14]. These communities
are growing as the general public becomes comfortable sharing more information
online, and benefit people who are unable or do not want to see a doctor in per-
son to talk about mental health [14]. We believe that these types of datasets will
become increasingly important to analyze for researchers. As such, we explore
another anonymous social media platform, Reddit, and compare mental health
topics discussed on Reddit to those written about on the journalling app.

3 Data

We analyze two datasets: (1) user communities on Reddit and (2) journals from
a mental health journalling mobile app. We omit the name of the app for privacy,
and we refer to it as the “journalling app”.

Reddit is a social media platform that was originally used for sharing and rat-
ing content such as news, documentaries and music. Users post in and subscribe
to self-organized communities known as subreddits; subscribing to a subreddit
allows a user to view all posts from that subreddit. An advantage of analyzing
Reddit data is that the subreddits are labelled according to their topics. Utiliz-
ing curated lists from volunteer Reddit users, we crawled all subreddits related
to mental health, as well as all subreddits linked by these communities.

The second dataset consists of anonymized journal posts from a mobile app
designed to help people track their moods and share them anonymously if they
desire. For each journal post, the app requires the user to label the journal post
with at least one mood selected from a pre-populated list including “happy”,
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Fig. 1. Number of journals posted over time.

Fig. 2. Number of users plotted against the percentage of journals posted publicly.

“sad”, etc. We obtained all journals, and the associated moods, written between
January 2016 and January 2017. This amounts to over 1.2 million journals writ-
ten by approximately 75,000 users.

Figure 1 plots the number of journals posted over time. Most of the journals
were written in the first half of 2016, although we inspected topic distributions
per month and did not find seasonal effects. Towards the beginning of 2016,
many new users registered on the app and eventually stopped using it. Like
weight-loss and productivity apps, we believe this influx is tied to users looking
to improve their habits as a New Year’s resolution.

Each journal can be set to be private or public (visible to all other users of
the app). Roughly one third of all journals are public. Figure 2 plots the number
of users on the y-axis versus the percentage of journals they posted publicly.
Most users are either mostly private or mostly public.
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Fig. 3. Distribution of length of journals, with zero length journals included.

Most journals are relatively short, just like Twitter posts that are at most
140 characters. The average length of a journal with text in it is 128 charac-
ters; there are roughly 100,000 journal that have no text, only a mood label. We
observed that private users tend to write journals that are slightly, but statisti-
cally significantly, longer than those written by public users by approximately 10
characters. Figure 3 shows the distribution of journal lengths, where the spikes
correspond to 0 length (mood only), 200 characters (the default limit set by the
app) and 300 characters (set as the maximum for visualization purposes).

Users of the app can optionally enter their location, age and gender. While
most users did not enter this information, we found that those who revealed
their location are mostly from North America, those who revealed their gender
are predominantly female, and those who revealed their age have an average age
of 25.

4 Methodology

The goal of this analysis is to understand public mental health by mining social
media. We want to identify common topics discussed publicly (Reddit plus pub-
lic journals from the journalling app) and privately (private journals). For the
Reddit dataset, we simply count the number of subscribers in each subreddit
related to mental health to discover popular topics and issues. Recall that each
subreddit is labelled with its topic, so topic modelling is not necessary. On the
other hand, for the journalling app, each journal post is labelled with a mood
but not with a topic. Below, we describe our methodology for assigning topics
to journals.
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ALGORITHM 1. Text mining procedure to label journals with topics.
Data: Term frequency vector for each journal computed using TF-IDF
Result: A labeled set of journals
1. Perform clustering, iterating over different numbers of clusters
2. Manually label topics and evaluate them, selecting the best performing number of

clusters
3. Determine a minimum threshold for the relevance of each topic in order to prune

weak topic associations
4. Select the top two most relevant topic labels per journal, if any

4.1 Topic Modelling

First, we removed journals with no text and those with fewer than 20 characters1,
leaving 1.1 million journals for topic modelling.

Next, we pre-processed the text using the Stanford Tweet Tokenizer, which
is a “Twitter-aware” tokenizer designed to handle short, informal text [1]. We
used the option that truncates characters repeating 3 or more times, converting
phrases such as “I’m sooooo happyy” to “I’m soo happyy”. On average, the
number of tokens per journal was 27.7.

Since we are interested in topics, we removed stopwords and tokens with
fewer than two letters, and we only retained nouns which appear in the WordNet
corpus [10]. After this filtering, the average number of nouns per journal was 7.

Examples of frequently appearing nouns, in alphabetical order, include “anxi-
ety”, “class”, “dinner”, “family”, “god”, “job”, “lunch”, “miss”, “school”, “sick”,
“sleep”, and “work”. We then iteratively clustered the journals into topics
(details below) and removed nouns that do not refer to topics such as num-
bers, timings (e.g., “today”, “yesterday”), general feelings (e.g., “feel”, “like”),
proper nouns, and nouns that have ambiguous meanings (e.g., “overall”, “true”).
Lastly, we only retained nouns that appeared more than ten times in the dataset.
This process resulted in a vocabulary of 8386 words for topic modelling. Each
journal is represented as a 8386-dimensional term frequency vector, with each
component denoting the term-frequency/ inverse-document-frequency (TF-IDF)
of the corresponding term.

Algorithm 1 summarizes our topic modelling methodology. Given a TF-IDF
term frequency vector for each journal, we run non-negative matrix factorization
(NMF) [8], implemented in Python’s scikit-learn package [12]. The objective of
NMF is to find two matrices whose product approximates the original matrix.
In our case, one matrix is the weighted set of topics in each journal, and the
other is the weighted set of words that belong to each topic. Hence, each journal
is represented as a combination of topics which are themselves composed of a
weighted combination of words.

1 We manually inspected a sample of short public journals and found that those under
20 characters long typically re-stated the mood of the user and did not refer to any
specific topic.
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Table 1. Final list of journal topics, with the top 6 words per topic shown. We manually
assigned the topic names based on the top words.

Topic

Work work focus money meeting friday shift

Love love heart man fall world matter

School school high break summer test boring

Sleep sleep wake sleeping headache nap waking

Sickness sick stomach cold headache throat gross

Missing Someone miss old baby text heart times

Family family christmas spending health food husband

Career & Finances job interview money call move offer

Dinner dinner ate movie evening shopping walk

Physical Pain pain headache period empty body stomach

Homework homework finish test due break room

Anxiety/Depression anxiety depression attack high stress panic

School (Activities) class test yoga dance english teacher

Meals lunch ate food eating break breakfast

We chose NMF because its non-negativity constraint aids with interpretabil-
ity. In the context of analyzing word frequencies, negative presence of a word
would not be interpretable. This is because we only track word occurrences and
not semantics or syntax. Unlike other matrix factorization methods, NMF recon-
structs each document from a sum of positive parts, which enables us to easily
manually label the discovered topics.

Iterating from 4 to 40 topics, we derived 37 different topic matrices (steps
1 and 2 of Algorithm1). Each matrix consists of one topic per row. Each topic
has a positive weight for each word in the vocabulary. Stronger weights indicate
higher relevance to the topic. The final topic matrix we used has 14 topics and is
shown in Table 1. We show the first six words in this table for simplicity, where
we sorted the words associated with each topic from highest relevance to lowest.

When judging the topic matrices, we considered the top twenty most impor-
tant words per topic. Using this information, we manually labeled each row
in the matrix with a corresponding topic. Furthermore, we manually evaluated
each matrix based on the distinctness between topics, consistency within topics,
and interpretability. During this process, we compiled a custom list of removed
words that we mentioned earlier in this section. The groups of words we removed
appeared as stand-alone topics that did not offer information about what the
journal was about. For example, proper nouns appeared as a stand-alone topic.
Other words, which we deemed too general or ambiguous, appeared across sev-
eral topics and hence did not provide discriminative information.

We note that by default NMF does not enforce words to be assigned a non-
zero weight to only a single topic. Using our pruning procedure, we ensured
words that appeared across too many topics were removed. We did permit words
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with multiple meanings (for example, “high”) and words that apply in different
settings (for example yoga “class” versus academic “class”). We note that the
most important words (based on weights) for each topic generally did not overlap,
with “ate” being the exception. Our validation procedure, outlined in Sect. 4.2,
ensured that the two topics “Dinner” and “Meals” were indeed distinct despite
both assigning high weights to “ate”.

We tested different levels of regularization to enforce sparseness in our models
(see [8] for a discussion), but did not find significant differences. However, one
important modification we made to regularize each topic was to make their first
words only as strong as their second ones (by default, first words are stronger
than second words, which are stronger than third words, and so on). This is
since the most relevant word for each topic tended to be too strong of a signal,
regardless of how we changed the number of topics, pre-processing procedure,
or regularization in the objective function. For example, the word “love” in a
journal about sports would be so strong that the journal would be labeled as
relating to romantic love. Lowering the importance of first words was sufficient
to eliminate the false positives we identified.

Given the final topic matrix (summarized in Table 1), the next step is to
use it to assign labels to journals (steps 3 and 4 of Algorithm 1). We plotted
the distribution of how important each topic was to all journals in the dataset,
with importance ranging from zero to one. Each distribution had a similar shape
with a clear inflection point between 0.05 to 0.15 importance. Figure 4 shows an
example importance distribution for the topic “Work”, where the inflection point
occurs at 0.1 importance.

We used these inflection points to set minimum thresholds of importance for
each topic. We ignored any topic assignments below the thresholds. Then, we
obtained the top two topics per journal, if any. We chose a maximum of two
topics per journal due to the generally short length of journals.

Fig. 4. Distribution of the importance of the topic “Work” to journals, with an inflec-
tion point at 10%. Zero importance has been omitted for clarity.
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Using this topic modelling procedure, we assigned at least one topic to
430,000 (35% of all available) journals. The number of journals with one topic
was 334,000, while 96,000 had two topics (the maximum).

4.2 Validation

To evaluate the effectiveness of our topic modelling methodology, we selected
random subsets of 60 public journals for each topic and 100 public journals with
no assigned topic. We manually labeled the sampled journals, looking for one
of the 14 available topics, no topic or “other” topic. Including “other” allowed
us to validate whether our list of manually labeled topic names were accurate
and complete. We then compared our labels with those assigned by the model.
For journals which were assigned two topics by the model, we considered the
model correct if either one of the assigned topics was equal to the topic we chose
manually. Table 2 shows the topic accuracies of our model. Overall, our model
works well, with an average accuracy well above 80%.

Journals without topics were much shorter in length. The average journal
length of a journal with no topic was 114 characters, while one topic was 142
and two topics was 185. Manual inspection confirmed that these journals indeed
did not contain any topic more than 70% of the time. Instead, they mostly
contained sentiment that was already available from mood labels.

We conclude this section by remarking that we analyzed activity around sig-
nificant events such as the 2016 American Election. We did not find statistically
significant anomalies in topics mentioned since the topics we derived are mostly
related to day-to-day activities.

Table 2. Accuracy of our topic model per topic.

Topic Accuracy (%)

Work 88

Love 63

School 98

Sleep 72

Sickness 83

Missing someone 88

Family 83

Career & Finances 88

Dinner 93

Physical pain 75

Homework 98

Anxiety/depression 98

School (Activities) 85

Meals 83
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5 Results

This section presents the results of our analysis. As a reminder, the input con-
sists of: (1) the number of Reddit users subscribed to various mental-health-
related subreddits and (2) journals from the journalling app, each labeled with
a timestamp, mood (entered by the user), visibility (public vs. private; set by
the user), and up to two topics (assigned by our topic modelling algorithm).

5.1 Frequent Mental Health Topics Across Reddit, Public
Journalling and Private Journalling

We begin by comparing commonly subscribed topics on Reddit to common topics
discussed on the journalling app both privately and publicly. Table 3 shows the
most subscribed mental health related subreddits. Table 4 lists various statistics
for the 14 topics we identified in the journalling app, including:

– Happiness percentage, corresponding to the percentage of journals whose
associated mood was “happy”.

– Publicness percentage, corresponding to the percentage of journals whose
visibility was set to public.

Table 3. Mental health related communities on Reddit with the most subscribers.

Subreddit Subscribers

Depression 174 k

Anxiety 110 k

ADHD 70 k

Suicide watch 53 k

Stop smoking 46 k

Mental health 26 k

Aspergers 22 k

Dating 21 k

Career Guidance 21 k

BPD 17 k

Bipolar reddit 16 k

OCD 12 k

Sleep 12 k

Eating disorders 9 k

Insomnia 9 k

Alcoholism 8 k

High school 4 k

Family 2.5 k
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Table 4. Topic statistics for the journalling app.

Topic Happiness
(%)

Publicness
(%)

Journals
(1000s)

Users
(1000s)

Average
length

Dinner 83 21 20 7 143

Meals 80 26 8 4 100

School (Activities) 68 30 16 6 136

Work 64 31 86 21 147

Sickness 36 32 23 9 118

School 58 32 39 12 140

Homework 63 32 11 4 124

Physical pain 38 33 16 7 124

Family 66 34 23 10 155

Missing someone 43 35 18 8 142

Sleep 43 36 35 14 135

Career & finances 57 37 19 8 142

Love 70 38 58 17 154

Anxiety/depression 38 42 17 7 147

– Number of journals per topic (1000s).
– Number of users who posted at least one journal on the given topic (1000s).
– Average journal length per topic.

While scanning for health-related communities on Reddit, we immediately
noticed that physical health (exercise, weight loss) is a much larger theme com-
pared to the journalling dataset. This is likely since there are other apps for
tracking exercise. On the other hand, communities focused on mental health
were relatively small given Reddit’s large user base. Self-identified depression was
the largest subreddit focused on a mental health condition, which in the jour-
nalling dataset was also a common topic. Additionally, Reddit includes smaller
communities, such as “High School”, “Sleep” and “Family” that correspond to
important topics found in the journalling dataset. Notably, people with ADHD
formed a very large community on Reddit, which was not a major theme in the
journalling dataset and which could be a unique dataset for researchers inter-
ested in ADHD.

On Reddit, sleep-related communities are very small while in the journalling
dataset it is a major theme. Sleep is a daily need that is critical to mood, which
is what the journalling app is designed to track. Sleep is the third most common
topic, and, as discussed later, it has a relatively negative sentiment. Based on
manual inspection of a random subset of public journals, mentions of sleep are
not mainly related to insomnia. Instead, we found that most mentions of sleep
include commentaries on the quality of sleep, looking forward to go to sleep due
to exhaustion, and (non-chronic) lack of sleep.
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Fig. 5. Time of day when sleep was mentioned, summed across 2016.

Fig. 6. Time of day when topics besides sleep and dinner were mentioned, summed
across 2016.

To further understand how users are logging their sleep, we analyzed the
timing of journals that mentioned sleep. Figures 5 and 6 show the times of day
that sleep and non-sleep related journals, respectively, were written across all
journals posted in 2016. Sleep was uniquely mentioned in the mornings, whereas
all other topics followed a very similar distribution (“Dinner” was mentioned
later in the day than other topics and was removed for clarity). In agreement
with our manual inspection, sleep is mentioned before common hours of sleep
and in the morning after waking up.

In addition, Reddit’s community does not appropriately address specific
issues that are affecting people in the journalling dataset, including family and
school-related stress. Also, while a large subreddit exists for career advice, it
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does not specifically target job-related stress and workplace conflicts that are
mentioned in the journalling dataset.

5.2 Analysis of Journal Moods and Visibility

Overall, one third of all journals are public. Based on Table 4, we find that
social media has a gap in its ability to fulfill our social needs when expressing
day to day activities. In particular, “Dinner” and “Meals” are topics that are
shared (set to public) less than 30% of the time. Based on manual inspection
of a random sample of public journals, those labelled with the topic “Dinner”
tend to be about dates and family gatherings. On the other hand, “Meals” are
generally short journals that are used to track how much was eaten and whether
it was healthy or not. By creating a private medium, the journalling app helps
people reflect upon these moments.

On the other hand, more public topics which were shared 35% or more of
the time were “Missing Someone”, “Sleep”, “Career & Finances”, “Love” and
“Anxiety/Depression”. Anxiety and depression are talked about the most pub-
licly, which shows that users are aware of and comfortable sharing their mental
state on the journalling app. In comparison, these topics are not usually found
on traditional social media since there is a stigma around them.

Table 4 also contains the average mood of each topic, as labeled by users.
While most topics are generally quite happy, there are some that are unexpect-
edly sad. Most surprisingly, “Sleep” is just as negative as “Missing Someone”,
with only 43% of journals happy, compared to the average happiness across the
dataset of 60%. “Dinner” and “Meals” were especially happy, which also hap-
pened to be the most private topics.

6 Conclusions

In this paper, we used text mining to analyze a unique dataset of public and
private journals in order to understand public mental health. We uncovered core
themes affecting users. Based on user-labeled moods, we analyzed sentiment,
revealing that the most private topics had the most positive mood. Despite
being a very low mood topic, anxiety and depression were frequently publicly
shared, showing the stigma around these issues can be mitigated in an anony-
mous environment.

By comparing public and private journals, we determined which topics are
shared more than others, identifying new themes not available in currently ana-
lyzed social media. Routine topics such as eating meals are kept private by users.
Across the dataset, most journals and topics were mostly private, suggesting that
traditional social media cannot fulfill the need to express emotions during these
moments.

We also compared the journalling app to Reddit, another service for anony-
mous sharing. We found that mental health topics such as family, school and
work-related issues were missing from Reddit, perhaps because people are
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uncomfortable discussing these issues in a public forum, even anonymously. We
believe there is an unfilled need for this user base. Future social media services
may wish to offer a place to talk about these problems and make people com-
fortable enough to express emotions about them publicly.

An interesting finding is that sleep was a critical theme in the journalling
dataset. This topic was frequently mentioned before and after sleeping. Sleep
had an unexpected negative sentiment that is comparable with the topic of
missing someone. Sleep is a daily activity that has a large impact on mood and
is impacted by external factors such as stress. Hence, sleep monitoring data is
critical for understanding public mental health.

In future work, we plan to collect more data to analyze issues related to sleep
in more detail. For example, Twitter data offers a chance to study sleep patterns
in users who post daily.

References

1. Bird, S., Klein, E., Loper, E.: Natural Language Processing with Python. O’Reilly
Media, Sebastopol (2009)

2. Coppersmith, G., Dredze, M., Harman, C., Hollingshead, K.: From ADHD to SAD:
analyzing the language of mental health on Twitter through self-reported diag-
noses. In: Proceedings of the 2nd Workshop on Computational Linguistics and
Clinical Psychology: From Linguistic Signal to Clinical Reality, pp. 1–10 (2015)

3. Coppersmith, G., Harman, C., Dredze, M.: Measuring post traumatic stress disor-
der in Twitter. In: Proceedings of the Eighth International AAAI Conference on
Weblogs and Social Media (ICWSM), pp. 579–582 (2014)

4. Deziel, M., Olawo, D., Truchon, L., Golab, L.: Analyzing the mental health of
engineering students using classification and regression. In: Proceedings of the 6th
International Conference on Educational Data Mining (EDM), pp. 228–231 (2013)

5. Diederich, J., Al-Ajmi, A., Yellowlees, P.: Ex-ray: data mining and mental health.
Appl. Soft Comput. 7(3), 923–928 (2007)

6. Harman, G., Coppersmith, M., Dredze, C.: Quantifying mental health signals in
Twitter. In: Proceedings of the Workshop on Computational Linguistics and Clin-
ical Psychology: From Linguistic Signal to Clinical Reality (2014)

7. Hossain, H.S., Roy, N., Khan, M.: Sleep well: a sound sleep monitoring framework
for community scaling. In: 2015 16th IEEE International Conference on Mobile
Data Management (MDM), vol. 1, pp. 44–53 (2015)

8. Hoyer, P.O.: Non-negative matrix factorization with sparseness constraints. J.
Mach. Learn. Res. 5, 1457–1469 (2004)

9. Kuppermann, M., Lubeck, D.P., Mazonson, P.D., Patrick, D.L., Stewart, A.L.,
Buesching, D.P., Filer, S.K.: Sleep problems and their correlates in a working
population. J. General Internal Med. 10(1), 25–32 (1995)

10. Loper, E., Bird, S.: NLTK: the natural language toolkit. In: Proceedings of the
ACL-02 Workshop on Effective tools and Methodologies for Teaching Natural Lan-
guage Processing and Computational Linguistics, vol. 1, pp. 63–70 (2002)

11. Luxton, D.D., June, J.D., Kinn, J.T.: Technology based suicide prevention current
applications and future directions. Telemed. eHealth 17(1), 50–54 (2011)



70 A. Toulis and L. Golab

12. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O.,
Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A.,
Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: machine
learning in Python. J. Mach. Learn. Res. 12, 2825–2830 (2011)

13. Perlis, R., Iosifescu, D., Castro, V., Murphy, S., Gainer, V., Minnier, J., Cai, T.,
Goryachev, S., Zeng, Q., Gallagher, P., et al.: Using electronic medical records to
enable large-scale studies in psychiatry: treatment resistant depression as a model.
Psychol. Med. 42(1), 41–50 (2012)

14. White, M., Dorman, S.M.: Receiving social support online: implications for health
education. Health Educ. Res. 16(6), 693–707 (2001)

www.ebook3000.com

http://www.ebook3000.org


Clinical Data Analytics



Effects of Varying Sampling Frequency
on the Analysis of Continuous ECG

Data Streams

Ruhi Mahajan, Rishikesan Kamaleswaran, and Oguz Akbilgic(&)

University of Tennessee Health Science Center, Memphis, TN 38103, USA
oakbilg1@uthsc.edu

Abstract. A myriad of data is produced in intensive care units (ICU) even for
short periods of time. This data is frequently used for monitoring patient’s
immediate health status, not for real-time analysis because of technical chal-
lenges in real-time processing of such massive data. Data storage is also another
challenge in making ICU data useful for retrospective studies. Therefore, it is
important to know the minimal sampling frequency requirement to develop
real-time analysis on ICU data and to develop a data storage plan. In this study,
we have applied the Probabilistic Symbolic Pattern Recognition (PSPR) method
in Paroxysmal Atrial Fibrillation (PAF) screening problem by analyzing elec-
trocardiogram signals at different sampling frequencies varying from 128 Hz to
8 Hz. Our results show that using PSPR method, we can obtain a classification
accuracy of 82.67% in identifying PAF subjects even when the test data is
sampled at 8 Hz frequency (73.33% for 128 Hz). This classification accuracy
drastically improved to 92% when other descriptive features were used along
with PSPR features. The PSPR’s PAF screening ability at low sampling fre-
quency indicates its potential for real-time analysis and wearable embedded
computing applications.

Keywords: Sampling frequency � Electrocardiogram (ECG) � ICU data �
Paroxysmal atrial fibrillation � Probabilistic Symbolic Pattern Recognition

1 Introduction

The intensive care units (ICUs) have frequently been identified as the information
intensive care unit due to the great variety of devices available to produce data about the
patient’s immediate health status. One of the major components of this data collection
process involves physiologic medical devices. Medical devices at the bed-side usually
sample data at a high sampling rate. For instance, an electrocardiogram (ECG) sensor,
samples data at 1 kHz over two leads to produce waveform signals of the patient’s
real-time cardiovascular function. The ventilator samples in that same range to produce
rich information about the patient’s respiration. Other medical devices sample data in
similar methods to identify the patient’s current physiologic status. Each of these
devices produces significant volumes of data that are usually truncated to support
existing algorithmic design, standardize signals with varying sample frequencies, and
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conform to the space limitations of the electronic medical record (EMR), or the database
infrastructure that supports them.

One of the common methods to reduce the data requirement is to use signal
decimation [1]. Decimation has been utilized by large data warehouses, such as the
MIMIC (Multi-parameter Intelligent Monitoring in Intensive Carte) – III database to
standardize heterogeneous signals across the database, in addition to optimizing the
storage of physiologic data [2]. CapnoBase meanwhile presents data that was
up-sampled to maintain homogeneity across the capnogram and the photoplethysmo-
gram [3]. While these systems present opportunities for making large volumes of
physiologic data available for analysis, there is a need to identify the influence various
sampling frequencies might have on algorithms that depend on them.

In this paper, we evaluated the performance of a novel Probabilistic Symbolic
Pattern Recognition (PSPR) approach at various sampling frequencies of ECG, to
identify individuals at risk of Paroxysmal Atrial Fibrillation (PAF). Atrial fibrillation is
one of the major and ever growing cardiovascular problems which affects about 2–3%
of the population of the United States. To accurately identify PAF during normal sinus
rhythm is a challenging problem because PAF episodes are asymptomatic and often
occur for a brief period. Timely detection of PAF is important as longer episodes
increase the risk of ischemic stroke [4] and can evolve into permanent atrial fibrillation
within four years [5]. While there are various statistical models available in the liter-
ature to screen PAF [6–9], some with an accuracy up to 82% [10], none of the existing
models are suitable for the embedded computing on wearable devices. This is mainly
due to memory constraints that limit the processing of data with high sampling rates
e.g., 256, 500 Hz.

In our previous study, we have applied the PSPR algorithm to classify the PAF data
[11]. The main objective of this study is to identify a reasonably low sampling rate of
ECG recordings that can still differentiate normal subjects from PAF subjects. It is
shown in this study that PSPR algorithm can accurately screen PAF even when the
normal sinus rhythm is sampled at 8 Hz.

This manuscript is organized as follows. Section 2 introduces the concept of PSPR
algorithm, followed by its implementation protocol on the PAF database, other feature
extraction techniques, and classification procedure in Sect. 3. The key results are
mentioned in Sect. 4, some findings are discussed in Sect. 5, and concluding remarks
in Sect. 6.

2 Probabilistic Symbolic Pattern Recognition (PSPR)

The PSPR technique learns pattern transition behaviors in sequential series represented
by ns unique symbols [11].When applied to a stationary time series, the time series is first
discretized using user defined thresholds generally based on the distribution of the series
(i.e. normal, skewed, etc.). The commonly used Piecewise Average Approximation
(PAA) [12, 13], Symbolic aggregate approximation (SAX) [14], Extended SAX [15], etc.
based techniques can be also applied for discretizing series. Figure 1 shows an example
of a symbolically discretized one second ECG excerpt using the discretization rules in
Table 1.
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After discretizing series, the PSPR algorithm finds the joint occurrence of observed
patterns of up to length np that is followed by a single symbol. For example, a
two-symbols pattern transition ab followed by c or a three-symbol pattern transition
bdc followed by a. By observing the frequency of occurrence of such pattern transi-
tions, pattern transition probabilities (PTP) can be calculated. Consider an example of
discretized series, S = {ababbbaccbbabcabacc} defined using three-symbol {a, b, c}
i.e., ns = 3. For np = 2, PTP2 can be calculated based on two-symbol pattern transitions
(refer Table 2). According to PTP values, if we observe either ca or cb, it is likely that
the next symbol will be b. However, if we observe ba, symbols b and c are
equiprobable. Therefore, using PSPR, any sequential series can be converted into a

Fig. 1. Five-symbols quantile based discretization of a sample ECG recording (discretization
rule as specified in the Table 1).

Table 1. Five-symbol quantile based discretization rules for a sample ECG recording.

Symbol alphabet Range

a [-∞ 0.10]
b [0.10 0.20]
c [0.20 0.40]
d [0.40 1.0]
e [1.0 ∞]

Table 2. PTP2, a two-symbol pattern transition probability for an example series, S.

Symbol pattern PTP2
a b c

ab 0.5 0.25 0.25
ac 0 0 1
ba 0 0.5 0.5
bb 0.5 0.5 0
bc 1 0 0
ca 0 1 0
cb 0 1 0
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matrix of PTPs. The optimal selection of ns and np are important to balance the
computational complexity vs. information needed.

Further, according to the PSPR framework, two sequential series can be compared
by computing the similarity between their PTPs. If series are similar, then the pattern
transition similarity (PTS) matrix would be close to 0 or exactly 0 when series are the
same. The similarity between PTPs of series can be computed using different metrics
like Euclidean distance, Mahalanobis distance, cosine similarity, etc. [16]. In this study,
however, we computed similarity by calculating Euclidean distance between the PTPs
of series PTPik and PTPjk as:

PTSi;j ¼
XNp

k¼1
eucdistðPTPik; PTPjkÞ ð1Þ

where k = 1,2…Np, with Np = max(np). To simplify the calculations, PTP matrix is
zero-padded to fill any missing pattern transition probabilities.

Clustering of m discretized series in PSPR can be thereby performed by computing
and comparing PTS for all m series, which will result in an m x m symmetric matrix with
PTS i,j being the distance between the i

th and jth series. Thus, by utilizing the probabilistic
transition behaviors in an arbitrary length series, underlying patterns can be character-
ized and clustered using the novel PSPR approach. In comparison to the conventional
symbolic representation techniques, some of the unique features of PSPR are:

(1) It can compare symbolic series of different length.
(2) It does not require time stamp to compare series.
(3) It does not compare series based on their co-movement, instead, it compares series

based on their reaction to an observed set of series.
(4) It retrieves unique features of the series without any information loss.

Figure 2 represents the block diagram of the PSPR algorithm used for supervised
classification of PAF and normal groups in this study. The I/P series in this study are
the ECG recordings (sampled at 128, 64, 32, 16, and 8 Hz) from both normal subjects
and subjects with PAF condition.

Calculate 
PTPs 

Symbolic 
discretization Calculate

similarity
matrix
(PTS)PSPR

Clustering
Supervised

Classification

I/P 
Series

Fig. 2. Block diagram of the PSPR algorithm to identify normal healthy subjects and subjects
with PAF condition.
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3 Procedure

This section presents details on the dataset, decimation procedure, implementation of
the PSPR algorithm, other feature extraction techniques, and supervised classifiers used
to distinguish normal subjects and subjects prone to PAF.

3.1 PAF Prediction Challenge Database

The PSPR algorithm was applied to the training set of the PAF prediction database
from the PhysioNet and Computers in Cardiology 2001 challenge [17, 18]. This
database contained excerpts of half-hour digitized ECG recordings (sampled at 128 Hz
with 12-bit resolution) from 75 subjects. Among all subjects, 50 subjects didn’t have
any PAF history and so they were considered to be in the normal (control) group,
annotated as NN in this study. For the remaining 25 subjects who had PAF (considered
in the PAF group and annotated as PAFN), their ECG recordings were at least 45 min
distant from any PAF episode. The database also included five minute ECG recordings
during an episode of PAF for the same 25 subjects. These recordings have been
annotated as PAFE and were later used in this study for comparison with NN and PAFN
recordings.

3.2 Signal Decimation

To investigate the impact of low sampling rate on the PSPR algorithm, ECG signals of
both NN and PAFN groups were decimated by a factor of two, four, eight and sixteen.
The decimated ECG signals were therefore obtained at a sampling frequency, fs = 64,
32, 16 and 8 Hz, respectively. To avoid aliasing, a zero phase 7th order digital low pass
IIR filter was applied on ECG signals before down sampling using MATLAB
(MathWorks, CA, USA). The cut-off frequency of this anti-aliasing filter was deter-
mined to satisfy the Nyquist sampling theorem as:

fc ¼ fs= 2 � factorð Þ ð2Þ

where factor is the ratio of decimation for each decimated ECG signal.

3.3 Discretization and PSPR Clustering

To apply the PSPR algorithm, each continuous ECG recording was discretized using
five-symbol alphabets {a, b, c, d, e}. As the ECG database was skewed in nature,
quantile-based thresholds were applied on the recordings as mentioned in Table 1.

In the next step, PTPs for each discretized recording were computed. The maximum
pattern length, np for the analysis was chosen to be seven (details are mentioned in the
result section). The pattern transition similarity matrix (using a Euclidean distance
metric) of size 75 � 25 was then formed, which compared PTPs of NN, PAFN and
PAFE recordings with each other. Lastly, PTP distances in the similarity matrix were
averaged to generate a 75 � 1 vector depicting average distance of NN and PAFN PTPs
from the PAFE PTPs. This vector was further evaluated to find any significant
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differences in the median between NN and PAFN group PTPs, it has been discussed in
detail in the result section.

3.4 Predictive Models

We used a simple binomial logistic regression analysis to determine if the average
distance from PAFE could automatically classify individuals into NN and PAFN
groups. The main objective of a logistic regression model is to predict a logit trans-
formation of the probability of the presence of a predictor, i.e. for a given output
variable Y, simple logistic regression models the conditional probability P(Y = 1|
X = x) as a linear function of x. Mathematically, a logistic model can be expressed as:

log
pðxÞ

1� pðxÞ ¼ bo þ x � b ð3Þ

where p is the probability of the presence of the predictor x and bo, b are the coeffi-
cients of the regression equation. By choosing a threshold, pcutoff, for predicted prob-
abilities, p, logistic regression model, Y, therefore gives us the linear classifier, e.g.,
Y = 1 when p > pcutoff and Y = 0 otherwise. We applied a logistic regression classifier
on average distance from PAFE to classify individuals into categories; normal (Y = 0)
or PAF (Y = 1).

To avoid overfitting and to validate the classifier, we used a five-fold cross vali-
dation technique in which the PTS matrix was partitioned into five equal sized
sub-matrices. We used 80% data to train the logistic model and then tested it on
remaining 20% data. The results from each fold were averaged to produce a single
estimation. This classification process was applied to each PTS matrix obtained with
ECG recordings at fs = 8, 16, 32, 64, and 128 Hz.

Later, in the study, we obtained better results with a Support vector machine
(SVM) classifier that performed classification by constructing an optimal hyperplane to
separate data of the NN and PAFN group. The features obtained were not linearly
separable so we used a quadratic kernel (larger degree kernel tend to overfit) to gen-
erate the hyperplane. Mathematically, the kernel function can be expressed as:

K x; yð Þ ¼ ðxTyþ 1Þ2 ð4Þ

where x and y are the feature vectors in the input space. The generalizability of the
SVM classifier was evaluated with a five-fold cross validation technique.

3.5 Feature Selection

To generalize the classification model and scrutinize significant features to be used for
the classification, we also evaluated the performance of the PSPR algorithm by using a
sequential forward feature selection (SFFS) approach. The SFFS method selects a
subset of features that best predict the data by sequentially selecting features until there
is no improvement in the prediction. In this study, SFFS selects between pattern
transitions probabilities for different symbols i.e. between PTP1- PTP7. The feature
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selection module in the PSPR algorithm also helps to identify the optimum length of
pattern transitions (np) in a series that can distinguish normal subjects from other
subjects prone to PAF.

4 Results

This section explains the key findings obtained with the application of the PSPR
algorithm on the PAF database. The results are also compared with the existing
techniques in the literature.

4.1 Evaluation of Effect of Symbol Size (ns)

The symbol size, ns is a user-defined parameter that can affect the performance of
PSPR. A large ns results in more computational time and complexity, whereas, a small
ns may not be sufficient to retrieve the underlying information of the input series. We,
therefore, analyzed different values of ns = 4, 5, and 6 to find the optimum value which
results in a high classification rate for the PAF database. Each value of ns is analyzed
for different sampling frequencies (fs = 8, 16, 32, 64, and 128). Figure 3 depicts that
with ns = 5, maximum accuracy is achieved to differentiate between NN and PAFN
groups.

4.2 Determination of Symbol Pattern Length (np)

As explained before using the PSPR method, PTP matrices will be calculated for each
series up to np-symbol pattern transitions. Here, np is a very critical parameter of our
method. Optimal determination of np is important to balance computational cost

Fig. 3. Classification accuracy at different sampling frequencies for various symbol size.
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vs. information modeled. Like ns, when np is small, the method will not truly learn the
pattern transition behavior of the series. On the other hand, setting np too high will be
computationally expensive and result in a sparse transition matrix. To select the optimal
value for np, we used a criterion called the Sparsity Index (SI), mathematically com-
puted as:

SI ¼ No:of observed np
No:of possible np

ð5Þ

For illustration purpose, consider a discretized series, S = {abcaabc}, defined using
three symbols. In this series, alternative one-symbol patterns (a, b, or c) and SI =
3/3 = 100% is observed. However, there are only six (ab, bc, ca, aa, ab, bc) of the nine
possible two-symbol patterns observed in S i.e. SI = 6/9 = 33%. Similarly, for
three-symbol patterns, the SI would be calculated as 5/27 = 19%. Obviously, the SI
value is a decreasing function of the pattern length. Therefore, we limit adding new
PTP matrices when the calculated SI is below a given threshold value. In this study, we
used a threshold of 0.000001, which resulted in np = 7.

4.3 PSPR Clustering

The PSPR algorithm to screen subjects with PAF was evaluated at various sampling
frequencies. The algorithm symbolically discretized all ECG recordings from the NN,
PAFN, and PAFE groups using five-symbol. Then, up to seven PTP matrices (PTP1,
PTP2,..,PTP7) were computed which thereby formed a similarity matrix comparing the

Fig. 4. Box plot depicting average of seven PTP distances of NN and PAFN groups from PAFE
group when ECG recordings were sampled at 128 and 8 Hz. Lower distances on the y-axis
represent more similarity with PAFE ECG recordings.
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NN and PAFN recordings to PAFE. The lower average PTP distance in the box plot in
Fig. 4 suggests that PAFN ECG recordings were more similar to the PAFE ECG
recordings, irrespective of the sampling frequency. Although we have not included box
plot for other sampling frequencies, the trends were found to be similar.

4.4 PAF Classification Without Feature Selection

As mentioned earlier, logistic regression based classifier was implemented on PTS
matrix obtained using ECG recordings at various sampling frequencies. The average
classification accuracies from five-fold cross-validation are tabulated in Table 3 for the
training and test data at different fs. It can be observed that the test data accuracy
increases with the decrease in sampling frequency for five-symbols PSPR. This indi-
cates that PSPR can efficiently detect subtle long-term differences prevailing in ECG
patterns. This also suggests that information at 8 Hz is sufficient to train PSPR model to
screen subjects with PAF condition. The model was trained on a small dataset, yet it
could correctly discriminate NN and PAFN groups with an accuracy of *83%, slightly
higher than what was reported in the literature. Table 4 represents the approximate
computational time taken by the three important stages of the PSPR method. It can be
noticed that most of the time is consumed while computing the PTS matrix which
compares the PTPs of each series. Time was calculated by the stop watch timers in
MATLAB running on a machine with 2 x 2.4 GHz 6-core Intel processor.

Furthermore, we calculated C-statistics i.e., area under the receiver operating
characteristic (AUC) curve for our model at all test fs of ECG recordings. The AUC as
observed from Fig. 5 was 0.816 and 0.768 for the test data at 8 Hz and 128 Hz,
respectively. Thus, we conclude that with PSPR we can classify individuals in NN and
PAFN groups by scanning their normal sinus rhythm sampled at 8 Hz.

Table 3. Five-fold average classification accuracy of a logistic regression classifier obtained
with PSPR features at different sampling frequencies of ECG recordings.

Sampling frequency, fs (Hz) Accuracy (%)
Training data Test data

128 76.67 73.33
64 81.67 77.33
32 85 74.67
16 85.33 73.33
8 84.33 82.67

Table 4. Elapsed time for the execution of PSPR algorithm on ECG recordings sampled at 8 Hz
from NN and PAFN groups.

PSPR computation stage Computation time

Five-symbol symbolic discretization 0.30 s
Up to seven PTP calculation (PTP1…. PTP7) 4.6 min.
PTS calculation using Euclidean distance metric 10 min.
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4.5 Statistical Test

To test the equality of the median of the NN and PAFN average distances, a
non-parametric Mann-Whitney U test was used. Unlike the t-test it does not need the
assumption of normal distributions of data. For both NN and PAFN series, the null
hypothesis of equal proportions was rejected with a very low p-value (< 0.001) for all
test-sampling frequencies. This implies that discretization and the values of the features
extracted by PSPR method are significantly different series for NN and PAFN groups.
In other words, we can say that PSPR based features obtained from ECG recordings are
discernible enough to separate subjects in two groups/classes.

4.6 Improved PAF Classification with Feature Selection and Additional
Features

In previous section, we outlined the classification accuracy in detecting PAF using only
features extracted by PSPR approach. To improve the classification performance of the
predictive model, we evaluated and computed a more descriptive features like mean,
median, kurtosis, skewness, and range of 8 Hz sampled ECG recordings. Also, we
trained the classification model using only the significant features selected by the SFFS
method. The discretization and clustering process remains the same as described in the
previous sections. We found that among all PSPR features, PTP7 and PTP6 provide
most significant information to differentiate PAFN group from the normal group. To get
a better understanding, Fig. 6 depicts the average similarity distance between NN and
PAFN group using PTP7. Our preliminary analysis suggested that using eight features
(six descriptive and two PSPR) and with an SVM classifier, it is possible to screen
subjects with PAF condition with an accuracy of 92%. A red marker in the ROC curve

Fig. 5. Area under the ROC curve at various sampling frequencies obtained with the logistic
regression classifier. The original database was split into test and training datasets with five-fold
cross validation technique.
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in Fig. 7 suggests that the classifier has a true positive rate of 0.94 and false positive
rate of 0.12, resulting in an overall AUC = 0.91. The average five-fold cross-validation
classification statistics with this final model are reported in the confusion matrix in
Table 5.

Fig. 6. Box plot of the average distance of NN and PAFN group from PAFE PTPs using only
PTP7 (ECG signals at fs = 8 Hz).

Fig. 7. ROC curve of final predictive model with the SVM classifier implemented using PSPR
and descriptive features from ECG recordings sampled at 8 Hz. (Color figure online)
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4.7 Comparison with Other Classifier Models

To find the best predictive model we analyzed various classification models like
decision trees, linear discriminant analysis (LDA), quadratic discriminant analysis
(QDA), logistic regression (LR), k nearest neighbor (kNN, where k = one), and
ensemble of bagged trees along with the SVM classifier. The five-fold cross validation
accuracies obtained from each model are plotted in Fig. 8. It can be noted that an SVM
classifier resulted in the highest accuracy of 92%. SVM finds a hyperplane using the
quadratic kernel that maximizes the margin between data points of NN and PAFN
groups. On the other hand, QDA gives the lowest classification accuracy of 80%.

4.8 Comparison with Existing Techniques on PAF Database

To the best of our knowledge, this is the first study to report the PAF screening problem
using ECG data sampled at a low frequency. Most of the studies in the literature have
used the PAF database recordings at 128 Hz sampling rate. Table 6 mentions the
accuracy obtained by other groups on the same 2001 PAF challenge database used in
this study. As observed, the highest accuracy to classify subjects prone to PAF is 82%
(on the test data). However, in this study, with PSPR features along with some
descriptive features from the ECG recordings the classification accuracy can be
increased up to 92%.

Table 5. Confusion matrix for the final SVM based classification model using eight features
from the PAF database sampled at 8 Hz.

Predicted

Actual Normal PAF
Normal 47 3 Specificity = 94%
PAF 3 22 Sensitivity = 88%

Negative Predictive
Value = 94%

Positive Predictive
Value = 88%

Fig. 8. Comparison of the classification performance of SVM with other commonly used
classifiers using the same dataset.
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5 Discussion

The aim of this study was to evaluate how well PSPR based approach can screen PAF
if the normal sinus rhythm is sampled at a very low rate. The motivation to find a
reasonable low sampling rate is the increased interest towards miniature, wearable
networked health monitoring devices which have bandwidth constraints.

We have reported classification results on the training PAF database of PhysioNet
(NN = 55, PAFN = 25 and PAFE = 25). We would have preferred to test our classifier
on the test PhysioNet PAF database but the autoscorer webpage is no longer available.
Nevertheless, our analysis on the small dataset indicates that it is possible to capture
underlying fingerprints of PAF in a normal ECG. It is also worth to note that the PAFN
ECG recordings were at least 45 min distant from any PAF episode; even then PSPR
could identify the underlying similarity. Also, unlike commonly used SAX/ ESAX
methods, PSPR could compare ECG series of different lengths (5 min PAF episode vs.
30 min NN and PAFN).

We have also evaluated PSPR framework using symbol discretization rule on the
R-R intervals at test sampling frequencies. The R-R intervals for NN and PAFN ECG
recordings were obtained using the conventional Pan-Tompkins algorithm [19].
However, the classification results were not comparable, hence were not included in
this paper. It means that the fingerprints of PAF can be found without taking R-R
intervals into account. In another study, we applied PSPR technique to identify subjects
with congestive heart failure condition [22]. Using PSPR along with some descriptive
measures on the R-R interval series we obtained a classification accuracy of 99.5%.

The results of this study suggest that the PSPR model can efficiently identify
underlying features of the ECG recording even when the recording has a low temporal
resolution. It is worthwhile to mention that we obtained high classification accuracies
using only one predictor- one channel ECG data, simple descriptive features, and a
very small training dataset. We expect that by including more predictors like vitals,
demographics, medication use, etc. would further increase the accuracy of results.

6 Conclusion

In this study, the Probabilistic Symbolic Pattern Recognition (PSPR) framework was
applied in PAF screening for the given ECG at various sampling frequencies, 8,16, 32,
64, and 128 Hz. Using the features extracted by PSPR and some descriptive features, a

Table 6. Classification accuracies reported on the 2001 PAF database challenge.

Related studies Test data accuracy

G Schreier et al. [10] 82%
W Zong et al. [8] 80%
R Sweeney et al. [20] 74%
C Maier et al. [9] 72%
C Marchesi et al. [21] 70%
Proposed study 92%

Effects of Varying Sampling Frequency 85

www.ebook3000.com

http://www.ebook3000.org


SVM classifier was implemented for supervised classification of normal and PAF
subjects. The five-fold cross validation results suggest that the PSPR based predictive
model along with descriptive metrics can diagnose PAF with an accuracy, sensitivity,
and specificity of 92%, 88%, and 94%, respectively even when the given ECG
recordings are sampled as low as 8 Hz. These results pave a path to implement PSPR
based model in the ambulatory setting involving networked devices that can be used to
screen, diagnose, and generate early warnings in health monitoring systems without
significant bandwidth requirements.
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Abstract. Electronic Medical Records (EMRs) are widely used in many
large hospitals. EMRs can reduce the cost of managing medical histo-
ries, and can also improve medical processes by the secondary use of these
records. Medical workers including doctors, nurses, and technicians gen-
erally use clinical pathways as their guidelines for typical sequences of
medical treatments. The medical workers traditionally generate the clin-
ical pathways themselves based on their experiences. It is helpful for the
medical workers to verify the correctness of existing clinical pathways
or modify them by comparing the frequent sequential patterns in med-
ical orders computationally extracted from EMR logs. Thinking that the
EMR is a database and a typical clinical pathway is a frequent sequen-
tial pattern in the database in our previous work, we proposed a method
to extract typical clinical pathways as frequent sequential patterns with
treatment time information from EMR logs. These patterns tend to con-
tain variants that are influential in verification and modification. In this
paper, we propose an approach for detecting the variants in frequent
sequential patterns of medical orders while considering time informa-
tion. Since it is important to provide visual views of these variants so the
results can be used effectively by the medical workers, we also develop an
interactive graphical interface system for visualizing the results of vari-
ants in clinical pathways. The results of applying the approach to actual
EMR logs in an university hospital are reported.

Keywords: Sequential pattern mining · Electronic Medical Records ·
Clinical pathways variant · Visualization of clinical pathways

1 Introduction

Most large hospitals use Electronic Medical Records (EMRs) to reduce the cost of
managing the medical histories of patients. They speed up access to information
about patients and reduce the space requirements for keeping these records.
c© Springer International Publishing AG 2017
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Moreover, the possibility of secondary use of these records is expected to improve
many aspects of medical processes. For example, frequent sequential patterns of
medical orders can be extracted computationally from the EMR logs.

Medical workers including doctors, nurses, and technicians currently use clin-
ical pathways. A clinical pathway is a guideline for a typical sequence of medical
orders for a disease, which is traditionally generated by the medical workers
themselves, based on their medical experiences. Human verification and modifi-
cation of clinical pathways are time-consuming for workers. It would be helpful
if medical workers could verify the correctness of the existing clinical pathways
or modify them by comparing them with the frequent sequential patterns of
medical orders extracted from EMR logs.

In our previous work [1], we proposed a method for extracting frequent
sequential patterns from EMR logs with treatment time intervals between the
medical orders. The results of experiments using actual EMR logs indicated that
the frequent sequential patterns tend to contain a number of variants. The vari-
ant indicates brunched medical treatments in the clinical pathway. For example,
when there are two sequences, (Surgery → Injection → Leaving Hospital) and
(Surgery → Prescription → Leaving Hospital), “Injection”and “Prescription”
are called the variant. These variants can affect machine-based verification and
modification for supporting medical workers.

In this paper, we propose an approach of detecting the variants in the fre-
quent sequential patterns of medical orders while considering the time intervals
between them. To find meaningful variants, our method combines similar path-
ways and makes unshared parts of pathways variants. In addition, it is important
to provide visual views of these variants so the results can be used effectively
by medical workers. The readability of character-based variant results is very
low. Therefore, we have developed an interactive graphical interface system for
visualizing the results of variants in clinical pathways.

We applied the proposed method to actual EMR logs from a university hospi-
tal. The results indicate that our approach of variant detection and visualization
is effective in supporting medical workers when verifying and modifying clinical
pathways.

The remainder of this paper is organized as follows. Related research is
reviewed in Sect. 2. The proposed method is described in Sect. 3. An experi-
ment applying the proposed method is described in Sect. 4. The paper concludes
in Sect. 5.

2 Related Work

There have been many studies of the secondary uses of EMRs related to clinical
pathways. Wakamiya and Yamauchi proposed standard functions for electronic
clinical pathways [2]. Hirano and Tsumoto proposed a method for extracting
typical medical treatments by analyzing the logs stored in a hospital information
system [3].
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Uragaki et al. proposed a method using sequential pattern mining to extract
clinical pathways. The a-priori-based frequent pattern mining algorithm [4] is
well known. However, this algorithm is time-consuming with large data sets and
cannot handle time intervals between items. Uragaki et al. therefore proposed
T-Prefixspan [1]. This algorithm is a time-interval sequential pattern mining
(TI-SPM) algorithm that can handle time intervals between items [5]. Because
it is based on PrefixSpan [6], it is faster than a-priori-based algorithms. Uragaki
et al. showed that more effective mining can be performed by focusing on the
efficacy of the medicine. However, this approach does not process variants, so an
additional capability is needed to detect clinical pathways containing variants.

Episode mining [7] is a well-known method for extracting patterns containing
variants. However, this approach normally extracts such patterns from a single
long sequence of data. Because we combine multiple sequences of data, this
approach cannot be used for this study.

3 Method

3.1 Extracting Typical Clinical Pathways

First, we extract typical clinical pathways from actual EMRs by sequential pat-
tern mining. As a side note, these clinical pathways do not have variants. In
medical care, it is important to consider time intervals between medical treat-
ments. In this study, we employ T-PrefixSpan [1], because this method considers
time intervals between items. As in our previous study, we define medical treat-
ments to have the four values Class, Description, Code, and Name.

– Class denotes the classification of a medical treatment
– Description denotes its detailed diagnostic record
– Code is the medical code that represents the unique efficacy of the medicine

considered
– Name is the name of the medicine

For treatments without medicine, Code and Name are set to “null”, to represent
a blank value.

For example, assume a medical treatment designated as “injection” is
described as an “intravenous injection” with a medical code “331” and the name
“Lactec injection” appears in a medical log. The item is then represented in the
form: (injection; intravenous injection; 331; Lactec injection). In this example,
“Code 331” indicates “blood substitute.” In another example, when the medical
treatment is the “nursing task” of “changing the sheets,” the item is represented
in the form: (nursing task; changing the sheets; null; null).
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We specify that medical treatments have four values but we execute mining
by focusing on Name, that is, we do not use efficacy of medicines (Code). Efficacy
is used to detect variants. This is explained in the next section.

The followings are the important definitions introduced for T-PrefixSpan [1],
which we employ in this work.

Definition 1. T-item (i, t)

Let I be a set of items and let t be the time when an item i occurred. We define
a T-item (i, t) as a pair of i and t.

Definition 2. T-sequence s and O-sequence Os

T-sequence s is a sequence of T-items, which is denoted by s =<
(i1, t1), (i2, t2), · · · , (in, tn) >. T-times that occur at the same time should be
arranged in alphabetical order. Furthermore, let n be the length of T-sequence
s and let an O-sequence of s be the sequence Os =< i1, i2, · · · , in >.

Definition 3. Time interval TIk

Given a T-sequence s =< (i1, t1), (i2, t2), · · · , (in, tn) >, The time interval TIk
is defined as follows:

TIk ≡ tk+1 − tk (k = 1, 2, · · · , n − 2, n − 1).

Definition 4. T-sequential database D and O-sequential database OD

Given a set of T-sequences, the T-sequential database D is defined as follows,
where the identifier sid of an element of D has a unique value for each sequence.

D ≡ {(sid, s)|sid, s ∈ S}.

Let an O-sequential database OD be a sequential database that consists of
O-sequences configured from all the T-sequences in D. Let Size(D) be Size(OD),
which is the number of sequences in OD.

Definition 5. T-frequent sequential pattern P

Let MinSup (0 ≤ MinSup ≤ 1) be a minimum support and let D be a
T-sequential database. Given P =< i1,X1, i2,X2, · · · , in−1,Xn−1, in > (∀j ij
is an item, ∀k Xk is a set of five values: (mink,modk, avek,medk,maxk)), and
we can configure a sequence OP =< i1, i2, · · · in−1, in >. We define P as a
T-frequent sequential pattern if OP is a frequent sequential pattern in
an O-sequential database configured from D (i.e., Sup(P ) =| {Seq | OP ⊆
Seq, (sid, Seq) ⊂ OD, where sid is an identifier of Seq} |≥ Size(OD)×MinSup).
Let OP be the O-pattern of P . The set of five values is defined as follows:
Given all the T-sequences with O-sequences containing OP in D, let S be one
of them, where S =< i′1, t1, i

′
2, t2, · · · , i′m−1, tm−1, i

′
m >.

By using j1, j2, · · · , jn−1, jn, which satisfies:
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(1) 1 ≤ j1 < j2 < · · · < jn−1 < jn ≤ m and
(2) ik = i′jk , ik+1 = i′jk+1

,

we can configure sets of time intervals: SetTI1 , SetTI2 , · · · , SetTIn−1 , where
TIk = t′jk+1

−t′jk . Moreover, in Xk = (mink,modk, avek,medk,maxk), we define
the five values as follows.

(1) mink = min SetTIk

(2) modk = the most frequent value in SetTIk

(3) avek = the average of the values in SetTIk

(4) medk = the median of the values in SetTIk

(5) maxk = max SetTIk

Given a time interval Xj = (minj ,modj , avej ,medj ,maxj)(1 ≤ j < n), if the
equation minj = maxj holds, then the time interval between item ij and item
ij+1 is consistent; in particular, if the equation minj = maxj = 0 holds, then
these two items occurred at the same time.

Definition 6. T-closed frequent sequential pattern A

Given a T-sequential database D, let Σ be a set of T-frequent sequential pat-
terns extracted from D and let A be a T-frequent sequential pattern of Σ. A is a
T-closed frequent sequential pattern if Z, which is satisfying the following,
does not exist in Σ\A.

(1) If we let A′ and Z ′ be O-patterns of A and Z, respectively, then A′ ⊆ Z ′.
(2) Sup(A) ≤ Sup(Z), where we define a support of the T-frequent sequential

pattern as Sup(A) ≡| {s | s ⊆ S, (sid, S) ∈ D, where sid is the identifier of
S in D} |.

(3) If we let A and Z be < a1, T1, a2, T2, · · · , an−1, Tn−1, an >, and <
z1, T

′
1, z2, T

′
2, · · · , zm−1, T

′
m−1, zm >, respectively, then j1, j2, · · · , jn exists

and satisfies (1) 1 ≤ j1 < j2 · · · jn ≤ m and (2) ak = bjk , ak+1 =
bjk+1 . Thus, for all Tk = (mink,modk, avek,medk,maxk) and T ′

jk
=

(min′
jk

,mod′
jk

, ave′
jk

,med′
jk

,max′
jk

, equations (1) mink ≥ min′
jk

and (2)
maxk ≤ max′

jk
hold.

T-PrefixSpan outputs the set of T-frequent sequential patterns P with
T-sequential database D and minimum support MinSup as input.

More detailed definitions are given in [1].

3.2 Grouping the Clinical Pathways

We explained how to extract typical pathways without variants from EMR logs.
In this section, we explain how to group the clinical pathways. That is, to detect
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a more practical variant from a combination of similar pathways. For example,
two medical treatments in the variant have the same Class, Description and
Code but not the same Name.

To achieve this, we group pathways. In each group, the number of medical
treatments are all equal for each relative treatment day. The reference date of the
relative treatment day is defined as the day on which the main medical treatment
is performed. For example, the relative treatment day of the treatment done the
day before the main medical treatment day is “–1” and one done on the day
following the main medical treatment day is “1”.

This date is determined from time intervals. The method in [1] defines time
intervals that have five values, i.e., minimum, most frequent, average, interme-
diate, maximum, but we use only the most frequent value to calculate relative
days. Because we think that typical sequential patterns are frequent patterns of
EMR logs, relative days use the most frequent values.

3.3 Detecting Clinical Pathways Containing Variants

We have explained grouping the pathways in Sect. 3.2. In this section, we explain
how to detect clinical pathways containing variants while treating time informa-
tion from typical pathways without variants for each group.

First, we define the concepts required to introduce our method before we
explain the algorithm.

Definition 7. T-block B

T-block B is the set of T-items with the same time of occurrence, which is
denoted by B = {(i1, t1), (i2, t2), · · · , (in, tn)|t1 = t2 = · · · = tn}. Furthermore,
let n be the number of elements of T-block B, and let tB be the time at which
these items occur, that is, t1 = t2 = · · · = tn = tB .

Definition 8. Variant pattern v

Variant Pattern v is a sequence of T-blocks, which is denoted by V =<
(B1, tB1), (B2, tB2), · · · , (Bn, tBn

) >. T-blocks that occur at the same time
should be arranged in alphabetical order. Let n be the length of Variant Pattern
V . When the number of elements of all the blocks is 1, the variant pattern is
equal to the T-sequence.

We developed a method for detecting the pathway with variants from the
pattern without variants. The algorithm is described in Algorithm 1. A variant
pattern is detected by finding the difference between the clinical pathways in each
group.
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Algorithm 1. Detecting clinical pathways containing variants
Input: P ′ : the set of T-closed frequent sequential patterns
Output: V : the set of variant patterns
1: v ← {s | s ∈ S}
2: for p ∈ P ′ \ v do
3: k, j = 1
4: while k < length(v) and j < length(p) do
5: Bv = {Bi ∈ v}
6: Bs = {Bj ∈ p}
7: if tBv == tBp then
8: for {i | i ∈ Bv} do
9: if iBp does not match any element of iBv then

10: Add (iBp , tBp) to Bv

11: end if
12: end for
13: k = k + 1, j = j + 1
14: else if tBv > tBp then
15: Insert Bp just before Bv

16: k = k + 1, j = j + 1
17: else
18: k = k + 1
19: end if
20: end while
21: while j < length(p) do
22: Add Bj , Bj+1, · · · , Blength(p) to the end of v
23: end while
24: end for
25: V ← v

3.4 Representing Variant Patterns

As a solution to the problem that cannot be expressed when the order cannot
be uniquely determined, the method of representing the variants is defined by a
nested structure with reference to the graphical notation [8].

Definition 9. Nested branched sequence

The items in the odd level of a list indicate a sequence pattern, while the
items in the even level of the list a parallel pattern. [L1,1, L1,2, ..., L1,n] is
a sequence pattern, L1,i = [L2,i,1, L2,i,2, ..., L2,i,m] is a parallel pattern, and
L2,i,j = [L3,i,j,1, L3,i,j,2, ..., L3,i,j,k] is a sequential pattern, and so on.

For example, when five T-items(A,B,C,D,E) are written as v = [[A],
[B], [C,D], [E]], the variant pattern is shown in Fig. 1.

3.5 Visualizing Variant Patterns

The problem with the representation in the previous section is that if the struc-
ture becomes complicated, it becomes impossible to understand information
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Fig. 1. Example of variant representation

intuitively, and the amount of information that can be read by each person
is different. To provide the same information to anyone, visualization of data in
an interactive graphical interface system is important.

3.6 Deriving the Set of Nodes and Edges from the Variant Pattern

For visualization, we must create sets of nodes and edges from the variant pat-
terns. The algorithm is described in Algorithm 2.

Algorithm 2. Derivation of the set of nodes and edges
Input: Variant pattern v′

Output: the set of nodes of v′ (V ) and the set of edges of v (E)
1: k = 1
2: count = 1
3: for k < length(v) do
4: startBk = count
5: for {i | i ∈ Bk} do
6: icount = i
7: V ← icount

8: for k ≥ 2 and startBk−1 ≤ j ≤ endBk−1 do
9: E ← (ij , icount)

10: end for
11: count = count + 1
12: end for
13: endBk = count − 1
14: k = k + 1
15: end for

The set of nodes contains all the T-items that exist in the variant pattern,
the set of edges contains all edges from all T-items belonging to Bk−1 to all
T-items belonging to Bk. In the visualization, the graph is created by the set of
nodes and edges.
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4 Experiment

4.1 Experimental Data

We used target medical treatment data based on clinical pathways recorded from
November 19, 1991, to October 4, 2015, in the EMRs at the Faculty of Medicine,
University of Miyazaki Hospital. These medical data were acquired using an
EMR system WATATUMI [9] employed by the Faculty of Medicine, University
of Miyazaki Hospital. The total data size of the EMR system is 49 GB.

For personal information protection, the data that we used did not include
information that could identify a patient uniquely. When we extracted the med-
ical treatment data, we used anonymous patient IDs, which were impossible to
associate with real people. The data we extracted from the EMRs to support
medical treatments at the Faculty of Medicine, University of Miyazaki Hospital
were described previously in [10] and they can be accessed at the website of the
University of Miyazaki and the Research Ethics Review Committee of Tokyo
Institute of Technology.

Our target data consisted of medical treatments based on two clinical path-
ways that were included in the EMRs: (1) Transurethral Resection of a Bladder
tumor (TUR-Bt) and (2) Endoscopic Submucosal Dissection (ESD). We chose
these two clinical pathways because (1) TUR-Bt has a clinical pathway that is
not clearly defined, whereas (2) ESD has clinical pathways that are relatively
fixed.

In the experiment, we confirm that variant pattern v can be constructed For
the two cases TUR-Bt and ESD.

The number of sequences, average length of the sequences and maximum
length of the sequences for the two data sets (1) TUR-Bt and (2) ESD are
shown in Table 1.

The reason for limiting the hospitalization period is to exclude exceptional
pathways. For example, there is a pathway in which the treatment period should
end in several days but the hospitalization period has exceeded one year.

Table 1. Target dataset

Dataset (1) TUR-Bt (2) ESD

Number of patients 242 46

Hospitalization period (min days/Max days) 4/11 8/11

Average treatments per patient 47.5 77.6

Maximum treatments per patient 118 136

Minimum treatments per patient 16 33
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4.2 Results and Discussion

Confirming variant patterns: The numbers of typical clinical pathways by
T-PrefixSpan are shown in Table 2 and the number of pathways constituting
each variant pattern are shown in Tables 3 and 4.

Table 2. Numbers of typical clinical pathways by T-PrefixSpan

Dataset (1) TUR-Bt (2) ESD

Threshold 0.5 0.6 0.5 0.6

Number of typical pathways 346 122 80 63

Average treatments per pathway 6.5 5.8 7.3 6.9

Maximum treatments per pathway 9 8 11 10

Minimum treatments per pathway 2 2 3 3

Table 3. Number of pathways constituting a variant pattern (threshold: 0.6)

Number of pathways
constituting a variant pattern

1 2 3 4 5 6 7 8 9 10 11 12 Total

Number of variant patterns (TUR-Bt) 10 3 3 3 1 0 1 0 3 0 2 1 24

Number of variant patterns (ESD) 13 9 3 3 0 0 0 0 0 0 0 0 28

Table 4. Number of pathways constituting a variant pattern (threshold: 0.5)

Number of pathways
constituting a variant pattern

1 2 3 4 5 6 7 8 9 Total

Number of variant patterns (TUR-Bt) 17 13 5 8 2 1 0 0 2 48

Number of variant patterns (ESD) 21 10 4 4 0 0 0 0 0 39

In the result of TUR-Bt, there are a few cases where a variant pattern is
formed from many pathways. On the other hand, the result of ESD do not have
such a case. This reason is that many small differences of medical treatments
between pathways were detected because the clinical pathway of TUR-Bt is not
fixed but there are few similar pathways because the clinical pathway of ESD is
fixed.

As the threshold is lowered, total number of variant patterns increased in
both cases, but the trend do not change, so we assume that there is no change
in the trend even with a smaller threshold, for example, threshold is 0.1.
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In all cases, it can be confirmed that variants can be constructed. This method
is considered to be effective for pathways of any nature; in particular, where the
pathway is not fixed, it is possible to detect variant patterns effectively. However,
about half of the typical pathways that are not grouped are generated in any
case. This indicates that the method of grouping can be improved.

A part of clinical pathways of TUR-Bt at threshold 0.1 for T-PrefixSpan are
shown in Fig. 2, and variant patterns derived from Fig. 2 are shown in Fig. 3.
The original character outputs are not colored, but we give the same color to
the medical treatments of the same T-block in Fig. 2 and 3, for the readability.

The reason for selecting the low threshold is to display a variant pattern with
many variants. Variant patterns at Fig. 3 is detected from five T-closed clinical
pathways of Fig. 2, i.e., from patterns a to e. These pathways are expressed by
nested branched sequence defined in Sect. 3.4.

Fig. 2. Clinical pathways of TUR-Bt at thresold 0.1 for T-PresixSpan

Visualization: Even the colored outputs as Fig. 3, it is difficult for medical
workers to grasp well the variant patterns from the character strings. Therefore,
we try to visualize the variant patterns using an interactive graphical output
tool D3.js [11]. We use circles and arrows between them to make easier to grasp
the entire clinical flow, while make detailed information be given interactively
by user clicks.
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Fig. 3. Variant patterns derived from Fig. 2

Fig. 4. Visualization example (all) (Color figure online)

For example, the variant patterns of TUR-Bt in Fig. 3 are visualized in Fig. 4.
Figure 5 magnifies a part of variants indicated by the red circle in Fig. 4. Over
the circle node, Type and Treatment day are always displayed because they are
necessary information for grasping the entire pathway. We make the same color
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Fig. 5. Visualization example (part)

node have the same Type of medical treatment. When the mouse click a circle
node, detailed information, i.e., Explain, Code, and Name are displayed in the
square node. This square node with the detailed information is a toggle between
hide and show to focus on important portions in the pathway.

In this example, two pink nodes match with Type injection, and code 331.
This code indicates a blood substitute agent. However, the two values of Name
are different (Veen-D Injection and Lactec Injection). By visualizing, these dif-
ferences are easier to understand than character based results.

5 Conclusion

In this study, we have proposed a method for detecting variants in clinical path-
ways with treatment time information from EMR logs. We combine typical clin-
ical pathways to find the differences between similar pathways. We then develop
an interactive graphical interface system for visualizing the variants in clinical
pathways. The graphical output helps to grasp outlines of medical treatment
flows and to focus on the detailed information of user specified portions.

We confirmed the proposed method using actual EMR logs from a univer-
sity hospital. The results show that variant patterns are detected for clinical
pathways for diseases. Comparing the characteristics of diseases, the proposed
method was especially effective where the pathway was not fixed. On the other
hand, only about half of the variant patterns were detected. We plan to improve
the method for grouping pathways.
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It is currently unclear which action is more frequent in variants. We also
plan to improve the method to provide the information about variant frequency.
Additionally, new medical treatment paths that do not exist in extracting typical
clinical pathways is detected in detection of variants, which is another future
work. From the viewpoint of support for medical workers, it is important to find
the causes of variants. We continue this approach to collaborate with medical
workers using clinical pathways.
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Abstract. Recording patient clinical data in a comprehensive and easy
way is very important for health care providers. However, and although
there are information systems to facilitate the storage and access to
patient data, many records are still in paper. Even when data is stored
electronically, systems often are complex to use and do not provide means
to gather statistical information about a population of patients, thus
limiting the usefulness of the data. Physicians often give up searching
for relevant information to support their medical decisions because the
task is too time-consuming. This paper proposes Umedicine, a web-based
software application in Portuguese that addresses current limitations of
clinical information systems. Umedicine is an application for physicians,
patients and administrative staff that keeps clinical data (e.g., symptoms,
clinical examination results, and treatments prescribed) up to date on a
database in a structured way. It also provides easy and quick access to a
large amount of clinical data collected over time. Furthermore, Umedicine
supports the application of a particular clustering algorithm and a visu-
alization module for analyzing patient time-series data, to identify evolu-
tion patterns. Preliminary user tests revealed promising results, showing
that users were able to identify the evolution of groups of patients over
time and their common characteristics.

Keywords: Clinical information system · Data analysis · Clustering ·
Data visualization

1 Introduction

For health care providers, recording every patient’s clinical information compre-
hensively is of paramount importance. However, for many years this information
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E. Begoli et al. (Eds.): DMAH 2017, LNCS 10494, pp. 102–120, 2017.
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has been recorded in paper and kept in large dedicated archives, making it dif-
ficult to retrieve relevant past clinical information quickly and effectively when
required for patient care or for scientific research purposes.

With the widespread use of computers, new software tools were developed
for clinical staff to record information about patients. This easy access to clinical
data promises a significant impact in clinical practice. In particular, continuous
patient monitoring can be ubiquitous, enabling fast response by clinical staff
and quick situation assessment by physicians; clinical research can benefit from
much larger, easier-to-access data sources, that will accelerate the discovery of
new medical knowledge; and health care managers will be able to make more
informed decisions regarding institutional policies.

Currently, existing medical information systems often are too complex to use
and provide free-form fields for collecting patient’s medical information, which is
not stored as structured data. For this reason, many patient records are still in
paper and, in the cases where the information is in the system, it is not possible
to gather statistical information about a population of patients, thus limiting
the usefulness of the data. As a consequence, physicians often give up searching
for relevant information to support medical decisions because the task is too
time-consuming [2,10].

Hence, there still is a need of tools to enable integration and analysis of
clinical data in an effective manner [10,11] and to make it useful in everyday
practice. Physicians should have means to explore existing patient data quickly
to support their diagnosis, treatment decisions and research.

In this paper, we propose Umedicine, a new clinical information system that
addresses the current limitations of this kind of systems. Umedicine is a web-
based application with an appealing and easy-to-use user interface to be used
by physicians and administrative staff in hospitals/clinics and patients at home.
Through it, physicians and patients can enter clinical data into a platform that
provides easy, quick and always-on access to a large amount of clinical data.
Clinical data is persistently kept in an electronic and structured format in a
database, thus enabling data analysis to extract interesting patterns and the
application of visualization techniques to show these patterns to physicians. To
the best of our knowledge, our application is the only one that supports: (i)
filling in standard international diagnosis-support questionnaires, (ii) collecting
and storing patient data (personal data and clinical data such as symptoms,
clinical examination results, diagnosed pathologies and prescribed treatments) in
a structured way that is appropriate to each medical specialty, and (iii) applying
data analysis algorithms, all integrated in one software platform. In particular,
we demonstrate the use of a clustering algorithm and a visualization mechanism
for analysis of patient time-series data.

Umedicine is designed to support any medical specialty, and in this paper
we used the Urology specialty to demonstrate the use of the application. We
performed a preliminary evaluation of the Umedicine user interface with users,
asking them to perform several task scenarios. Users also filled in a satisfaction
questionnaire to assess Umedicine qualitatively. The results were promising, as
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users were able to complete with success all the tasks and were mostly satisfied
with the user interface provided.

2 Architecture and Implementation

Umedicine has a client-server style architecture with three main components
(see Fig. 1): (i) a front-end available to the user through a web browser client,
(ii) a back-end server, and (iii) a relational database. Users interact with the
system through a web browser, which submits HTTP requests to the server. The
server returns an HTML page. Data may be asynchronously requested from the
server through Asynchronous JavaScript and XML (Ajax) requests made by the
browser. To respond to Ajax requests, the server queries a relational database
and returns the data to the client in the form of JSON objects. The use of
Ajax allows to exchange only new necessary data to fill the page, minimizing
data transfers from the server and improving user waiting time. The server is
developed in Java with extensive use of Spring Framework1. Web pages are
generated with the JavaServer Pages (JSP) and Apache Tiles2 technologies.

Fig. 1. Architecture of the Umedicine system

Umedicine supports four types of users: non-administrator physicians, admin-
istrator physicians, clerks and patients. Non-administrator physicians can add
new patients to the system and search, read and modify patient personal and
medical information. In addition to having access to all the functionalities avail-
able to non-administrator physicians, administrator physicians can add new
clerks and physicians (both administrator and non-administrator) to the sys-
tem. Patients can view and modify their own personal information, view their
own examination results and history and fill medical questionnaires for diagnosis
support. Clerks can add new patients to the system and add limited patient per-
sonal information (name, birth date, contact and profession). The application
is implemented in a way that ensures that each type of user can only use the
functionalities and have access to information as described above. Data confi-
dentiality is guaranteed in communications between clients and server by use of
Transport Layer Security (TLS) encryption.

1 https://spring.io/.
2 https://tiles.apache.org/.

https://spring.io/
https://tiles.apache.org/
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2.1 Front-End

Umedicine is implemented as a web application, providing responsive user inter-
faces for the different types of user, and can be used both on mobile and desktop
environments. In this section, we focus on the user interfaces offered for physi-
cians and patients.

When the physician selects a patient, the patient’s information page is shown,
as illustrated in Fig. 2. It is organized in six parts:

– Personal information (Informação Pessoal): area where physicians can
view and modify information such as name, birth date, contact and habits of
the patient;

– Disease (Doença): area where physicians can select the medical condition
that applies to the selected patient and view or modify information about
symptoms; following the development team’s physician advice, this area also
includes the rectal examination information; users can view symptom and
rectal examination histories and add new symptoms and examination results;

– Treatment (Tratamento): this area displays information about ongoing
treatments and provides means to view treatment history and add new treat-
ments;

– Questionnaires (Questionários): this area provides access to three
internationally-accepted diagnosis-support questionnaires that a patient can
answer at home or during a medical appointment; these questionnaires are
used to compute scores that represent the severity of a patient’s condition;
Umedicine currently supports three relevant standard questionnaire-based
scores: State Self Esteem Scale (IIEF), International Prostate Symptom Score
(IPSS) and State Self Esteem Scale (SSES);

– Diagnosis support examinations (Exames Auxiliares de Diagnóstico): this
area shows the most recent results for several kinds of medical examinations
and laboratory tests; the user can add new results and access the patient’s
examination and test histories;

– Notes (Observações): physicians can write a textual note about the patient’s
condition on the day of the medical appointment and view notes from previous
appointments.

The user interface available to patients is more limited (Fig. 3). It contains
an area on the left where they can view their current photo and alerts requiring
attention. The middle area shows their current personal information. On the
right, patients can view information about examinations, current medications
and past surgeries. At the bottom, patients can choose to edit their personal
information or to answer a diagnosis support questionnaire. Note that these tasks
can be performed away from the clinic, saving time during medical appointments
and give more privacy to patients.

2.2 Back-End Server

The back-end server replies to the requests sent by the browsers, performs oper-
ations on the data and stores or retrieves data as necessary from the database.
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Fig. 2. A patient’s information page as viewed by a physician using Umedicine

Fig. 3. A patient’s information page as viewed by the patient using Umedicine

It is responsible for ensuring that each user has access to, and only to, the data
they need, and for loading the data or web pages requested by the users. The
server is implemented as a Java application with extensive use of the Spring
Framework ecosystem3. It follows the Model-View-Controler (MVC) design pat-
tern and is composed of three main layers — from top to bottom: controllers,
services and Data Access Objects (DAOs) (Fig. 4).

Controllers are the components responsible for the interaction with the
clients. They receive client requests, invoke the appropriate business logic meth-
ods and send a response if required. Controller code (as well as service and DAO

3 https://spring.io.

https://spring.io
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Fig. 4. Umedicine’s server component architecture

code) is, as much as possible, organized to maximize separation of concerns. In
other words, a controller is written to support a specific set of coherent function-
alities. For example, the code responsible for handling requests related to user
account creation is supplied by methods of the class UserController; requests
from pages where users fill in questionnaires are handled by the Questionnaire-
Controller class; and so on.

Any business logic-related processing of the data retrieved from the data-
base or sent by the clients takes place in the Services layer. Service methods
are invoked by controllers (or other services) and return data that controllers
use to respond to the requests issued by the client. Service code is also orga-
nized according to functionalities. UserService, for instance, contains the code
responsible for user account creation, performing duties such as invoking the
Data Access Object (DAO) methods that store user data in the database (after
performing any required data processing) or sending emails with new passwords
to new users. In a similar fashion, there is a QuestionnaireService class that han-
dles questionnaire data, and so on. Services also organize data retrieved from
the database via DAOs into objects suitable to be used by the controllers, which
may return data to the browser.

The bottom layer, DAOs, contains the code that enables the interaction
between the server and the database. This code includes the SQL queries that
insert new rows, update existing rows and retrieve data from the database tables.
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Information retrieved from the database is converted to Java objects and passed
on to the upper service layer for further processing.

2.3 Relational Database

Umedicine’s architecture encloses a relational database to store three kinds of
data persistently: (i) clinical data inserted by patients or physicians; (ii) user
authentication data; and (iii) metadata concerning a specific medical field. The
current version of the application has a database that is set up for Urology but
its schema is designed to be adaptable to other medical specialties. For this
end, the metadata that corresponds to domain knowledge – drug names, disease
names, symptoms, medical examinations and diagnosis-support questionnaires
– is stored in the database rather than in the back-end server and is accessed
when the application loads. With this approach, different domain knowledge
from other medical specialties can be substituted into the database and plugged
into the server with minimal modification of server and client code (ideally no
modification will be needed whatsoever). This approach also enables switching
easily from metadata in Portuguese to metadata in another language.

To illustrate Umedicine’s database model, we present the subset of the data-
base relational schema that models medical examinations. Primary keys of rela-
tions are underlined and foreign keys are specified by FK:

Clinical metadata:

ExaminationType (typeName, subTypeName)
Parameter (paramName, paramUnit, paramType)
ExaminationParameter (typeName, subTypeName, paramName)

typeName, subTypeName: FK (ExaminationType)
paramName: FK (Parameter)

Clinical data:

Patient (pNumber)
PerformedExamination (pExamID, pNumber, typeName, subTypeName, date)

pNumber: FK (Patient)
typeName, subTypeName: FK (ExaminationType)

PerformedExaminationValue (pExamID, paramName, value)
pExamID: FK (PerformedExamination)
paramName: FK (Parameter)

There are two types of data modeled in this relational schema: (i) clini-
cal metadata and (ii) clinical data. ExaminationType, Parameter and Examina-
tionParameter are relations that model metadata. This metadata is accessed
when the application starts and is used to determine the information that is
shown in the user interface. The ExaminationType table stores all the possible
types and subtypes of medical examinations. The tuples: <Urofluxometry, - >
and <BloodTests, Liverfunction> are examples of records stored in this table.
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Fig. 5. Parameter Volume of type FLOAT and unit milliliter (mL)

Urofloxometry is a medical examination by itself while there are several kinds
of blood tests so the subtype field is required. The Parameter table stores
the existing parameters, their measurement units and expected types, i.e.,
String, Integer, Float or enumerated (in the case the type is ENUM, there
is another table not represented here that stores the possible values). The
tuples: <Creatinine,mg/dl, f loat> and <V olume,ml, float> are examples of
records of the Parameter table. The table ExaminationParameter stores the cor-
respondence between an examination and its parameters. In accordance with
the previous examples, the following tuples: <Urofluxometry, -, V olume> and
<BloodTests, Liverfunction,Creatinine> are examples of tuples of the Exam-
inationParameter table.

The tables Patient, PerformedExamination and PerformedExaminationValue
store clinical data collected by the application. In particular, Patient stores data
about patients (<P1> and <P2> are examples of tuples); PerformedExamination
stores the examinations performed by each patient (<PE1, P1, BloodTests,
Liverfunction, 27/6/2016> and <PE2, P2, Urofluxometry, -, 28/7/2016> are
examples of tuples); and PerformedExaminationValue stores data about the filled
parameters of the examination performed by a patient (examples of tuples are:
<PE1, Creatinine, 1.02> and <PE2, V olume, 157>).

Figure 5 shows the application screen shown for the examination parameter
Volume, which is of type float and is measured in milliliters. The metadata
stored in the database table Parameter, in particular, supplies the (meta)data
to be shown in the forms presented in the front-end user interface. The clinical
data that will be filled in by the users is then stored in the database tables that
store clinical data and is further available for future visualization and analysis.

3 Clinical Time-Series Data Clustering
and Visualization

A major advantage of medical information systems is the fact that they are
capable of storing data from a large population of patients, hence providing
a large source of data for discovering trends in disease progression that might
be difficult to uncover by physicians in their daily clinical practice. In order
to make such datasets useful, the medical information system needs to provide
means to find groups of similar patients with basis on their personal and medical
history and enable the exploration of the characteristics of the patients in these
groups. We propose an approach to address this requirement, using an off-the-
shelf state-of-the-art clustering algorithm for time series to find groups of patients
with similar variation of relevant clinical parameters. We complemented the data
analysis performed by the clustering algorithm with a visualization module to
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enable physicians to explore the results for each group of patients discovered
by the algorithm. This approach can be applied to any medical parameter that
varies over time.

3.1 Creating Time-Series Data Clusters

Clustering algorithms are widely used in biological research, among many other
fields, for a variety of tasks [9]. The use of classical clustering techniques such
as k -means has important disadvantages when used with biological or clinical
data:

1. These algorithms tend to find clusters of similar size, hence they may not find
interesting, relatively small clusters.

2. Each element (patient) is assigned to one and only one cluster, while it may
display behavior similar to more than one (albeit at different intervals in
time), or to none.

3. These algorithms compute clusters using all dimensions (which, in time-series
data, translate to time points) at once, hence they may not cluster together
time series that are similar in all but one or two time points.

Biclustering algorithms are a family of clustering algorithms that overcome
these disadvantages. Due to the similar size of genomic and medical datasets, we
expect that biclustering’s benefits apply to medical time series as well. Bicluster-
ing algorithms find groups of patients with basis on a subset of the time points
instead of using all time points at once. In other words, they produce a local
model instead of a global model [5]. The input data of biclustering algorithms
is represented as a data matrix, where each row represents the evolution of a
given medical parameter for a patient, each column represents a time point and
each matrix element holds a value for a medical parameter. Biclustering algo-
rithms find clusters of rows in the input data matrix that are similar across a
subset of the columns. The complexity of biclustering algorithm depends on the
applied criteria of similarity between rows, but most formulations are NP-hard
[5,7]. Hence, most biclustering algorithms resort to heuristics without guarantee-
ing optimal solutions, or have prohibitive running times. The problem becomes
tractable, however, in cases where the measured medical parameter is discrete
and the search for similar series is restricted to contiguous time points [5]. The
Contiguous Column Coherent Biclustering CCC-Biclustering algorithm [5] over-
comes these restrictions to find clusters in time-series data in time linear in the
size of the input data matrix. However, many medical parameters of interest are
not discrete. In the original paper, the authors are concerned with changes in
gene expression, which are measured in a continuous positive scale with fixed
zero minimum. Hence, the authors apply a discretization strategy to represent
the variation of the gene expression in three levels: significant increase, signifi-
cant decrease and no change of gene expression. This strategy reflects their goal
of finding groups of genes with similar expression variation patterns. For other
problems, care must be taken to choose an appropriate discretization approach
as well.
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Due to its performance, we decided to use the CCC-Biclustering algorithm
in Umedicine. We illustrate the application of CCC-Biclustering in Umedicine
with International Prostate Symptom Score IPSS time-series data, but this algo-
rithm can be applied to any clinical parameter that is measured at different time
instants. IPSS is a score calculated from a standardized questionnaire given to
certain Urology patients, such as patients that suffer from Benign Prostatic
Hyperplasia (BPH). Physicians request that BPH patients fill in the question-
naire several times during the treatment, obtaining scores that reflect the evolu-
tion of patients over time. IPSS has a uniform scale of integer values between 0
(best-case scenario for the patient) and 35 (worst-case scenario for the patient).
It is, thus, discrete. However, imposing such a fine discrete scale of 36 values
would rarely cluster patients together: only when they had a sequence of exactly
equal scores would the algorithm consider them part of the same cluster. For
this reason, it makes sense to use a coarser discretized scale: for example, a scale
with 6 discretization levels would enable for a difference of up to 6 points in IPSS
while still being able to capture increasing or decreasing trends, as variations of
the IPSS value would often result in a change to a different level.

The CCC-Biclustering library made available by its authors also computes
statistics for each cluster that it finds. One of the most important of these
statistics is a p-value that reflects how similar the patients in the same group
are among themselves. This p-value is calculated with basis on a hypothesis test
in which the null hypothesis assumes that a cluster, with its size and patient
data, was randomly generated. The lower the value of the p-value, the smaller is
the probability of finding this group of patients under this null hypothesis. Hence,
patients in groups with lower p-values can be expected to be more similar.

3.2 Visualization of Clinical Time-Series Data Clusters

We developed an interactive visualization mechanism and incorporated it into
the Umedicine application, to enable the exploration of time-series data as ana-
lyzed by the CCC-Biclustering algorithm described in Sect. 3.1. The visualization
is composed of a matrix of line charts (illustrated in Fig. 6), where each chart
corresponds to a cluster of patients computed by the CCC-Biclustering algo-
rithm. Each chart also indicates the number of patients in the corresponding
group.

Users can set six different parameters to modify the visualization. Some of
these parameters correspond to parameters of the CCC-Biclustering algorithm
but were renamed for a more intuitive use by users with little knowledge of
statistics. In the same order as in Fig. 6, they are:

1. Allowed similarity between groups (Semelhança permitida entre gru-
pos): this parameter corresponds to the maximum overlap between clusters
computed by the CCC-Biclustering algorithm. In other words, it defines the
maximum percentage of patients in a group that can also be part of another
group. The user can choose five levels of similarity: very small, small, inter-
mediate, large and very large, corresponding to 1%, 5%, 10%, 25% and 50%
maximum overlap.
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Fig. 6. Visualization of time-series clustering in Umedicine for the IPSS parameter

2. Number of IPSS levels (Número de ńıveis do IPSS ): corresponds to the
number of intervals/symbols chosen to discretize the IPSS scale. The larger
the number of IPSS levels, the narrower they are. Hence, a larger number of
levels leads to clusters where patients are more similar to each other. The
user has five options: very small, small, intermediate, large and very large,
corresponding to 3, 6, 9, 12 and 18 levels of discretization.

3. Minimum group size (Tamanho mı́nimo dos grupos): the minimum number
of patients in each cluster to be displayed. Charts with a number of patients
inferior to the chosen number are not shown. The user has five options: very
small, small, intermediate, large and very large. The ‘very small’ option sets
the minimum number of patients per cluster/chart to two. The other options
are computed as a function of the total number of patients in the dataset
and correspond to 10%, 20%, 40% and 60% of the total number of patients,
respectively.

4. Group homogeneity (Homogeneidade dos grupos): the larger this para-
meter, the smaller the maximum p-value of the clusters — as explained in
Sect. 3.1; clusters whose p-values exceed this value are not shown. The user
chooses among the options ‘very small’, ‘small’, ‘intermediate’, ‘large’ and
‘very large’, which correspond to p-values 0.25, 0.125, 0.083, 0.0625 and 0.05.

5. Maximum number of clusters/charts to show (Número máximo de grupos
a visualizar): it takes into account the chosen presentation order of charts to
filter out exceeding clusters.
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6. Presentation order (Ordem de apresentação): users can choose between
displaying charts ordered by decreasing number of patients per cluster, by
decreasing overall change in IPSS or by increasing overall change in IPSS.
The overall change in IPSS here is the simple difference between IPSS at the
final time point and the IPSS at the initial time point.

After setting these parameters as desired, the user generates the visualization
by clicking/tapping the ‘Calculate’ (Calcular) button shown in Fig. 6.

Fig. 7. Example of information displayed over a chart (from Fig. 6)

Each chart can be selected with a mouse click or finger tap. This action
overlays information about the corresponding group of patients, as illustrated in
Fig. 7. The information shown includes the three most prevalent medical para-
meters in the patients belonging to the selected group (Caracteŕısticas mais
comuns) and the treatment given to most patients (Tratamento mais comum).
Pressing the button at the bottom of the chart (Ver mais...) shows a table with
detailed information about the selected group of patients (Fig. 8). This informa-
tion includes the percentages of patients that were subject to the most common
treatments for this group, statistical information about weight, prostate volume
and age of these patients and, for each symptom and medical characteristic, the
percentage of patients of the cluster that has this symptom or characteristic.
This last part is sorted from highest to lowest.

Fig. 8. Example of information displayed when a user clicks the button ‘Ver mais’
(meaning ‘get more information’) on one of the charts shown in Fig. 7
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4 Experimental Validation

To validate our solution, we performed: (i) performance tests to analyze the
behavior of the clustering algorithm according to the number of patients and
the number of data points over time; and (ii) usability tests to evaluate the
technique for visualizing and inspecting the clusters of patients produced by the
clustering algorithm.

4.1 Performance Evaluation

To evaluate the performance of the clustering algorithm with medical time-series
data, we varied two input parameters: number of patients and number of time
points per patient. We measured the time spent to analyze the data (clustering)
and to display the results of the analysis (visualization). For the analysis (server
side), we measured the time between receiving the request from the client up to
the response from the server. Hence, it includes reading the data, computing the
clusters, computing the related statistics and organizing data for presentation.
Concerning the performance of displaying the results (client side), we measured
the time between receiving the cluster data from the server and displaying the
charts on the screen.

Experimental Setup. To perform the evaluation of the clustering algorithm
we had to generate synthetic data, because at this phase of the project we do
not yet have real data from patients. We generated a synthetic dataset to be
representative of a collection of patients that answered the IPSS questionnaire at
several points in time after beginning a treatment4. In addition to the IPSS scores
we also generated data for various parameters relevant to the BPH pathology
(e.g. weight, prostate volume).

We performed two experiments to test the CCC-Biclustering. In the first
experiment, we varied the number of patients for a fixed number of time points
(5), and in the second, we varied the number of time points for a fixed number
of patients (1,000). The fixed values for time points and patients were chosen to
generate datasets with data close to reality. The experiments were performed on
a 2009 MacBook Pro laptop computer with 8 GB of 1066 MHz DDR3 memory,
a 2.66 GHz Intel Core 2 Duo processor and a SATA hard disk drive.

Results and Discussion. The results obtained for both experiments are shown
in Fig. 9. The left panel shows the behavior of our solution when we vary the
number of patients and the right panel shows the behavior of our solution when
we vary the number of time points per patient.

According to the CCC-Biclustering authors, the algorithm has a worst-case
complexity linear in the size of all input parameters. Our results comply with this

4 We are aware that synthetic data may not have the same behaviour as real data,
but our goal was to identify groups of patients.
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Fig. 9. Performance measurements for the CCC-Biclustering algorithm and the cluster
visualization mechanism. Left panel: results for different numbers of patients for a fixed
number of 5 time points per patient. Right panel: results for different numbers of time
points per patient, for a fixed number of 1,000 patients.

expectation when we vary the number of patients (Fig. 9-left), but not when we
vary the number of time points (Fig. 9-right). We speculate that this deviation
from linearity is caused by data pre- and/or post-processing steps, such as the
computation of statistics. However, further investigation is necessary to explain
this result.

Although the time to compute clusters for a large number of time points is
relatively high, for realistic scenarios (less than 14 time points, corresponding
to 14 appointments) the computation on the server side takes less than three
minutes, making it possible to be used in an appointment scenario, where physi-
cians can perform the analysis while attending the patient. The results only
suffer a degradation of performance (with waiting times higher than 3 min) for
more than 14 time points per patient, an unlikely scenario.

The performance measured for increasing number of patients is also encour-
aging: a matrix with 25,000 patients and the realistic column size of 5 time points
could be analyzed in one minute. Assuming a linear trend, this means that data
from hundreds of thousands of patients could be analyzed in a few minutes.

The processing of the visualization in the front end, in turn, added a com-
paratively small waiting time, typically under half a second, which does not
represent a performance concern.

4.2 Usability Tests

To complement the performance tests, we performed a usability test with users,
to evaluate the visualization and inspection technique used to present the groups
of patients and their main characteristics.

Experimental Setup. We recruited ten volunteers to participate in the tests,
half of them male. Their ages were between 24 and 34 years old and all of them
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had a university degree. The test consisted of using the application to perform six
tasks (e.g. identify the group of patients that improved their condition, the main
characteristics of this group of patients, etc.). After completing the tasks, we
asked users to answer a satisfaction questionnaire, composed of seven questions
to rate the usage of our visualization mechanism and its characteristics (e.g. color
scheme, presentation of information), and three open-answer questions inquiring
about the main difficulties, best features and suggested modifications to the
visualization.

Results and Discussion. Table 1 summarizes information about the users and
how they rated the visualization (from 1 to 5, 5 being the best) on several topics.

Table 1. Usability test results

User 1 2 3 4 5 6 7 8 9 10 Average Standard error

Sex F M F M F M M M F F NA NA

Age 26 24 33 33 33 26 33 33 34 31 30.6 3.7

YUC 15 16 16 18 20 27 22 20 24 26 20.4 4.3

Q1 5 4 4 4 5 5 4 4 5 5 4.5 0.5

Q2 4 3 3 4 4 4 4 4 4 4 3.8 0.4

Q3 5 5 4 5 5 5 5 5 3 5 4.7 0.7

Q4 4 5 4 5 5 4 4 5 4 5 4.5 0.5

Q5 5 5 4 4 5 5 4 5 4 5 4.6 0.5

Q6 4 5 4 4 5 3 3 4 4 5 4.1 0.7

Q7 5 5 5 4 5 5 4 4 5 5 4.7 0.5

YUC: How long have you been using computers, in years?
Q1: The color scheme is appropriate to visualize the data
Q2: The options given to control patient group generation are easy to
understand
Q3: The user can understand when a patient improves or worsens
Q4: The user can understand that patients in the same group have similar
IPSS along time
Q5: The user gets a good understanding of the characteristics of patients
in the same group
Q6: It is easy to understand why patients are grouped together
Q7: The data displayed in the visualization table complement well the
information shown in the corresponding chart

Overall, the results shown in Table 1 indicate that the users were pleased
with their experience regarding the issues in questions Q1 to Q7. The lack of
clarity of the meaning of the visualization parameters was the main complaint
during the test. However, eight of the ten users recognized that once the meaning
of the options was understood, they could use them and interpret how they
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impacted the observed results. The experiment showed that the presentation of
the options should be revised but, in general, users were able to complete the
tasks successfully.

In the last part of the test, we asked users to describe what, in their opinion,
were their main difficulties, the most positive aspects of the visualization and
what they would like to see changed. Most users complained explicitly about
the unintuitive options provided. Several users suggested to have the button
that closes the table staying visible while the user scrolls up or down to inspect
the table. Users tended to complimented the look and organization of the visu-
alization page, with two of them mentioning the ‘clean’ look as a very positive
aspect. Five users pointed the identification of common characteristics of the
groups (Fig. 7) and the table with group statistics (Fig. 8) as the most positive
aspects of the visualization. Three users indicated that they liked the interaction
experience, especially its responsiveness. Other positive comments mentioned
that it was easy to understand when patients improve or worsen.

5 Related Work

This section provides an overview of: (i) the most relevant commercial medical
software applications that offer functionalities similar to the ones offered by
Umedicine; and (ii) research works focusing on some of Umedicine’s features.

There is a vast amount of medical software applications available in the mar-
ket, providing support to clinical practice (in particular clinical appointments).
The most important features offered are: (i) health center management aiming
at managing appointment scheduling and payments; (ii) electronic prescription
of medication; (iii) electronic health records to store clinical information about
patients, such as symptoms and treatments; and (iv) population health manage-
ment through graphics that show the evolution of health parameters for a set of
patients. The first two features are out of the scope of the current paper, so we
will not address them further.

The software applications that provide features (iii) and (iv) and that are the
most used in Portugal, are: Glintt HS5, iMed6 and MedicineOne7. Two additional
software applications used in Brazil (therefore, also supporting Portuguese) are
IClinic8 and HiDoctor9. Other software applications widely used according to the
Medical Economics web site10 are: CareAware11, and eClinicalWorks12, among
others. We analyzed the functionalities provided by these tools based on the

5 http://www.glintt.com/.
6 https://www.imed.com.pt/.
7 http://www.medicineone.net/.
8 https://iclinic.com.br/.
9 https://hidoctor.com.br/.

10 http://medicaleconomics.modernmedicine.com/medical-economics/content/tags/
top100ehrs/top-100-ehr-companies-part-1-4.

11 https://store.cerner.com/items/2.
12 https://www.eclinicalworks.com/.
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information available in the corresponding web sites and on the experience of
our team’s physician in his daily activities in Portuguese hospitals.

The result of our analysis of these applications is as follows. First, the forms
and screens of these applications’ user interfaces show all possible medical infor-
mation (e.g., examinations or symptoms) independently of the medical specialty.
This kind of user interface adds an overhead to the daily activity of physicians,
because they waste time searching for the most adequate information field to fill
in. Second, most applications typically support many free-form fields to be filled
in by physicians. Consequently, unstructured (or textual) data is stored; this pre-
vents the use of data mining algorithms on the data to discover knowledge for
assisting physicians in making decisions. Third, none of the analyzed tools sup-
ports internationally-accepted questionnaires for assessing patient’s health sta-
tus (for example, IPSS in Urology) in electronic format. The electronic support
for these questionnaires is important because it allows patients to answer them
comfortably at home (or wherever they wish). As a consequence, the computa-
tion of a score that assesses their health condition may occur sooner. Very few
of these tools (for example, careAware) support the visualization of a patient’s
health status evolution over time. Finally, only a few of these tools (e.g., eClin-
icalWorks) offers a functionality for analyzing the evolution of the health status
of a set of patients (i.e., a population) over time.

In terms of research literature, we present two types of work: (i) those whose
goal is to apply data mining algorithms to large medical datasets to extract useful
information, and (ii) those whose goal is to apply visualization techniques to
facilitate the exploration of data and analysis results by the end users. In the first
group, we highlight the work by Donzé et al. [3] that provides an example of how
Logistic Regression can be used to make predictions about a patient outcome.
Che et al. [1] show how Bayes networks can be used to detect temporal patterns
in time-series data, which is useful to predict the evolution of a patient over
time. Finally, Najjar et al.’s paper [6] describes a powerful clustering approach
that can be used to find groups of similar patients.

In the second group of research projects, LifeLines [8] was a seminal work
developed for visualization of a patient’s medical history. LifeLines2 [10,12,13] is
a system designed to search and explore event sequences in temporal categorical
data from multiple records of patient data. Gravi++ [4] is an application that
clusters patients according to the similarity of their ordinal categorical attribute
values. Furthermore, Gravi++ supports the visualization of the evolution of
patients through time with an animation controllable by the user.

To conclude, none of the available commercial systems fulfills the needs of
physicians in terms of medical data entry and analysis for clinical support. Exist-
ing research works provide important contributions in terms of the application
of data mining algorithms or visualization techniques that can be integrated into
our solution.
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6 Conclusions

We described Umedicine, a software system that supports clinical activity by
keeping medical information up to date and stored in an organized way. It pro-
vides easy, quick and always-on access to a large amount of clinical data. The
medical information is kept persistently in an electronic and structured format.
It provides secure authentication for four types of user and a specific user inter-
face for each type of user. Additionally, the system includes a clustering algo-
rithm suited to discover groups of patients with similar medical histories and a
visualization mechanism to explore the clustering results, which shows the main
characteristics, treatments and statistics of the patient clusters.

Experimental evaluation revealed that users were able to understand the dis-
covered groups of patients and the reasons (characteristics) why they were in
the same group. Users were also able to identify the situations where patients
improved or worsened. In spite of these results, our solution still needs some
improvements. One is to redesign the options of the visualization mechanism
for an easier understanding by users. The data analysis capabilities also have
plenty of room for expansion: other machine learning algorithms that take into
account the different widths of medical time series can be integrated into the sys-
tem to suggest treatments or predict treatment outcomes based on the patient’s
history. To deploy Umedicine in a real hospital environment, two additional
issues should be taken into account: (i) the need for Application Programming
Interfaces to enable the integration with third-party systems and (ii) the compli-
ance with international standards for representing health data, like SNOMED13

or LOINC14. Finally, it is important to test the application in a real clinical
environment, with actual physicians as users and data from real patients. This
experience will certainly guide future decisions regarding new functionalities to
be integrated in the system and eventually determine the development lines that
will be followed.
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Abstract. Analyzing large scale diagnosis histories of patients could
help to discover comorbidity or disease progression patterns. Recently,
open data initiatives make it possible to access statewide patient data at
individual level, such as New York State SPARCS data. The goal of this
study is to explore frequent disease co-occurrence and sequence patterns
of cancer patients in New York State using SPARCS data. Our collec-
tion includes 18,208,830 discharge records from 1,565,237 patients with
cancer-related diagnoses during 2011–2015. We use Apriori algorithm to
discover top disease co-occurrences for common cancer categories based
on support. We generate top frequent sequences of diagnoses with at least
one cancer related diagnosis from patients’ diagnosis histories using the
cSPADE algorithm. Our data driven approach provides essential knowl-
edge to support the investigation of disease co-occurrence and progres-
sion patterns for improving the management of multiple diseases.

Keywords: Association rule learning · Sequence mining · SPARCS

1 Introduction

Disease co-occurrence, which means that two or more diseases co-occur within
one patient [1], is a popular topic in public health studies. It sometimes repre-
sents comorbidity or multimorbidity and can suggest interactions between dif-
ferent risk factors like diagnoses, treatments and procedures [1,2]. Data mining
and machine learning techniques are widely applied to public health domain to
discover disease co-occurrences. For example, statistical methods can be used to
measure the association between two different diagnoses [3], and structure learn-
ing models like Bayesian Network are used to analyze interactions in disease
co-occurrence patterns [2]. Disease co-occurrences can also be identified by com-
puting diseases that co-occur most frequently using Apriori-like algorithms [4].
Patterns and features discovered from comorbidities could provide a foundation
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for creating predictive models [5]. For example, comorbidities are informative
features in predicting readmission risk of certain diseases [1].

Although disease co-occurrence is essential in studying correlations among
different diseases, it fails to suggest temporal trends of diagnoses as informa-
tion on the order in which diseases occur is not available. It therefore cannot
reveal disease progression. Sequential data mining, which considers the order of
data elements, has been used to detect temporal trends of various diseases. For
example, windowing, episode rules and inductive logic programming are used to
extract frequent sequential patterns of cardiovascular diseases [6]. Aggregate val-
ues and time intervals from health records are used as features to cluster patients
into different cohorts [7]. Wavelet functions can help to analyze time series in
healthcare data of patients with diabetes [8]. However, most of these methods
are value-based, they use values from laboratory tests or other healthcare records
to generate results. In our study, we adopt a sequence mining method that uses
diagnosis codes (class labels) to study disease progression from patients’ diag-
nosis histories.

Recently, open data initiatives from governments collect and make available
large amounts of healthcare data, and provide a unique opportunity to study
disease comorbidities and sequential patterns. They are attractive to researchers
working on public health studies because of their completeness and inexpensive
nature [9,10]. Such data are extensively used in healthcare research, such as
prevention and detection of diseases, studying comorbidity and mortality, and
advancing interventions, therapies and treatments [9]. They can also be com-
bined with multiple data sources to serve different purposes, such as studying
disease patterns and improving healthcare quality among different cohorts. For
instance, predicting asthma-related emergency department visits [11] and ana-
lyzing temporal patterns of in-hospital falls among elderly patients [12].

As part of New York State’s open data initiative, New York State Statewide
Planning and Research Cooperative System (SPARCS) collects patient-level
information on discharge records from hospitals, which contains patients’ diag-
nosis, procedure and demographic information for over 35 years [13]. SPARCS is
now widely applied to public health studies in New York State [14,15], such as
correlations between various factors and outcomes of patients who suffer from
different diseases [16–19], associations of different patient characteristics, dis-
eases and treatments [16,20]. SPARCS is also used to discover temporal or spa-
tial patterns of emergency department visits before, during and after Hurricane
Sandy [21,22]. Researchers can benefit from SPARCS data by leveraging the long
patient-level diagnosis histories, such as conducting population-based studies [23]
and assessing completeness of disease reporting [24]. Patient-level longitudinal
data can also embrace other data sources like drug exposure profiles and genetics
data to study patterns in different cohorts [5].

The objective of this study is to find association rules (i.e., co-occurrences
of diseases) and frequent sequence patterns from diagnosis histories of cancer
patients in New York State using SPARCS data. Association rules learning of
multiple diseases could imply comorbidities, while sequence patterns of diseases
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could indicate disease progression. We extract all discharge records of patients
with at least one cancer-related diagnosis code, and convert the ninth and tenth
revision of International Classification of Diseases (ICD-9 and ICD-10) diagnosis
codes to single-level Clinical Classifications Software (CCS) diagnosis categories.
The CCS cancer categories are used as disease labels in our work. We use Apri-
ori algorithm for association rules learning to find potential comorbidities using
multiple diagnoses from individual visits and cSPADE algorithm for frequent
sequence mining to identify frequent disease sequence patterns from full dis-
charge histories of patients in each cohort. We perform the studies by using only
primary diagnoses and using all diagnoses (including secondary ones), to gener-
ate different patterns. We present the results based on several common cancer
types, and we believe that the results will provide essential data and knowledge
for clinical researchers to further investigate comorbidities and disease progres-
sion for improving the management of multiple diseases.

2 Methods

Using data mining and machine learning methods to study patients’ profiles can
help researchers to study comorbidities and disease progression [5]. Our objective
is to conduct a patient-level longitudinal study using SPARCS data to discover
frequent disease co-occurrence and sequence patterns. We first convert ICD-9

Table 1. Cancer-related CCS diagnosis categories and descriptions.

CCS Description CCS Description

11 Cancer of head and neck 29 Cancer of prostate

12 Cancer of esophagus 30 Cancer of testis

13 Cancer of stomach 31 Cancer of other male genital organs

14 Cancer of colon 32 Cancer of bladder

15 Cancer of rectum and anus 33 Cancer of kidney and renal pelvis

16 Cancer of liver and intrahepatic bile duct 34 Cancer of other urinary organs

17 Cancer of pancreas 35 Cancer of brain and nervous system

18 Cancer of other GI organs; peritoneum 36 Cancer of thyroid

19 Cancer of bronchus; lung 37 Hodgkin‘s disease

20 Cancer; other respiratory and intrathoracic 38 Non-Hodgkin‘s lymphoma

21 Cancer of bone and connective tissue 39 Leukemias

22 Melanomas of skin 40 Multiple myeloma

23 Other non-epithelial cancer of skin 41 Cancer; other and unspecified primary

24 Cancer of breast 42 Secondary malignancies

25 Cancer of uterus 43 Malignant neoplasm without

specification of site

26 Cancer of cervix 44 Neoplasms of unspecified nature or

uncertain behavior

27 Cancer of ovary 45 Maintenance chemotherapy;

radiotherapy

28 Cancer of other female genital organs
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and ICD-10 diagnosis codes to CCS diagnosis categories, and then use Apriori
and cSPADE algorithms to identify patterns using these high-level categories.
We only focus on histories of patients who have at least one of the cancer-related
CCS diagnosis categories (Table 1).

2.1 Data Sources

We use SPARCS data and obtain histories of 21,466,868 patients from 97,849,071
discharge records during 2011–2015. Discharge records with all four kinds
of claim types (i.e. inpatient, outpatient, ambulatory surgery and emergency
department) are used to get a full history of each patient. Table 2 shows patient
characteristics of our experiment data.

Table 2. Statistics of patient characteristics for selected cancer types.

Patient characteristics Cancer

Lung

and

bronchus

Rectum

and anus

Pancreas Livera Non-

Hodgkin’s

lymphoma

Prostate Breast

Total number of patients 121,108 40,865 25,424 28,244 75,824 198,067 300,929

Age <65 43,002 21,696 9,858 14,990 38,366 54,760 152,393

65–74 38,120 9,492 7,333 7,304 17,513 64,154 69,886

75–85 30,336 6,865 5,821 4,636 14,105 55,660 51,501

>85 9,650 2,812 2,412 1,314 5,840 23,493 27,149

Sex Male 58,320 20,818 12,694 17,348 39,102 198,067 3,919

Female 62,785 20,043 12,729 10,896 36,719 0 297,004

Unknown 3 4 1 0 3 0 6

Race White 88,718 27,342 17,107 16,224 54,247 133,541 207,660

Black or African

American

12,490 5,022 3,369 3,979 6,948 31,120 34,221

Native American or

Alaskan Native

237 110 40 77 153 416 606

Asian 3,713 1,428 800 2,062 1,647 3,000 8,483

Native Hawaiian or

Other Pacific Islander

224 64 35 50 101 375 532

Other Race 13,934 6,212 3,710 5,446 11,358 26,512 43,372

Unknown 1,792 687 363 406 1,370 3,103 6,055

Ethnicity Spanish/Hispanic

Origin

7,160 3,541 1,960 3,270 6,014 14,285 22,183

Not of

Spanish/Hispanic

Origin

108,808 35,437 22,467 23,879 66,534 175,028 264,771

Unknown 5,140 1,887 997 1,095 3,276 8,754 13,975
a Liver includes intrahepatic bile duct.

There are 25 data elements used to record ICD diagnosis codes of each hospi-
tal visit in SPARCS. The first diagnosis code is the primary diagnosis code that
represents a main reason for a patient’s hospital visit, the rest are secondary
diagnosis codes that represent conditions coexist during that hospital visit. All
ICD-9 and ICD-10 diagnosis codes are converted to their corresponding single-
level CCS diagnosis categories, i.e. primary diagnosis categories and secondary



Association Rule Learning and Frequent Sequence Mining 125

{Other aftercare (257), Pulmonary heart disease (103)}

{Fracture of upper limb (229), Spondylosis; intervertebral disc disorders; other back
problems (205), Diabetes mellitus without complication (49), Essential hypertension
(98), Superficial injury; contusion (239), Other upper respiratory infections(126),
Other and ill-defined heart disease (104)}

{Pneumonia (122), Deficiency and other anemia (59), Thyroid disorders (48),
Diabetes mellitus without complication (49), Cancer of bronchus; lung (19), Fluid
and electrolyte disorders (55), Osteoporosis (206), Secondary malignancies (42),
Congestive heart failure; nonhypertensive (108), Other lower respiratory disease
(133), Essential hypertension (98), Residual codes; unclassified (259), Chronic
obstructive pulmonary disease and bronchiectasis (127), Esophageal disorders
(138), Cardiac dysrhythmias (106), Phlebitis; thrombophlebitis and
thromboembolism (118)}

{Cardiac dysrhythmias (106), Pulmonary heart disease (103), Pneumonia (122),
Other aftercare (257)}

{Fever of unknown origin (246), Cancer of pancreas (17), Cancer of
bronchus; lung (19), Essential hypertension (98), Cardiac dysrhythmias (106)}

{Deficiency and other anemia (59)}

{Other injuries and conditions due to external causes (244), Immunizations and
screening for infectious disease (10), Superficial injury; contusion (239), Open
wounds of head; neck; and trunk (235), Open wounds of extremities (236)}

{Cancer of bronchus; lung (19), Aortic; peripheral; and visceral artery
aneurysms (115)}

{Cancer of bronchus; lung (19)}

{Cancer of bronchus; lung (19), Other lower respiratory disease (133)}
Admission Date: 07/19/2013

Admission Date: 08/02/2013

Admission Date: 09/16/2013

Admission Date: 09/24/2013

Admission Date: 01/28/2014

Admission Date: 01/21/2014

Admission Date: 01/17/2014

Admission Date: 01/14/2014

Admission Date: 12/17/2013

Admission Date: 12/13/2013

Fig. 1. Diagnoses sequence of a patient with lung and bronchus cancer.

diagnosis categories. These high-level diagnosis categories are used to represent
disease diagnoses to reduce dimensionality in data mining. We study patients
with cancer diagnosis categories only. For each cancer category, patients who-
ever have at least one discharge record containing the cancer-related diagnosis
information are selected into the cohort. There are 1,565,237 cancer patients and
18,208,830 history discharge records used in this study. Each patient’s discharge
records are grouped together using an encrypted unique patient identifier in
SPARCS. Due to the length limit of this paper, we select seven types of cancers
with high incident rates, which are consistent with the statistics by American
Cancer Society [25], to present our results.

For each patient, discharge records are ordered by admission dates such that
all CCS diagnosis categories on the same admission date form an element, and
all elements are ordered to constitute a sequence (Fig. 1). Discharge records
contain AIDS/HIV or abortion diagnoses are deleted from our experiment data
because the admission dates are redacted and we cannot decide their positions in
a sequence. An example of diagnoses sequence of a patient in cohort with lung
and bronchus cancer is shown in Fig. 1. CCS diagnosis category descriptions
reported on the same admission date are listed in brackets and form an element.
The corresponding CCS category labels are marked in the parentheses follow-
ing the descriptions. Admission dates are marked on top of each corresponding
element. The primary diagnosis category of each element is underlined. CCS
category that represents the targeted cancer (i.e., lung and bronchus cancer) is
highlighted in bold.

2.2 Apriori Algorithm: Identifying Disease Co-occurrence Patterns

Association rule learning is a rule-based machine learning approach and is usu-
ally used to identify co-occurrences or temporal patterns between diseases in
clinical domain [4]. In this study, we adopt Apriori algorithm [26] to identify
disease co-occurrence patterns among each cohort. Only elements with targeted
cancer CCS diagnosis categories are selected, and both primary and secondary
diagnosis categories are used in our experiment. For instance, for the sequence
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illustrated in Fig. 1, elements where the targeted cancer CCS diagnosis categories
are highlighted in bold are used.

Apriori algorithm discovers frequent disease co-occurrences by comparing
their supports with a user-specified minimum support threshold. In Fig. 1, for
example, if the support of pattern “{Cancer of bronchus; lung (19), Other lower
respiratory disease (133)}” is 15%, it means that 15% of the elements in this
cohort have this disease co-occurrence pattern. If the minimum support threshold
is greater than 15%, this pattern will not be identified. However, if the minimum
support threshold is set smaller than 15%, the pattern will be detected.

2.3 cSPADE Algorithm: Discovering Frequent Sequence Patterns

Because ICD diagnosis codes are the only data elements available in SPARCS
that contain patient-level disease information, we can use frequent sequence
mining [27] technique to find frequent disease sequence patterns among differ-
ent cohorts. Since diagnosis codes are strictly ordered in sequences, the results
might reveal disease progression. We use cSPADE algorithm [27] to discover fre-
quent disease sequence patterns in different cohorts. We experiment on complete
patient sequences with two settings: one is using only primary diagnosis cate-
gories, the other one is using both primary and secondary diagnosis categories.
Figure 1 is an example of a complete patient sequence consists of both primary
and secondary diagnosis categories. The length of a sequence pattern is the total
number of elements in this sequence. There are 10 elements in the sequence in
Fig. 1, thus it is a length-10 sequence.

cSPADE algorithm also works by comparing the support of a sequence pat-
tern with the minimum support threshold. Multiple occurrences of a pattern in
the same sequence is counted only once. For example, length-2 sequence pat-
tern “{Cancer of bronchus; lung (19), Other lower respiratory disease (133)} →
{Cardiac dysrhythmias (106)}” appears twice in Fig. 1, but this pattern will be
counted only once in this sequence when calculating the support of this pattern.
If the support of this sequence pattern is 15%, it means that the fraction of
sequences containing this pattern in the targeted cohort is 15%. If the mini-
mum support threshold is smaller than 15%, this sequence pattern is selected;
otherwise the pattern is pruned in the searching results.

3 Results

We present the top five frequent disease co-occurrence and sequence patterns
ranked by their supports in each cohort. Some meaningless results, such as pat-
terns containing identical diagnosis categories, CCS diagnosis categories that
represent unspecific disease groups or serve administrative purposes, patterns
with length one and patterns irrelevant to targeted cancers, are filtered out when
refining experiment results. We choose to present length-2 disease sequences in
our experiment results, because longer disease sequence patterns obtained in our
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experiments usually contain repeated diagnosis categories that represent follow-
up visits rather than disease progression.

Frequent disease co-occurrence patterns are presented in Table 3, and the
results are generated using both primary and secondary diagnosis categories.
Table 4 presents frequent disease sequence patterns discovered using only pri-
mary diagnosis categories. Table 5 demonstrates frequent disease sequence pat-
terns identified using both primary and secondary diagnosis categories.

4 Discussion

4.1 Common CCS Categories in Different Cohorts

We can learn from Tables 3 and 5 that essential hypertension is the most fre-
quent CCS diagnosis category among all results of either frequent disease co-
occurrence or sequence patterns. However, essential hypertension appears in
only three sequences in Table 4. This might because of the difference between pri-
mary diagnosis codes and secondary diagnosis codes in SPARCS data. Results in
Tables 3 and 5 are generated using both primary and secondary diagnosis cat-
egories, but patterns in Table 4 are discovered using primary diagnosis cate-
gories only. Since primary diagnosis codes usually represent one major reason
for a hospital visit and secondary diagnosis codes imply conditions that coex-
ist during this visit, a combination of primary and secondary diagnosis codes
usually contain richer diagnosis information. Perhaps cancers are more likely to
be diagnosed with in the elderly and essential hypertension tend to be popular
among old people, thus patients with cancer diagnoses could usually have essen-
tial hypertension. Combining primary and secondary diagnosis codes can help
us easily detect this pattern. Disorders of lipid metabolism is another diagnosis
category that is frequent in both Tables 3 and 5, while unseen in Table 4. The
underlying theory might be similar.

4.2 Disparities Between Primary and Secondary Diagnosis Codes

Tables 4 and 5 both present frequent disease sequence patterns among different
cohorts, while Table 4 shows the results produced using primary diagnosis cate-
gories only and Table 5 demonstrates results using both primary and secondary
diagnosis categories. Frequent disease sequence patterns among same cohorts in
these two tables are quite different. Disparities between Tables 4 and 5 could
imply that either primary diagnosis codes or secondary diagnosis codes may be
or may not be useful in finding potentially meaningful disease sequence patterns.
Since primary diagnosis codes usually represent the main reason of a hospital
visit, these codes are supposed to be good indicators of a patient’s condition at
admission. However, secondary diagnosis codes simply represent conditions that
coexist in the same hospital visit, they might not be able to accurately represent
a patient’s condition responsible for that hospital visit. Thus, secondary diagno-
sis codes could be less meaningful information in this study. This can be justified
by comparing results in Tables 4 and 5.
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Table 3. Frequent disease co-occurrences for selected cancers, using both primary and
secondary diagnosis categories.

Lung and bronchus cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.2496

2 Screening and history of mental health and substance abuse codes 0.2271

3 Chronic obstructive pulmonary disease and bronchiectasis 0.1948

4 Disorders of lipid metabolism 0.1595

5 Coronary atherosclerosis and other heart disease 0.1136

Rectum and anus cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.1908

2 Disorders of lipid metabolism 0.1088

3 Screening and history of mental health and substance abuse codes 0.0994

4 Deficiency and other anemia 0.0896

5 Diabetes mellitus without complication 0.0796

Pancreas cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.2216

2 Diabetes mellitus without complication 0.1456

3 Fluid and electrolyte disorders 0.1260

4 Disorders of lipid metabolism 0.1234

5 Deficiency and other anemia 0.1065

Liver and intrahepatic bile duct cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.2435

2 Hepatitis 0.2275

3 Diabetes mellitus without complication 0.1494

4 Screening and history of mental health and substance abuse codes 0.1340

5 Fluid and electrolyte disorders 0.1247

Non-Hodgkin’s lymphoma

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.1874

2 Deficiency and other anemia 0.1224

3 Disorders of lipid metabolism 0.1213

4 Screening and history of mental health and substance abuse codes 0.0910

5 Diabetes mellitus without complication 0.0835

Prostate cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.3292

2 Disorders of lipid metabolism 0.2384

3 Coronary atherosclerosis and other heart disease 0.1739

4 Disorders of lipid metabolism, Essential hypertension 0.1521

5 Screening and history of mental health and substance abuse codes 0.1392

Breast cancer

Top five frequent disease co-occurrences Support

1 Essential hypertension 0.2159

2 Disorders of lipid metabolism 0.1302

3 Disorders of lipid metabolism, Essential hypertension 0.0851

4 Diabetes mellitus without complication 0.0829

5 Screening and history of mental health and substance abuse codes 0.0792
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Table 4. Frequent sequence patterns for selected cancers, using primary diagnosis
categories only.

Lung and bronchus cancer

Top five frequent sequence patterns Support

1 {Chronic obstructive pulmonary disease and bronchiectasis}→{Lung and bronchus

cancer}
0.0700

2 {Pneumonia}→{Lung and bronchus cancer} 0.0578

3 {Lung and bronchus cancer}→{Pneumonia} 0.0567

4 {Lung and bronchus cancer}→{Chronic obstructive pulmonary disease and

bronchiectasis}
0.0524

5 {Lung and bronchus cancer}→{Septicemia} 0.0520

Rectum and anus cancer

Top five frequent sequence patterns Support

1 {Rectum and anus cancer}→{Colon cancer} 0.1323

2 {Colon cancer}→{Rectum and anus cancer} 0.1206

3 {Rectum and anus cancer}→{Complications of surgical procedures or medical care} 0.0521

4 {Gastrointestinal hemorrhage}→{Rectum and anus cancer} 0.0509

5 {Abdominal pain}→{Rectum and anus cancer} 0.0479

Pancreas cancer

Top five frequent sequence patterns Support

1 {Pancreatic disorders}→{Pancreas cancer} 0.1256

2 {Abdominal pain}→{Pancreas cancer} 0.0994

3 {Biliary tract disease}→{Pancreas cancer} 0.0914

4 {Pancreas cancer}→{Septicemia} 0.0794

5 {Pancreas cancer}→{Abdominal pain} 0.0618

Liver and intrahepatic bile duct cancer

Top five frequent sequence patterns Support

1 {Hepatitis}→{Liver and intrahepatic bile duct cancer} 0.0711

2 {Abdominal pain}→{Liver and intrahepatic bile duct cancer} 0.0688

3 {Liver and intrahepatic bile duct cancer}→{Hepatitis} 0.0586

4 {Liver and intrahepatic bile duct cancer}→{Septicemia (except in labor)} 0.0528

5 {Biliary tract disease}→{Liver and intrahepatic bile duct cancer} 0.0458

Non-Hodgkin’s lymphoma

Top five frequent sequence patterns Support

1 {Lymphadenitis}→{Non-Hodgkin’s lymphoma} 0.0458

2 {Non-Hodgkin’s lymphoma}→{Septicemia (except in labor)} 0.0458

3 {Non-Hodgkin’s lymphoma}→{Deficiency and other anemia} 0.0433

4 {Deficiency and other anemia}→{Non-Hodgkin’s lymphoma} 0.0415

5 {Non-Hodgkin’s lymphoma}→{Diseases of white blood cells} 0.0368

Prostate cancer

Top five frequent sequence patterns Support

1 {Prostate cancer}→{Genitourinary symptoms and ill-defined conditions} 0.0424

2 {Genitourinary symptoms and ill-defined conditions}→{Prostate cancer} 0.0401

3 {Essential hypertension}→{Prostate cancer} 0.0323

4 {Prostate cancer}→{Essential hypertension} 0.0292

5 {Spondylosis; intervertebral disc disorders; other back problems}→{Prostate cancer} 0.0283

Breast cancer

Top five frequent sequence patterns Support

1 {Nonmalignant breast conditions}→{Breast cancer} 0.0965

2 {Breast cancer}→{Nonmalignant breast conditions} 0.0796

3 {Spondylosis; intervertebral disc disorders; other back problems}→{Breast cancer} 0.0353

4 {Breast cancer}→{Spondylosis; intervertebral disc disorders; other back problems} 0.0331

5 {Essential hypertension}→{Breast cancer} 0.0295
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Table 5. Frequent sequence patterns for selected cancers, using both primary and
secondary diagnosis categories.

Lung and bronchus cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Lung and bronchus cancer} 0.5377

2 {Screening and history of mental health and substance abuse codes}→{Lung and

bronchus cancer}
0.5240

3 {Lung and bronchus cancer}→{Essential hypertension} 0.4508

4 {Lung and bronchus cancer}→{Screening and history of mental health and substance

abuse codes}
0.4350

5 {Disorders of lipid metabolism}→{Lung and bronchus cancer} 0.4044

Rectum and anus cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Rectum and anus cancer} 0.4338

2 {Rectum and anus cancer}→{Colon cancer} 0.4273

3 {Rectum and anus cancer}→{Essential hypertension} 0.4218

4 {Colon cancer}→{Rectum and anus cancer} 0.3863

5 {Disorders of lipid metabolism}→{Rectum and anus cancer} 0.2931

Pancreas cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Pancreas cancer} 0.5440

2 {Pancreas cancer}→{Essential hypertension} 0.4156

3 {Disorders of lipid metabolism}→{Pancreas cancer} 0.3857

4 {Essential hypertension}→{Essential hypertension, Pancreas cancer} 0.3767

5 {Fluid and electrolyte disorders}→{Pancreas cancer} 0.3718

Liver and intrahepatic bile duct cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Liver and intrahepatic bile duct cancer} 0.5116

2 {Liver and intrahepatic bile duct cancer}→{Essential hypertension} 0.4205

3 {Liver and intrahepatic bile duct cancer}→{Fluid and electrolyte disorders} 0.3510

4 {Screening and history of mental health and substance abuse codes}→{Liver and

intrahepatic bile duct cancer}
0.3439

5 {Fluid and electrolyte disorders}→{Liver and intrahepatic bile duct cancer} 0.3271

Non-Hodgkin’s lymphoma

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Non-Hodgkin’s lymphoma} 0.4237

2 {Non-Hodgkin’s lymphoma}→{Essential hypertension} 0.3911

3 {Disorders of lipid metabolism}→{Non-Hodgkin’s lymphoma} 0.3128

4 {Deficiency and other anemia}→{Non-Hodgkin’s lymphoma} 0.2925

5 {Non-Hodgkin’s lymphoma}→{Deficiency and other anemia} 0.2920

Prostate cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Prostate cancer} 0.4849

2 {Prostate cancer}→{Essential hypertension} 0.4667

3 {Disorders of lipid metabolism}→{Prostate cancer} 0.3707

4 {Prostate cancer}→{Disorders of lipid metabolism} 0.3654

5 {Genitourinary symptoms and ill-defined conditions}→{Prostate cancer} 0.2156

Breast cancer

Top five frequent sequence patterns Support

1 {Essential hypertension}→{Breast cancer} 0.3958

2 {Breast cancer}→{Essential hypertension} 0.3887

3 {Disorders of lipid metabolism}→{Breast cancer} 0.2804

4 {Breast cancer}→{Disorders of lipid metabolism} 0.2779

5 {Nonmalignant breast conditions}→{Breast cancer} 0.2177
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For patients with lung and bronchus cancer in Table 4, the most frequent
sequences mainly consist of respiratory system diseases, such as pneumonia and
chronic obstructive pulmonary disease and bronchiectasis. But there is no respi-
ratory system disease in the top five frequent disease sequence patterns among
the same patient cohort in Table 5. Another typical cohort is patients with liver
and intrahepatic bile duct cancer. We can learn from Table 4 that patients in
this cohort sometimes expose themselves to hepatitis or biliary tract disease.
However, such patterns are not available in Table 5. Also for patients with Non-
Hodgkin’s lymphoma, frequent sequence patterns shown in Tables 4 and 5 are
quite different. Only results in Table 4 capture the existence of lymphadenitis and
disease of white blood cells. Also, the most frequent disease sequence patterns
among this cohort in Table 4 all consist of immune system diseases.

4.3 Frequent Disease Co-occurrence Patterns Versus Frequent
Disease Sequence Patterns

One major difference between disease sequence and co-occurrence patterns is
that the orders of diagnoses are taken into consideration in a disease sequence,
while disease co-occurrences simply represent different diagnoses that occur
simultaneously. Disease sequence pattern can therefore be a potential indica-
tor of disease progression. Since the order of two different diagnosis categories
is the major factor to consider when tracking disease progression, we retain a
frequent disease sequence pattern in the results, if its elements are reversed in
another top frequent disease sequence pattern.

For instance, sequence patterns “{Rectum and anus cancer} → {Colon can-
cer}” and “{Colon cancer} → {Rectum and anus cancer}” are both kept in
Table 4. The former has support 0.1323, which is slightly greater than the latter
(0.1206). Perhaps it is because that rectum and anus cancer are more likely to
develop into colon cancer, but fewer patients suffer from colon cancer can even-
tually have rectum and anus cancer. There could be causal relationships between
the two diseases, or perhaps it is simply a result of the different mechanisms of
these two types of cancers.

Another typical pattern is in disease sequences containing essential hyper-
tension. In Table 5, for example, sequence pattern “{Essential hypertension}
→ {Pancreas cancer}” has support 0.5440, which is higher than the reversed
sequence “{Pancreas cancer} → {Essential hypertension}” with support 0.4156.
It is evident that all the sequences where essential hypertension is at the first
position have higher supports than their reversed sequences. It is an interesting
phenomenon that perhaps imply the progression of pancreas cancer. However, we
cannot obtain any information on disease progression from disease co-occurrence
patterns. For example, Table 3 shows that pattern “{Pancreas cancer, Essential
hypertension}” is with the highest support among patients with pancreas cancer.
It simply suggests that these two diagnoses co-occur frequently, but no informa-
tion on the order in which they occur is available.
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4.4 Validation of Results

Many public health studies use data from only one or a few hospitals collected
in a short period of time [3,4,10]. However, SPARCS has been collecting more
representative and comprehensive data for over 35 years, as all Article 28 facilities
(i.e. hospitals, nursing homes, and diagnostic treatment centers) certified for
inpatient care and all facilities providing ambulatory surgery services in New
York State are required to submit inpatient or outpatient data to SPARCS [13].
We therefore have a large-scale dataset with longer patient histories that could
help generate potentially meaningful results.

For disease co-occurrences (Table 3), patients with lung and bronchus cancer
usually have chronic obstructive pulmonary disease and bronchiectasis observed
at the same time. Since these two diseases are both respiratory system diseases,
they are reasonably correlated with each other. The same applies for patients
with pancreas cancer. Patients in this cohort have a risk of suffering from dia-
betes, as pancreas cancer and diabetes are clinically correlated [28]. Moreover,
patients with liver and intrahepatic bile duct cancer also have chance to be
diagnosed with hepatitis at the same time, because these two diseases are also
associated with each other [28].

As for disease sequences (Table 4), many patients have pancreatic disorders
(not diabetes) or biliary tract disease before being diagnosed with pancreas
cancer. This might be a typical disease progression pattern in clinical studies
and could help domain experts to identify pancreas cancer in the early stages.
Another representative result is about Non-Hodgkin’s lymphoma, because the
result sequences usually consist of immune system diseases. The top sequence
patterns suggest that lymphadenitis is likely to happen before Non-Hodgkin’s
lymphoma and disease of white blood cells is usually diagnosed after Non-
Hodgkin’s lymphoma.

Although secondary diagnosis codes could be redundant information on
patient conditions, they are also able to produce some potentially interesting
and meaningful patterns on disease progression when combined with primary
diagnosis codes. For example, prostate cancer is more likely to be diagnosed after
genitourinary symptoms and ill-defined conditions are identified, and breast can-
cer usually happens after nonmalignant breast conditions (Table 5). Since these
two patterns have comparatively higher supports than other sequence patterns
in the same cohorts, they could be typical patterns in clinical studies.

5 Conclusion

We employ association rule learning (Apriori algorithm) and frequent sequence
mining (cSPADE algorithm) to identify frequent disease co-occurrence and
sequence patterns among cancer patients using SPARCS data. Different types
of diagnosis codes are utilized in our experiments. Seven cohorts where cancers
are with high incident rates are selected to present the results. Our results sug-
gest that the methods adopted can generate potentially interesting and clinically
meaningful disease co-occurrence and sequence patterns. These patterns might
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be able to imply comorbidities and disease progression. However, due to the lim-
itation of information that diagnosis codes can convey in SPARCS, our results
contain some redundant or less meaningful patterns irrelevant to the targeted
cancers. Since SPARCS is designed to serve administrative purpose to moni-
tor and improve qualities of hospital services and data reporting, we believe
our study could not only help to improve healthcare qualities provided to serve
cancer patients, but also throw light upon researches using diagnosis codes in
SPARCS.

Since high-level diagnosis categories contain richer but less specific diagnoses
information than diagnosis codes, we can use low-level ICD-9 and ICD-10 diag-
nosis codes in our future researches to see if more specific and useful patterns
can be extracted. We can also experiment on a cohort with one certain disease to
narrow down the scope of our study and gain a deeper insight into that specific
cohort.
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Abstract. With the increasing popularity of Electronic Health Records (EHRs),
there arises a need to understand its importance in terms of clinical contexts for a
standard based health application. Standards for semantic interoperability pro-
pose the use of archetypes for building a health application. A usual practice
followed for storing of EHRs is through graphical user interfaces. Generally,
user interface is static corresponding to the underlying medical concept, often
made manually and are prone to errors. However, evolution in knowledge
demands for dynamically generated user interfaces to reduce time, minimize
cost and enhance reliability. Current research implements mobile app for stan-
dardized Electronic Health Records Database termed as HEALTHSURANCE.
The application maintains its dynamic behavior through creation of graphical
user interfaces at runtime by gaining knowledge from the artefacts (known as
archetypes) available from standard clinical repositories (such as Clinical
Knowledge Manager). This provides easy and hassle-free user operability
without any need of mobile developer. A standardized format and content helps
to uplift the credibility of data and maintains a uniform and specific set of
constraints used to evaluate the user’s health. A generic centralized database is
chosen for data storage to support evolution in clinical knowledge and to handle
heterogeneity of EHRs data. Implementing mobile app based on archetype
paradigm avoids reimplementation of systems, migrating databases and allows
the creation of future-proof systems.

Keywords: Electronic health records databases � Standardization � Mobile
application � User interface � Clinical information system

1 Introduction

In healthcare domain huge amount of patients data needs to be stored. Electronic
Health Records (EHRs) [1] has the capacity for greater electronic exchange since the
patient can electronically share his data with any other desired party through the use of
mobile healthcare application. With the advancement in technology EHRs based on
mobile devices are getting popular day by day. A study revealed that users accessing
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EHRs system using tablets and smart phones expressed higher level of overall satis-
faction [16]. Thus, mobile healthcare application provides benefits in terms of faster
data analyses, reliability, safety and efficacy. It also provides an interaction between
patient and doctor electronically.

1.1 Electronic Health Records Standards for Semantic Interoperability

Since digitalization of EHRs is getting popular and significant in many countries, several
EHRs standard has been proposed including OpenEHR [21], ISO EN 13606 [4]. Both
OpenEHR and ISO EN 13606 follows dual model architecture which constitutes two
layers, i.e., the Reference Model (RM) and the Archetype Model (AM) [6]. RM defines
the set of entities that form the generic building blocks of the EHRs. Clinical information
is defined at this level. On the other hand, archetypes (deliverable of AM) define clinical
concepts in the form of structured and constrained combinations of the entities contained
in the reference model [6]. Archetypes are defined by Archetype Definition Language
(ADL) [7].

1.2 Archetype Definition Language

Archetype Definition Language (ADL) is the formal language for expressing arche-
types [7]. ADL makes use of various blocks for defining different aspects of an
archetype such as Constraint form of ADL (cADL), Data Definition form of ADL
(dADL) and First Order Predicate Logic (FOPL) as shown in Fig. 1. The formalism of

Fig. 1. Syntax of ADL
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templates is presented by using dADL. The cADL is used to express the archetype
definition, while the dADL is used to express data which appears in the language,
description, ontology, and revision_history sections of an ADL archetype. The various
keywords in ADL are - archetype, specialise/specialize, concept, language, description,
definition, invariant, and ontology. The top-level structure of an ADL is shown in
Fig. 1. An example of code snippet of ADL is shown in Fig. 2.

Converting the archetypes into user interface requires an ADL parser that can
convert archetypes into a compatible language that the device is meant for (e.g., xml for
android based mobile app [11] and xhtml for java based desktop application). How-
ever, the same program cannot do similar things on both devices (mobile and desktop)
for factors such as processing speed, memory, and screen size. Moreover, mobile
outputs display on a different activity rather than on a browser. Current research
implements generation of graphical user interfaces (GUIs) from archetypes for mobile
devices.

1.3 Need for Generation of Dynamic Interfaces

The semantics of data is better understood by viewing the data in the context of the user
interface. Generally, software artifacts are often made manually (and are prone to

Fig. 2. Code snippet of ADL file
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errors). However, any future evolution in the medical knowledge requires changes in
the existing Graphical User Interface (GUI). Thus, this research aims to generate GUIs
dynamically. One GUI corresponding to one archetype is generated dynamically. Any
update in medical knowledge is reflected in terms of versioning of archetypes. User can
select an archetype of choice to build GUI dynamically. This reduces the burden from
application builder and thus, the overall maintenance cost.

1.4 User Interfaces for Desktop and Mobile Application

The desktop is better in many ways like processor speed, screen size as presented in
Table 1. Still, there are factors that make a mobile device stand apart, such as powerful
sensors (that can detect location, movement, acceleration, orientation, proximity, and
environmental conditions) and portability. Table 1 shows the comparison of desktop
versus mobile application considering user interface generation. Statistics shows that in
2016, 62.9% of the population worldwide already owned a mobile device [15], out of
which more than 49% are android users. So to increase the reachability of our mobile
application, we chose android operating system as platform to build our application.

Table 1 focuses on how the development of user interface in desktop and mobile
differs with each other in context to parameters such as screen size, font visibility,
processor speed.

As the screen size decreases, the need to zoom in contents increases. Small screen
size of handheld portable devices makes data entry a difficult task. Due to smaller
screens, the text size appears very small that can lead to commit mistake in filling up
the data. When it comes to generating interfaces dynamically, what matters is how
much time is required for its generation. The faster the processor, the less will be the
time taken. As mobile devices have generally low processor than desktops, the time
taken in mobile is usually higher.

Table 1. Comparison of desktop versus mobile application.

Parameters Desktop application Mobile application

Screen size Due to larger screen size, user can
see most of the contents on a single
page

Due to smaller screen size, user
has to scroll up and down to see
the contents

Font visibility Fonts are clearly visible due to big
screen size

Font visibility is not good due to
small screen size

Processor speed Interfaces can be generated fast
due to high processing speed

Mobile have less processing speed
due to cost and battery life so
interface generation sometimes
have lags

Requirement
for dynamic
generation

Xhtml is used to generate dynamic
interfaces

Required data is extracted from
xhtml to generate dynamic
interfaces

Output Output is shown in a web browser Output is shown as a separate
activity within application
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The rest of the paper is organized as follows. Section 2 elucidates about the
challenges faced during developing of application. Section 3 throws light on state of
the art. Section 4 describes the detailed working of our application. Section 5 presents
results achieved. Section 6 finally concludes current work and highlights future work.

2 Current Challenges

Considering the need of a standard based mobile application for health domain, the
current research pioneers in implementing an android based application named as
Healthsurance. The following challenges are encountered during creation of mobile
application.

• Dynamic Creation of GUI in Mobile - To create android based dynamic inter-
faces, archetypes written in ADL are required as input. However, the constraint
based templates (archetypes) are not supported in android that acts as a hindrance in
generating dynamic m-forms.

• Persistence of data - Different GUI corresponds to different attributes of data to be
persisted in database. Further, any changes in archetypes (new version) demands
changes in existing database schema. Thus, a generic schema is required to support
dynamic behavior of application.

• Offline Connectivity - The data that users fill in dynamic forms have to be stored in
a standardized database located on a central web server with the help of an internet
so that it is accessible to users irrespective of their location. The application must be
capable to store essential data of users in offline mode and send offline stored data to
central web server on regaining internet connection.

• Enhancing usability - For an application to be user friendly and appealing to users,
it is necessary for a mobile application to have good transitions, color scheme and
easy to use.

3 State-of-the-Art

Healthcare is domain of concern that can take a huge toll on lives of people. In todays’
era everything is going digital and is available with us all time through mobile devices.
Growing use of mobile application motivates the shift of storing health data from
hospitals to local mobile devices. Usability of any application is directly affected from
its user friendliness. Existing researches [2, 17–19] highlight the importance of
usability for mobile applications. Current research also aims to provide high usability to
a healthcare application on android based mobile devices.

Opereffa (openEHR Reference Framework and Application) [40] provides its func-
tionality as an open source desktop based clinical application. Application proposed in
current research is motivated from Opereffa and aims to improve its scope by providing
functionality such as dynamic linkage to archetype repository, generation of dynamic
m-forms corresponding to archetypes, and mobile based app to enhance usability.
Opereffa is built on existing Java Reference Implementation, and aims to provide a
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workbench to have common ground for discussion to both technical and clinical com-
munities. It provides Archetype-Template-GUI support (to avoid hard coding every time
we have to develop a new form for a new disease). It has many archetypes to select which
allows ad-hoc documentation. It is based on Java Server Faces (JSF) [10] for more user
interface (UI) orientation [3]. For persistence, it makes use of Hibernate, a well-known
java object relational mapping tool and PostgreSQL [12].

Figure 3 shows the process of generation of dynamic forms in the desktop version.
A file with .adl extension is given as an input to the ADL parser, which in turn gives a
parsing tree and this parsing tree is converted to XHTML using wrapper class DOJO
(JSF). Now with the help of XHTML, dynamic forms can easily be generated for
desktop.

Authors’ previous research highlights enhancing access to standardized clinical
application for mobile interfaces [2]. It proposes MOpereffa for mobile devices. The
use of MOpereffa for mobile devices is highlighted in [5]. In current research the
authors implement an application based on interactive user interfaces for mobile
device. For this purpose, our study considers Android, which is an open source
technology and have a very strong java support in a way that it is platform independent.
Thus, an android application does not need to be compiled every time for a new device.
We aim to test our mobile application for various basic functionalities such as clerking,
history, examinations, investigations, body weight, and assessment based on various
archetypes.

A standard based healthcare application named AsthmaCheck [20] has been
developed to store asthma related data in a generic storage. However, the application is
desktop based that limits its adaptability. Moreover, AsthmaCheck stores data related
to asthma only. Current application provides support for any medical concept provided
an archetype is available.

Patrick et al. [24] highlighted the need of archetype based system. 10–20 basic
archetypes are sufficient to build the core of the clinical information system [21–23]. To
build a primary care electronic health record, approximate 100 archetypes are enough
[22, 23]. Thus, authors adopt archetypes for building mobile application that persist
EHRs data.

A widely adopted persistence approach is Object Relational Mapping (ORM) that
creates one table in relational model corresponding to one class in object. However,
adoption of ORM approach for archetype based system leads to multiple JOINS due to
presence of a deep hierarchy [31]. Frade et al. [32] presents a survey that concludes that
most of the existing clinical information systems (CIS) are built using relational

Fig. 3. Dynamic generation in desktop version
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database management system (RDBMS). It has been concluded that the impedance
mismatch between the logically tree-structured archetype-based EHR and the relational
model is handled in RDBMS for implementation of CIS. Wang et al. [33] proposed a
new archetype relational mapping (ARM) approach that creates one relational table for
each archetype. However, evolution in knowledge requires rebuilding of application.
Thus, current research focuses on a generic schema. Need of a generic schema for
storing standardized EHRs is highlighted in [25, 26] to support dynamic behavior of
clinical application without making any modification to the database schema. Thus,
current research adopts an extension of generic schema Entity Attribute Value
(EAV) model known as Node+Path persistence [34] (in openEHR standard) for the
purpose of data storage. EAV has been adopted for storing EHRs in many projects
[27–30, 38]. However, they all provide desktop support. Current application exploits
usage of EAV storage in mobile environment.

4 Architecture of Mobile App for Standardized EHRs
Database

Current study aims to provide an interactive GUI for mobile devices. Developed
clinical mobile application integrates various aspects of clinical recording process, such
as clerking, history, examinations, investigations, and assessment. This section presents
the architecture and detailed working of proposed standard based mobile clinical
application.

4.1 Architecture Diagram

Figure 4 shows the architecture diagram depicting the complete functioning of our
android dynamic application. It comprises of various components as listed below.

• Web Server - It contains all relevant archetypes in a repository and a database.
• Archetype Repository - It contains all the existing archetypes and new archetypes

that can be uploaded.
• Database - A generic database to store data of EHRs when filled through mobile

user interface and submitted.
• ADL parser - It is used to parse archetypes.
• Dynamic generator - It is used to create dynamic interfaces/MForms.
• Mobile Device - The device with android operating system used to display

MForms.

The entire process can be summed as follows:-
The application requires archetypes to be saved on the local storage of the mobile

device. These files are downloaded from the archetype repository situated in the
central web server. If any new archetype is added in the archetype repository or if
some or all the archetypes are missing from the device’s memory, the application
auto-detects and downloads it into the device’s memory to carry on the process. The
archetypes in the storage can be browsed and selected in order to parse via adl parser
and the dynamic generator creates an interface designed specifically for the android
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devices corresponding to that archetype. The user then needs to fill the form. The data
filled is saved as standardized EHRs database (in MySQL database) on an online web
server, if there is internet connectivity. The detailed working of the proposed mobile
application is described in next section.

4.2 Detailed Working of Android Based Mobile Application

Figure 5 shows comprehensive details of the working of mobile app ‘Healthsurance’. It
consists of three phases, i.e., handling frequent schema evolution, automatic generation
of M-forms and generic persistence of EHRs database.

4.2.1 Phase 1 (Handling Frequent Schema Evolution)
Frequent schema evolution has been handled through archetypes. It has been imple-
mented via auto-detection and auto expansion of ADL files. The onset of this phase
deals with downloading archetypes from an online archetype repository such as
Clinical Knowledge Manager (CKM) [14] and is stored in the local storage of device.
Due to the dynamic nature of healthcare domain, whenever new knowledge is evolved,
a new archetype corresponding to a clinical concept needs to be appended to the
existing application. Thus, the application handles schema evolution.

For that an auto-detector in our app helps to automatically detect newly added .adl
file in repository with the help of “Refresh” functionality. The auto-expander helps to
expand the usage of the newly added .adl file by adding them in our app menu under
the sub menu “Recent New Files”. It has been implemented through the android
functionality of “Navigation Drawer”. Thus, newly added file can be accessed to
generate dynamic interfaces corresponding to each new ADL file. The archetype is then
parsed with the help of ADL parser [36] to obtain an Archetype Object Model
(AOM) [37] as shown in Fig. 6. AOM defines an archetype in form of an object
oriented structure. The AOM is then used by Mapper and GUI Generator. The Mapper
and GUI generator consists of set of java classes called wrappers that encapsulate
function of the framework. These classes use libraries [39] provided by openEHR on

Fig. 4. Architecture diagram
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existing Java reference implementation such as adl-parser.jar, adl-serializer.jar and
openehr-aom.jar to provide GUI generation functionality. Finally, after mapping and
adding GUI components such as text boxes and list boxes corresponding to clinical
concepts, .xhtml file is generated as the final output.

4.2.2 Phase 2 (Automatic Generation of M-Forms)
In our study, we aim to provide an interactive user interface for mobile devices. For this
purpose, our study considers Android, which is an open source technology and have a
very strong java support.

This phase considers .xhtml file generated in first phase as input. The .xhtml file
contains useful information about data types required for input fields that have to be

Fig. 5. Detailed working of application

Fig. 6. Conversion of archetype (adl file) to archetype object model
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included in M-form. The information is extracted from the .xhtml file and form is
generated with the help of interpreted data types as shown in the Table 2.

Table 2 shows sample data types that are used in generation of dynamic interfaces.
These data types are most commonly used in archetypes. So, we chose to consider
these data types for implementation of proposed application. Asterisk (*) in computer
field means “all”, So we interpret DV_TEXT (*) as input text value. Thus, any type of
data can be entered (for example: 0–9, a–z, A–Z, @, #, $, % etc.). Also Boolean is
defined as a variable with two values i.e. 0 and 1. So DV_BOOLEAN is interpreted as
data type with two values YES or NO. Similarly C_DV_QUANTITY is being inter-
preted as a number picker from where a number can be selected within a range.
Similarly DV_TEXT {values{value1}} is being interpreted as a menu with limited
values to choose from. DV_Proportion is being interpreted as Edit Text in android and
is used for precision of decimal point numbers. DV_Multimedia is being interpreted as
a web view in android where a URL can be used to render respective multimedia
content. Corresponding to new data type in an archetype, a new java class is incor-
porated in the mobile application. It is with the help of these java classes an archetype
after getting parsed from ADL parser generates user interface to fill up the data.

After extracting and interpretation of the data types, the designing and placing of
elements takes place that helps to generate m-form. Figure 7 shows generation of
M-form from the ‘Sample.xhtml’ file. With the help of Table 2 one can interpret the
data types and attributes of clinical concepts specified in Fig. 7 (in bold and underlined)
to corresponding types that is understandable to application as well as application
programmer. With the help of M-form user can fill in details which in turn will be
stored in the database.

4.2.3 Phase 3 (Generic Persistence of EHRs Database)
EHRs system requires records of patient to be stored in a centralized database to
increase the reachability and to enable communication between users. A user can
access his/her records or can give access of records to other user around the globe. To
enable rapid storing, retrieving and analyzing of records we have used MySQL as a
centralized DBMS which is hosted on the web server to provide real time access to
records. MySQL is easy to use and understand. It provides support for ACID properties
[8] (i.e. Atomicity, Consistency, Isolation and Durability).

Table 2. Sample interpretation of data types.

Data types in ADL Data types in XHTML Interpreted data type

DV_TEXT{*} inputText value Edit Text
DV_BOOLEAN selectBooleanCheckbox Radio Group with 2 Radio Buttons
C_DV_QUANTITY InputText id A number picker widget where we can

select a number from a range
DV_TEXT{values
{value1,value2..}}

SelectOneMenu Drop down menu with different choices
to select

DV_PROPORTION inputText value Edit Text
DV_MUTIMEDIA link value Web View for multimedia url

Healthsurance – Mobile App for Standardized Electronic Health Records Database 145

www.ebook3000.com

http://www.ebook3000.org


The openEHR specifications aim at accommodating new requirements primarily at
the AM (archetype and template) level without the need to change the RM and its
associated storage mechanism, thus requiring fewer changes in the application code and
persistence mechanism [35]. A generic database schema is required to capture existing
and future data requirements. Hence the current research adopts an extended version of
Entity Attribute Value (EAV) model. The generic schema of the database is being
inspired from EAV model. The approach is referred as node+path persistence.

The process of storing data to centralized data repository requires an active internet
connection. However, in absence of internet connectivity, the user response is stored in
the local storage of the device within the application. Data present in the local memory
of the device can be transferred to the centralized server on regaining internet
connectivity.

5 Results

The Sect. 5.1 depicts usability analysis of desktop and mobile application. Section 5.2
shows the screenshots of the Android application. Section 5.3 illustrates different kinds
of challenges and their prepared solutions during development of application.

Sample.xhtml                         M-Form

Fig. 7. XHTML to dynamic M-form
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5.1 Usability Analysis of Desktop vs. Mobile Application

Table 3 describes the usability of an application on various parameters, such as data
entry, location, storage, and number of users. Some parameters are advantageous in
mobile while some have an edge in desktop devices. As depicted in Table 3, in case of
mobile devices the most important utility is location. User can access information and
fill up the form anywhere with active Internet connection. Unlike existing desktop
application (Opereffa), user can add new archetypes with help of refresh functionality
that automatically adds it in the navigation drawer/menu of android application. On the
other hand, desktop is advantageous to enter data due to big screen size and availability
of dedicated keyboard (as hardware). Moreover, desktop provide more storage capacity
for storing data offline.

5.2 Screenshots of the Standard Based Android Mobile Application

The screenshot of implementation of phase 1 is shown by Fig. 8. It is showing the
navigation drawer or menu having links to already downloaded archetypes, such as
clerking, history and examinations. On hitting the refresh button given in the naviga-
tion drawer, the application auto detects any newly added archetype in the repository
on an online server. If any new archetype is found, application downloads the newly
discovered archetype in the device and the layout of the navigation drawer gets
changed by adding new adl files under the submenu “Recent NEW FILES” of the
navigation drawer.

The screenshot of implementation of phase 2 is shown by Fig. 9. It is showing the
dynamic form available to the user after clicking on the archetypes’ link from the
menu. The data provided by user through forms is stored in a generic database using an
active internet connection. The screenshots of implementation of phase 3 are shown by

Table 3. Usability analysis of desktop vs. mobile application

Basis Desktop application Android application

Data entry Easier task with a big physical
keyboard

Sometimes difficult due to virtual
keyboard which is very small in size

Storage Have high storage capacity. So,
large sets of data can be saved
locally

Have less storage capacity as compared to
desktop. So, most of the data have to be
stored on web server

Location Users have to sit at a particular
location to use application on
desktop

Users can use mobile while travelling or
walking around

Zooming Required occasionally Required very frequently
Addition
of
Archetypes

User has to add archetypes
manually and then run the
application

User can add archetype at runtime of the
application

Users Single Multiple
Other
Utilities

User can update the records
stored in database

Apart from updating, user can delete the
records, can book appointments as well as
can get reminders
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Figs. 10 and 11. With every form submitted, a card view is generated. A card view [11]
is a widget in android and it can be displayed on all the platforms of android. The card
view in our app shows the name of archetype chosen to create form, status of the form,
date and time of submission and a menu comprising of other functions.

A card view corresponding to one form with status “sent” as highlighted and shown
in Fig. 10 represents data is successfully stored on an online centralized database
server. A card view with status “Not sent” as highlighted and shown in Fig. 11 rep-
resents that the data is saved in local storage within application due to no internet
connection. “Not Sent” status is updated to “Sent” on tapping ‘retry to send’ option of
the card view and the data gets stored on the online server.

5.3 Challenges and Proposed Solution

The development of the standard based android applications involves many problems
that need to be handled to ensure proper working of application. The major problem
was the identification of the data types in order to create input fields in the dynamic
M-forms. Without the input fields a form is useless. Also the application requires
internet to store and retrieve data from database and download necessary files. So, there
was a need to have internet access and storage access permissions for the application on
android which was done by adding the permissions in manifest file of application.

Fig. 8. Navigation drawer with refresh function-
ality and newly added archetypes and already
downloaded archetypes

Fig. 9. Interface of the dynamic form
generated
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A suitable database was required in order to save the data online. Hence, MySQL
database has been chosen on web server provided by free web hosting service. In
addition, there has been a need to save the data temporarily if the internet connectivity
is lost. Thus, the data is saved in SQLite database of the device’s local storage of the
healthcare application, which creates a card view with a retry button as well. On hitting
retry button, the data will get saved on the online server. Table 4 below summarizes the
challenges and the proposed solutions in the current research.

Fig. 10. Generation of Card views when the
form is filled and submitted

Fig. 11. Card view showing ‘not sent‘status
along with various options on it

Table 4. Challenges and proposed solutions

S.No Parameter Challenge Proposed solution

1. Data types
differentiation

Identification and
corresponding Java definition
of different data types in xhtml

Several data types are critically
analyzed to generate Java
classes to be used for
developing interfaces on
demand

2. Database to
store and
retrieve data

Identification of best suited
DBMS

MySQL database is chosen on
an online web server

(continued)
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6 Conclusions

The availability along with the range of mobile devices is increasing at an unbelievable
pace. The number of android users worldwide goes around 227 million in 2014 to 352
million in 2016. With its increasing popularity and processing power, the developers
are also being attracted to make the experience even more fluent. Although it has small
screen size, low processing speed and low memory size as compared to desktops, yet
these factors are influential for the developers. This research work aims at the imple-
mentation of a mobile application for Standardized Electronic Health Records Database
named as Healthsurance. The application make use of archetypes, parse it using ADL
parser, generate forms, and thus dynamically generated form saves the data provided by
users in a generic database. The data is saved on the centralized server using an active
internet connection, while precaution has been taken in case the internet connectivity is
not there.

In this paper, the authors have been inspired by the previous works done on EHRs,
archetypes, the desktop version of the clinical application (Opereffa). Consequently, an
approach has been given for the adl parsing in the android devices with low processing
speed, low memory size with saving of data on the centralized server. The authors have
successfully implemented the application on a sample set of archetypes and shown the
working of the application with the help of various phases as described in Sect. 4.

The type of users who will be benefitted from the android app includes doctors and
patients. They will be benefitted on the basis of interoperability, usability and
persistence.

Table 4. (continued)

S.No Parameter Challenge Proposed solution

3. Generic
Schema

Identification of a generic
schema to support dynamic
behavior of application and
medical knowledge evolution

EAV model has been extended
to capture data

4. Data
Persistence

Persisting the data in absence
of Internet connectivity to
centralized database server

Created a local storage within
healthcare application using
SQLite database for offline data
storage

5. Storing
necessary
files

Every device needs to have
archetypes stored in its local
memory before using the
application

The archetypes may be
automatically downloaded
from the centralized server into
the device’s local storage

6. Managing
device’s
permissions

Storage and Internet access
permissions of the device must
be given to the application

Storage and Internet access
permissions has been given to
the application
programmatically

150 P. Jain et al.



• Interoperability - The earlier scenario was that the information sharing among
hospitals was not possible due to storing of data in different formats. But due to the
introduction of EHRs based on the standards of semantic interoperability, it is
possible that patients can share their history, examinations’ report to other hospitals
as well.

• Persistence of Data - To capture data, a generic database termed as Entity Attribute
Value (EAV) is adopted. Generic nature of database enables storing any data
without prior information of the participating attributes. Thus, it supports dynamic
behavior of proposed application.

• Usability - Any update in medical knowledge is reflected in terms of versioning of
archetypes without making any changes in the application code and database
schema. Also the app has nice transitions like navigation drawer for hassle free
navigation. As the data of user is very precious, it should not be lost. Thus, the
application has the feature of storing the data offline when no internet connection is
there. Moreover, the refresh functionality helps to auto detect new archetypes (adl
files) in archetype repository and download them in the application, hence
expanding the usage of .adl files.

Currently, application is built for the android devices. In future, authors aim to
provide support for other operating systems, such as Symbian, windows and iOS as
well.
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