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Preface

Within the wide field of technical information processing, electromechanical
systems consisting of coupled electrical and mechanical functional elements
have a significant importance. Both the design of interfaces between human
and information processing mechanisms and the design of interfaces with the
material process during metrological data acquisition and actuatory influence
of process variables is made possible by these electromechanical systems. Ex-
amples for realization of electromechanical systems in the form of devices,
assemblies or components are:

• peripheral devices of data processing systems like printers, scanners, disk
drives and data memories,

• electroacoustic devices like loudspeakers, microphones and ultrasonic trans-
ducers,

• sensors for medicine, automotive and process measurement engineering,

• actuators in the form of small drives and precision positioning systems.

The list mentioned above is increasingly extended by direct coupled sensor-
actuator-systems with integrated data processing. Thus, the result is a smooth
transition to more complex electromechanical systems of mechatronics.
The production of electromechanical systems results from enhanced preci-
sion engineering methods and modern technologies of microtechnology and
microsystems technology. In addition, used materials like high-grade steels,
ceramics, glasses, silicon and quartz, are subjected to continuous further de-
velopment.

In the phase of industrial development of electromechanical systems, the de-
sign process based on a solution concept provides a fundamental stage. Here,
geometrical, electrical and technological system parameters are defined being
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based on a physical model considering special design criteria and technologi-
cal limitations. The closed dynamic design of the overall system is made more
difficult by different subsystems consisting of electronic, mechanical, acoustic
and fluid elements.

The main objective of this book is the obtaining of a physically clear design
method for complex electromechanical systems. This design method is based
on the network theory, electrical engineers and engineers of information tech-
nology are familiar with. The total electromechanical system is described in
the form of a common technical circuit representation of different subsystems
including their interactions by means of network theory. Clear physical func-
tions are assigned to either lumped or distributed elements of the network.
The advantages of this design method are the application of clear analytical
methods of electrical networks, the possibility of the closed design of physically
different subsystems and the use of existing circuit simulation software. The
structuring of electromechanical systems according to electrical, mechanical
and acoustic elementary networks and the introduction of passive transducers
as two-port networks which describe the loss-free linear interactions between
the subsystems, are the fundamental conditions for the application of network
theory.

The main features of this book are based on the structure-oriented theory
of electromechanical systems developed by Arno Lenk in the 60s to 90s. The
results were summarized in the books

”
Elektromechanische Systeme — Systeme

mit konzentrierten Parametern” [1],
”
Elektromechanische Systeme — Systeme

mit verteilten Parametern” [2] and
”
Elektromechanische Systeme — Systeme

mit Hilfsenergie” [3] which were published in the 70s in the Verlag Technik.

The book is suitable for students of information technology, measurement and
automation engineering, mechatronics, technical acoustics as well as microsys-
tems technology and precision engineering. The book enables the electrical
engineer being familiar with network theory to get started quickly with the
solution of many dynamic problems concerning the design of coupled elec-
trical, mechanical, acoustic and fluid systems. In addition, this book is also
suitable for mechanical engineers in order to get started with the efficient and
practice-oriented design method for mechatronic systems. The necessary basic
knowledge of network theory is summarized in an extra chapter.

We gratefully acknowledge Stephan Sindlinger, Stefan Leschka, Eric Starke
and Uwe Marschner, whose current research results are presented in the sec-
tions concerning the finite network elements (Leschka, Sect. 6.3.1 and Sin-
dlinger, Sect. 6.3.2), the combination of FEA and network theory (Starke,
Sect. 6.4) and the application of electrodynamic and piezomagnetic actuators
(Marschner, Sect. 8.1.2, Sect. 8.3.3 and Sect. 8.3.4).
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Finally, our thanks go to Eva Hestermann-Beyerle and Birgit Kollmar-Thoni
of Springer-Verlag, who offered an excellent cooperation and continuous sup-
port while we were writing this book.

Dresden and Darmstadt, July 2010

Arno Lenk, Rüdiger G. Ballas, Roland Werthschützky, Günther Pfeifer
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FB bottom force N
Fd distal excitation force N
Fel Coulomb force N
Fel vector of electric force N
Fel,n vector of electric force at reference point n N
Fi vector of affecting force N
FK short circuit force N
Fm inertia force N
Fmag magnetic force N
Fmag vector of magnetic force N
Fmag,n vector of magnetic force at reference point n N
Fmax maximum force N
Fmech mechanical force N
Fmech,n vector of mechanical force at reference point n N
Fn spring force N
Fn complex spring force N
Fn vector of force at reference point n N

F̂n spring force amplitude N
Fr frictional force N
F r complex frictional force N

F̂r frictional force amplitude N
FW transducer force N
Fx, Fy, Fz components of force vector N
f frequency Hz
f (x) complex load per unit length Nm−1

f0 resonant frequency, assigned frequency Hz
fg cut-off frequency Hz
fP, fp parallel-resonant frequency Hz
fr resonant frequency Hz
fS, fs series-resonant frequency Hz
G conductance S

shear modulus Nm−2

Gi proportionality factor
Gmn leg conductance S
g (t) normalized impulse response 1

(weighting function)
H enthalpy J

magnetic field strength Am−1

H admittance matrix
Happ applied magnetic field Am−1

Hin magnetic field in material Am−1

Hm component of magnetic field Am−1

Hmax maximum magnetic field strength Am−1

h height m
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h (ω) complex admittance
hD wave admittance s kg−1

hi layer thickness (layer i) m
hij admittance matrix elements
hR rotational admittance J−1 s−1

I geometrical moment of inertia m4

integral of Dirac delta function s
direct current A

I0 supply current A
IF moment of inertia (femur) m4

Im magnetic flux rate Wb s−1
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i (t) current A
ı̂ current amplitude A
i complex current A
i summation index
iK short-circuit current A
iW transducer current A
J magnetic polarization T
j imaginary unit
K,M,N summation limits
Kel,K

0
el coefficients

Kmag,K
0
mag coefficients

Kmag,r rotational transduction coefficient NmWb−1

Ki constant 1

K
(ξ)
km reciprocal inductance oefficient for ξ = const. H−1

k coupling factor, transformation ratio 1
kel electric coupling factor 1
kmech mechanical coupling factor 1
kmn,i coupling factor (layer i) 1
L inductance H
L0 reference inductance, air coil inductance H
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Lb inductance (mechanically locked state) H
Lm inductance in magnetic layer H
L∞ inductance of planar coil H
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l0 reference length, neutral position m
lel electrically active length m
li rod segment length m
lmech mechanically active length m
M torsional moment Nm
M0 magnetostrictive generated moment Nm
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M0 excitational moment Nm
Mi vector of torsional moment Nm
M i complex torsional moment Nm
MW transducer moment Nm
Ma,Ma,Si,Mai acoustic masses kgm−4

Ma,L acoustic mass of moved air kgm−4

Ma,M acoustic mass of a strip diaphragm kgm−4

Ma0 acoustic reference mass kgm−4

m∗ effective mass kg
m mass kg
m,n reference points
m0, µ mass per unit length kgm−1

mers equivalent mass kg
N transducer factor 1
Na,Nai acoustic compliance (adiab. change of cond.) m5N−1

Na,iso acoustic compliance (isoth. change of cond.) m5N−1

Na,K acoustic short-circuit compliance m5N−1

Na,L acoustic open-circuit compliance m5N−1

Na,M acoustic compliance (diaphragm) m5N−1

Na,P acoustic compliance (plate) m5N−1

Na0 acoustic reference compliance m5N−1

Nd demagnetization factor 1
n mechanical compliance mN−1

n0 compliance per unit length N−1

n0 translational compliance mN−1

nC field compliance mN−1

ners equivalent compliance mN−1

nK short-circuit compliance, mN−1

compliance of piezoceramics mN−1

nL compliance (electric open-circuit) mN−1

nmech mechanical compliance mN−1

n0R rotational compliance per unit length N−1m−2

nR rotational compliance N−1m−1

nRK rotational short-circuit compliance N−1m−1

nstat static compliance mN−1

P power W
Pa, Pak radiated acoustic power W
Pel electric power W
Pmech mechanical power W
P vector of polarization Cm−2

Pi internal polarization Cm−2

Pr remanent polarization Cm−2

p complex frequency s−1

p (t) pressure Pa
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p̂ pressure amplitude Pa
p0 reference pressure Pa
p
i

complex pressure Pa

p
W

transducer pressure Pa

Q charge C
Q0 reference charge C
Q Q-factor 1
Qel electrically generated charge C
Qm0 reference point charge C
Qmech mechanically generated charge C
Qn charge at reference point n C
q (t) volumetric flow m3 s−1

q
0

excitational volumetric flow m3 s−1

q
W

volumetric flow of transducer m3 s−1

R general gas constant Jmol−1K−1

R, r radius m
R resistance Ω
Ri internal resistance Ω
Rmag magnetic resistance H−1

Rmn leg resistance Ω
r friction impedance N sm−1

ra coefficient of friction per unit length N sm−2

ri position vector (reference point i) m
rR torsional friction impedance Nms
S mechancial strain 1
SA area strain 1
Si complex mechanical strain (layer i) 1
Si component of mechanical strain 1
Smax maximum mechanical strain 1
Sr remanent mechanical strain 1
SS saturation magnetostriction 1
s (t) normalized step function 1
s elastic constant m2N−1

sEij elastic compliance for E = 0 m2N−1

sHij elastic compliance for H = 0 m2N−1

T mechanical stress Nm−2

oscillation period s
T0 fundamental oscillation period s

mechanical prestressing Nm−2

reference temperature K
TE additional mechanical stress Nm−2

Tj component of mechanical stress Nm−2

T complex mechanical stress Nm−2

TM Maxwell stress Nm−2
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Tmax maximum mechanical stress Nm−2

t time s
U direct current voltage V
U0 supply voltage V
u (t) electrical voltage V
u0 source voltage V
uL complex open-circuit voltage V
uW transducer voltage V
V volume m3

V0 reference volume m3

VA armature volume m3

Vm magnetic voltage A
Vm,Air magnetic voltage (air) A
Vm,m magnetic voltage (ferromag. layer) A
v (t) velocity m s−1

v complex velocity m s−1

vd distal velocity m s−1

vL open-circuit velocity m s−1

vS velocity (generator) m s−1

vW transducer velocity m s−1

W internal energy J
Wel electrical field energy J
Wkin kinetic energy J
Wmag magnetic field energy J
Wmech mechanical energy J
w number of turns 1

energy density Jm−3

wel electical field energy density Jm−3

wmag magnetic field energy density Jm−3

X transformer-like transducer constant
Xm eigenmode m 1
x complex input variable 1
x (t) , x̃ (t) complex time functions 1
x̃ (t) periodic approximate function 1
x̃∗ (t) complex conjugate time function 1
x, y, z coordinate axes
x̂ amplitude of input variable 1
x̄ arithmetic mean 1
x0 reference position m
x1, x2, x3 coordinate axes
Y gyrator-like transducer constant
Y ∗ imaginary transducer constant
y complex output variable 1
ŷ amplitude of output variable 1
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Z electrical impedance Ω
Za acoustic impedance N sm−5

Za,L acoustic friction of moved air N sm−5

Za,r acoustic friction N sm−5

Za0 acoustic reference friction N sm−5

z mechanical impedance kg s−1

z0 reference wave impedance kg s−1

zW wave impedance kg s−1

α coefficient of thermal expansion K−1

α (ω) , β (ω) coefficients (Fourier integral transform) s
α, β, γ abstract components
αf temperature coefficient of resonant frequency K−1

αi, βi Fourier coefficients 1
β wave number m−1

γ propagation constant m−1

abstract admittance
γ
mn

, ρ
mn

matrix elements

∆A surface segment m2

∆C capacitance change F
∆Cb capacitance change F

(mechanically locked state)
∆F,∆Fi force change N
∆Fmag change of magnetic field force N
∆fr resonant frequency change Hz
∆i current change A
∆l change in length m
∆L inductance change H
∆m mass element kg
∆n spring element N−1m−1

∆nI interface compliance N−1m−1

∆nR rotational compliance (beam segment) N−1m−1

∆nRK rotational short-circuit compliance N−1m−1

(beam segment)
∆p pressure change Pa
∆P power change W
∆Q charge change C
∆r equivalent viscous damping N sm−1

(differential beam element)
∆R resistance change Ω
∆t time difference s
∆T temperature change K
∆u voltage change V
∆V volume change m3

∆W energy change J
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∆Wel electric field energy change J
∆x rod element length, position change m
∆µr permeability change 1
∆ϕ angle change rad
∆Φ magnetic flux change Wb
∆ω angular frequency change s−1

δ error of Fourier spectral density 1
δ (t) Dirac delta function s−1

ε permittivity
ε0 electric constant Fm−1

εSmn permittivity for S = 0 Fm−1

εTmn permittivity for T = 0 Fm−1

εr dielectric constant 1
η loss factor, efficiency factor 1
θ moment of inertia kgm2

ϑ temperature ◦C
ϑCurie Curie temperature ◦C
κ adiabatic exponent 1
λ heat conductivity Wm−1K−1

λ, λB, λD wavelength m
λm abstract flow coordinate 1
λ̂ amplitude of abstract flow coordinate 1
µ differential coordinate 1

permeability Hm−1

voltage integral V s
viscosity Pa s

µ̂ amplitude of abstract differential coordinate 1
µ0 magnetic constant Hm−1

µHij permeability for H = 0 Hm−1

µair dynamic viscosity of air Pa s
µ
n

differential coordinate 1

µTnm permeability for T = 0 Hm−1

µr relative permeability 1
ν Poisson ratio 1
ξ (t) deflection, displacement m
ξ complex displacement m
ξg limit deflection m
ξmax maximum deflection m
ρ density kgm−3

ρ abstract impedance
ρ (x) charge density function Cm−3

( unbalance amplitude m
ρ0 reference density kgm−3

ρF density (femur) kgm−3



xxiv List of Symbols

Symbol Quantity Unit
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ρL density (air) kgm−3

ρP density (prosthesis) kgm−3

ρW density (water) kgm−3

σ conductance S
τ impulse time s
Φ magnetic flux Wb
Φe flux in magnetic circuit Wb
Φ0 constant flux component Wb
ϕ phase angle rad
ϕ0 reference angle rad
ϕB (ω) phase angle of transfer function rad
ϕi phase angle of harmonic rad

oscillating component
ϕn phase angle of spring force rad
ϕr phase angle of frictional force rad
ϕv phase angle of velocity rad
ϕx phase angle of input quantity rad
ϕy phase angle of output quantity rad
χ porosity, magnetic susceptibility 1
Ω angular velocity s−1

Ω complex angular velocity s−1

Ω0 excitational angular velocity s−1

ΩW transducer angular velocity s−1

ω angular frequency s−1

ω0 reference frequency s−1

ω0 resonant frequency s−1

ωg cut-off angular frequency s−1

ωi characteristic frequency, angular frequency s−1
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Introduction

The presented book mainly addresses engineers and students of electrical en-
gineering and information technology, who want to deduce the dynamic design
of mechatronic devices within the scope of product development or research
work. It concerns technical tasks which are closely interconnected with elec-
tronic, mechanical and acoustic functional elements. These electromechanical
systems comprise many issues which can be solved effectively and well struc-
tured with the methods presented in this book. Thereby, tools of handling
problems with network methods and methods of handling dynamic processes
are primarily used, the electrical engineer is familiar with. The transducer
elements working between the electrical and mechanical parts of a system
and the general presentation of the system beyond transducer elements form
the focus of the book. Particularly, the functional understanding of feedback
mechanisms, e.g. from mechanical or acoustic subsystems into electrical sub-
systems, is enabled without any difficulty. Just these considerations are gen-
erally not obvious for the student of electrical engineering.
On the one hand, the structured representation enables a helpful notional de-
composition of the system in coupled individual assembly units, on the other
hand, it enables a fast calculability of the dynamic behavior. In addition, the
modeling forces the user to focus on the system’s core. Thereby, the necessary
restrictions by assumptions and approximations are reduced only so far as it
is necessary for the solution of the special problem. Thus, the model keeps a
problem-oriented optimal size.
Linear or approximately linearizable relations between physical quantities are
assumed. The presented structuring and calculation methods are less suitable
for processes which primarily use a distinct nonlinear effect. However, they
can be used as starting basis for iterative solutions.

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_1,  
© Springer-Verlag Berlin Heidelberg 2011 



4 1 Introduction

1.1 Focus of the Book

The topic of this book are systems of precision engineering and microtech-
nology like devices, assemblies and components consisting of interconnected
electrical, mechanical and acoustic functional components. The interactions
between these different domains — electrical, mechanical and acoustic sub-
systems — are caused by electrical, magnetic or mechanical transformation
mechanisms. The reversibility of signal processing directions, thus from the
mechanical to the electrical side and vice versa, is remarkable. The essential
structure of electromechanical systems considered in this book is shown in
Fig. 1.1.

Electromechanical System
mechanical quantities electrical quantities

v F M p q, , , , ,� u i,

Actuators

Sensors

electrical subsystems

u i,

electrical, magnetic transducers

transducer constants ,X Y

translational and
rotational subsystems

v F M, , ,�

acoustic subsystems

p q,

signal processing directions

essential structure

Fig. 1.1. Signal processing directions and essential structure of electromechanical
systems

Concerning the design and realization, electromechanical systems as branch
of the mechatronics are based on synergies of different theoretically and tech-
nologically characterized technical disciplines. Thus, the design methods are
characterized by the fundamentals of the signal and system theory, the theory
of electric and magnetic fields, the acoustics and mechanics as well as the
network theory. In order to realize these systems, technologies of precision
engineering and microtechnology, of microsystems technology, optomechanics
and optoelectronics as well as of semiconductor electronics and circuit tech-
nology are employed. The fields of application and examples for products are
specified in Sect. 1.2.
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In the presented book the analysis and synthesis of electromechanical systems
focus on the determination of the time response of physical quantities (coor-
dinates), thus on the dynamic system modeling, for different excitations. The
network theory well-known within the field of electrical engineering is used as
description method. The reason for that are the possibility of a well struc-
tured and clear network representation of different subsystems, the existing
sophisticated and comfortable solution and representation methods as well as
the easy access for electrical engineers. The fundamentals of network repre-
sentation and interactions with electric and magnetic fields are summarized
in Chap. 2.
First of all, Sect. 2.1 deals with the basic knowledge of signal description and
signal transmission within linear networks. Afterwards, this general descrip-
tion is applied to electrical (Sect. 2.2) and mechanical networks (Sect. 2.3).
Subsequently, Sect. 2.4 deals with mechanical and electromechanical interac-
tions. These representations are consciously formulated in general terms in
order to show the reader already having knowledge in handling of coupled
electrical and mechanical systems the separation of methodology used in this
book compared to alternative representations. Finally, in Sect. 2.5 the struc-
turing of the network representation of electromechanical systems takes place.
The network representation of mechanical-translational, mechanical-rotational
and acoustic subsystems is introduced and demonstrated by several examples
in Chap. 3. In the following, Chap. 4 deals with the general linear network on
a higher abstraction level. The models are also transferable to linear magnetic
and thermal networks.
The mechanical transducers discussed in Chap. 5 desribe the coupling rela-
tions between mechanical-translational and mechanical-rotational subsystems
as well as between mechanical and acoustic systems.
So far, the network analysis was solely effected for systems with lumped pa-
rameters. In Chap. 6, the network analysis is extended on systems with dis-
tributed, thus position-dependent parameters. This extension is necessary for
higher frequencies of extensional waves their wavelengths reach the scale of
component dimensions. The systems are described as linear waveguides or fi-
nite network elements. Finally, the extension to a combined simulation of FEA
computations of components and of dynamic analysis by means of network
representation is presented.
The description of electromechanical transducers is effected in Chap. 7 up to
Chap. 9. On the basis of the fundamentals of electromechanical interactions
presented in Chap. 7, in Chap. 8 and Chap. 9 the two-port network repre-
sentations of magnetic and electrical transducers are derived. These loss-free,
linear transducer two-port networks are applied to selected examples after-
wards.
Finally, the reciprocity principle belonging to linear passive transducers is dis-
cussed in Chap. 10.
Parameters of materials being especially important for electromechanical sys-
tems are assorted in Appendix A. In addition to Sect. 2.1, Appendix B con-
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tains more fundamentals concerning the field of signal description and signal
transmission within linear networks.

1.2 Fields of Application and Examples for
Electromechanical Systems

An overview of important fields of application of electromechanical systems
with assigned examples is shown in Table 1.1.

Table 1.1. Fields of application and typical examples of electromechanical systems

fields of application examples

process engineering flow rate and pressure sensors (process measurement

engineering), electromagnetic actuating element

automotive engineering silicon angular rate sensor, small-power motors,

piezoelectric fuel injection valves

automotive engineering

(utility vehicles, rail vehicles,

ships, airplanes)

active sound absorbers, hydraulic coupling systems,

thin film pressure sensors, optical and ultrasonic

distance sensors

mechanical engineering piezoelectric pneumatic valves, electrodynamic

positioning systems, vibration dampers, electro-

dynamic vibration generators

communication technology microphones, headphones, loudspeakers, laser printers,

hard disk drives, ink-jet printers, LCD projectors,

camera object lenses

household appliances level sensors, small-power motors, heat controllers

medical engineering ultrasonic transducers, miniaturized pressure and force

sensors, micro valves, prosthetics

Table 1.1 shows that the main applications of electromechanical systems are
realized in the form of devices, assemblies and integrated components in actu-
ating elements, e.g. small-power motors and positioning systems, and in sensor
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systems, e.g. single sensors and sensor arrays, as well as in directly coupled
sensor-actuator-systems with integrated signal processing.
The dimensions of electromechanical systems with simultaneous improvement
of scale integration has been made possible by microtechnology and microsys-
tems technology supplementing the traditional precision engineering. Typical
structural dimensions associated with these technologies are presented in Ta-
ble 1.2.

Table 1.2. Component sizes and structural dimensions of important manufacturing
technologies for electromechanical systems

manufacturing
technology

machining process typical com-
ponent size

smallest structural
dimensions

precision engineering milling and turning, cutting, in-

jection molding, electrical dis-

charge machining, laser welding

a few cm
2

�50 µm

microtechnology lithographic structuring, thin film

technology by means of vapor

deposition and sputtering, micro-

electroplating, microwelding,

three-dimensional isotropic and

anisotropic etching

�10 mm
2

�50 µm

microsystems
technology

silicon bulk or surface

micromechanics with integrated

microelectronics or integrated

optics

�10 mm
2

�5 µm

Simoultaneously, with the introduction of the microtechnology and microsys-
tems technology new materials have been applied to sensors and actuators.
Especially silicon, borosilicate glasses and special ceramics like high purity
aluminum ceramics and mechanically machinable Low Temperature Cofired
Ceramics (LTCC) are among these new materials. These materials are partic-
ularly characterized both by their extremely low viscoelastic and viscoplastic
behavior and by easy integration possibilities of electrical and optical compo-
nents. The appropriate realizations are denoted as Micro Electromechanical
Systems (MEMS). In order to get an introduction to the fundamentals of
microtechnology and microsystems technology within the field of electrome-
chanical systems manufacturing, it is referred to [4—7].
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In combination with the introduction of these new technologies and materials,
in the last few years a technological product change of electromechanical sys-
tems toward MEMS realizations has taken place. In addition to the reduction
of dimensions, the product change is characterized by an increasing range of
functions as it can be seen in Table 1.3.

Table 1.3. Product change in electromechanical systems by using microtechnology
and microsystems technology as well as new materials

application precision engineering device micro engineering device

printer dot matrix printer ink-jet print head
(bubble-jet principle)

data memory magnetic read/write head,

hard disk drive

thin film read/write head

(GMR read sensor),

micro hard disk drive

information

rendering

long-playing record,

magnetic tape record

DVD position sampling system

MP3 player

automotive

sensors

piezoelectric airbag acceleration

sensors, resistance temperature

detector, potentiometric level

sensors

large-scale integrated silicon

angular rate sensor, microwave

and ultrasonic distance sensors,

energy self-sufficient silicon tire

pressure sensors

process sensors force compensated differential

pressure transducer, potentio-

metric level transducer

BAW silicon resonance differential

pressure sensors, self-monitoring

ultrasonic level sensor

light projection projector with rotation mirror

system

projector with micromirror array

electrical circuit

switching

elektromagnetic relay electrostatic silicon-

microrelay, silicon-microrelay

array

final controlling

equipment

electromagnetic control valve automotive fuel injection valve with

piezoelectric stack actuator,

electrostatic polymer actuators

For the explanation of the design method
”
network representation” both tradi-

tional and new MEMS realizations are used as examples for electromechanical
systems in the following Chaps. 3, 6, 8 and 9.
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1.3 Design of Electromechanical Systems

The aim of modeling is the calculation of the parameters — design parameters
— of the designed solution for a technical product. Thus, the design phase is of
central importance within the product development process of mechatronic,
electromechanical and microelectromechanical systems. The design phase is
especially distinct, both with

”
the V-Model” [8] of mechatronic systems and

the development models of microsystems technology [4, 9]. In Table 1.4, the
phases of the product development process of an electromechanical system are
specified as rough stage model according to [10].

Table 1.4. Classification of design in the technical product development process

technical task

stage of development result

clarification of technical task list of requirements

conception

design determination of design parameters

of components and of the total

solution

construction design design of the total solution

prototyping and test detailed definition of the rough

concept, design and construction

documentation drawings and

manufacturing technologies

technical release for production

determination of subproblems

specification of solution principles

selection of partial solutions

rough concept of the total system

The design phase follows the conception of the total solution and forms the
basis of the subsequent preparation of constructional documents. A physical
model of the designed solution forms the basis of the conception (quantitative
technical parameter definition for the designed solution). The calculation of
the model parameters — design parameters — is based on different description
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methods (simulation methods) (Sect. 1.4). The aims of these simulations are
either the covering of predetermined characteristics — design characteristics —
of the electromechanical system or the fulfillment of special optimization crite-
ria like minimum energy consumption, minimum available space and mass or
maximum operating frequency range, respectively. The appraisal — verification
— of simulation results with the parameters of the requirement specification
completes the design phase in Fig. 1.2. If the result differs strongly from the
target values with respect to the defined limits, the simulation will be repeated
with changed parameter sets. If no convergence can be obtained, a validation
of the model approach will be necessary.

technical task

rough concept

modeling

(physical model)

model
validation

simulation

(analytical or/and numerical method of calculation)

criteria for optimization

appraisal verification

construction, assembly and test of samples

product

ok
not ok

not ok

�

ok

s
p
e
c
if
ic

a
ti
o
n

design

Fig. 1.2. Design workflow for electromechanical systems

The improvement of the design process results in a decrease of experimental
testings in order to evaluate development parameters. Simultaneously, the
number of samples is reduced resulting in shorter periods of development and
lower development costs. The practical relation, the applicability for engineers
and the detailed description of simulation methods are decisive for the design
improvement that is to be always aspired.

1.4 Simulation Methods for Electromechanical Systems

1.4.1 Historical Overview

The theoretical basics for the description of mechanical and electrical dynamic
systems, the Lagrange-Hamilton methods for calculation of dynamic sys-
tems including the fluiddynamics, gasdynamics and thermodynamics as well as
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the Faraday-Maxwell electrodynamics are part of, were nearly completed
in the mid-19th century. However, in order to apply these fundamentals prac-
tically, a solid mathematical and physical knowledge was essential. Due to
the craft and commercial experience at that time, mathematical and physical
knowledge was only available to a limited extent.
In the second half of the 19th century, a kind of production developed which
caused methods of thought and calculation enabling a broad educated class
of technicians and engineers to apply independently the results of the theories
mentioned above to their real technical environment.
The completion of electrical network theory based on the papers of Kirch-
hoff and Helmholtz was an important step. Practial experiences in the
application of this theory have shown that the relevant technical requirements
and processes were describable at least in the first approximation by means of
linear relations between physical quantities. Therefore, the electrical network
theory was preferably developed with this condition for linearity. The associ-
ated possible analysis and synthesis methods are described with a foresighted
thinking in the principles of Cauer [11] published 1940. The book proved to
be the central source of this field of knowledge for several decades. With the
completion of a signal theory adapted to linear systems, a system theory of
processes in general electrical configurations developed at the same time. It
was finished by Küpfmüller regarding the aspect of application of electri-
cal communications engineering and was summarized 1952 for the first time
under this designation [12].
In the period of time considered above, the electrical engineering increasingly
developed into an interdisciplinary special field. Interactions with both the
mechanical and precision engineering and the measurement and process engi-
neering caused a mutual influence of subject-specific methods of thought and
calculation. At first, in a heuristic way it was obvious that isomorphic system
equations of corresponding linear electrical networks could be assigned to lin-
ear mechanical system equations. In this way, the so-called electromechanical
analogies were generated. In the books by Barkhausen [13], Wagner [14],
Hecht [15], Reichardt [16] and Cremer [17] their development can be
traced from the first beginnings. On the one hand, they enabled the electri-
cal engineers to handle mechanical problems with the network methods they
are familiar with. On the other hand, these analogies represented a possible
access to mechanics to understand the processes within electrical networks.
The latter aspect has a long prehistory. Already Faraday andMaxwell [18]
tried to assign mechanical models to electrical and magnetic fields which were
hard to understand in a literal sense. These attempts had to fail, because the
electrodynamic processes just have not been a copy of mechanical processes.
Only many years later, one realized which accesses exist in order to compare
electrodynamic with mechanical systems.
A possible way is the attempt to find Lagrange functions which result in
electrical network equations andMaxwell equations, respectively. The solu-
tion of this problem is presented in summary in the concluding chapter of the
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book
”
Theoretische Elektrotechnik” by Simonyi [19]. It is found that such

a Lagrange function will exist, if the potential and kinetic energy of me-
chanics are replaced by the electric and magnetic field energy, respectively.
Thereby, the charges have the meaning of position coordinates, the currents
have the meaning of impulse coordinates and the potentials have the meaning
of generalized forces.

A second way consists in a structural-oriented interpretation of the Lagrange
equations of first kind which is outlined in the Sects. 2.2 up to 2.6. This
description method is based on the work of Lenk which he presented in
detail in his text books [1—3] in the 70s. Essential parts of these presentations
form the basis for the description of linear electromechanical systems in the
presented edition.

Although the method of differential equation of state is not used in this book,
it has to be mentioned in connection with the description of general dynamic
systems. It was generated as problem-oriented description method in connec-
tion with the development of control engineering in the mid-19th century. Be-
yond the linear network-theoretical approaches mentioned before, it enabled
additionally the consideration of nonlinear system characteristics. Due to its
origin from the energy-oriented Hamilton-Jacobi differential equations, it
is not restricted to mechanical systems.

In the last fifty years the computer science development enabled the applica-
tion of structural- and network-oriented analytical methods which are summa-
rized under the generic term

”
Finite Element Analysis (FEA)”. At first, the

FEA was a result of analytical problems in the field of solid body mechanics.
A solid body that has to be analyzed is divided into partial volumes — finite
elements — with triangular or rectangular shaped boundary surfaces that are
only interconnected at the corners (nodes). The corners of a partial volume
are considered to be reference points of a Lagrange point system. If quasi-
static processes are assumed at first, the equilibrium forces can be determined
at the nodes by means of nodal displacements or vice versa. A condition for
that it is the knowledge of the stress-strain relations and the assumption of a
displacement function within the partial volume interpolating the nodal dis-
placements. By means of balances of forces at the nodes and by equating the
displacements of the interconnected nodal points, the individual partial vol-
umes are joined to an overall system. Thus, all nodal displacements can be
determined from the equilibrium forces at the nodes or vice versa by means
of these coupling conditions. Shortly afterwards, this method was extended to
other field problems, e.g. to acoustic, electrostatic and magnetic fields as well
as to their interconnections. Nowadays, software programs are available en-
abling the numerical handling of all technically relevant continuum problems.
These software programs result from the development mentioned above.
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In this context the question is, where the limits and advantages of applicabil-
ity of the two mentioned structural-oriented descriptions of dynamic systems
are. Here, the following aspects can be identified:

• Finite element methods (e.g. ANSYS, ABAQUS, NASTRAN, COMSOL)
will be unrevaled, if structure and parameter field of configuration being
analyzed and optimized are known in sufficiently narrow limits.

• Supposing an existing less a priori knowledge and supposing a wide field of
possible structures and active principles, in the first step a network descrip-
tion seems to be suitable. In combination with that, calculable analytical
solutions are usually attainable easily and often enable to formulate closed
solutions for optimization problems or to find constructional or physical
invariants. For more complex networks, comfortable numerical simulation
systems, e.g. OrCAD CAPTURE, MICRO CAP, can be advantageously
applied.

In contrast to the advantages of better physical clarity and closed analytical
solubility, the network description distinguishes itself by the disadvantage of
limited model accuracy. Reason for that are approximations for used elements
and their arrangement within the network. The Finite Element Analysis is
able to fill this gap. Thus, an iterative improvement of a network model is
possible resulting in a deeper insight into existing active mechanisms. With
respect to the individual application, it can help to identify the dominant
system elements or transmission paths.

1.4.2 Design Methods

In the following section, an overview of currently available design processes
for electromechanical systems will be given. Thereby, it is distinguished be-
tween systems with lumped and distributed (position-dependent) parameters.
Thus, it is also to be referred to alternatives of network representations being
applicable to both groups.

• Systems with lumped parameters

Static analysis:
Calculation of electrodynamic interacting forces and deflections on the
basis of energy and power balances by means of Differential Algebraic
Equations (DAE). Differential equations are solved with respect to spe-
cific initial and boundary conditions. The solutions are usually nonlinear
equations that must be solved by means of iterative methods [9, 20].

Dynamic analysis:
Network analysis on the basis of harmonic excitations and calculation of
transfer functions (amplitude and phase response; see Sect. 2.1.1). In order
to consider nonlinear electrostatic and electromagnetic interacting forces,
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the operating point calculation and following small-signal consideration
around the operating point are realized by means of the static analysis. In
this book, it is focused on this method which is described in detail in the
Chaps. 2 up to 10 [21].
Method of Differential Equations of State on the basis of ordinary differen-
tial equations considering also nonlinear system characteristics in contrast
to the linear network analysis. This method also results in system transfer
functions which can also be defined for non-decaying excitation functions
(Laplace transform; see Sect. 2.1.4). Particularly, this method is used
within the field of automation engineering in order to describe general
technical systems [22].

• Systems with distributed parameters
In order to describe electromechanical systems as continuum — position-
dependent stress-strain relations, extensional wave propagation — the net-
work method with concentrated elements is extended to wave processes or
discretization in the form of finite network elements. Also here, the inter-
acting forces have to be linearized. These two extended network methods
are described in detail in Chap. 6, sample applications are discussed in the
Chaps. 6, 8 and 9.
Numerical methods on the basis of the Finite Element Method (FEM)
or the Boundary Element Method (BEM) on the basis of commercial pro-
grams such as ANSYS, ABAQUS or NASTRAN. With these programs also
nonlinear interactions between mechanical, electrical, magnetic, acoustic,
fluid and thermal subsystems can be described. As already mentioned be-
fore in Sect. 1.3, best simulation accuracies can be achieved with that.
However, the limited physical clarity and more difficult engineering ap-
proach to interpretation as well as the additional optimization work are
disadvantageous.
In order to use the advantages of network methodes and numerical meth-
ods, the combination of both methods is used as combined simulation
more and more. Thus, the static component characteristics are calculated
by means of FE-analyses and the dynamic system characteristics are rep-
resented by means of network modeling. But also the reverse way is suc-
cessful. Here,

”
substituting structures” being suitable for the FEA can be

derived from network structures. These substituting structures are imple-
mented into the FE-model and solved together. In this way, the perfor-
mance of existing FE-programs is extended. Examples for the combined
simulation are given in Sect. 6.4. In [4] an overview of design processes
especially for microsystems is shown in detail.



2

Electromechanical Networks and Interactions

The network description of a physical structure requires the definition of

• network coordinates
• fundamental one-port components
• coupling two-port networks
• ideal sources and
• balance equations of coordinates.

The signal and system theory of electrical engineering provide a basis for
network theory. Thus, the functional transformations between stationary sinu-
soidal time functions and complex amplitudes of a linear system are described
at first. By means of Fourier series, the transfer of circular functions by linear
systems can be extended on general periodic functions. The transition to the
Fourier transform is carried out for singular bandlimited signals.
This description method is subsequently applied to the well-known linear elec-
trical networks. The transition to the application of this method to mechan-
ical and acoustic networks is based on the corresponding basic structure of
ordinary differential equations. Being founded on the theoretical mechanics,
the derivation of fundamentals of the network description for mechanical and
acoustic systems is specified in Sect. 2.3. A detailed network description of
mechanical and acoustic systems is carried out in Chap. 3.
Between the different subsystems interactions exist. Their characteristics are
discussed afterwards. Furthermore, their derivation from electrostatic and
magnetostatic field equations is represented in Sect. 2.4. In the Chaps. 7 up to
9, both the classification of electromechanical interactions and their network
description are carried out in detail.
Finally, the network description of the considered subsystems and their inter-
actions provide a basis for a structured network description of complex elec-
tromechanical systems. In the presented book, it is discussed starting from
Chap. 3.

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_2,  
© Springer-Verlag Berlin Heidelberg 2011 
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2.1 Signal Description and Signal Transmission in Linear
Networks

2.1.1 The Circular Function as Basic Module for Time Functions
of Linear Networks

The dynamic characterization of electrical, mechanical and acoustic subsys-
tems including their interactions results in system equations between flow
coordinates and difference coordinates. The details are discussed in the Sects.
2.2 up to 2.6. These system equations enable the derivation of differential
equations which allow for response determination of individual system coor-
dinates to the excitation of other system coordinates by means of well-known
excitational time functions. In order to solve such tasks of analysis, the re-
striction of excitational time functions to model time functions has proved to
be reasonable.
On the one hand, these models should enable for a solution of the above men-
tioned task as simple as possible, on the other hand, it should be possible to
generate real existent time functions as sums of such model building blocks.
The circular function

x (t) = x̂ cos (ωt+ ϕx) (2.1)

is particularly suitable as model building block for the analysis of linear net-
works for the following reasons:

• By means of a Fourier series, general periodic functions can be generated
from harmonic circular functions.

• The circular function is invariant with respect to operations such as differ-
entiation, addition and multiplication with a constant. These operations
are found in the system equations of linear networks discussed in the Sects.
2.2 up to 2.6. Also linear combinations of circular functions feature the
same characteristics.

From this follows that in case of an excitation of a linear network with a
circular function according to (2.1), all remaining network coordinates can
also be characterized by circular functions of same frequency ω. Using this
particular excitation, the analysis task can be reduced to the determination
of amplitudes and phase angles of the remaining coordinates.

The approach

µ (t) = µ̂ cos
¡
ωt+ ϕµ

¢
and λ (t) = λ̂ cos (ωt+ ϕλ) (2.2)

results in a set of equations for the determination of the unknown quantities
λ and µ in case of excitation by λ0 and µ0. An example is shown in Fig. 2.1.
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Fig. 2.1. Analysis of a shock absorber by means of a cosine approach

On the basis of the differential equation of the network shown in Fig. 2.1
according to

n
dFn (t)

dt
=
1

r
Fr (t) =

1

r
(F (t)− Fn (t)) (2.3)

and thus

F (t) = rn
dFn (t)

dt
+ Fn (t) , (2.4)

by using circular functions for F (t), Fn (t), Fr (t)

F̂ cos (ωt) = rn (−ω) F̂n sin (ωt+ ϕn) + F̂n cos (ωt+ ϕn)

⇔ F̂ cos (ωt) = F̂n (−ωnr cosϕn − sinϕn) sin (ωt)
+F̂n (−ωnr sinϕn + cosϕn) cos (ωt) (2.5)

with

a = −ωnr cosϕn − sinϕn and b = −ωnr sinϕn + cosϕn
the amplitude F̂n and the phase angle ϕn of the searched force Fn (t) with

a = 0⇒ ωnr = − tanϕn (2.6)

and

b =
q
1 + tan2 ϕn ⇒ F̂n =

1p
1 + tan2 ϕn

F̂ (2.7)

can be determined.

Due to the more complex addition and differentiation rules for circular func-
tions compared to exponential functions of imaginary arguments, it is common
practice and appropriate to use the complex time function x (t) and the ac-
cordingly derived complex amplitude x instead of the real time function in
(2.1). The real time function in (2.1) can be described as a complex time
function in the form of

x (t) = x̂ [cos (ωt+ ϕx) + j sin (ωt+ ϕx)] = x̂ ej(ωt+ϕx) . (2.8)
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With respect to (2.8), the complex amplitude x results in

x = x̂ ejϕx . (2.9)

Resulting relations between time- and frequency-domain are represented in
Table 2.1.

Table 2.1. Functional transformation between stationary sinusoidal time functions
and complex amplitudes

time-domain frequency domain

w (t) = dx (t) /dt

w (t) =
tU
a

x (t) dt

w (t) = x1 (t) + x2 (t)


x (t) = <�x ejωt� ⇐⇒ x = x̂ ejϕ



w = jωx

w =
1

jω
x

w = x1 + x2

The corresponding equations between the complex amplitudes result from the
introduction of the approach according to (2.9) into the basic operations of
the set of equations of the linear networks in the Sects. 2.2 up to 2.6.

w = jωx (2.10)

w =
1

jω
x (2.11)

w = x1 + x2 (2.12)

In this way, a functional transformation between variables and equations of
the time- and frequency-domain is defined which is described by

x (t) = <©x ejωtª (2.13)

and
x = x̂ ejϕ . (2.14)

The application of this functional transformation to the system equations in
the Sects. 2.2 up to 2.6 transfers the systems of differential equations into
algebraic sets of equations between complex amplitudes.

Figure 2.2 shows the simplification of the analysis of Fig. 2.1 using complex
amplitudes. Details and examples as well as graphical interpretations to this
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Fig. 2.2. Analysis of a shock absorber with complex amplitudes

calculation method are contained in standard text books of electrical engi-
neering [23—26].
In combination with both relations (2.13) and (2.14), the time-dependent force
progression Fn (t) of the shock absorber shown in Fig. 2.2 can be calculated
according to

Fn (t) = <
Ã

F̂

1 + jωnr
ejωt

!

⇔ Fn (t) = <
 F̂q

1 + (ωnr)2
ejϕ ejωt


⇔ Fn (t) =

F̂q
1 + (ωnr)2

cos (ωt− arctanωnr) (2.15)

with
tanϕ = −ωnr. (2.16)

The example shown in Fig. 2.2 suggests the generalization represented in Fig.
2.3 with the introduction of the transfer function B (ω) between input and
output variables x and y of a linear system.
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Fig. 2.3. Transfer function of a linear system
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It is remarkable that the conclusions mentioned above are also valid for ap-
proaches of the form

x (t) = x̂ eσt cos (ωt+ ϕ) (2.17)

and
x (t) = x̂ e(σ+jω)t+jϕ . (2.18)

Using (2.18), (2.10) up to (2.13) are modified in such a manner that instead
of jω the complex frequency p = σ + jω must be introduced. These facts
are important for stability analyses and enable far-reaching conclusions with
respect to complex analytical characteristics of network functions of complex
frequency p. Details about that are discussed in Chap. 4

”
Abstract Linear

Network”.

2.1.2 Fourier Expansion of Time Functions

Explanation and Classification of the Fourier Expansion

The model for transferring circular functions by linear systems shown in Fig.
2.3 can be extended to periodic and time-limited (

”
unique”) functions by

means of the Fourier transform.

At first, in (2.19) up to (2.22) the periodic function x̃ (t) of period T is de-
scribed by Fourier series of the form

x̃ (t) = x̄+
MX
i=1

ci cos (ωit+ ϕi) (2.19)

and

x̃ (t) = x̄+
MX
i=1

[ai cos (ωit) + bi sin (ωit)] , (2.20)

respectively with

x̄ =

TZ
0

x (t) dt, ai = ci cosϕi, bi = ci sinϕi (2.21)

ωi = 2π
1

T
i, ci =

q
a2i + b2i , ϕi = − arctan

bi
ai
. (2.22)

If x (t) is an input function of a linear system, with the methods presented in
Sect. 2.1.1, Fig. 2.3 it can be supposed that every harmonic partial oscillation
xi (t) runs separately through the system being not disturbed by the other
partial oscillations due to the assumed system linearity. In accordance with
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Fig. 2.3, the resulting partial responses yi (t) add up to the output function
y (t). The resulting transfer model is illustrated in Fig. 2.4.
Küpfmüller was the first who used this fundamental system model in order
to analyze response characteristics of electrical circuits [12]. It forms the basis
of spectral analysis methods of the signal and system theory. The facts being
involved justify the central importance of the Fourier series expansions for
this field of knowledge.

Fourier Series

The task of finding an approximation function x̃ (t) or the coefficients ci, ϕi
and ai, bi which is given by (2.19) up to (2.22) requires the definition of a
suitable criterion. According to the tasks that are to be solved in combination
with the approximation equation, two criterions are usual:

• The deviations between the base function x (t) and the approximation
functions x̃ (t) are to become minimal in the root mean square. This crite-
rion results in the approximative form of Fourier series.

• At a given number N of equidistant sample values tn, the approximation
function x̃ (t) is to match the function values of the base function x (tn).
This criterion results in the interpolative form of Fourier series.

Under restrictive conditions for the function x (t) and for the number of sam-
ple values, the approximation functions x̃ (t) correspond with respect to both
criterions.
The interpolative Fourier series and the derived Fourier transformations form
the basis of sample systems theory. They are not used in this book, thus they
are not further considered.
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The approximative Fourier series require the knowledge of the piecewise con-
tinuous base function x (t) at all possible, i.e. infinitely many points of the
independent variable t. Therefore, they are especially useful for the expansion
of analytically given functions.

Real Form of the Approximative Fourier Series

The mean square deviation is particularly suitable for the error measure of
deviations of two periodic functions x1 (t) and x2 (t) with same periodic time
T .
If x1 (t) and x2 (t) are functions that can be accurately mapped with same
periodic time T and same mean value x̄ by an approach in the form of (2.19)
and (2.20), the Parseval equations (2.23) and (2.24) are valid due to the
orthogonality of circular functions:

1

T

TZ
0

x21 (t) dt =
1

2

MX
i=1

a2i + b2i + x̄21 (2.23)

1

T

TZ
0

x22 (t) dt =
1

2

MX
i=1

α2i + β2i + x̄22 (2.24)

From this follows that the mean square deviation of two periodic functions
the above mentioned conditions apply to is given by (2.25)

1

T

TZ
0

(x1 (t)− x2 (t))
2 dt =

1

2

MX
i=1

(ai − αi)
2 + (bi − βi)

2 . (2.25)

If one of both functions is a sectionally continuous function x (t) and the
second function is defined by the approach of (2.19) and (2.20) respectively,
the mean square deviation ε yields

ε2 = (x̃ (t)− x (t))2

=
1

T

TZ
0

Ã
x̄+

MX
i=1

ai cos

µ
2πi

t

T

¶
+ bi sin

µ
2πi

t

T

¶
− x (t)

!2
dt

= x (t)2 − x̄2 − 2

T

TZ
0

x (t)
MX
i=1

·
ai cos

µ
2πi

t

T

¶
+ bi sin

µ
2πi

t

T

¶¸
dt

+
1

2

MX
i=1

¡
a2i + b2i

¢
. (2.26)

The condition ε→ min results in the constitutive equations (2.27) and (2.28)
for the coefficients ai and bi:
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∂ε

∂ai
= − 2

T

TZ
0

x (t) cos

µ
2πi

t

T

¶
dt+ ai → 0 (2.27)

∂ε

∂bi
=
2

T

TZ
0

x (t) sin

µ
2πi

t

T

¶
dt+ bi → 0 (2.28)

In summary, (2.29) up to (2.32) result in the real form of the approximative
Fourier series:

x̃ (t) = x̄i +
MX
i=1

·
ai cos

µ
2πi

t

T

¶
+ bi sin

µ
2πi

t

T

¶¸

x̃ (t) = x̄+
MX
i=1

ci cos

µ
2πi

t

T
+ ϕi

¶
(2.29)

ai =
2

T

TZ
0

x (t) cos

µ
2πi

t

T

¶
dt, ∀i = 1 . . .M (2.30)

bi =
2

T

TZ
0

x (t) sin

µ
2πi

t

T

¶
dt, ∀i = 1 . . .M (2.31)

x̃ (t)→ x (t) for M→∞ (2.32)

First of all, with (2.29) up to (2.31) there is the question how the error ε
depends on the number M of addends. An exact analysis of this fact results
in the conclusion that ε converges uniformly against zero with increasing M.

From this the conclusion of (2.32) follows that both functions match for M
→∞. The detailed analysis of the error characteristics of x (t) is not simple. It
is described in detail and with mathematical precision in technical literature
[27, 28].

Complex Form of the Approximative Fourier Series

By introducing complex time functions according to (2.8), the transformation
equations (2.29) up to (2.32) can be transformed in such a way that the
application of the complex transfer function B (ωi) (see Fig. 2.3) according to
the system model shown in Table 2.1 is possible:

x̃ (t) = x̄+
MX
i=1

ci e
jϕi ej2πi

t
T (2.33)
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⇒ x̃ (t) = <{x̃ (t)} = 1

2
(x̃ (t) + x̃∗ (t)) (2.34)

⇔ x̃ (t) = x̄+
MX
i=1

1

2
ci e

jϕi ej2πi
t
T +

MX
i=1

1

2
ci e
−jϕi e−j2πi

t
T (2.35)

⇔ x̃ (t) = x̄+
MX

i=−M
i6=0

1

2
ci e

jϕi| {z }
ci

ej2πi
t
T (2.36)

with

ci =
1

2
ci cosϕi| {z }

ai

+ j
1

2
ci sinϕi| {z }
−bi

=
1

T

TZ
0

x (t) e−j2πi
t
T dt (2.37)

Taking c (i = 0) = x̄ into consideration, finally the complex form of the ap-
proximated Fourier series according to (2.38) up to (2.42) is achieved:

x̃ (t) =
MX

i=−M
ci e

j2πi tT (2.38)

ci =
1

T

TZ
0

x (t) e− j 2πi
t
T dt (2.39)

ci =
1

2
(ai − jbi) , x̄ = c0 (2.40)

c∗i = c (−i) (2.41)

x̃ (t)→ x (t) for M→∞ (2.42)

If such a described time function is transfered by a linear system defined
by the complex transfer function B (ωi), according to Table 2.1 and Fig. 2.4
following relations will be achieved:

ỹ (t) =
MX

i=−M
cixB (ωi) e

jωit (2.43)

cix =
1

T

TZ
0

x (t) e−jωit dt, i = −M . . .M (2.44)

ỹ (t)→ y (t) for M→∞ (2.45)
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When comparing (2.29) up to (2.32) with (2.43) up to (2.45), it has to be
considered that |ci| according to (2.40) is identical with ci/2 formulated in
(2.29).
In textbooks and data reference books of electrical engineering as well as in
books of the signal and system theory tables for the coefficients ai and bi of
periodic model functions can be found which are useful for theoretical and
experimental problems [29—32].

2.1.3 The Fourier Transform

Aspects of Application with the Spectral Representation of Single
Processes

In the measurement technology and systems analysis the determination of
system reactions on single time-limited processes is of same importance like
that on periodic processes. The reaction on a single process comprises the
condition that the considered system is in static state at the beginning of the
single process. All energy storages must be empty (see. Fig. 2.5).

B �b g
x t0b g y tb g

x t x t t T0 00b g b g� 
 �p für

x t0 b g

T0
t

?

for

Fig. 2.5. Transfer of a single time-limited process by a linear system

In principle, the solution of this task is possible by the solution of the differ-
ential equations which can be derived from the system equations in the Sects.
2.2 up to 2.6. A suitable form of these equations are the state differential equa-
tions, whose application is described in detail in [33]. These problem-solving
methods are not subject to restriction on linear systems which had to be made
with the spectral approach.
The question is whether with restriction on linearity also for single processes
in the above mentioned sense a spectral description can be found that enables
the large performance of the calculation methods represented in the Sects.
2.1.1 and 2.1.2, in particular the use of complex transfer functions for system
description.
The answer to this question results in the Fourier integral transform.

The practise in experimental system analysis and measurement technology
is the starting point for such a concept. Here, the excitation of the system
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with the single process is periodically repeated after a sufficiently long time
duration, i.e. for the suppression of disturbances. The resulting process is
periodic and provides the application of all methods which are drawn up in
the Sects. 2.1.1 and 2.1.2. Now it has to be analyzed whether the models of
quasi-single processes being constructible in this way result in descriptions in
the limit which correspond to the above mentioned demands.

Realization of Function Sequences for Transition to the Fourier
Integral Transform

The periodic repetition of a time-limited process according to the considera-
tions of the preceding section results in the model shown in Fig. 2.6.
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Fig. 2.6. Model of a function sequence for spectral representation of single processes

The time-limited function x0 (t) with period T0 is periodically repeated with
period T =LT0. With respect to a finite upper limit of summation K, the
Fourier series of the resulting function x̃ (t) will comprise the errors at the
jump discontinuities and kink positions of x (t) shown in Appendix B. Consid-
erations to these figures result in the facts that the deviations ∆x (t) between
x (t) and x̃ (t) converge against zero with increasing K outside the neighbor-
hood of these positions. This also applies to the period between T0 and LT0.
It can be expected that x̃ (t) approximates the function x0 (t) shown in Fig.
2.5 with increasing K and L. The determination of ak and bk in the spectral
representation of x̃ (t) according to

x̃ (t) = x̄+
KX
i=1

ai cos

µ
2πi

t

T

¶
+ bi sin

µ
2πi

t

T

¶
(2.46)

is possible with (2.30) and (2.31).
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For further considerations it is suitable to use the spectral description by
means of a Fourier series as analytical description of x0 (t) within the range
0 ≤ t ≤ T0. It is achieved by periodic continuation from x0 (t) out of this
range as shown in Fig. 2.7.
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Fig. 2.7. Consideration of constant component of function xp (t) with expansion of
function x (t) according to (2.46)

At first, for further considerations it is to be assumed that xp (t) is bandlim-
ited. Thus, the function xp (t) is to be correctly representable with finite M
by (2.36).
If the mean value x̄p of xp (t) is nonzero, special characteristics will result
from the expansion of x (t) according to (2.46) which are specified in Fig. 2.7.
With the expansion of periodic functions, whose mean value x̄p is different
from zero over one period T0, the determination of the coefficients ai and bi
according to (2.30) and (2.31) always yields the values of the zero-mean func-
tion z (t) = xp (t) − x̄p, regardless of whether x (t) or z (t) are inserted into
the equations mentioned above.

Here, the function x (t) must be divided up into the two components z (t) and
x (t) over the whole interval T . The expansion of both components must be
done separately.
The result is represented in (2.47) and (2.48). In addition to the coefficients
of the function z (t), the coefficients ∆αk and ∆βk are generated:
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½
αk
βk

¾
=
2

T

T0Z
0

x (t)

½
cos
sin

¾µ
2πk

t

T

¶
dt

=
2

T

T0Z
0

Ã
x̄p +

MX
i=1

·
ak cos

µ
2πi

t

T0

¶
+ bk sin

µ
2πi

t

T0

¶¸!

·
½
cos
sin

¾µ
2πk

t

T

¶
dt (2.47)

½
αk
βk

¾
= x̄p

2

T

T0Z
0

½
cos
sin

¾µ
2πk

t

T

¶
dt

| {z }
∆αk,∆βk

+
MX
i=1

ak
2

T

T0Z
0

cos

µ
2πi

t

T0

¶½
cos
sin

¾µ
2πk

t

T

¶
dt

| {z }
Aik,Cik

+ bk
2

T

T0Z
0

sin

µ
2πi

t

T0

¶½
cos
sin

¾µ
2πk

t

T

¶
dt

| {z }
Dik,Bik

 (2.48)

The evaluation of both the integrals Aik, Bik, Cik, Dik and the ∆αk and ∆βk
being found in (2.48) is shown in (2.49) up to (2.52):

zk =
k

L
=

ωk
2π/T

1

L
=

ωk
2π/T0

=
ωk
ω0

(2.49)

∆αk = 2x̄p
1

L

sin (2πzk)

2πzk
, ∆βk = 2x̄p

1

L

1− cos (2πzk)
2πzk

(2.50)

½
Aik

Bik

¾
=

½
zk
i

¾
sin (2πzk)

π (z2k − i2)
(2.51)

½
Cik

Dik

¾
=

½
i
−zk

¾
[cos (2πzk)− 1]

π (z2k − i2)
(2.52)
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Thus, (2.53) up to (2.55) represent the results for the searched coefficients in
(2.46):

αk =
1

L

MX
i=1

(Aikai − Cikbi) +∆αk (2.53)

βk =
1

L

MX
i=1

(Dikai −Bikbi) +∆βk (2.54)

x̄ =
x̄p
L

(2.55)

A more detailed analysis of Aik, Bik, Cik and Dik for the values k = RLi
results in the values represented in (2.56) and (2.57):

Aik = Bik =

½
1, R = 1
0, R 6= 1

¾
(2.56)

Cik = Dik = 0 (2.57)

From this follows that the αk and βk assume the values specified in (2.58) at
the points k = iL: ½

αk
βk

¾
=
1

L

½
ai
bi

¾
(2.58)

All in all, the situation in Fig. 2.8 shows the result for the transition from the
ai, bi to the αk, βk.

L	k

i i �
1

L
i �

�L

L

1
i � 1

	 zb g �L

ai� �1 L

L i L i �1 L i � �1 1b g L i �1b g k

z
k

k �
L

ai �L

Fig. 2.8. Transition from the ai, bi to the αk, βk using the example of a section
k =Li . . .L(i+ 1)
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Thereby, following equations are valid:

α (zk) =
1

L

MX
i=1

µ
zk sin (2πzk)

π (z2k − i2)
ai +

i [cos (2πzk)− 1]
π (z2k − i2)

bi

¶
+∆αk (2.59)

β (zk) =
1

L

MX
i=1

µ−zk [cos (2πzk)− 1]
π (z2k − i2)

ai +
i sin (2πzk)

π (z2k − i2)
bi

¶
+∆βk (2.60)

By means of the operations with the function xp (t) shown in Fig. 2.7, ad-
ditional spectral lines are generated inbetween the ai, bi matching with the
initially present ai, bi at the positions k = iL except for the factor L.
The interpolating envelope curve for the αk, βk will be obtained, if instead
of the discrete variable zk the continuous variable z is inserted in (2.59) and
(2.60). For further considerations it is remarkable that the envelope func-
tions α (z)L, β (z)L are independent of L. Further on the relative differences
between neighboring spectral lines decrease with increasing L due to the con-
tinuity of these functions.
In addition, it is remarkable that the αk, βk are completely defined by the ai,
bi. That’s why in the frequency domain (2.59) and (2.60) repesent the anal-
ogon to the sample relation in the time domain concerning bandlimited time
functions.
At this point it can already be asked the question how the derived relations
will change, if the function xp (t) is not bandlimited.
According to the considerations in Sect. 2.1.2 the upper summation limit M
in (2.53) and (2.54) must converge to infinity. The αk, βk already become a
limit value. By the way, from (2.59) and (2.60) it can be realized that the αk,
βk are nonzero beyond the value k =ML even if xp (t) is bandlimited. That’s
why the summation over k in (2.46) must converge to infinity anyway. In case
of abandonment of the condition of band limitation for xp (t), there will be
no changes of the limit value characteristics in (2.46).

Transition to the Fourier Integral Transform

Taking Fig. 2.8 into account, the considerations in the preceding section sug-
gest the substitution of the sum in (2.46) by an integral for large L. This
results in combination with

LÀ 1⇒ ωk ⇒ ω, zk =
k

L
⇒ ω

ω0
, ω0 =

2π

T0
, ∆ω =

2π

T0

in the following equations:

x (t) = x̄+
1

∆ω

KX
k=1

[αk cos (ωkt) + βk sin (ωkt)∆ω] (2.61)

αk ⇒ α (ω) , βk ⇒ β (ω) (2.62)
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x (t) ≈ x̄+
1

π

ωkZ
0

µ
T

2
α (ω) cos (ωt) +

T

2
β (ω) sin (ωt)

¶
dω (2.63)

a (ω) =
T

2
α (ω) , b (ω) =

T

2
β (ω) (2.64)

The Equations (2.30) and (2.31) turn into (2.65) and (2.67), respectively.
(2.67) results from (2.51) up to (2.55):

½
a (ω)
b (ω)

¾
=

T0Z
0

x (t)

½
cos
sin

¾
(ωt) dt (2.65)

x̄ = x̄p
T0
T

(2.66)

½
a (ω)
b (ω)

¾
=
1

2π

MX
i=1

1

(ω/ω0)
2 − i2

½
(ω/ω0) sin (2πω/ω0)

− (ω/ω0) [cos (2πω/ω0)− 1]
¾
ai

+
1

2π

MX
i=1

1

(ω/ω0)
2 − i2

½−i [cos (2πω/ω0)− 1]
i sin (2πω/ω0)

¾
bi

+x̄pT0

½
sin (2πω/ω0) / (2πω/ω0)

[1− cos (2πω/ω0)] / (2πω/ω0)
¾

(2.67)

With respect to the function sequence defined in the preceding section, the
transition to the limits L→∞, K→∞ and M→∞ will be possible without
any problem, if the condition of time limitation for xp (t) is maintained further
on. The value x̄ converges to zero in the limit. The result is summarized in
(2.68) and (2.69) representing the Fourier integral transform:

x (t) =
1

π

∞Z
0

[a (ω) cos (ωt) + b (ω) sin (ωt)] dω (2.68)

½
a (ω)
b (ω)

¾
=

∞Z
0

x (t)

½
cos
sin

¾
(ωt) dt (2.69)

∞Z
0

|x (t)|dt→ limited (2.70)

The strict mathematical derivation of this functional transformation can be
found in selected textbooks [27, 28]. The result of this proof shows that the
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demand for time limitation of x (t) in (2.69) is not necessary. However, x (t)
must fulfill the condition in (2.70).

According to (2.33) up to (2.35) the relations in (2.68) and (2.69) can also be
formulated in complex form. The Fourier integral transform in complex form
results from these equations:

x (t) =
1

2π

∞Z
−∞

c (ω) ejωt dω (2.71)

c (ω) =

∞Z
0

x (t) e−jωtdt (2.72)

c (ω) =
1

2
[a (ω)− jb (ω)] (2.73)

c (−ω) = −c∗ (ω) (2.74)

The relations (2.68) and (2.69) and (2.71) up to (2.74) are not necessarily
restricted to positive values of t. Taking (2.70) into consideration x (t) can
assume values within the range −∞ ≤ t ≤ ∞. Therefore, the lower limit in
(2.69) and (2.72) can also be assumed to be −∞ as it is usually done with
the definition of the Fourier integral transform.
Comprehensive tables of relations between time functions and their Fourier
transforms can be found in textbooks of the signal and system theory [30—32,
34].
Finally, also the initially asked question can be answered whether with restric-
tion to linearity for single processes a spectral description can be specified. If
the view of sequence elements defined in Fig. 2.6 is taken, the Fourier integral
transform according to (2.68) and (2.69) can be applied.

The integrand in (2.71) bears the meaning of the complex time function of a
differential partial oscillation adding up to x (t). The quantity c (ω) dω denotes
the complex amplitude of this partial oscillation. The integrand in (2.68) rep-
resents the appropriate differential partial oscillations in real form. By means
of (2.61) and (2.63), the coefficients α (ω) and β (ω) can be reduced to discrete
Fourier coefficients of a sequence element in (2.46). If cx (ω) dω represents the
differential Fourier coefficient of an input function of a linear system, the
appropriate coefficients of the output function y (t) will be received:

cy (ω) = B (ω) cx (ω) (2.75)
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Thus, the function y (t) accordingly yields

y (t) =
1

2π

∞Z
−∞

cxB (ω) e
jωt dω (2.76)

with

cx (ω) =

∞Z
0

x (t) e−jωt dt. (2.77)

These facts are illustrated in Fig. 2.9.

B �b gx tb g y tb g
y t c B

c x t t

x
t

x
t

b g b g b g b g

b g b g b g

�

�

��

��

�

z

z

1

2

0

�
� � �

�

�

�

e d

e d

j

-j

2.57

2.58

Fig. 2.9. Transfer of a single process by a linear system with transfer function B (ω)

2.1.4 The Laplace Transform

Concerning the Fourier transform described in Sect. 2.1.3, there are problems
with convergence of functions which do not converge sufficiently strong against
zero for t → ∞. Using the characteristics of exponentially increasing and
decreasing circular functions represented in (2.17) and (2.18), (2.71) and (2.72)
can be rearranged in such a way that the above mentioned problems can be
avoided. Thus, the Fourier transform is transfered to the Laplace transform.

If the function
u (t) = x (t) e−σt (2.78)

instead of the function x (t) is subjected to a Fourier transform according to
(2.72), the result is

cu (ω) =

∞Z
0

x (t) e−(σ+jω)t dt. (2.79)

In combination with the complex frequency

p = σ + jω (2.80)
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follows:

cu (ω) =

∞Z
0

x (t) e−pt dt = L{x (t)} = F (p) (2.81)

The inverse transform of cu in combination with (2.71) yields u (t):

u (t) =
1

2π

+∞Z
−∞

cu (p) e
−jωt dω =

1

2πj

σ+j∞Z
σ−j∞

F (p) e−jωt dp (2.82)

The original function x (t) is achieved in combination with (2.78):

x (t) =
1

2πj

σ+j∞Z
σ−j∞

F (p) ept dp = L−1 {F (p)} (2.83)

The pair of equations (2.84) and (2.85) defines the Laplace transform:

L{x (t)} = F (p) =

∞Z
0

x (t) e−pt dt (2.84)

x (t) = L−1 {F (p)} = 1

2πj

σ+j∞Z
σ−j∞

F (p) ept dp (2.85)

The equations (2.79) up to (2.83) clearly describe its relation with the Fourier
transform. The way back from this relatively high abstraction level to sim-
ple models and algebraically and numerically verifiable relations by means of
the Fourier transform can be useful, if there is doubt with the application
of such very efficient methods of analysis whether the made operations are
allowed. The history of the application of the Laplace transform within the
field of electrical engineering comprises examples of such invalid operations
and conclusions.

In contrast to the usual definition of the Fourier transform, the lower limit of
integration t = 0 in (2.79) is useful. For −∞ ≤ t ≤ ∞ the function x (t) should
meet unnecessary requirements due to the exponentially increasing factor e−σt

in (2.86) with negative values for t.

∞Z
0

¯̄
x (t) e−σt

¯̄
dt→ limited (2.86)

In addition, the Laplace transform has been developed as a tool for the tran-
sient analysis, for which x (t) = 0 is valid for t ≤ 0.
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For mathematical and technically significant functions detailed tables of cor-
respondences between F (p) = L{x (t)} and x (t) can be found in textbooks
as well as in mathematical formularies [23, 30—32, 35—37].

With the considerations concerning Fig. 2.9, the question can be answered
how Laplace transforms are transfered by linear systems. The key to that
are the facts that not only circular functions but also products of circular
and exponential functions will not change their characteristics, if they are
transfered by linear systems. These facts are also represented in (2.17) and
(2.18).

In analogy with (2.72) equation (2.79) can be interpreted in such a way that
the differential complex partial oscillations

∆x (t) = cu (p) e
pt dt (2.87)

add up to x (t). When discussing about complex time functions and amplitudes
in this context, the concept represented in Table 2.1 must also be extended
to the functional type

x (t) = x̂ eσt ej(ωt+ϕ) = x̂ ejϕ ept . (2.88)

Here, the functional transformation shown in Table 2.1 will remain, if the
complex frequency p is introduced instead of jω. The transition of network
differential equations (see Sects. 2.2 and 2.3) to equations with complex am-
plitudes causes the modified functional transformation shown in Table 2.1.
Thus, e.g. the complex transfer function Fn/F illustrated in Fig. 2.2 changes
according to

B (ω)→ B (p) =
Fn

F
=

1

1 + rnp
=

1

1 + rnσ + jωnr
. (2.89)

Under these circumstances, cu (p)∆ω can be considered as differential complex
amplitude ∆x of the complex time function ∆x (t). If such a described time
function affects a linear system characterized by the complex transfer function
B (p), the differential complex amplitude of the output variable ∆y will result
in

∆y = cu (p) ·B (p) (2.90)

which adds up to the output variable y (t):

y (t) =
1

2πj

σ+jωZ
σ−jω

cu (p)B (p) e
pt dp with cu (p) = L{x (t)} (2.91)
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The application of the Laplace transform in the signal and system theory
bears a special meaning due to following reasons:

• Concerning the behavior of x (t) for t→∞, the restrictions existing with
the Fourier transform are omitted.

• It is possible to use important functional theoretic characteristics of the
transfer functions B (ω) or B (p) of linear systems for system analysis.

These characteristics are drawn up in Appendix B.2 and B.3. They are based
on the fact that transfer functions of spatially varying linear systems can be
represented by rational functions dependent on jω and p, respectively. They
are well-defined by their poles and zeros. Also the inverse transform formula
of Heaviside is based on this characteristic that will result in a closed-form
solution of (2.88), if the poles and zeros of B (p) and F (p) are known. Many
specialist books and text books of mathematics and electrical engineering con-
tain detailed representations concerning the characteristics and applications
of the Laplace transform [30, 32, 38—40].

2.2 Electrical Networks

In Table 2.2, the network coordinates, fundamental components, coupling
two-port networks, sources and balance equations for electrical networks are
shown. The following summarizing explanations of relations the electrical en-
gineer is familiar with provide a better understanding of methodology con-
cerning the network description of non-electrical subsystems.

Due to the requirement that the product of network coordinates must repre-
sent a power quantity, current and voltage are defined as network coordinates.
This characteristic is the condition for the validity of fundamental relations of
linear time-invariant networks. The time-invariant components C and L de-
scribe the ability of electromagnetic fields to store electrical and magnetic field
energy. If the operational modes of components show nonlinear characteris-
tics, both component equations and balance equations result in differential
equations dependent on the network coordinates u and i.
In case of linear characteristics, these differential equations can be transformed
into algebraic equations using complex amplitudes explained in Sect. 2.1. The
component R describes the irreversible conversion of electrical energy into
thermal energy.

The most general topological form of a network consisting of one-port com-
ponents with a specified number N of nodes is represented in Fig. 2.10.



2.2 Electrical Networks 37

Table 2.2. Components and system equations of electrical networks
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Following system equations are valid for the general network shown in Fig.
2.10:

um =
NX

n=1

ρ
mn

in with ρ
mn

= ρ
nm

(2.92)

and

in =
NX

n=1

γ
nm

um with γ
nm

= γ
mn

(2.93)

The network consists of a maximum of

Z =
(N− 1)N

2
(2.94)

components (legs). It is a fundamental task of network theory to derive how
many of the overall existing currents and voltages (coordinates) in network
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Fig. 2.10. General topology of an electrical network consisting of one-port compo-
nents

can be independently selected in each case and how the remaining coordinates
can be determined out of this set of independent coordinates. For the solution
of this task, the component equations and balance equations represented in
Table 2.2 are necessary.
If the networks consist of few components, this task can be solved by means of
heuristic combination of the component equations with appropriate balance
equations. However, in order to discover general network characteristics or
to analyze larger networks with several sources, it necessitates a systematic
approach. It is included in Cauer’s fundamental book of electrical network
theory [11] and in textbooks of electrical engineering e.g. [29] and [41].
Concerning linear electrical fundamental components, the assumption of node
voltages and node currents represented as network variable in Fig. 2.10 results
in a conceptually simple approach in order to solve the tasks mentioned above.

At first, it can be realized that the N − 1 node voltages un represent a set
of independently selectable coordinates. The same applies for the N− 1 node
currents im. Thus, for linear component equations the hypothesis of (2.93) is
justified that the node currents are associated with the node voltages by N−1
linear equations. By means of the definition

γ
nm

=

µ
in
um

¶
ul=0

with l = 1 . . .m− 1, m+ 1 . . .N− 1, (2.95)

the coefficients γ
nm

can be identified as negative leg conductances −Gnm in
combination with the network’s circuit:

γ
nm

= −Gnm (2.96)

This consideration also results in symmetry of the conductance matrix in
(2.93). This reciprocity relation constitutes a fundamental characteristic of
networks. In combination with the supposed component’s linearity, it is a
structural characteristic of the network and not the result of the existence of
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a state function of inner energy, as it is sometimes claimed. In fact, it results
from the reciprocity condition of (2.93) with respect to the restriction that the
network comprises only capacitances and inductances, respectively. According
to their meaning the coefficients γ

mm

γ
mm

=

µ
im
um

¶
ul=0

with l = 1 . . .m− 1, m+ 1 . . .N− 1 (2.97)

are defined as sum of the leg conductances starting from node m:

γ
mm

=
N−1X
n=1

Gmn with n 6= m (2.98)

Since the matrix (ρ
mn
) is the reciprocal matrix of (γ

mn
), the symmetry of the

individual matrix elements γ
mn

also results in the symmetry of the matrix
elements ρ

mn
in (2.92). For the ρ

mn
not so simple relations to the leg resis-

tances Rmn can be found, as it is possible in case of the conductance matrix.
By means of the balance equations, the independent node voltages and node
currents can be replaced by leg voltages and leg currents in both forms of
(2.92) and (2.93).
A further modification of (2.93) can be achieved, if the node currents of se-
lected nodes are set at zero. Thus, the associated node voltage is not an in-
dependent variable anymore and the modified network consists of only N− 1
ports. In this way, the equations (2.93) which can be easily derived from the
structure of the complete network, can be reduced with respect to the avail-
able ports in such a way that only those ports will remain which are needed
for the particular application.
For both mentioned modifications the reciprocity characteristics of the modi-
fied networks remain. Figure 2.11 shows the reduction of a circuit still contain-
ing sources for selected independent coordinates in addition to the network
illustrated in Fig. 2.10. If two arbitrary nodes are led through this network,
the complete circuit being located behind these two nodes can be replaced by
one of the two neighboring active one-ports.
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Fig. 2.11. Active electrical one-ports
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The open-circuit voltage uL can be measured at the terminals n, m, if the
current is set at i = 0. The short-circuit current iK can be measured at the
terminals, if the output voltage is set at u = 0. The internal resistance Ri can
be measured between the terminals m, n, if all internal voltage sources are
replaced by a short-circuit and all internal current sources are removed.

2.3 Mechanical Networks

The explanations in this section help to show the origin of network descrip-
tions of mechanical systems used in this book from the terminology of theo-
retical mechanics. If this aspect is not in the reader’s interest, this section can
be skipped. A closed problem-oriented description of mechanical networks is
contained in Chap. 3.
A structural-oriented interpretation of the Lagrange equations of first kind
provides a basis for the development of a mechanical network theory. These
equations assume an amount of N + 1 reference points. The position coor-
dinates of an amount N of these reference points (m = 1 . . .N) are defined
by their position in a Cartesian coordinate system. Its point of origin coin-
cides with the zeroth reference point. Generally mass elements are located at
reference points, spring elements and and frictional elements are located be-
tween reference points. As with the electrical network, a mechanical network
structure is defined which is characterized by N independent nodes (reference
points) and N(N−1)/2 legs of components. N displacement components being
independent from each other can be assigned to 3N reference points. For that
purpose, 3N components of external equilibrium forces are necessary at the
reference points which are clearly defined by the affecting displacements. The
required system equations consist of balances of forces at the reference points,
component equations and structural description of the network by means of
the position coordinates of the reference points being not affected by external
equilibrium forces.

The network decribed in such a way can be modified by inserting coupling sys-
tems. These coupling systems consist of K coupling functions interconnecting
the position coordinates. They reduce the 3N primarily independent position
coordinates to F coordinates. The same applies accordingly to the force coor-
dinates.
If the displacements of the reference points among themselves are smaller than
the distances of the reference points among themselves, in a first approxima-
tion the system equations are assumed to be linear.

By transition from the time functions of the components to complex am-
plitudes according to Sect. 2.1, these original differential equations can be
transformed to algebraic equations. Based on these conditions, according to
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electrical networks a linear system of equations can be derived assigning the as-
sociated equilibrium forces to 3N independently selectable displacement com-
ponents of the reference points:

F k =
3NX
i=1

γ
ki
ξ
i
, k = 1 . . . 3N (2.99)

γ
ki
= γ

ik
(2.100)

Here, it is made use of the common agreement that the components of all
force and displacement vectors are numbered independently of their assign-
ment to the reference points 1 . . . 3N. Again, the matrices of this system are
symmetric with respect to the main diagonals. Taking the topology of the spa-
tial network into account, their coefficients can be determined similarly to the
electrical network. However, the situation here is more complicated because
angle information between coordinate axes and orientation of the component
legs are additionally integrated into the relation matrix coefficient — compo-
nent parameters.
Equation (2.99) can be modified in such a way that the displacement co-
ordinates ξ

i
are replaced by a new set of coordinates consisting of linear

combinations of the ξ
i
:

ξ0
i
=

3NX
k=1

αikξk (2.101)

It concerns the introduction of generalized coordinates with respect to the
demand for linearity. Generalized coordinates have been introduced with the
Lagrange formalism. Also the associated generalized force coordinates F 0m
can be represented as linear combination of the original force coordinates:

F 0m =
3NX
m=1

α0mkF k (2.102)

The resulting transformation matrix (α0mk) will be well-defined, if it is postu-
lated that the system matrix (γ0

ki
) of the transformed system equations

F 0ν =
3NX
m=1

γ0
νµ
ξ0
µ

(2.103)

resulting from (2.99) is symmetric with respect to the main diagonal just like
the output matrix (γ0

ki
) does:

γ0
νγ
= γ0

γν
(2.104)

The matrix (α0mk) proves to be the inverse matrix of matrix (αmk):

(α0mk) = (αmk)
−1 (2.105)
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Thus, the γ0
νµ
result in:

γ0
νµ
=
X
i

X
k

α0kνα
0
iνγki (2.106)

Due to the agreed linearity restriction, the representation of general linear
mechanical networks mentioned here in its essential results enables an assign-
ment of oriented graphs to the characterizing systems of equations. Compared
to the essentially more general Lagrange theory of dynamic systems, this
characteristic offers special advantages concerning the treatment of technical
and constructional tasks, respectively.
However, during an experience period lasting over many decades it proved to
be useful to proceed in structuring the network description of mechanical sys-
tems presented in this book. The above mentioned introduction of generalized
coordinates and coupling systems as well as a number of further restrictions
represent the formal tools for that. Thereby, the first essential aspect is the
definition of fundamental substructures which are represented in the Figs.
2.12 up to 2.14. They result from

• the introduction of one-dimensional networks characterized by only one
direction of motion — translational systems ;

• the restriction on systems which allow only for rotational motions around
one spatial axis with simultaneous introduction of the generalized coor-
dinates torsional moment and angle or angular velocity, respectively —
rotational systems;

• the restriction on linear fluid systems with the generalized coordinates
volumetric flow rate and pressure — fluid-mechanical systems.

The description of interactions between these subsystems represents the sec-
ond aspect. It will be considered in more detail in Sect. 2.4.1.
Fig. 2.12 shows a translational network. The sketched guides are to enable
the necessary one-dimensional motion. The lever in the lower figure part is
a coupling element which establishes a linear relation between the three dis-
placements of the points of force application. The task of analysis consists
in the determination of both the displacements or displacement velocities of
the reference points respectively and the forces within the connecting rods as

coordinates

forces in connecting
rods

displacement differences
with respect to the individual
components

F

Fig. 2.12. Translational network
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function of the excitational force F . Here, the connecting rods are considered
to be massless and rigid. In Sect. 3.1 it will be shown how network coordi-
nates can be defined for such arrangements, which balance equations exist
for these coordinates and by which relations the network coordinates are con-
nected with the components. According to the fundamental considerations at
the beginning of this section, the derivation of these special system equations
completely results from the rules being valid in mechanics. The result is a set
of equations being isomorphic to those of electrical network shown in Table
2.2.
That means: the derived mechanical system equations and their assignment
to the structures generating them differ from those of electrical networks only
by the terms of their coordinates and parameters. These circumstances allow
for extensive conclusions:
At first, the electrical restructuring and the associated calculation rules of
electrical networks can be transfered to translational mechanical networks.
For example, the derivation of active one-port parameters of a terminal pair
of electrical networks shown in Fig. 2.11 is also valid for a pair of reference
points of the mechanical network.
Furthermore, all results of the network theory, like e.g. methods of circuit
synthesis for given transfer characteristics, function theoretical characteristics
of general one-ports and transfer factors up to network analysis programs are
also valid for the considered system structure

”
translational mechanical net-

work”.
Fig. 2.13 shows a rotational network. The system elements being arranged in
the middle of the figure represent a massless gear transmission which couples
the rotation angle of the lower axis with that of the upper axis in the sense
of a coupling condition of generalized position coordinates.

torsion spring moment of inertia

coordinates

torsional moment
in shafts

angle differences
with respect to the
individual components

M

Fig. 2.13. Rotational network

The preceding considerations mentioned before will also be done for this type
of network in Sect. 3.2. They also result in a set of system equations being
isomorphic to those of the translational and electrical network.

Finally, the same situation is found with the fluid-mechanical network illus-
trated in Fig. 2.14. Due to the assumed linearity, the component descriptions
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coordinates

volumetric flow rates
in pipes

pressure differences
with respect to the
individual components

massless, incompressible
liquids

mass

compression
p1 p2

Fig. 2.14. Fluid-mechanical (acoustic) network

being valid here are only linear approximations of the in general strongly
nonlinear equations of fluid dynamics around an operating point. The media
located in the center (see Fig. 2.14) moves only with small displacements at
local-independent velocity around the rest position. In both volumes, pres-
sure fluctuations are generated by supplying a medium quantity that is small
compared to the medium quantity being in the volume. Also the pressure fluc-
tucations themselves are small compared to the static pressure in the volume
with respect to a missing media inflow. The conversion of these system char-
acteristics to a network description is presented in Sect. 3.3. It also results in
equations and structures which are isomorphic to those of network types that
have been considered before.

In summary, it can be noticed that it is possible to derive three substructures
from the general linear network description of dynamic mechanical systems
which enable the modeling of a large number of applications assigned to this
book. The network description of these subsystems results in a corresponding
set of equations which are mutually isomorphic and isomorphic to electrical
networks. The equations definitely correspond to network structures which
are equivalent to the geometrical and constructional system structure that is
to be modeled.

2.4 Interactions

2.4.1 Mechanical Interactions

The networks considered in the Sects. 2.2 and 2.3 are interdependent. Inter-
actions are able to exist between them. Between the translational network on
the one hand shown in Fig. 2.12 and the rotational and acoustic network on
the other hand shown in Fig. 2.13 and Fig. 2.14 respectively, this coupling
is described, in the simplest case, by the assumption that a linear relation
exists between the position coordinate x of a translational system point and
the generalized position coordinates of the particular rotational and acoustic
system point ϕ or V , respectively:

∆ϕ = Kr∆x (2.107)
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∆V = Ka∆x (2.108)

with
∆ϕ = ϕ− ϕ0, ∆V = V − V0, and ∆x = x− x0

This coupling can be subjected to the condition that coupling elements can
not store energy and can also not convert energy into heat. This condition is
only fulfilled by systems which consist of massless and rigid compounds and
frictionless guides and hinges:

F∆x+M∆ϕ = 0 (2.109)

F∆x+ p∆V = 0 (2.110)

It is assumed that the generalized force coordinates at the considered system
points have been defined in such a way that the two addends in (2.109) and
(2.110) have the meanings of energies flowing into the coupling system.

In combination with the energy balances in (2.109) and (2.110), the kinematic
conditions of (2.107) and (2.108) result in coupling equations (2.111) and
(2.112) for generalized force coordinates:

F = −KrM (2.111)

F = −Kap (2.112)

Thus, a total of two fundamental structures results for the elementary cou-
pling systems — transducers — between translational, rotational and acoustic
systems. The elementary coupling systems are illustrated in Fig. 2.15.
The individual mechanical transducers in Fig. 2.15 can be described by fol-
lowing functional relations:µ

∆x
F

¶
=

µ
1/Kr 0
0 −Kr

¶µ
∆ϕ
M

¶
(2.113)

µ
∆x
F

¶
=

µ
0 Ka

−1/Ka 0

¶µ
∆V
p

¶
(2.114)

coupling
system

coupling
system

�0

��
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x x x
x0 x0

reference direction

V0 �V

p

F

�x �x

translational-rotational transducer mechanical-acoustic transducer

Fig. 2.15. Two-port network representation of mechanical transducers
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Usually in case of the two-port network representation, the network coordi-
nates are chosen in such a way that they describe an energy flow out of the
system at one of the two ports. If this agreement is also applied to the cou-
pling elements shown in Fig. 2.15, the minus sign in the coupling matrices in
(2.113) and (2.114) will be omitted.
Figure 2.16 shows two elementary realizations of the formally introduced cou-
pling systems comprising a rigid and massless rod and a rigid and massless
plate inside of a cylinder as coupling elements.

xx x
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V0 �V
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p
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a �
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Fig. 2.16. Examples for translational-rotational and mechanical-acoustic transduc-
ers

The detailed definitions of these coupling elements and their application for
the representation of concrete structures are described in Chap. 5. It is re-
markable that the system equations in form of (2.113) and (2.114) can not
be transformed into the form of the general network equations. In the sense
of the coupling systems mentioned at the beginning of Sect. 2.3, they can be
solely considered as system components reducing the number of independent
position and force coordinates.

2.4.2 Electromechanical Interactions

The explanations in this section help to show the relation between the
problem-oriented description of electromechanical interactions discussed in
the Chaps. 7 up to 9 with the theory of electrodynamic fields. The reader,
who is not superficially interested in this aspect, should read on in Sect. 2.5.
The explanations in the Chaps. 7 up to 9 represent a self-contained mainly
energy-based description of these facts.
The consideration of experimental basis experiences explaining the intercon-
nection of mechanical and electrical network coordinates represents the start-
ing point for the description of interconnection. There are two groups of rela-
tions. The first group describes the equilibrant forces which will additionally
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be necessary in mechanical systems, if charges or elements of current loops are
coupled with reference points. These forces are described by the Coulomb
and Biot-Savart equations providing the starting points for the definition
of the electrostatic and magnetostatic field equations at the same time [19].
The dependence of the component parameters L and C of electrical networks
on their geometry is part of the second group of relations, i.e. the dependence
on position coordinates of the mechanical system or, formulated more general,
the dependence of electrostatic and magnetic field quantities as solution of a
boundary value problem on the geometry of this problem.
Due to the characteristic of the Coulomb and Biot-Savart equations as
logic source for field equations, it is not surprising that close relations exist
between these two groups of relations. Furthermore, it may not be forgotten
that the law of induction must be considered as third independent experience
fact in order to define the magnetic field energy and to link the magnetic field
quantities with the electric field strength and voltage, respectively.
The equivalence of galvanic currents and displacement currents concerning
their coupling with magnetic field quantities as fourth experimental basis ex-
perience is not used here. Therefore, it is possible to treat the interactions
separately for systems with electric and magnetic fields.
In addition, it is assumed that the electromechanical systems to be consid-
ered here only comprise spring elements and, alternatively, capacitances and
inductances respectively or, if necessary, electric and, alternatively, magnetic
fields. This system limitation is possible without loss of generality, since the
separation of such subnetworks from respective electrical and mechanical net-
works out of the total network is possible.
Furthermore, the restriction to linear processes is expected to be valid. The
fundamental nonlinearity of interaction forces mentioned above and, if neces-
sary, of the geometry dependence of the component parameters is linearized
by series expansion around a reference point.

Interactions with Electric Fields

Furthermore, the case will be considered that the electromechanical system
which has to be modeled comprises only one spring network and components
being based on electric fields. For that it is assumed that the spring network
comprises electrical point charges Qn at its reference points n = 1 . . .N which
show potential differences with respect to reference point 0. Additionally, the
Coulomb forces Fel,n caused by charges must be added to the mechanically
generated equilibrant forces:

Fn = Fel,n +Fmech,n (2.115)
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The electrical network equations are extended according to

un = un
¡
Qm, ξj

¢
=

NX
m=1

Bnm (r1, . . . , rn)Qm. (2.116)

In order to enumerate the mechanical force, position and displacement com-
ponents, in the following, the definition made in (2.99) is used, where all
mechanical coordinates are counted from 1 up to 3N. The matrix (Bnm) rep-
resents the reciprocal matrix of the capacitance matrix (Cnm).
The series expansion of (2.115) and (2.116) with respect to the position coor-
dinates and the charges Qm around a reference point Qm0, xj0 results in:

Fi − Fi0 =
3NX
j=1

c
(Q)
ij ξj +

NX
m=1

αim (Qm −Qm0) , i = 1 . . . 3N (2.117)

un − un0 =
NX

m=1

B(ξ)
nm (Qm −Qm0) +

3NX
j=1

α0njξj , n = 1 . . .N (2.118)

c
(Q)
ij = c

(Q)
ji (2.119)

B(ξ)
nm = B(ξ)

mn (2.120)

α0nj = αjn (2.121)

Like before, the displacements ξj are defined by xj − xj0. The coefficients

c
(Q)
ij denote the stiffness coefficients which can be determined under constant
charges. Due to the dependence of the electric field forces on the position
coordinates according to (2.115), they differ from those which can be measured
under constant node voltages. The same is valid for the difference of the
reciprocal capacitance coefficients which can be measured under infinitesimal
displacement ξi or under constant forces Fi. Now in combination with the
abbreviations

Fi − Fi0 = ∆Fi, Qm −Qm0 = ∆Qm, un − un0 = ∆un

the equations (2.115) and (2.116) can be combined to the matrix equation
shown in Table 2.3.

By means of Coulomb’s law and the resulting electrostatic field equations,
it can be derived that the two partial matrices (αim) and (α

0
nj) are consistent

with the symmetry condition (2.119). Such a corresponding pair of coefficients
α0qr and αrq is listed in Table 2.3. Due to the symmetry of the partial matrices
(cij) and (Bnm), the complete matrix is symmetric with respect to the main
diagonal. Thereby, the variables ∆Fi and ∆un and the variables ξi and ∆Qm
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Table 2.3. System matrix of an electromechanical system with interactions caused
by electrostatic fields
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can be combined to a generalized vector Φ and Ξ, respectively. Two experi-
ments concerning a special two-dimensional point model with three reference
points are represented in Fig. 2.17. The experiments allow for the determina-
tion of such a consistent pair of coefficients.
The equilibrant forces Fi0 and charges Qm0 at the reference points represent
the starting point. If a charge ∆Qm is moved from point 0 to point 1, all
equilibrant forces will change. The change of the vertical component of Fi0 as
function of a displacement ξ4 results in a change of all node voltages un. The
change of the node voltage u1 as function of ξ4 results in the coefficient α14.
From the point model illustrated in Fig. 2.17, the identity of both coefficients
can directly be proved by means of Coulomb equations and field equations.

The general proof of these symmetry characteristics for technically real con-
figurations calls for a comprehensive analysis of possible coordinate transfor-
mations as well as for the introduction of coupling conditions and constraints
to elementary networks which form the basis of the system description repre-
sented in Table 2.3. Thus, generalized networks with problem-oriented, gen-
eralized and in numbers reduced coordinates could be generated by these
elementary networks. Both the application of the transformations described
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Fig. 2.17. Example of electromechanical interconnections in electrostatic fields

in (2.101) up to (2.106) and the introduction of generalized coupling systems
of this kind described in the Figs. 2.15 and 2.16 provide the maintenance of
the symmetry conditions in the generalized network.
The difficulties that may be expected with this direct way of derivation make
it understandable that such considerations can be found in literature rudi-
mentary only. In case no system model is available, also this approach would
fail. It is about all kinds of dielectric materials. Their properties are described
only by empirical material constants.
Due to the described facts, in literature another approach is chosen in order
to describe the existing interaction. The approach is based on the assumption
that electromechanical systems comprise N mechanical and M electrical ref-
erence points. The interaction of these electromechanical systems is assumed
to be generated by means of electrostatic fields. Their state is described by N0

generalized position coordinates and M electric charge coordinates at these ref-
erence points. If the mechanical subsystem contains also coupling elements in
addition to the assumed spring elements, then N0 can differ from 3N. Around
a reference point Qm0, xi0, these coordinates are combined by linear relations
according to (2.117) and (2.118).
Without knowing which structural system characteristics probably form the
basis of these equations, it is axiomatically agreed that the total matrix is sym-
metric with respect to the main diagonal, thus (2.119), (2.120) and (2.121)
are valid. Thus, all further conclusions are only valid for systems that fulfill
this axiomatic condition. By the way, for a given concrete system the ful-
fillment of this condition can always be controlled by means of well-known
structural specifications and field descriptions. If they are not available for
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Fig. 2.18. Electromechanical system with electrostatic fields as 3N-port

the concrete system (e.g. in case of dielectrics), only the experimental testing
will remain. Therefore, the system defined in such a way can be considered as
(N0 −M)-port according to Fig. 2.18.
If the system equations are known, internal network structures and coupling
structures can be assigned, if necessary backwards, to the system.

The existence of a state function internal energy W is the most important
conclusion from this symmetry condition:

W =W (xj0, Qm0) +∆W
¡
ξj ,∆Qm

¢
(2.122)

The change ∆W of total energy W results from changing the independent
displacement coordinates and charge coordinates with the values ξj and∆Qm.
Due to the dependencies of the Fi and un on the actual ξj and ∆Qm each, an
addition of partial energies d (∆W ) in differential steps dξj ,d (∆Qm) along
an initially specific path of the state vector ξj ,∆Qm in the state space from
initial point ξj = 0,∆Qm = 0 to end point ξj ,∆Qm is necessary in order to
discover ∆W :

d (∆W ) =
N0X
i=1

Fi dξi +
MX
n=1

un d (∆Q)

⇒ ∆W =
N0X
i=1

ξiZ
0

Fi dξi +
MX
n=1

∆QnZ
0

un d (∆Q) (2.123)

Taking the system equations (2.117) up to (2.121) with 3N→ N0 into consid-
eration the integration results in:
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∆W =
N0X
i=1

Fi0ξi +
MX
n=1

un0∆Qn +
N0X
i=1

N0X
j=1

c
(Q)
ij ξiξj

+
MX

m=1

MX
n=1

B(ξ)
nm∆Qn∆Qm +

N0X
j=1

MX
m=1

αjmξj∆Qm (2.124)

This expression is independent of the pathway leading from initial point
ξi = 0,∆Qn = 0 to end point ξi,∆Qn in the state space. These funda-
mental facts allow for referring to the function ∆W (ξi,∆Qn) in (2.122) as
state function of the variables ξi and ∆Qn. They also constitute the gener-
ally existing representation axiomatically postulating the existence of a state
function internal energy instead of the symmetry of the system matrix.
In case of nonlinear system equations

Fi = f (Qm, xj) (2.125)

un = ϕ (Qm, xj) (2.126)

resulting from (2.115) and (2.116), it can additionally be noticed that the
path independence of energy W (Qn, xi) defined by

dW =
N 0X
i=1

Fi dxi +
MX
n=1

un dQn (2.127)

also exists between two system states Q
(1)
n , x

(1)
i and a reference stateQ

(0)
n , x

(0)
i .

The reference state is usually described by

Q(0)n = 0, Fi (xj0) = F
(0)
i ⇒ un = 0, W0 = 0. (2.128)

In this context it is also appropriate to refer to the used differentiation be-
tween the so-called virtual, linear and general changes of state. By means of
sufficiently small dxi and dQn, in (2.127) changes of state are possible, where
the Fi and un generally depending on xi, Qm according to (2.125) and (2.126)
can be replaced by their values in the reference point. Thus, dW becomes a
linear function of the independent variable xi and Qn. However, these linear
dependences exist only for those pairs of coordinates whose dependent coordi-
nates are nonzero in the reference point. Pairs of coordinates for which these
conditions are not fulfilled do not contribute to dW . Such changes of state are
called virtual changes of state and are described by δ (..) in this book.
If the changes of the Qn and xi are that significant that they do not meet
the condition of virtual change of state, the energy W and dW respectively
can only be determined by integration of (2.127), while path independence
also exists for the nonlinear case. However, in case of linear system equations,
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a closed expression for ∆W according to (2.124) results from the integration
of (2.127). Their changes of coordinates relative to the point of reference are
denoted by ∆(..).
The characteristic of W as state function and the characteristic of dW as
complete differential in (2.127) respectively results in

Fi =
∂W

∂xi

¯̄̄̄
xi,Qn

(2.129)

un =
∂W

∂Qn

¯̄̄̄
xi,Qn

(2.130)

and thus in the identity (2.121) in case of linearity. In Chap. 9, the applica-
tion of this concept is demonstrated by means of a multiplicity of technical
real configurations. Particularly, the case is considered in more detail that
only one electrical pair of coordinates is interconnected with one mechanical
pair of coordinates. This consideration provides a basis for a special coupling
element corresponding to the coupling elements illustrated in Fig. 2.15 and
Fig. 2.16. It represents the possible basic module of electromechanical cou-
pling within a structured network-oriented representation of linear dynamic
systems according to Fig. 2.19.

Interactions with Magnetic Fields

In case of interconnection of mechanical spring networks with magnetic field
elements, the preceding considerations can be repeated. However, the situation
is essentially more complicated, because the Biot-Savart law represents an
almost unclear combination of equilibrant forces at elements of current loops.
The allocation to a mechanical reference point with three position coordi-
nates is impossible due to the fact that an oriented current element, thus a
rigid body, must be equilibrated. Rather the simplest rigid body must be used
whose position is defined by five position coordinates.
Moreover, not only the motion of the complete current loop as rigid body but
also the change of his geometrical form according to the mechanical coupling
of the current ring elements must be allowed. This unclear multiplicity also
excludes those simple models just like the one shown in Fig. 2.17. Therefore,
only the corresponding relation to (2.115) of the addition of necessary equi-
librant force consisting of mechanical and magnetic force at each mechanical
reference point can be specified:

Fn = Fmagn,n +Fmech,n (2.131)

Fmagn = f (ik, r1 . . . rN) (2.132)
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The electrical network equations with the coordinates voltage integral µm and
currents ik are extended according to:

µm = µm (ik, r1 . . . rN) =
MX
k=1

Lmk (r1 . . . rN) ik (2.133)

For further considerations all components of the independent position and
force vectors are numbered again from 1...N0 in each case. (2.122) and (2.133)
can be linearized again around the reference point xj0, Fi0, ik0, µm0 by means
of series expansion. For that the displacement ξj = xj − xj0 is introduced
again. It is expected to be valid:

Fi − Fi0 =
N0X
j=1

c
(i)
ij ξj +

MX
m=1

βim (im − im0) , i = 1 . . .N0 (2.134)

µm − µm0 =
MX
k=1

L
(ξ)
mk (ik − ik0) +

N0X
j=1

β0mjξj , m = 1 . . .M (2.135)

If clear combinations of spring networks and associated current loops are
existent, the symmetry of the total matrix presented in (2.134) and (2.135)
can be directly derived from the Biot-Savart forces and magnetic field forces
or the network structure of the Lmk and cij , respectively. If these structural
information is not existent, only the axiomatic assumption will remain that
the (N0,M)-port defined by (2.134) and (2.135) and as shown in Fig. 2.18
possesses a state function internal energy W :

W (xj , µm) =W (xj0, µm) +∆W
¡
ξj ,∆µm

¢
(2.136)

In order to infer the symmetry of a system matrix from this, two ways are
possible:

The state function enthalpy

H =W −
MX

m=1

µmim (2.137)

is used instead of the internal energy W . By analogy with the process in the
electrostatic case, the symmetry of the total matrix in (2.134) and (2.135) can
be proven. In order to make use of the internal energy as state function, it is
necessary to transform the system of equations (2.134) and (2.135) in such a
way that the ∆µm and ξj appear as independent variables:

∆Fi =
N0X
j=1

c
(µ)
ij ξj +

MX
m=1

bim∆µm (2.138)

∆ik =
MX
k=1

K
(ξ)
km∆µm +

N0X
j=1

b0mjξj (2.139)



2.4 Interactions 55

The K
(ξ)
km denote the reciprocal inductance coefficients. The coefficients c

(i)
ij ,

βim, β
0
mj can be determined by means of the coefficients c

(µ)
ij , bim, b

0
mj .

With the meaning of ∆W according to (2.123)

∆W =
N0X
i=1

ξiZ
0

Fi dξi +
MX

m=1

∆µmZ
0

im dµm (2.140)

and by means of (2.138) and (2.139), (2.140) can be integrated. By means of
the symmetry conditions

c
(µ)
ij = c

(µ)
ji (2.141)

K
(ξ)
km = K

(ξ)
mk (2.142)

bim = b0mi (2.143)

∆W proves to be independent of the path of integration:

∆W =
N0X
i=1

Fi0ξi +
MX

m=1

im0∆µm +
N0X
i=1

N0X
j=1

c
(µ)
ij ξiξj

+
MX

m=1

MX
k=1

K
(ξ)
km∆µk∆µm +

N0X
j=1

MX
m=1

bjmξj∆µm (2.144)

On the other hand, the system equations (2.131) up to (2.133) result from:

Fi =
∂W

∂xi

¯̄̄̄
xi0,µm0

(2.145)

ik =
∂W

∂µm

¯̄̄̄
xi0,µm0

(2.146)

The considerations in connection with Fig. 2.18 apply analogously. In com-
bination with the relations between the coefficients mentioned in (2.134),
(2.135), (2.138) and (2.139), the symmetry conditions (2.136) result in the
conclusion that also the matrix in (2.134) and (2.135) is symmetric with re-
spect to the main diagonal. Also here, the symmetry conditions are valid:

c
(i)
ij = c

(i)
ji (2.147)

L
(ξ)
mk = L

(ξ)
km (2.148)

βim = β0mi (2.149)

Based on the described relations, a multiplicity of technical real configurations
with magnetic field forces is described in Chap. 8.



56 2 Electromechanical Networks and Interactions

2.5 Structured Network Representation of Linear
Dynamic Systems

Based on the physical fundamentals quoted in this introduction, structured
network descriptions of subdomains are developed in the Chaps. 3 up to 9.
Their correlation becomes apparent in Fig. 2.19.
Three fundamental networks are generated which are isomorphic to each other
and whose topological structures are consistent with geometrical and construc-
tional structures of their technical originals. The resulting consequences are
discussed in detail in Chap. 4. The fact, that two topologically determined
forms of coordinates can be defined in all fundamental networks, represents
an important conclusion.
It concerns, on the one hand, flow coordinates coinciding at both component
ends and, on the other hand, difference coordinates defined between both com-
ponent ends.
Between these fundamental networks coupling elements exist. They are also
called transducer two-port networks. Concerning the transfer behavior, two
different groups can be identified. One of these groups interconnects two flow
coordinates and two difference coordinates each.
The other group interconnects one flow coordinate of one port with one dif-
ference coordinate of the other port. The introduced transducer two-port net-
works, in short transducers, show reciprocity. In Chap. 10, it is dealt with
reciprocity in linear networks in detail.
The elements illustrated in Fig. 2.19 are incomplete from that point of view
that they do not comprise linear thermodynamic systems with the components
heat accumulator and heat conductor and the thermomechanical (Carnot
cycle) and thermoelectric transducer elements (Peltier elements) according
to the application spectrum of this book. In the same way their network-
oriented description is possible with the coordinates temperature difference
and entropy flow or relative temperature difference and heat flow, as with
those of the remaining elements shown in Fig. 2.19.
By the way, it may not be forgotten that essential operations can not be cov-
ered by means of the system elements shown in Fig. 2.19 within the scope of
the Lagrange-Hamilton formalism. At first, the linearity restriction must
be mentioned. However, for many real dynamic problems the linear approxi-
mate solution represents the appropriate starting point enabling the iterative
derivation of nonlinear solutions.
The exclusion of such coordinate transformations comprising explicitly the
time represents a further restriction. Thus, such effects like the occurrence of
Coriolis forces and all gyroscope phenomena are impossible. However, the
general physical fundamentals quoted in this introductive chapter hint at the
methods being necessary for eliminating the specified restrictions.
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2.6 Basic Equations of Linear Networks

The spatially varying description of electrical and mechanical systems includ-
ing their interactions allows for structuring with respect to fundamental net-
works and interacting components as it is shown in Fig. 2.19. In Chap. 3, it
is shown how these equations can be found for each fundamental network by
means of the components’ characteristics and balance equations existing in
each fundamental structure. In (2.150) up to (2.152), the basic equations of
linear networks are presented in general form:

µi = αi
dλi
dt
,

X
loop

µi = 0 (2.150)

λm = βm
dµm
dt

,
X
node

λj = 0 (2.151)

µn = γnλn (2.152)

The quantity λ denotes a flow coordinate, the quantity µ denotes a difference
coordinate, the quantities α, β and γ represent components.

By means of coupling elements in (2.153) and (2.154), interactions between
fundamental networks of different physical structures can be described:µ

µL
λL

¶
=

µ
X 0
0 1/X

¶µ
µK
λK

¶
(2.153)

µ
µL
λL

¶
=

µ
0 Y
1/Y 0

¶µ
µK
λK

¶
(2.154)

Coupling elements of same type can also be contained in fundamental networks
of a physical structure. In the Chaps. 8 and 9 it is shown how the transducer
coefficients X and Y can be determined from the available interactions.
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Mechanical and Acoustic Networks with
Lumped Parameters

The design and construction of electromechanical and electroacoustic systems
necessitates the knowledge of the dynamic behavior during the design phase,
since certain dynamic target parameters must be fulfilled among other require-
ments. Also the control of an existing system often requires the modeling of
the dynamic behavior. This model then allows for simulations. The simula-
tion results are important for further decisions. In order to think purposefully
about a task or to discuss with partners, an available model is also useful.
Models that focus on the important aspects of the dynamic behavior are es-
pecially suitable for this purpose.
Thus, in the following sections only those mechanical systems are to be con-
sidered in more detail which can be represented by the fundamental networks
shown in Fig. 2.19 in Sect. 2.5. Compared with general mechanical systems,
at first the restriction to linear relations between the coordinates is associated
with that. The system can be described by linear differential equations.
As the most simple model stage it is often possible to consider the system
parameters to be concentrated spatially. The partial space-time differential
equations which are able to describe the physical system comprehensively,
are thereby reducible to a system of ordinary time differential equations. The
restriction on fundamental networks mentioned above allows for reducing of
general solution methods used in theoretical mechanics to the definition of
mechanical basic components and coordinates as well as to rules concerning
the components’ interconnection. These rules have the meaning of equilibrium
of forces and kinematic compatibility conditions for the position coordinates.
Thus, coordinates and components can be defined in such a way that the con-
ditions of linear network theory are fulfilled.
As a result, the effective calculation methods of the linear system theory par-
ticularly common in electrical engineering and available network simulation
programs can be used without further effort. That also represents a prior-
ity objective of the method. Generally this network method is significantly
more effective than the direct calculation by means of differential equations.
By means of abstraction of the real physical structure, a scheme is achieved

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_3,  
© Springer-Verlag Berlin Heidelberg 2011 
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which comprises only the information between the coordinates being neces-
sary for calculation.
In the Chaps. 7, 8 and 9 it will be demonstrated that the electrical, mechanical
and acoustic part of such a described system can be interconnected by means
of transducers. Thus, a closed model description is generated which allows for
convenient calculation of the dynamic relation between a source quantity and
an observational quantity or between two observational quantities assuming
the existence of a source quantity.
In the following sections, the network description of mechanical and acous-
tic systems is represented. The conditions specified there considerably limit
the problem categories this instrument can be applied to. Alternatively or
supplementary, it will be referred to calculation methods of finite elements
and boundary element methods. However, they require a significantly higher
effort for dynamic analyses. For suitable problems, a mixed method is able to
provide dynamic solutions for complete models with electrical and mechanical-
acoustic input and output high effectively. These dynamic solutions could not
be generated by both methods separately (see Sect. 6.4).

3.1 Mechanical Networks for Translational Motions

3.1.1 Arrangements

In this section, it is dwelled on mechanical systems which consist of spatially
concentrated mass, spring and frictional elements. By means of bearings, it
is ensured that all regarded junction points can move only in parallel to a
straight line (linear motion). In the following, the junction points are also
called reference points. Figure 3.1 illustrates an example of such a system.
If external forces Fi affect the reference points of such a system, then con-
straining forces will be generated by the bearings resulting after summation
in the fact that only force components have an effect which point to the possi-
ble direction of motion. Thus, the vector representation of the affecting forces
Fi can be reduced to the components of the force vectors pointing to this
direction. The problem can also be simplified by the fact that according to

spring

spring

lever

mounted
guide rod

(massless, rigid)
mass

force source

p tb g

Fig. 3.1. Mechanical system with translational motions
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the arrangement only external forces pointing to this direction are expected
to be effective.

As an alternative to the vector representation of force, in mechanics it is
common to express the force by a scalar quantity F (coordinate) along a
drawn direction (represented by an arrow). If the coordinate F is positive,
then the force will have the direction of the drawn arrow. If it is negative,
then the force will act in opposite direction. In both cases, the force affects
the reference point being located at the end of arrow or in front of arrowhead.
The arrangements for representation of force are illustrated in Fig. 3.2.
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�F

Fig. 3.2. Vector and coordinate representation of force
a) representation of force by a vector
b) description of force by a coordinate F along a drawn direction

For a system as shown in Fig. 3.1 e.g. the task to be solved can consist in
calculation of the time function of the position coordinates of the junction
points as function of affecting forces. For well-known time functions of posi-
tion coordinates also the time functions of forces between the elements could
be searched. Instead of position coordinates, velocities or accelerations of ref-
erence points can be of interest.
Among the already mentioned components spring and mass, the system illus-
trated in Fig. 3.1 comprises also the component lever with fixed center of ro-
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tation. If the displacements of the lever’s reference points are sufficiently small
and the permanent weight of the lever remains unconsidered (ideal lever), it
will be sufficient to consider only translational components of movements and
forces. Then the lever operates as linear way transformer (see Sect. 3.1.3).

3.1.2 Coordinates

Within the scope of mechanics, the systems specified above are described by
position coordinates of chosen reference points in a coordinate system. In
addition, the forces affecting these reference points are taken into consider-
ation. Thus, position coordinates and force vectors represent the mechanical
coordinates.

As elaborated in Sect. 3.1.1, the junction points can move only in one direction
in the arranged model. Forces or motions generated by source mechanisms can
affect the junction points (reference points) of the lumped elements. Using the
example of a spring, Fig. 3.3 a) shows how a compressive force F causes a
decreasing in length ξ of the spring. For a positive force value, the arrow of
the force vector of a compressive force points to the element (coordinate rep-
resentation, see also Fig. 3.2 and Sect. 3.1.1). A positive value for ξ is defined
as a decreasing in distance between the reference points of the component.

a) mechanical coordinates b) network coordinates

component
deflection (contraction of
component)

denotes compressive force
affecting the component
F

arrangement:

deflection (velocity) arrow
denotes the direction of
the coordinate axis, if a contraction is
existent.

force arrow denotes the direction of
the coordinate axis, if a compressive
state is existent in the connecting rods.

+

contraction, pressure elongation, tension
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F
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Fig. 3.3. Mechanical coordinates and network coordinates
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Taking the aim of the next section to design global models on network level by
means of electrical, mechanical and acoustic subsystems into consideration,
it is reasonable to start the adaption to electrical systems already with the
choice of coordinates. The set of equations which has to be set up, should be
finally isomorphic to those of the electrical network shown in Table 2.2. That
means that the mechanically derived system equations and their correlations
with structures generating them are to differ from those of electrical networks
only in terms of their variables and parameters.
In case of electrical networks, the product of coordinates results in the quan-
tity power. Therefore, the coordinate of motion of the mechanical network
should describe not the position of reference points on the translational axis
but their time derivative, i.e. their velocities. In addition, with networks not
the velocity of the individual reference points is considered but the difference
of the velocities with respect to the end points of the particular component.
That makes sense, because the force F affecting the component is causually
associated with this velocity difference v. Therefore, following network coor-
dinates are chosen:

• velocity difference v across the component

• cross-sectional force F in the imaginary rigid and massless connecting rods

Also in the network representation the directions of coordinates are repre-
sented by arrows. In Fig. 3.3 b), an example is shown. In order to define a
distinct sign convention, further arrangements are necessary. For that purpose,
one of the two possible directions of motion is specified as positive reference
direction. This reference direction is represented as reference arrow (Fig. 3.3
above). Following direction arrangements refer to that:

• a velocity arrow whose direction is consistent with the direction of the
reference arrow is expected to characterize a time decreasing in distance
of the component for positive numerical value of velocity.

• a force arrow in a connecting rod whose direction is consistent with the
reference direction is expected to characterize a pressure state within the
connecting rod for positive numerical value of force.

These arrangements are structurally consistent with common representations
in electrical networks. Within the scope of mechanics, it is usual to draw a force
arrow at a reference point (see Fig. 3.3). That means that an external force
F is expected to affect the reference point. In other words, a force generating
source acts between the point of origin being located on the translational axis
and the reference point. The source supplies the reference point with its force
and rests thereby at the point of origin. For the network representation, this
situation is represented by an external source (active one-port). Any point
which is rigidly connected with the center of mass of the considered closed
mechanical system or performs at most a uniform motion in this system, can
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be a point of origin. Thus, as a clue it is convenient to imagine an enclosing
rigid frame around a considered configuration which is rigidly connected with
an extremely large mass. Then all points being located on this frame are
suitable as point of origin.

3.1.3 Components

Spring elements, friction elements, mass elements and lever elements represent
the components of mechanical networks. At first, the transition from the real
component to the generalized and idealized component is discussed using the
example of spring elements.

Component Spring

In the left part of Fig. 3.4 three possible kinds of springs are presented. A
square bar is compressed by force F which affects the upper and lower surface
A.
The effect of force F on surface A is expected to happen in such a way that it
uniformly affects the total surface, so that a location-independent mechanical
longitudinal stress is generated in the compression bar. The application of
force is effected according to an imaginary massless and rigid connecting rod.
This rod with one force application point is symbolically added to both sides
of the real component. In this way, two force application points are generated
at the component that constitute the character of reference points. During
action of force a distance change between the points can be observed.
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In case of the rod spring with length l andYoung’s modulus E, the decreasing
in distance ξ during application of a longitudinal force F results in:

ξ =
l

EA
F (3.1)

The ratio ξ/F denotes the compliance n. It is the reciprocal value of the
commonly used spring constant c. The expediency for using the compliance
n as spring characterizing parameter instead of the spring constant c results
from the desired structural identity with electrical networks (see also Sect.
2.2).
In the second example illustrated in Fig. 3.4, a layer with thickness h is sheared
at the surfaces A. The application of force F results in an angle change of
the side surfaces of the sheared layer compared to the surfaces A. This angle
change results in a decreasing of distance ξ between the reference points 1 and
2 which are to be defined by imaginary rigid and massless connecting rods at
the ends in accordance to the example of the rod spring. The compliance n is
defined by shear modulus G, layer thickness h and surface A.
A flexible spring element can also be considered in the same manner. As
shown in Fig. 3.4 (center), the one end of a flexible spring with width b and
bender thickness h is rigidly connected with a supported rigid rod being freely
moveable only along the translational direction x. The reference point 2 is to
be located at the rod. The reference point 1 is located at the other end of
the bender. If a force F affects the reference points, their x-coordinates will
change. As it can be seen in the examples, the center lines of the connecting
rods do not need to be in one line. However, they must be in parallel and the
motion may only be possible in the defined translational direction x.
In order that the chosen coordinates F and v can be utilized, it is still necessary
to calculate the velocity of the reference points and subsequently the velocity
difference by means of the change of the x-coordinates. Now the force can be
connected with the velocity across the component spring.

Component Friction

Friction components are consciously built into some constructions in order to
attenuate resonant effects. In other constructions they are unwanted, but due
to the real behavior of spring components they are existent.
If e.g. a rigid body is moved slowly in an oil-immersed vessel, it will neces-
sitate a force for this motion which is primarily determined by the viscous
friction in the oil. The force is proportional to the velocity of motion. Such a
configuration is symbolically illustrated among other possible configurations
in the left upper part of Fig. 3.5. The friction element is located between the
two reference points 1 and 2 which can move along the x-axis. The velocity
difference v = v1− v2 of both reference points 1 and 2 is proportional to force
F affecting the reference points. The porportionality factor r = F/v denotes
the frictional impedance.
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Fig. 3.5. Component friction — realization example and model

The symbol of the mechanical component is represented in the right part of
Fig. 3.5. In reality, such components certainly feature also a mass. So the
moved mass is represented as separate component. If the real component
should comprise internal spring elements, also these elements must be repre-
sented separately. So the real friction element is an idealized element which
represents only the frictional effect. In this book, only viscous frictional effects
are modeled by means of linear models.
In Sect. 3.1.5, it is shown that analogy relations exist between a mechanical
network representation and an electric circuit. Since it is usual in the field
of electrical engineering to characterize the resistor by means of the parame-
ter

”
electrical resistance” R and not by means of the electrical conductance,

also the reciprocal value of the frictional impedance 1/r = h (the so-called
frictional admittance h) is used as parameter due to representation analogy.

Component Mass

A movable and rigid body that is affected by a force will be accelerated. The
proportionality factor between force and velocity change denotes the mass of
the body.
If the mass of body is expected to be represented as component in a network
with the coordinates F and v, two reference points will be necessary. The
velocity difference between the reference points should be solely defined with
correct sign by the mass property of the body and the application of force.
The body’s center of mass which is affected by a force F represents the first
reference point. In order to select the second reference point, it necessitates
at first a distinction of cases.
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• Assuming a compressive force affecting the center of mass along the x-
direction (mechanical representation: force arrow points to center of mass
along the x-direction), thus a point with greater x-value being located on
the translational axis can be chosen as second reference point which is
rigidly connected with the origin of the inertial system (see Sect. 3.1.2).
Taking the requirement ξ = l0−l into consideration, the velocity difference
between center of mass and this reference point is defined with correct sign
by the inertia relation (Fig. 3.6 left). The pressure state caused by the force
affecting the mass results in a decreasing in distance between the reference
points with time chosen in such a way. According to the network definition,
the velocity arrow across the component and the force arrow within the
connecting rod must therefore coincide with the direction of the reference
arrow of the network (Fig. 3.6 right). The reference point is represented
by a line at the mass symbol and by a connection point characterizing a
reference point.
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Fig. 3.6. Choice of reference point considering the component mass

• However, if a tensile force acting along the x-direction is assumed (mechan-
ical representation: force arrow points away from center of mass along
positive x-direction), a point of reference with smaller x-value must be
chosen in order to achieve a representation with correct sign considering
the same definition ξ = l0 − l (Fig. 3.7 left). The result is an increasing in
distance between the reference points with time. Considering the network
definition, the velocity arrow across the component and the force arrow
within the connecting rod must therefore point against the direction of the
reference arrow (Fig. 3.7 right).
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Fig. 3.7. Choice of reference point considering an altered force application side

Thus, in the network domain both considerations will result in the same rep-
resentation, if the reference point is respectively supplemented on the side
facing the direct ground connection. So, the general representation form of
components results from that. The second connecting point of the mechanical
mass always denotes either the origin of the inertial system or the center of
mass of the closed mechanical system.
The result is a simple approach to the transformation of a designed real me-
chanical structure. A rigid mass block, whose reference point denotes its center
of mass, can be represented by means of a component with two connections
by extracting the mass characteristic of the block from the reference point.
This is realized by leading a connection from the reference point to the cir-
cular part of a mass symbol and by connecting the other connection of the
mass symbol (reference line) with the rigid frame which encloses the entire
configuration. In this way, all mass elements are extracted from the present
structure of mass, spring and friction components and are all connected to
one side with the origin (rigid frame) (see also Sect. 3.1.7).

Interconnection of Mechanical Components

The network representation of a structure consisting of concentrated elements
has been introduced in order to be able to analyze the dynamic behavior of
linearly interconnected mechanical, acoustic and electrical systems by means
of general calculation methods used in the field of electrical engineering. The
component symbols which are used in the field of electrical engineering, are
also used in network analysis programs (see Table 3.1). Therefore, it is conve-
nient to approve the electrical symbols for mechanical components (as it will
be shown later also for acoustic components).
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Table 3.1. Network representation of mechanical components

and/or

and/or

and/or

frictional
admittance

compliance

dimensioning or
measurement rule network element

s
p

ri
n

g
fr

ic
ti
o

n
m

a
s
s

mass

mass element

attenuator

Young’s

modulus E

spring rod

realization example

A

A

F

F

F

F

F

F

n
l

E A
�

�

F

F

F
F

F

n

n

v

v

v

v

v n F� �j�

xx1

x2

h

x x

t

F
�

�F
HG

I
KJ

d

d

1 2b g

h

h

v

v

v h F� �

m

m

v
m

F� �
1

j�

m l A� � ��

l

l

In addition, in the electrical engineering it is usual to assume sinusoidal source
signals in order to analyze the frequency-dependent behavior. In Sect. 2.1, it
has already been shown that this choice of time function does not constitute
a loss of generality. With these definitions it is now also reasonable to apply
the calculation method with complex amplitudes (see Sect. 2.1). Thus, on the
part of the components the conditions are given to deduce a mechanical cir-
cuit from the real mechanical configuration by a first level of abstraction. The
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mechanical circuit can be analyzed with general methods of linear network
theory. In the following sections, the necessary considerations with respect to
the sources, the interconnection rules and a further component, the so-called
lever, are presented.
For the three mechanical (laterally moved) components spring, friction and
mass, Table 3.1 respectively contains an realization example as well as the net-
work element representation with the respective relation between the complex
amplitudes of the coordinates concerning the component.

Sources of Force and Motion

As already described in the preceding sections, sources with sinusoidally vari-
able source amplitude are used for system excitation. Sources of motion which
force a definite oscillating amplitude independently of load and frequency,
can be realized e.g. by means of a crank mechanism (source of deflection).
In another way also sources of velocity and acceleration can be realized. The
technical circuit representation is achieved by means of a source element, at
which the source coordinates F 0 or v0 are charted (Table 3.2).

Table 3.2. Sources of motion and force

mechanical representation circuit representation
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A positive value of v denotes an extension of the source element (direction
of arrow in opposite direction to the directional arrow). If the velocity of
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the source is independent of frequency and load, then v0 will be constant.
If the deflection and acceleration amplitudes of the sources are independent
of frequency, then relations must be specified for v0 which characterize the
frequency- and phase-dependent interrelation (as illustrated in Table 3.2).
Then the force F within the rod enabling the connection to the network de-
pends on the network.
However, a source of force always generates the same force amplitude F 0 inde-
pendently of the effective load. It can be realized with an impression cylinder
which is loaded with a sinusoidally variable pressure of constant amplitude.
In case of a connected network, a load-dependent velocity v will occur across
the source.
In both cases this is only valid within the linearity limits of the configurations.
For the source of motion they result from the maximum permitted forces in
the crank mechanism and for the source of force they result from the maximum
stroke of piston.

Component Lever

As transfer element of motions, the lever interconnects three reference points.
In Fig. 3.8, it is shown that displacements ξ and forces F are defined at each
reference point. All displacements are defined along the positive x-direction
and all forces are defined as compressive forces within the connecting rods.
For the following derivation, the lever length from point 0 to point 1 is defined
as l1 and the lever length from point 0 to point 2 is defined as l2. In the right
figure part, the displacements, the force and moment balances as well as the
kinematic condition as a result of the rotation of the rigid rod are specified.
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Fig. 3.8. Mechanical coordinates concerning a lever
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If the reference points 1 and 2 are considered to be the main connections and
point 0 is considered to be the point of reference, then a representation with
respect to Fig. 3.9 can be achieved by means of the displacement differences

ξ10 = ξ1 − ξ0 ξ20 = ξ2 − ξ0

and after transition to the sinusoidal quantities with the complex velocities

v1 = jωξ10 v2 = jωξ20.
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F 1
F 2
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1 2

+

1 2

1 2

1

v k v

F F
k
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Fig. 3.9. Component lever with network coordinates

Furthermore, a special case being important in practise is achieved in combi-
nation with the presented figure. It is characterized by the fact that point 0
is rigidly connected with the origin. The relations shown in Fig. 3.8 provide
also a basis for the derivation of the other special case (point 2 represents
a fixed point). In order to achieve the same network representation also in
this case, the denotations of reference points, the transmission ratio and the
correlation of lever lengths are newly chosen. Both special cases are shown in
Fig. 3.10. Due to reinterpretation of the initial situation, they result in the
same network representation with respect to Fig. 3.9.

3.1.4 Rules of Interconnection

In mechanical networks Kirchhoff’s nodal and loop rules are also valid. One
can easily be convinced of that, if one locates three components between three
reference points according to Fig. 3.11 and adds up the velocities vi along a
closed loop.
At first, it can be realized that the sum of extensions and contractions must
be equal in both legs. By means of the mathematical method of complete
induction, it can be proven that the derivative of a sum of finitely many
differentiable functions equals the sum of the derivatives of the summands.
From this follows that also the velocities must be equal in both legs.
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Fig. 3.11. Explanation of validity of Kirchhoff’s nodal and loop rules

This in turn results in Kirchhoff’s loop rule:X
loop

vi = 0 (3.2)

Here, the variables vi denote the signed i velocities along the loop.
In the lower part of Fig. 3.11, the area of force splitting concerning the me-
chanical configuration of the upper figure part (reference point 1) is illustrated
in more detail. The node is detached by means of the sectional drawing (1).
6 sectional forces are added as substitution. Since the force vectors run as
defined parallel to the x-direction, it is sufficient to write signed values as al-
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ready discussed at the beginning of Sect. 3.1. In order that the detached part
remains in equilibrium, all force components must cancel each other. The sum
(with correct sign) of all forces pointing to the node result thereby in zero.
Each of the section forces can be considered as complex network coordinate
F i. As a result, the sum of forces flowing toward the network node must equal
zero.
This results in Kirchhoff’s nodal rule:X

node

F i = 0 (3.3)

With mechanical networks consisting of several elements, the question of the
impedance or admittance between points being connected by several elements
frequently arises. This task can be solved step by step, if the rules for calcu-
lation of impedances or admittances of elements connected in series and in
parallel respectively are known.
The rules for interconnection of general complex impedances zi and admit-
tances hi respectively are shown in Fig. 3.12. In the special case of series or
parallel connection of spring or mass components, the rules shown in Fig. 3.13
are the result. The series connection of masses can be found, e.g. if a source
of motion is loaded by a mass at both sides of connection.
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3.1.5 Isomorphism between Mechanical and Electrical Circuits

Considering the mechanical network handling, the previous representations
have substantial similarity to the handling of electrical circuits. This isomor-
phism is an intended aim of the approach. By selecting the coordinates (force
summation in nodes, velocity loop) a complete isomorphism to electrical net-
works will be the result, if relations between coordinates and components as
shown in Table 3.3 are chosen.
This isomorphic behavior of both physical structures is achieved by means
of the relation between current and force and between voltage and velocity.
Thus, topologically equal representations are generated. The application of
abstract linear network theory (see also Chap. 4) finally equates both physi-
cal structures. Nevertheless, the existence of isomorphism has a very practical
advantage. Without any rechecking and changes, network analysis and net-
work synthesis programs which solely originate from the field of electrical
engineering, can be consulted just like the entire knowledge of the signal anal-
ysis and signal processing of information engineering.
In order to carry out the relations also quantitatively, proportionality quan-
tities must be defined between the coordinates. It is expected to be valid:

u = G1v (3.4)

i =
1

G2
F (3.5)

Furthermore, it could be allowed that the frequencies between electrical and
mechanical network differ by a constant factor. In practice, no use is made of
this possibility. Therefore, it is not used in following considerations.
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Table 3.3. Analogy between electrical and mechanical circuit

correlations between coordinates and components
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capacitance mass
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From this definition, it follows for the components:

C =
m

G1G2
(3.6)

L = G1G2n (3.7)

R = G1G2h (3.8)

The porportionality factors G1 and G2 are arbitrary with respect to their
value. With regard to the character of network analysis programs (e.g. pSpice),
the sequence of numbers, however, should be maintained. Thus, only powers
of ten are available. In order to achieve a certain clearness of the electrical
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circuit for an experienced circuit practician, the factors 103 proved to be useful
as power of ten for G1 and G2. Thus, the result is:

G1 = 10
3V sm−1 and G2 = 10

3NA−1

If same numerical values are used for G1 and G2, then a representation with
equal power rating will be achieved. It is often made use of this advantage.
The generated relations 1 g to 1 nF, 1N to 1mA and 1mms−1 to 1V result
in conditions, for which experiences and imagination are often still useful.

3.1.6 Representation of Transient Characteristics of Mass Point
Systems in the Frequency Domain (BODE diagram)

The transfer function B (ω) of a time-invariant, linear electromechanical sys-
tem was introduced in the Figs. 2.4, 2.5 and 2.9 of Sect. 2.1. The graphical
representation of the transfer function (frequency response) with respect to
absolute value and phase

B (ω) = <{B (ω)}+ j={B (ω)} = |B (ω)| ejϕB(ω) (3.9)

is achieved by

amplitude-frequency response |B (ω)| and

phase-frequency response ϕB (ω).

In order to
”
compress” the scales and to allow for simple handling of the

graphical representation of amplitude and phase responses, as it will be shown
afterwards, Bode [42] introduced the double-logarithmic form of representa-
tion of amplitude response and the semi-logarithmic representation of phase
response. This form of representation is called BODE diagram.
The logarithm is taken of the amplitude response (lg decade logarithm) and
multiplied by 20. The decibel [dB] is introduced as unit:

|B (ω)| [dB] = 20 lg |B (ω)| (3.10)

The phase response ϕ is linearly plotted against the logarithmic frequency
axis. In order to assure dimensionless quantities concerning the logarithmic
calculus, ω must be referred to a characteristic frequency ωi and the ampli-
tude must be referred to the constant reference value B0 (transfer factor).
As example, Fig. 3.14 represents the amplitude-frequency response of a low-
pass element of 1st order. Following is valid for the amplitude-frequency re-
sponse:

|B (ω)| [dB] = 20 lg |B (ω)| = 20 lg
p
<2 {B}+=2 {B}
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In combination with

ϕ (ω) = arg {B (ω)} = arctan ={B (ω)}<{B (ω)} ,

ϕ (ω) = arg
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−45◦, ω = ω1
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,

the phase-frequency response illustrated in Fig. 3.15 is achieved.

In general, the transfer function can be specified by means of a rational func-
tion with zeros qi and poles sj in the form

B (ω) =
(jω − q1) (jω − q2) . . . (jω − qn)

(jω − s1) (jω − s2) . . . (jω − sm)
. (3.11)

By introducing characteristic frequencies, basic functions can be generated
and the transfer function can be represented as series connection — iterative
network — of basic functions, e.g.
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( ) dBB �

Fig. 3.14. Amplitude-frequency response of a low-pass element of 1st order in
double-logarithmic representation
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Fig. 3.15. Phase-frequency response of a low-pass element of 1st order in semi-
logarithmic representation
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These basic functions have a descriptive meaning as

- derivative element: j
ω

ω0
ω0 reference frequency

- integrating element:
1

j
ω

ω0

- high-pass of 1st order: 1 + j
ω

ω0

- low-pass of 1st order:
1

1 + j
ω

ω0

- resonant low-pass:
1

1 + j
ω

ω0
1

Q
−
³ ω
ω0
´2 ,

ω0 = ω0 resonant frequency

Q =
1

2D
Q-factor

D damping

The frequency-independent part represents the transfer factor B0. The typical
amplitude- and phase-frequency responses of selected basic elements are shown
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in Fig. 3.16. The iterative network of the basic elements corresponds to the
multiplication of their individual transfer functions

B (ω) = B1 (ω) ·B2 (ω) · · ·Bi (ω)

and can be rapidly composed in the BODE diagram by means of addition of
the individual amplitude- and phase-frequency responses.
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Fig. 3.16. Characteristic curve progressions of amplitude- and phase-frequency
responses of selected basic functions
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In the following, this main advantage of BODE representation is to be explored
subsequently in more detail using the example of the acceleration sensor cal-
culated in Sect. 9.2.7.

The basic design of a compression acceleration sensor is represented in Fig.
3.17. Its transient characteristic can be represented by means of an iterative
network consisting of basic elements.
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Fig. 3.17. Design principle and iterative network of a piezoelectric acceleration
sensor

The transient characteristic of the mechanical network is described by a res-
onant low-pass element
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the transient characteristic of the piezoelectric transducer is described by the
transducer constant Y

B2 =
uW
FW

= Y = B02

and the transient characteristic of the following electrical data interpretation
network is described by a low-pass element of 1st order
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In BODE diagram representation, the addition of the individual transient
characteristics enables the design of the total amplitude- and phase-frequency
response of B (ω). They are illustrated in Fig. 3.18.
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Fig. 3.18. Amplitude- and phase-frequency response — design of acceleration sensor
by means of transient characteristics of basic elements
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Due to the given advantages of BODE representation, it will be consistently
utilized in the course of further chapters.

3.1.7 Network Representation of Mass Point Systems

With the preliminary considerations it must be noted that for the present
only problems can be modeled which perform only directions of motion along
one axis. Other directions of motion must be excluded by suitable bearings.
In order to achieve a network model for a real technical configuration, it ne-
cessitates the determination of components being essential for the considered
function. This is achieved by means of abstraction and simplification compared
to the real technical configuration, e.g. with omitting nonessential elements. It
makes sense to concentrate rigidly connected masses and to represent existing
parallel connected spring elements as one combined component.
This is to be demonstrated by using the example of a simple foundation with
a source of force. The foundation mass m rests on several spring and friction
components which are connected to the firm ground with their other com-
ponent sides. The motion of foundation in solely perpendicular direction is
obtained by guides. The center of mass provides a reference point. Since all
spring elements are connected to the reference point with the one side and to
the origin with the other side, thus parallel, all spring elements can be con-
centrated in accordance with Fig. 3.13. Now they provide a combined spring
with compliance n. The same considerations are valid for the friction elements.
The new friction element is represented by the frictional impedance r. It is
common practice to designate the component friction with the frictional ad-
mittance h = 1/r as parameter. On the foundation stands a source of force
which is expected to be supported at the origin. In the left part of Fig. 3.19,
the mechanical representation of this technical problem is illustrated. Here,
the source of force is symbolized by a force arrow pointing to the mass.

m m
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n n nrr
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F

v,
 F F

v v

+

Fig. 3.19. Mechanical representation, mechanical scheme and network representa-
tion

A representation level between the mechanical representation and the desired
network model provides the second step toward a network model. This inter-
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mediate step results in the
”
mechanical scheme”. The mechanical scheme is

characterized by maintenance of order of the mechanical representation, by
replacement of mass elements by their components, by realization of all con-
nections by means of massless and rigid rods and by application of network
coordinates. Thus, velocity arrows are plotted across the components, force
arrows are plotted into the rods. For that global designation, a positive direc-
tional arrow is necessary. If the direction of a force arrow within a connecting
rod corresponds to the directional arrow, then, as already discussed before, a
pressure state within the rod will be existent (see Sect. 3.1.2). In the middle
of Fig. 3.19, the mechanical scheme is illustrated. On the basis of calculation
results finally obtained from the network model, motion sequences of real me-
chanics can be analyzed by correct spatial allocation of the reference points.
In the third step, reference points with same direction of motion (e.g. all points
of reference at the rigid frame) can be combined. In addition, the sources are
usually represented on the left side and the reference points which are con-
nected to the origin, are drawn as bottom line. These rules originate from the
representation practice of electrical circuits. The mechanical network repre-
sentation achieved in this way is shown in Fig. 3.19. It proved to be necessary
to proceed in these three steps in order to be able to assign surely the calcu-
lation results to the real configuration.
In case of excitation with a force F , the dynamic behavior of the founda-
tion can be described by calculating the frequency response of velocity v or
oscillating deflection ξ. By convention, a sinusoidal excitational force is as-
sumed for this. But it is also possible to calculate system responses, e.g. the
response to impulsive or stepwise force excitations. In order to calculate the
frequency response, the impedance z of the parallel connection of mass, spring
and friction is determined at first:

z = jωm+
1

jωn
+ r

z =
1

jωn

¡
1− ω2mn+ jωnr

¢
In combination with the characteristic values assigned frequency ω0 (resonant
frequency) and quality factor Q, the frequency response of the oscillating
deflection and the oscillating velocity can be formulated in normalized form:

ω0 =
1√
mn

, ω0nr =
1

Q

z =
1

jωn

Ã
1−

µ
ω

ω0

¶2
+ j

µ
ω

ω0

¶
ω0nr

!
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v

F
= h =

1

z
= ω0n

j
ω

ω0

1−
µ
ω

ω0

¶2
+ j

µ
ω

ω0

¶
1

Q



jωn ω ¿ ω0

Qω0n ω = ω0

1

jωm
ω À ω0

(3.13)

The frequency functions are represented in Fig. 3.20. In order that a log-
arithmic representation of amplitude-frequency responses is achieved, it is
necessary to provide dimensionless quantities and to form the absolute val-
ues. Typed frequency responses are achieved by a suitable choice of reference
quantities. The reduction of the alternating force which is led in the ground
often represents the aim of the application of a foundation. Thus, perturba-
tions of environment can be avoided extensively. Now it is easy to calculate
the force passing through the springs and friction elements. The force FB
leading in the ground results in:

FB
F
=

1 + j

µ
ω

ω0

¶
1

Q

1−
µ
ω

ω0

¶2
+ j

µ
ω

ω0

¶
1

Q

(3.14)

For large mechanical quality factors Q and for frequencies considerably above
the assigned frequency ω0, the frequency response corresponds approximately
to the frequency response of the oscillating deflection (see Fig. 3.20). At res-
onant frequency, an approximate force FB = FQ affects the ground. Within
the considered frequency range, it is considerably larger than without founda-
tion. With foundation and with higher frequencies, the force is considerably
smaller than without foundation.
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3.1.8 Sample Applications

After having considered the quite simple translational system
”
foundation”

in the previous section concerning particularly the aspect of methodical ap-
proach, now examples will follow, for which the result is not predictable by
implication so easily.

Determination of the Dissipation Factor of a Spring

The relation between mechanical stress T and mechanical strain S within
a rod in longitudinal direction and with respect to an allowed transversal
contraction is denoted by Young’s modulus or modulus of elasticity E. Here,
the relation E = T/S is valid. The relations for a spring without loss presented
in this book describe a proportionality between force and deflection. Thus, no
phase shift exists between the complex amplitudes of force and deflection.
However, by measurements for nearly all real springs a phase shift can be
observed. It originates from internal losses caused by deformation of the spring
material. It is appropriate to describe these losses by a complex modulus of
elasticity. It is expected to be valid

E = E (1 + jη) . (3.15)

The real part of the complex modulus of elasticity corresponds to the modulus
of elasticity mentioned above, whereas the factor η denotes the losses in the
material. Generally, the dissipation factor η is frequency-dependent. Mostly,
the frequency dependence of the real part of the modulus of elasticity is less
than that of the dissipation factor.
The technical circuit interpretation of the complex modulus of elasticity suc-
ceeds e.g. by connecting a friction element in parallel to the actual spring el-
ement. If the dissipation factor η would be strictly proportional to frequency,
the frictional impedance would be constant (frequency-independent). That
does not usually apply in such a way. Within a narrow frequency range, e.g.
in the neighborhood of the working frequency of a system, a constant fric-
tional impedance can be approximately assumed.
Figure 3.21 shows the circuit representation of a lossy spring by means of a
parallel connection. The components of the parallel connection result from
following consideration:

z =
F

v
=

AT

jωlS
=

AE (1 + jη)

jωl
=

1

jωn
+

1µ
ωn

η

¶ =
1

jωn
+ r

Due to the generally quite low losses, for a constant frequency this parallel
connection can be also converted to a series connection consisting of a spring
and a friction element and showing approximately the same effect.
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Fig. 3.21. Representation of a lossy spring rod

In practice, losses can often be considered only by specifying estimated res-
onator performances. Thus, it makes sense to place the component with loss
in such a way in the circuit that these estimates can be easily converted to
component parameters and that they remain constant within the operating
frequency range. In a second step, corrections can be deduced from measured
frequency responses or tests of free oscillations by means of a sample set-up
providing the model verification.
Considering this described background, a measuring unit for the determina-
tion of modulus of elasticity and dissipation factor of a sample of material
at a target frequency is of special interest. The sample of a material to be
analyzed is set on an oscillating surface. Furhermore, a piece of mass covering
all over is put on the sample. Preferably the oscillating surface is represented
by the mounting surface of a shaker which can be used for generation of a
frequency-variable sinusoidal oscillation. In addition to the sample, also an
acceleration sensor is attached to the shaker’s mounting surface. The sensor
measures the acceleration amplitude of excitation a0. By means of a second
acceleration sensor attached to the mass, the amplitude a2 is measured. The
experimental set-up and the mechanical circuit are illustrated in Fig. 3.22.
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Fig. 3.22. Experimental set-up for determination of modulus of elasticity and dis-
sipation factor
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Instead of accelerations, the velocities are charted in the mechanical circuit.
The ratio of the absolut amplitude values a2/a0 is plotted against the fre-
quency.
The transfer function has the character of a resonant low-pass. By introducing
the resonant frequency

ω0 =
1√
mn

and the mechanical quality factor

Q =
1

ω0nr
,

the quantities to be determined result in

η (ω0) =
1

Q
and E (ω0) =

lmω20
A

.

In addition to the mechanical dimensions sample height l, sample surface A
and mass m (including mass of acceleration sensor), the resonant frequency
and the mechanical quality factor have to be determined. If the samples of
material do not represent high-loss materials, the resonant frequency can be
determined by means of maximum position of the acceleration amplitudes’
ratio. The quality factor Q is determined by means of frequency difference
∆ω between those two points, at which the transfer function decreases by
the factor 1/

√
2 with respect to the resonant maximum value (see Fig. 3.23).

Thus, the dissipation factor can be formulated in the following way:
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Fig. 3.23. Measurement of resonant frequency ω0 and quality factor Q
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In consideration of high quality factors, this method of determination of qual-
ity factor and resonant frequency is very accurate. Even if the quality factor
amounts to Q = 3, the error of the characteristic values will be less than 3%
and is accurate enough for most practical problems.

Vibration Isolation of a Machine

A machine with rotating components which are not completely balanced rep-
resents a source of force for that position, at which it is mounted. In order to
avoid disturbances of environment, the forces induced by the machine into the
mounting place should be as small as possible. For this purpose, usually an
elastic element between the machine and the mounting place is attached. Now
it is to be analyzed which reduction of force to be induced into the mouting
place can be obtained in this way. The model of the machine comprises a rotor
with mass m1 rotating with an imbalance amplitude ( and angular velocity ω
in a supporting stand with massm2. On the one hand, the supporting stand is
directly installed on a surface assumed to be stationary (Fig. 3.24 a)), on the
other hand, an elastic intermediate layer with internal absorption is installed
between housing and surface (Fig. 3.24 b)). Now it is searched for both the
force F 1 which is applied to the mounting place without isolation and the im-
provement F 01/F 1 resulting from mounting of the elastic intermediate layer.
By means of the assembly, only vertical motions are permitted.
Due to the existing eccentricity (, the shaft performs a motion with a vertical
velocity component v = jω(. The internal admittance hi denotes the ratio of
vertical force and velocity with respect to a non-rotating rotor. It is defined
by the rotor mass m1.
The force for short-circuit operation is formally obtained from F 0 = v0/hi =
jωm1v0. It is the force which must affect the shaft of the rotating rotor in order
to force a rotor velocity of v = 0. The rotation of rotor with vertically blocked
shaft can be replaced by a sinusoidal motion of a mass point with massm1 and
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Fig. 3.24. Vibration isolation of a machine with imbalance
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amplitude (. This motion generates exactly the force F 0 = m1a = m1jωv0.
Thus, the parameters of the active one-port

”
rotor” are determined. Now there

is the task to specify the mechanical scheme for the two cases represented in
Fig. 3.24 and to deduce the mechanical circuits. That is accomplished in Fig.
3.25 and Fig. 3.26.
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Fig. 3.25. Rotor with imbalance as active mechanical one-port

For case a) of the missing elastic support, the searched force F 1 is identical
to the force of source F 0. Due to its velocity (v = 0), the mass m1 can not
absorb forces. For case b), this is not so simple. Here, the force F 0 must be
divided up between both impedances z1 and z2.

It can be written:

F 01 = F 0

1

jωn
+ r

1

jωn
+ r + jω(m1 +m2)| {z }

m

= F 0

1

jωn
(1 + jη)

1

jωn
(1 + jη) + jωm

⇒
¯̄̄̄
F 1
F 0

¯̄̄̄
=

¯̄̄̄
F 01
F 1

¯̄̄̄
=

p
1 + η2vuutÃ1−µ ω

ω0

¶2!2
+ η2

with

ω0 =
1√
mn

and η = rωn = η (ω0)
ω

ω0
.

The elastic support is assumed to be characterized by a frequency-independent
friction r. The progression of ratio

¯̄
F 01/F 1

¯̄
as a function of frequency is

represented in Fig. 3.27.
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For low frequencies both η2 and (ω/ω0)
2
are much less than 1 and F 01 = F 1 =

F 0. The elastic support has no influence. For ω = ω0 the denominator has its
smallest value. η (ω0) is usually of the order of magnitude of 10

−1. The square
root in the numerator can be considered to be still 1. The force F 01 generated
in case of the elastic support is by a factor 1/η (ω0) higher than with perma-
nent coupling. No attenuation but an amplification of the disturbing process
is generated.
For ω > ω0 the influence of the summand (1 − (ω/ω0)2)2 ≈ (ω/ω0)

4 pre-
ponderates in the square root of the denominator at first. The ratio

¯̄
F 01/F 1

¯̄
decreases with 1/ω2. However, from a certain frequency of ω1 also η (ω) in
the numerator can not be neglected any longer. This frequency is defined by
η = 1. Above ω1 it is

p
1 + η2 ≈ η and the ratio

¯̄
F 01/F 1

¯̄
decreases only with

1/ω.

A numerical example is to demonstrate the practically occurring orders of
magnitude. The imbalance of a machine may be characterized by a rotor mass
of m1 = 100 kg and an imbalance amplitude of ( = 0.1mm. The operating
speed frequency of the machine may be n = 3000min−1 = 50Hz. The support
may be characterized by a resonant frequency of f0 = 10Hz in combination
with the total mass m1 + m2 of the machine. Its dissipation factor may be
η (ω) = 0.1 at 10Hz. So, the amplitude of the force F 0 = F 1 results in

F̂0 = F̂1 = ω2(m1 =

1000N f = 50Hz,

40N f = 10Hz.

Due to f1 = 10f0, for f = 50Hz = 5f0 you are still in area I illustrated in
Fig. 3.27. Therefore, the force F 01 results in

for f = 50Hz: F̂ 01 = F̂1 (50Hz)
³ω0
ω

´2
= 40N

for f = 10Hz: F̂ 01 = F̂1 (10Hz)
1

η (ω0)
= 400N

Thus, compared to the fixed assembly, at operating speed frequency a force
reduction around the factor 25 is the result.

Passive Vibration Absorber

The considerations to the translational system
”
foundation” have shown that

the force affecting the ground will only be reduced compared to the source
force, if the operating frequency of the force generator is considerably above
the resonant frequency. However, depending on the quality factor Q, in the
neighborhood of the resonant frequency the ground force is larger. If the
ground force ought to be reduced in resonance, a larger attenuation will be nec-
essary. However, the ground force increases with higher operating frequency.
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Then the flux of force flows through the damping element into the ground.
By applying a second oscillating system, further possibilities are generated
which can be utilized purposefully. This additional system is known under
the designation

”
vibration absorber”. Such a supplementary unit is appropri-

ate for several fields of application. For the cases outlined in the following
sections, a real mechanical system consisting of a simple resonant foundation
in combination with an additional oscillating system is represented in Fig.
3.28. The frictional losses in the supplementary system are generated both in
the spring and in the region of the guide rods of mass m2. The guide rods
are rigidly connected with the mass m1. The viscous friction r

∗
2 may be freely

adjustable in this example. Figure 3.28 shows the mechanical scheme of the
system and the mechanical circuit, too.
At first, the case of an excitation of foundation with constant frequency ω
being effected in direct neighbourhood of the foundation’s resonant
frequency ω0 is to be considered. Without additional oscillating system, a
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Fig. 3.28. Foundation with vibration absorber
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high force amplitude affecting the ground compared to the excitational force
amplitude and a high deflection amplitude on foundation mass would be gener-
ated in case of this operational mode. A considerable lowering of the resonant
frequency ω0 of the simple resonant foundation could be a solution. However,
due to the often limited permitted deflection of foundation mass as a result
of the gravity acceleration g

ξstat =
g

ω20

a lowering of the resonant frequency will not be considered. Instead a sec-
ond mechanical resonator is attached and dimensioned to the same resonant
frequency ω0. In the sample calculation, the mass m2 of this system may
amount to 20% of foundation mass only. In practice, this extension of foun-
dation construction is applicable more easily than the considerable lowering
of the resonant frequency specified above. In order to achieve a considerable
decrease of the ground force in the neighborhood of resonant frequency, the
quality factor of the additional oscillator must be sufficiently high (e.g. higher
than 20). For an easy analytical calulation it is convenient to perform approx-
imations and circuit simplifications. So e.g. the parallel connection of spring
n∗2 and friction r∗2 can be transformed into a series connection (Fig. 3.29).

For the components it can be written

r2 =
r∗2

1 +
³
Q∗2

ω0
ω

´2 n2 =
n∗2

1 +

µ
ω0
Q∗2ω

¶2 with Q∗2 =
r∗2

ω0n∗2
.

For a high quality factor Q∗2 and for only minor deviation of frequency from
the resonant frequency it can be written approximately:

ω

ω0
≈ 1, n2 ≈ n∗2 and r2 ≈ r∗2

(Q∗2)
2

Now the ratio of ground force F to excitational force F 0 can be calculated
very easily. The spring n0 is of no importance for the mentioned problem. At
first, the components are combined into complex impedances (Fig. 3.29).

The parallel connection of n1, m1 and r1 provides the complex impedance z1.
The components n1 and r1 are combined into z. The series connection of n2,
r2 and m2 is described by the complex impedance z2. Now the force ratios
can be described by the impedances z, z1 and z2 according to:

F 1
F 0

=
z1

z1 + z2
and

F

F 1
=

z

z1
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Fig. 3.29. Introduction of ground force F and impedances z, z1 and z2

This results in:

F

F 0
=

z

z1 + z2
=

z · h2
1 + z1h2

with h2 =
1

z2

Insertion of the components yields

F

F 0
=

µ
1

jωn1
+ r1

¶µ
jωn2 +

1

jωm2
+
1

r2

¶
1 +

µ
jωm1 +

1

jωn1
+ r1

¶µ
jωn2 +

1

jωm2
+
1

r2

¶
and

F

F 0
=

(1 + jωn1r1)

µ
1− ω2m2n2 + jω

m2

r2

¶
−ω2m2n1 + (1− ω2m1n1 + jωn1r1)

µ
1− ω2m2n2 + jω

m2

r2

¶ , (3.16)
respectively. With the appropriate normalized quantities (2 assigned frequen-
cies and 2 quality factors)

ω21 =
1

m1n1
, ω22 =

1

m2n2
,

1

Q1
= ω1n1r1,

1

Q2
=

ω2m2

r2

it follows in normalized notation:

F

F 0
=

µ
1 + j

ω

ω1

1

Q1

¶µ
1− ω2

ω22
+ j

ω

ω2

1

Q2

¶
− ω2

ω1ω2

r
m2

m1

n1
n2
+

µ
1− ω2

ω21
+ j

ω

ω1

1

Q1

¶µ
1− ω2

ω22
+ j

ω

ω2

1

Q2

¶ (3.17)
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According to the assumptions concerning frequency and quality factor, the
expression can be simplified: ¯̄̄̄

F

F 0

¯̄̄̄
≈ m1

m2

1

Q2

The smaller the additional mass is chosen, the higher the quality factor must
be adjusted, so that an effective decrease of ground force is achieved.

In order to consider a broader frequency range, the mechanical circuit is cal-
culated without using of approximations. Figure 3.30 shows the frequency
response of ground force of the circuit illustrated in Fig. 3.28.
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Fig. 3.30. Frequency response of ground force

If the deviation of the operating frequency from the common resonant fre-
quency amounts to more than about 8% (with assumed mass ratiom1/m2 = 5
and quality factors Q1 = Q2 = 20), the advantage of the damping effect will
be lost. For positive or negative deviations of 20% even new resonance areas
are generated. With decreasing ratio m1/m2, the frequency area B in Fig.
3.30 increases, in which the operating frequency is allowed to deviate from
the common resonant frequency. However, the complexity of the vibration ab-
sorber is much higher.
The new resonance areas which can be identified during powering the fre-
quency up to operating frequency, will represent only a problem, if the change
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of frequency (speed frequency) of a powering-up or powering-down drive sys-
tem happens fast enough. The residence time in the critical resonance area
must be sufficiently short in order to avoid high oscillation amplitudes.
The system must be dimensioned completely different, if it is to be utilized for
the support of a fast decay after impulsive or sudden loads. The reduction
of motion of a balance plate, on which always approximately same masses are
weighed (e.g. in production control of food), represents a typical sample ap-
plication. Compared to the direct damping of the simple spring-mass system,
the application of the vibration absorber enables constructional advantages.
For the additional resonator a quality factor of Q∗2 = 2 is advantageous. The
decay time is longer for lower or higher quality factors. Only mass ratios of 10
or more can be mostly chosen for this application. If the mass ratio amounts to
m1/m2 = 10 and the quality factor of the main oscillator amounts to Q1 = 20,
an equivalent quality factor of 5.3 of the total system will be achieved with
respect to the additional resonator’s quality factor of Q∗2 = 2 and thus the
decay time will decrease considerably.
The same principle is also used successfully in systems comprising an elec-
tromechanical transducer in order to allow for damping the mechanical system
electrically. The series connection of a suitably chosen resistor and a suitably
chosen inductor in the electrical circuit of a piezoelectrically driven and com-
posed longitudinal oscillator which is to work in pulsed mode, represents an
example for that.

3.2 Mechanical Networks for Rotational Motions

For the reference points of mechanical networks concerning translational mo-
tions discussed in Sect. 3.1 only motions parallel to a straight line have been
allowed. In the following section, only rotations around a fixed axis are al-
lowed. The bearings of this axis are rigidly connected with the surrounding
system. The surrounding system (represented by means of a

”
rigid frame” in

the preceding section) is allowed to perform a uniform translational motion
at most. Therefore, a surrounding rigid frame is provided with characteristics
of an infinitely large mass and an infinitely large rotating mass Θ (see Sect.
3.2.2). With respect to this assumption, a physical structure is available again
which is isomorphic in a mathematical sense to the systems discussed before.
By means of a suitable coordinate choice, also the topology of the system is
consistent with the model representation.
In practice, systems with rotational motions often interact with translational
systems by means of transducer elements, e.g. rods connected with axis (see
Sect. 5.1). But also torsional oscillation problems, e.g. generated by drive
engines and the like, can be addressed by following below-mentioned model
approaches. Figure 3.31 shows such a rotational system.
By means of two rods, forces affect an ideal shaft (massless and rigid) in
such a way that a torsional moment is induced into the shaft. The torsional
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Fig. 3.31. Rotational system

moment results in a torsional twisting of a torsion spring which rests on a
rotating mass. In addition, a torsional moment is transmitted to a further
torsion spring by means of a gearing. Just like the shaft also the gearing
is considered to be massless and rigid. The right connection of this spring
is rigidly supported. The torsion angle of the torsion spring is proportional
to the torsional moment. The proportionality constant is called rotational
compliance nR. The index R will be often omitted, if it concerns a purely
rotational system (without transducer elements) and thus it is impossible to
mistake it for a translational compliance.

3.2.1 Coordinates

For the description of a uniaxial rotational system it will suffice to use angle
coordinates ϕi (cylindrical coordinate system) and torsional moment vectors
Mi or, alternatively, the coordinate torsional momentM in combination with
a directional arrow (often drawn as double-headed arrow [43]) and the right-
hand rule. However, in order to achieve a system which provides isomorphism
to electrical networks while maintaining the topology, it is necessary to apply
the torsional moment M and the angular velocity difference

Ω =
dϕ1
dt
− dϕ2
dt

(angular velocity across the component) as pair of coordinates. As in case of
electrical and mechanical-translational systems, the product of coordinates re-
sults in a power quantity. Figure 3.32 shows the complex network coordinates
torsional moment M and angular velocity Ω using the example of a rota-
tional component. As in case of translational systems, a directional system
arrow is introduced indicating the positive direction and in order to achieve a
uniqueness of signs for a technical circuit representation. The angular velocity
Ω will be positive, if both the Ω-network arrow and the directional system
arrow point to the same direction. A torsional moment along the direction
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Fig. 3.32. Mechanical coordinates at a general rotational component

of the torsional moment arrow is effective at that side of section, the direc-
tional system arrow points to (reference point 1, positive component surface,
direction of rotation according to right-hand rule).

3.2.2 Components and System Equations

According to the type of coupling of angular velocity and torsional moment,
three different kinds of components can be distinguished within the scope
of linear processes. It is referred to the components as torsion spring, tor-
sional friction and rotating mass (moment of inertia). Table 3.4 shows de-
scriptive and schematic representations of rotational components and their
system equations. In order to achieve a technical circuit representation, the
velocity differences across the elements must be introduced and the rotating
mass must get a second reference point. The transition to a technical circuit
representation is performed in Table 3.5. In addition to the three types of com-
ponents, the gearing (analogously to the lever) is specified as

”
transducer” in

the two possible gear wheel configurations.
Analogously to the consideration of translational systems, two source mech-
anisms are introduced. With the first source mechanism, an angle change is
forced by the source (angle source). With the second source mechanism, the
source generates a torsional moment. Its value does not depend on the oc-
curring angle change. Table 3.6 shows the mechanical and technical circuit
representation of these two source types. Active rotational one-ports (source
with source impedance) can be represented by means of these sources. In Sect.
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Table 3.4. Rotational components - descriptive and schematic representation
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3.2.4, it is exemplified that Kirchhoff’s laws can be formed analogously to
translational systems. The interconnection rules of Sect. 3.1.4 can also be
applied formally and conceptually to rotational networks.

3.2.3 Isomorphism between Mechanical and Electrical Circuits

By comparing the equations describing completely rotational networks with
appropriate equations of electrical networks, the isomorphism of both physical
structures existing in a mathematical sense can be distinguished. The identity
will also relate to the topological structure, if the electric voltage is assigned
to the angular velocity and the electric current is assigned to the torsional
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Table 3.5. Technical circuit representation of rotational components
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Table 3.6. Rotational sources
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moment. The appropriate relations between electrical and rotational system
are summarized in Table 3.7.
In order to provide also quantitative relations, proportionality quantities must
be defined between the coordinates. It is to be valid:

u = G3Ω and i =
1

G4
M (3.18)

In addition, it could be allowed that the frequencies between the electrical
and the mechanical network differ in a constant factor. In practice, no use is
made of this possibility. Therefore, it is not used in the following. By means
of this definition, it can be written for the components:

C =
Θ

G3G4
, L = G3G4nR and R = G3G4hR (3.19)

At first, the porportionality factors G3 and G4 are arbitrary with respect to
their absolute values. However, with regard to the characteristics of network
analysis programs (e.g. pSpice), the sequences of numbers should be main-
tained. Thus, only the powers of ten are available. If same numerical values
are used for G3 and G4, a representation with equal power rating will be
generated. It is usually made use of this advantage.
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Table 3.7. Isomorphic correlations between electrical and rotational network

correlations between coordinates and components
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3.2.4 Sample Application for a Rotational Network

The deduction of a technical circuit representation from a real rotational con-
figuration should happen again in two steps. While maintaining the geometri-
cal configuration, at first it is appropriate to sketch a representation in which
the branching of the torsional moment is distinguishable. One part of the
drive torque applied to an axis is absorbed by bearing friction, another part is
branched off for acceleration of rotating masses. In a schematic representation
this should be demonstrated by means of a moment node. The branch point
can be considered to be a gearing fitted on the axis with a gear ratio of one
(Fig. 3.33). Then the new output axis supplies the rotational friction or the
rotating mass. By means of this separation of the moment flows into several
imaginary parallel axis, the separation into network legs is easy to imagine.

M r1

M r1

M 2

M 2

�1

�1

M 1

M 1 =

Fig. 3.33. Model of a torsional moment branching (node)

Using the example of a gas turbine, in Fig. 3.34 a system consisting of a
source of moment, frictional elements, flexible clutch element and a vibration
absorber is represented. A rotational load can be connected to the system out-
put. The moment branchings into the frictional elements and rotating masses
specified before are shown in the mechanical scheme. A torsion spring repre-
sents the flexible coupling. By means of this spring, the torsional moment is
transmitted to the output side. A difference of angular velocity is generated
across the clutch. But the flexible clutch comprises also parts with mass. They
are represented by the moments of inertia Θ2 and Θ3. The vibration absorber
consists of a ring with the moment of inertia Θ4 which is connected to the
main axis by means of 4 flexible springs. As a whole the flexible springs repre-
sent the torsion spring nR2. The mechanical scheme comprises only rotational
components. Thus, a mix-up with translational components is excluded. In
this case, the index R can be omitted. Here, a connected load is indicated as a
general component with resistance symbol rL, since the character of this load
is unknown.
The mechanical circuit represents the third representation stage. The refer-
ences to direction and position can be canceled. The representation rules for
networks are valid. Now the representation as active source one-port with
connected general load is completed.
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Fig. 3.34. Model of a rotational system in three representation stages

3.3 Acoustic Networks

If several gas-filled volumetric cavities are interconnected by canals, tubes or
simply only by holes, then this structure can be regarded as an acoustic net-
work on the assumption of some restrictions. Also a single cavity provided
with a hole or a short tube section represents a frequently occurring acoustic
resonator (Helmholtz resonator) which can be represented as acoustic net-
work.
Volumetric cavities and canal-like cavities represent the components of the
acoustic network. The modeling calls for the embedding of the system con-
sisting of cavities into an environment of same medium in which a constant
pressure p0 is existent. Its value equals the average pressure in the cavities.
Furthermore, the linear dimensions of these cavities must be much smaller
than the wavelength in the compressible medium the cavities are filled with.
The latter can be always fulfilled by choice of a sufficiently low upper frequency
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limit. Whether the technical question can be still reasonably answered or not
must be analyzed in individual cases.
Real configurations will be suitable for a modeling by means of an acoustic
network, if the structure of the configuration allows for a discretization in such
a way that almost no compression but only motion is existent in canal-like
elements and only a compression but almost no motion arises in volumetric
elements. Thus, the same medium quantity streams out simultaneously from
ideal canal-like components which streams in the component. Due to the miss-
ing motion, in volumetric components the pressure is position-independent.
As a consequence of these restrictions outlined above, the upper frequency
limit of a dynamic process to be considered must be chosen so low that the
acoustic wavelength in the compressible medium is large compared to the
linear dimensions of the components. In Sect. 6.2 it is shown how to handle
canal-like cavities in order to provide a modeling for higher frequencies.
In order to be able to neglect the effect of nonlinearities of the general differ-
ential equations of gas dynamics, general approximations in the field of linear
acoustics are used. For that, it is assumed that the medium elements move
around a rest position with sufficiently low medium velocity and that the
pressure change remains sufficiently small compared to the average pressure.
For mechanical networks, the reference points were defined at the connecting
points of the mechanical components. The connection was realized by means
of massless and rigid rods. Here, virtual canal elements are defined analo-
gously which are filled with a massless and incompressible medium. They are
to provide the connection of defined acoustic components. No pressure dif-
ference is generated between the ends of these connecting elements and no
density changes arise within these elements. The streaming in volume flows
out of the end instantaneously. Any local discretization of the real configura-
tion will succeed by means of the theoretical introduction of these ideal canal
elements.
The modeling by means of acoustic networks proved to be useful for micro-
phones, headphones, bass reflex boxes, resonance sound absorbers, hydraulic
coupling systems, vibration dampers with fluids, resonance systems for space
acoustic corrections and similar configurations.

3.3.1 Coordinates

Figure 3.35 shows a detail of a canal-like cavity at two different points of
time. It can be realized that the marked medium elements moved on a bit
further during time difference ∆t, thus a volume displacement ∆V occurred.
The medium elements can have different velocities. The calculation shown in
Fig. 3.35 exemplifies that the volume displacement ∆V related to the time
difference ∆t equals the product of cross-sectional area A and average velocity
of the medium elements. This product is called volumetric flow rate q and
represents a coordinate of acoustic networks. The second coordinate is the
pressure difference p across the canal-like component. The reference points
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are characterized by a° and b°. By analogy with the coordinate force, the
volumetric flow rate q is charted as arrow pointing to the element into the
connecting element. The product of coordinates represents a power quantity
again.

marked medium elements
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Fig. 3.35. Coordinates volumetric flow rate q and pressure difference p in the
acoustic network

A compression is generated in volumetric components by means of the stream-
ing in volumetric flow rate. The pressure change is effective toward the con-
stant ambient pressure. Thus, volumetric and canal-like cavities can be rep-
resented as general component of similar type.

3.3.2 Acoustic Components

Volumetric cavities show a spring character. That can be easily understood,
if a closed gas volume is compressed by means of a piston. If this compression
is performed so fast that no heat exchange with the container wall is possi-
ble (∆Q = 0), an adiabatic change of state will exist. If the volume changes
are very small, a linear relation between volume change and pressure change
can be assumed. On the assumption of a constant mass m in the volume V
evaluated at the point (p0, V0, T0), the thermal equation of state of the ideal
gas

pV = mRT (3.20)

with gas constant R and absolute temperature T can be written in the fol-
lowing way:

p0∆V + V0∆p = mR∆T (3.21)
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On the assumption of ∆Q = 0 at the evaluation point,

∆Q = mcV∆T + p0∆V = 0 (3.22)

results from the first law of thermodynamics with cV denoting the specific
heat capacity at constant volume. The insertion of (3.22) into (3.21) results in

−∆V

∆p
=

V0

p0

µ
1 +

R

cV

¶ . (3.23)

In combination with the adiabatic exponent

κ = 1 +
R

cV
=

cp
cV

(3.24)

(for air, the adiabatic exponent amounts to κ = 1.4) and the definition of the
acoustic compliance

Na = −∆V

∆p
, (3.25)

it can be written:

Na =
V0
κp0

(for adiabatic changes of state) (3.26)

The transition to complex amplitudes is completed in Table 3.8 b). The rep-
resentation as acoustic compliance is shown in part c) of same Table.
The acoustic compliance is defined by means of complex coordinates of
the acoustic network and by means of graphical network representation of
the component. Concerning their component behavior, canal-like components
show two limiting cases. In the first limiting case, the moved gas acts solely
as mass. In the second limiting case, the friction prevails. The first case is
approximately existent for very high frequencies in a canal only filled with
gas. In order to provide the case of predominant friction, for low frequencies
the canal can be considered to be filled with a porous medium additionally.
Figure 3.36 shows components with dominant acoustic friction Za,r. Figure
3.37 shows the conditions for an ideal acoustic mass Ma. Real acoustic canal
elements show a behavior comprising both characteristics. A representation
is possible by series connection of both elements. On the basis of components
with simple geometries, in Sect. 3.3.4 the frequency-dependent characteristics
of real elements are discussed.

3.3.3 Network Representation of Acoustic Systems

If acoustic elements are connected with tube elements (imaginary connecting
tubes filled with a massless and incompressible substance), then reference
points can be defined again at the connecting points. Figure 3.38 shows a
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Table 3.8. Volumetric cavity, acoustic spring
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possible network structure consisting of three volumetric cavities (acoustic
compliances) and four canal-like cavities. The cavity being located in the leg
with q1 may have a mass-like character. The other three canal-like components
may solely represent friction components. The source of flow represented in
the left figure part generates the volumetric flow rate q0 = v0A.
The more abstract acoustic scheme can be deduced from this still very realistic
represented structure (Fig. 3.39). This representation provides a basis for the
acoustic circuit (Fig. 3.40) of the structure. In order to calculate the network,
Kirchhoff’s laws are required again.
For the flows flowing toward a node, Kirchhoff’s nodal rule is valid:X

ν

qν = 0 (3.27)

The sum of all pressures around the loop fulfills Kirchhoff’s loop rule:X
ν

pν = 0 (3.28)
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The characteristics of acoustic networks represented so far show again an
isomorphism to electrical networks. The acoustic coordinates specified in Sect.
3.2.2 result in an analogy of topology. Compared to mechanical networks, the
flow coordinate q represents a coordinate of motion.
Also acoustic networks possess a transformation mechanism. It consists of two
piston transducers connected in series with different area and rigid connection
between the pistons. Figure 3.41 illustrates the structure.
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3.3.4 Real Acoustic Components

The components discussed in Sect. 3.3.2 are based on the assumption of ideal
limiting cases. Possible energy losses were neglected. With these assumptions,
in the limited frequency range a sufficiently exact representation of reality
can be really achieved for many acoustic structures. In case of too large devi-
ations from the ideal models, the limiting cases are not suitable for the basic
principle of calculation any longer. Too large deviations arise between model
approach and reality.
The thermal conductivity and viscous friction of the fluid result in irreversible
energy transformations resulting in the fact that the components do not have
a pure reactance behavior. Therefore, the representation of components must
be supplemented with dissipative elements. It can be shown that a series con-
nection consisting of reactive and dissipative elements results in a particularly
good representation of reality. Reason for that is the characteristic of acoustic
structures. For decreasing frequencies, the acoustic frictional impedance con-
nected in parallel approaches a frequency-independent limit Za,0 [44].
For simple geometrical forms such as slot, circular cylinder and ball, complete
analytical solutions for real acoustic elements comprised by a series connection
of storage and loss elements are available [44]. However, the solutions com-
prise cylindrical functions which make practical work concerning structure
optimization even more difficult. In order to keep the complexity for repre-
sentation of these non-idealizable but simply formed structures smaller, the
results of well-manageable approximate representations are compiled in the
following.

Real Acoustic Volume Components

Table 3.9 shows the relations for representation of real acoustic compliances
for the two configurations slot-like volume (smallest dimension of area A is
much larger than gap height d) and spherical volume.
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Table 3.9. Real acoustic volume components
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The walls of the volumes which are filled with ideal gas were assumed to
represent a sufficiently large thermal storage system, so that the wall tem-
perature remains constant independently of processes running in the volume.
For low frequencies, the components Za and Na are frequency-independent.
For high frequencies, the compliance Na remains constant on adiabatic level
Na = Na,0, whereas the loss impedance Za further decreases.
Graphical representations of the functions are charted in Figs. 3.42 and 3.43.
The stated approximation functions were achieved by intuitive approxima-
tion of theoretical solutions [45]. Maximum deviations of a few percent from
original function arise. It is remarkable that the phase angle between volu-
metric flow rate q and pressure p arising with sinusoidal source quantity is
considerably smaller than π/2 in the transition region between isothermal
and adiabatic compression. Within this region losses arise. If the acoustic
volume is a component part of an acoustic resonator and the technical task
requires a quality factor as high as possible or small losses respectively, then
the mentioned transient region should be avoided by a suitable dimensioning.
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Fig. 3.43. Frequency response of frictional impedance according to Table 3.9 (vol-
ume component)

For real canal elements both mass effects and frictional effects are present.
Also here, a formal representation is possible by means of a series connection
of an ideal mass element and an ideal fluid friction.

Real Acoustic Canal Components

For a slot-like and a circular canal cross-section which are both filled with
an ideal gas of known density ρ0 and known viscosity µ (determined by as-
suming a stationary laminar flow), Table 3.10 shows the impedances of the
components.
Also here, the components are frequency-independent for low frequencies. The
frequency responses for higher frequencies specified in Table 3.10 are illus-
trated in Figs. 3.42 and 3.44.
The frequency-dependent behavior of component parameters is disturbing for
a wideband simulation in network analysis programs, since the user must pro-
gram a special component formation. In addition, not any network analysis
program have the ability to integrate freely programmable component macros.
Nevertheless, in order to provide for a wideband simulation in a simple way,
a further approximation step can be applied which results in representation
errors less than 10% for reactive components shown in Table 3.11 and up
to approximately 50% for dissipative components. This approximation stage
will suffice for first estimations. If it proves to be important as a result of
rough calculation for certain frequencies to achieve more exact results, the
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Table 3.10. Real acoustic canal components
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circuits according to Table 3.9 and Table 3.10 can be used for selected dis-
crete frequencies. For special problems, it will be made also an effort for the
complete solution. The method of approximation consists in defining a cir-
cuit consisting of several ideal acoustic components in such a way, that a
correct representation is generated for low frequencies. The dimensioning of
free parameters is effected by means of error minimization criteria. While ac-
cepting the errors mentioned above, these defined equivalent elements can be
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inserted into the network circuit of the total structure to be analyzed in or-
der to perform a wideband analysis. Table 3.11 represents the circuits with
frequency-independent component parameters.

Table 3.11. Circuit representation of real acoustic components

volume components according to Table 3.9 canal components according to Table 3.10
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3.3.5 Isomorphism between Acoustic and Electrical Circuits

Due to existent isomorphism and same topology, analogous relations between
the acoustic and electrical circuit can be set up again. The relations consti-
tuted with coordinate definition are summarized in Table 3.12.
These relations allow for the application of network analysis programs utilized
in the field of electrical engineering (e.g. pSpice) for the dynamic analysis of
acoustic and hydraulic systems. In order to provide also quantitative rela-
tions, proportionality quantities must be defined between the coordinates. It
is expected to be valid:

u = G5p and i =
1

G6
q (3.29)

In addition, it could be allowed that frequencies between the electrical and
mechanical network differ by a constant factor. In practice, no use is made
of this possibility. Therefore, it is not used in the following. By means of this
definition, it can be written for the components:

C =
Na

G5G6
, L = G5G6Ma and R = G5G6Za (3.30)

At first, the porportionality factors G5 and G6 are arbitrary with respect to
their absolute values. However, with regard to characteristics of network anal-
ysis programs (e.g. pSpice), the sequences of numbers should be maintained.
Thus, only powers of ten are available. In order to achieve a certain clearness
of the electrical circuit, the factor 1 is used for G5 and G6 as power of ten.
Thus, it can be written:

G5 = 1
Vm2

N
, G6 = 1

m3

As

If same numerical values are used for G5 and G6, a representation with equal
power rating will be generated. It is usually called on this advantage.

3.3.6 Sample Applications

Small cavity systems, whose information transferring characteristics must be
optimized, can be found particularly in the field of sound receiver technology.
In addition, acoustic networks can be used for modeling and optimization also
in sound generating systems (loudspeaker boxes, headphones and earphones,
telephone earpieces, calibrators, piezo phones, horns) and for mufflers in ex-
haust pipes. Using the example of a pistonphone, amicrophone and an exhaust
gas muffler, the modeling by means of acoustic networks is demonstrated in
this section.
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Table 3.12. Isomorphism between electrical and acoustic network

correlation between coordinates and components
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Pistonphone

For the calibration or inspection of microphones or a complete acoustic pres-
sure measurement chain it necessitates a simple, small, lightweight and reliable
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testing unit. The simplest embodiment consists of a cavity, an oscillating pis-
ton and a microphone connection. The cavity is supplied with an alternating
volumetric flow rate q

0
by means of a sinusoidally moved piston with area

AK (Fig. 3.45). The microphone is extended into the volume in a spatially
defined way. It is sealed with respect to the surrounding area. A volumetric
flow rate forced by the piston motion will generate an alternating pressure
within the volume. The dimensions of the volume are so small that the same
pressure prevails at all positions of volume. If this pressure amplitude is ex-
actly known, then the pressure response of the microphone can be controlled
at the operating frequency of the pistonphone.

mechanical
excitation
of
piston

2R = hole diameter

l = wall thickness

volume V0

microphone

p

q
0

q
0

q
0

q
1

q
1

q
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2
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2
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2
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acoustic scheme acoustic circuit
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q A
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real configuration

Fig. 3.45. Real configuration, acoustic scheme and acoustic circuit of a pistonphone

In order to provide for identity of the average internal pressure in the cavity
and the external pressure, it is necessary to establish a connection between
the internal volume and the external space. This connecting canal may have
the character of a frictional impedance. The normal function of pistonphone
may not be influenced by this canal. For this purpose, the frequency response
of the pressure must be analyzed in consideration of a deflection excitation
with constant amplitude. The ratio of pressure to volumetric flow rate results
in:

p

q
0

=
1

jωNa +
1

Za

=
1

jωNa

1

1 +
1

jωNaZa

(3.31)
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Thus, for the pressure amplitude related to deflection, it can be written

p

ξ
0

= jωAK ·
p

q
0

=
AK
Na

1

1− 1

ωNaZa

=
AK
Na

1

1− ωg
ω

(3.32)

with ωg = 1/ (NaZa). The consideration of the absolute values is sufficient for
an evaluation. Thus, it follows:

¯̄̄̄
¯ pξ
0

¯̄̄̄
¯ = AK

Na

1r
1 +

³ωg
ω

´2 =



ω

ωg
· AK
Na
,

ω

ωg
¿ 1

1√
2
· AK
Na
,

ω

ωg
= 1

AK
Na
,

ω

ωg
À 1

(3.33)

The operating frequency ω of the pistonphone should be at least one decade
over the cut-off frequency ωg. The dimensions of volume limit the application
for higher frequencies. A volume reduction is limited at least in one direction
by the microphone diameter . All individual dimensions must be considerably
smaller than a fourth of the wavelength in air.

Condenser Microphone with Equalization of Pressure

A thin plate with an area A is resiliently mounted on a front surface of a
cylindrical cavity (Fig. 3.46).
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Fig. 3.46. Simple condenser microphone
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The spring suspension may have the mechanical compliance n. The chosen
compliance is so rigid that no resonant effects develop in the given transfer
frequency range. Therefore, the mass of plate can be neglected for modeling.
In a very short distance x0, an electrode charged with an electric charge Q0 is
attached behind the plate. The electrical capacitance between the electrodes
amounts to C0. The charge Q0 is kept constant by technical measures. In case
of a plate displacement ξ, a voltage change is generated between the electrode
and the housing.
Thus, an alternating voltage u can be observed at the electrical output of the
microphone in case of excitation with an alternating pressure p. The voltage
is proportional to the deflection ξ and thus to the pressure affecting the plate.
The cavity behind the plate represents a volume element. On the right side of
Fig. 3.46, a small hole is visible. This hole connects the volume with the ambi-
ent pressure. The hole represents a canal element. The canal element is filled
with a porous material and may have the character of a flow resistance. The
filled hole is necessary, so that slow changes of the ambient pressure (caused
by fluctuations of the barometric pressure or heating of the internal volume)
do not generate a basic plate displacement. After modeling, the necessary di-
mensioning of flow resistance Za can be specified for a given transfer frequency
range (lower frequency limit).
Two limiting cases are possible for the application of the microphone. Con-
cerning the first limiting case, the microphone can be implemented into a
housing in such a way that the acoustic pressure can not affect the external
connection of the flow resistance (p

2
= 0). Concerning the second limiting

case, the microphone capsule is exposed to the sound field. Thus, for low fre-
quencies, the acoustic pressure can affect plate and flow resistance (p

1
= p

2
).

In the following, the transfer function is calculated for both cases. In order
to represent the effect of mechanical compliance in the acoustic circuit dia-
gram, another additional consideration is necessary yet. With respect to the
plate area A, the pressure difference p1 − pV between plate and volume is
transformed into a force affecting the spring with compliance n. This results
in a displacement ξ = np1A. At the same time a volume shift ∆V = ξA is
generated. The flow rate generated due to the pressure difference across the
plate amounts to:

q =
dV

dt
=
d

dt

¡
n (p1 − pV )A

2
¢

Thus, the plate provides an acoustic compliance Na,P = nA2. In case of in-
sertion of the plate into an acoustic circuit diagram, it has to be noticed that
the flow rate q flows through the plate into the internal volume. The pressure
difference p1−pV occurs across the plate. Thus, it is in series with the external
pressure source.
The flow resistance is connected in series with the pressure source p

2
. The

circuit shown in the left part of Fig. 3.47 results from these facts. If the sec-
ond limiting case mentioned above applies (microphone capsule in free sound
field, thus p

1
= p

2
), then the circuit can be simplified like shown in the right
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Fig. 3.47. Acoustic circuits of condenser microphone

part of Fig. 3.47. Now the transfer function can be easily calculated for both
limiting cases. In case of the freely arranged microphone (p

1
= p

2
), it can be

written:

ξ

p
1

=
Na,PNa

A (Na,P +Na)

1

1− jω1
ω

with ω1 =
1

(Na,P +Na)Za

In case of the implemented microphone (p
2
= 0) follows:

ξ

p
1

=
Na,P

A

1 + j
ω

ω2

1 + j
ω

ω1

with ω2 =
1

NaZa

Figure 3.48 shows the calculated transfer functions for both mentioned cases.
Above the cut-off frequency ω1, in both cases the transfer characteristic is
frequency-independent. In the first case (capsule in housing), the amplifica-
tion factor is higher for frequencies below the cut-off frequency ω1.
The example shows the influence of the installation environment of the re-
spective system on the total frequency response.
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Fig. 3.48. Frequency response of plate displacement for two limit cases
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Exhaust Gas Muffler

A simple exhaust gas muffler of a motor vehicle with two volumetric cavities
is able to reduce the acoustic pressure by 90% in the far sound field.
Figure 3.49 shows an example of a muffler. Due to the simple structure, it is
suitable here for demonstration. Two separated cavities are connected with
the continuous main pipe by means of two tube sockets. In order to achieve
a realistic transfer function, estimated frictional components are added to all
acoustic masses.

Ma1

200 400

q

Ma2

� ��� ���

Na

� 35

� 20

58

V � 0 16 3, m0.16

Fig. 3.49. Exhaust gas muffler

Figure 3.50 shows the acoustic circuit of the assumed general arrangement.
Assuming a spherical wave-like radiation, the acoustic current appearing at
the tube outlet and the acoustic pressure in the far sound field are inter-
connected by the relation specified in Fig. 3.51. The impedance Za,r5 caused
by sound field is assumed to be frequency-independent and real-valued. The
caused representation errors are in the range of the remaining errors gen-
erated by means of damping estimations. However, for the reader the cal-
culation is comprehensible more easily. With the network analysis program
pSpice frequency-dependent real resistors can be programmed, thus it suc-
ceeds a more exact representation with little effort.
In case of

”
without muffler”, the acoustic current q

1
acts as a source quantity

of a spherical wave. Both the muffler and the exhaust pipe are not provided.
The case

”
pipe as muffler” already causes a damping of the acoustic pressure

level in the far sound field by means of the acoustic mass and friction in the
pipe. By means of adding resonator cavities, further damping effects are gen-
erated in the far sound field depending on the number of cavities. Using a
network analysis program, the calculation was made by means of direct input
of circuit according to Fig. 3.50 using the transformation factors G3 and G4
between acoustic and electrical circuit (see Sect. 3.3.5).
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For the cases mentioned above, Fig. 3.51 shows the variations of the acoustic
pressure level in the far field at a specified position.
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Fig. 3.51. Damping of the acoustic pressure level for different configurations
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Abstract Linear Network

Four physical structures resulted from the considerations in the preceding sec-
tions which are isomorphic, concerning both the relations between coordinates
which describe the system status and the topology of schemes which can be
assigned to the structures.
This fact suggests the introduction of an abstract linear network which com-
prises the characteristics of all structures previously discussed. The impor-
tance of such an abstract network is based on the fact that all results of elec-
trical network theory can be transfered to this abstract network due to the
definite relations to electrical networks. Thus, the validity of these relations is
ensured not only for the physical structures previously discussed, but also for
all other occurring structures which can be described by equations summa-
rized in the following. Among these structures are e.g. thermal and magnetic
networks. However, they are not discussed within the context of this book.
Instead of the imaginary frequency jω previously used, in these equations the
complex frequency p = jω + σ is written now. That means an analytical con-
tinuation of the frequency function from imaginary axis on complex plane or
the extension of allowed time functions from stationary sinusoidal processes
previously discussed on exponentially increasing and decreasing sinusoidal os-
cillations (see Chap. 2).

4.1 Coordinates

In the following, the state of the abstract network is described by means of
two different kinds of coordinates.

1. Differential coordinates have the meaning of the difference of two scalar
quantities between the endpoints of an element:

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_4,  
© Springer-Verlag Berlin Heidelberg 2011 
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µ =



u voltage

v velocity

p pressure

Ω angular velocity

2. Flow-like coordinates invariably permeate an element, they have the same
value at both endpoints of the element:

λ =



i current

F force

q volumetric flow rate

M torsional moment

The product of a linked pair of coordinates in each case results in a power
quantity which can not be negative in real networks without sources:

P =
1

4

¡
µλ∗ + µ∗λ

¢
(4.1)

4.2 Components

The abstract network comprises three different kinds of components (α, β, γ),
one transformation mechanism and two kinds of sources which correspond to
both kinds of coordinates.
The three components are represented in Table 4.1. In each case there are
two energy storage elements and one element, in which an irreversible process
runs in a thermodynamic sense.
It should be noticed that the general coordinates µ and λ concerning the
elements α, β and γ shown in Table 4.1 are interconnected by the complex
frequency p = jω + σ according to

µ = pαλ, (4.2)

µ =
1

pβ
λ (4.3)

and
µ = γλ. (4.4)



4.2 Components 131

Table 4.1. Coordinates and components of abstract networks
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Both source mechanisms and transformation mechanism are summarized in
Fig. 4.1.
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4.3 Nodal and Loop Rules

The systems consisting of the elements specified in Sect. 4.2 can be represented
by schemes comprising legs and nodes (Fig. 4.2). Then the equations (4.5) and
(4.6) are valid for the differential coordinates µ

n
being contained in each case

in a mesh and for the flow coordinates λm converging at a node. They are
referred to as nodal and loop rules:

loop rule:
X
loop

µ
n
= 0 (4.5)

nodal rule:
X
node

λm = 0 (4.6)

loop
node

�m

�
n

0

0

loop

node

n

m

�

�

�

�

�

�

Fig. 4.2. Loop and nodal rules

4.4 Characteristics of the Abstract Linear Network

The equations (4.1) up to (4.6) describe the abstract network completely. In
order to solve all tasks which can occur in combination with such a network,
no further assumptions are necessary. By means of these equations, the state
of a network can be particularly calculated as a function of operating sources.
If a network is able to interact energetically with the environment by means
of N pairs of coordinates, then it results from the basic equations (4.2) up to
(4.6) that N flow coordinates are well-defined in each case by N differential
coordinates and vice versa (Fig. 4.3 and Sect. 2.2).
The coefficients of the systems of equations

µ
n
=

NX
m=1

ρ
nm

λm n = 1, 2, . . . ,N (4.7)
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λn =
NX

m=1

γ
nm

µ
m

n = 1, 2, . . . ,N (4.8)

denote generalized impedances and admittances. However, for historical rea-
sons the linguistic usage is different for different physical structures. For elec-
trical and acoustic networks, it is referred to the quotient

differential coordinate µ

flow coordinate λ
⇒ u

i
⇒ p

q

as impedance and to its reciprocal value as admittance.
However, the reverse definition is usual for mechanical networks. It is referred
to the quotient

flow coordinate λ

differential coordinate µ
⇒ F

v
⇒ M

Ω

as impedance and to its reciprocal value as admittance. Thus, for the impedan-
ce always a

”
force-like” quantity (F,M, p, u) can be found in the numerator.

Concerning network problems, three kinds of typical quotients occur between
the coordinates which differ in their function theoretical character as functions
of the complex variable p = σ + jω. In the following, the essential character-
istics of these quotients are summarized. Using the example of an electrical
network, their derivation from the basic equations is contained in [46].
It is referred to the elements of the main diagonals of the matrices in (4.7)
and (4.8) as impedances and admittances, respectively (Fig. 4.3). They denote
the quotients of flow coordinates and differential coordinates at each pair of
points of the system.
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These quotients have following characteristics:

ρ
nn

γ
nn

¾
=

½
ρ0
γ0

¾
(p− p01) (p− p02) · · · (p− p0k)
(p− p001) (p− p002) · · · (p− p00l )

=
Z (p)

N (p)
=

kX
ν=1

avp
ν

lX
ν=1

bvpν

(4.9)

<
½
ρ
nn
γ
nn

¾
> 0 for <{p} > 0. (4.10)

k =

l + 1
l

l − 1

 (4.11)

aν , bv > 0, real-valued (4.12)

<{p0λ, p00λ} ≤ 0 (4.13)

ρ
nn
(p∗) = ρ∗

nn
(p) and γ

nn
(p∗) = γ∗

nn
(p) (4.14)

The form of (4.9) results from the fact that the relations for the components
(4.2) up to (4.4) can only result in rational functions of variable p in com-
bination with the nodal and loop rules. The αν and bν are real-valued and
> 0, because this was postulated for the α, β, γ in (4.2) up to (4.4) (real
components). Equation (4.10) implies the conclusion that a real component
consumes power at most on average for sinusoidal processes with constant
(σ = 0) or exponentially decreasing (σ > 0) amplitude. But the component
is not able to dissipate power. Equation (4.13) represents an equivalent con-
clusion to that fact. The real parts of the zeros of the polynomial functions
in the numerator and denominator appear in form eσt as factors in the time
functions of the possible free oscillations in network.
At most, the amplitudes of the free oscillations can be constant (loss-free
passive system σλ = 0), but they can not increase. In real physical systems
always an — even though very small — damping is existent (σλ < 0), thus the
free oscillations disappear for t → ∞. Equation (4.11) results from the fact
that for high frequencies a network between two points is only able to take
the character of one of the three basic components, i.e. for p→∞ the ρ

nn
or

γ
nn
can only be constant, ∼ p or ∼ 1/p. The characteristic of (4.14) finally

results from the easily verifiable fact that this relation is valid for each of the
three basic components.
It is referred to the quotients of congeneric coordinates at different positions
of network as transfer factors.
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It applies:

Tµ =
µ
n

µ
m

Tλ =
λn
λm

 =

½
ρ0
γ0

¾
(p− p01) (p− p02) · · · (p− p0k)
(p− p001) (p− p002) · · · (p− p00l )

=
Z (p)

N (p)
=

kX
ν=1

avp
ν

lX
ν=1

bvpν

µ
m
, λm excitation, µ

n
, λn response (4.15)

aν , bv = real-valued (4.16)

l ≥ k (4.17)

<{p00ν} ≤ 0 (4.18)

Just like (4.12), equation (4.16) results from the fact that α, β, γ are real-
valued. If it is considered that a phase opposition of response and excitation
can occur, it can be easily understood that the aν and bν need not to be neces-
sarily positive. For energetic reasons that was impossible for impedances. For
very high frequencies (p→∞), (4.17) implies the conclusion that a transfer
factor converges toward a constant value at most. But it is not able to in-
crease indefinitely with increasing p. However, compared to impedances and
admittances, for p → ∞ transfer factors are able to converge toward zero at
any power of p. Both predications can be easily verified by means of special
examples. Equation (4.18) finally originates from the same fact as (4.13). The
real parts of the p00ν occur again with the factor e

σt for free oscillations of the
network which can be observed at the positions ν. Therefore, they must be
positive or equal zero at most.
It is referred to the quotients of flow coordinates and differential coordinates at
two different network positions as core impedances or core admittances (Fig.
4.4). If it is considered that a core admittance or core impedance can always
be defined as a product of an admittance and an impedance with a transfer
factor respectively, the characteristics of these quotients directly result from
those of the two groups mentioned before.
For example it applies:

ρ
nm

=

µ
µ
n

λm

¶
(··· )

=

Ã
µ
n

µ
m

!
(··· )

µ
µ
m

λm

¶
(··· )

(4.19)

ρ
nm

=
¡
Tµ

¢
mn

ρ
mm

(4.20)

It is remarkable that the ρ
nm

and γ
nm

increase proportionally at most with
p for high frequencies and are able to converge toward zero at any high power
of p.
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5

Mechanical Transducers

The still separated mechanical-translational, mechanical-rotational and acous-
tic networks represented in Chap. 3 are often interconnected by means of
transducer elements. The component lever discussed in Sect. 3.1.3 represents
such a transducer element between two mechanical-translational networks.
The interconnection between translational and rotational networks is gener-
ated by the component type rod (rigid rod and bending rod). The intercon-
nection between mechanical and acoustic networks is realized by means of the
component type area element (piston transducer and bending plate).

5.1 Translational-Rotational Transducer

Rigid and flexible rods are frequently applied elements which realize the ob-
jective of coupling between networks or which are primarily necessary in the
field of construction and thus require a modeling with both network types. The
application of bending rods as guidance components for translationally moved
assemblies represents a typical case for the latter consideration (e.g. parallel
guide by means of flat springs). Here, the rotational part of the network occurs
only in the representation domain of bending rods. Also an assembly consist-
ing of two ideal rigid rods is able to act solely as lever and does not have to
use any rotational components to the outside. At first, the relations are rep-
resented at the rigid rod and, in the following, the relations are demonstrated
using the example of bending rod.

5.1.1 Rigid Rod

If a rigid and massless rod is rigidly connected at one side with an axis as
it is shown in Fig. 5.1, the rotational coordinates affecting the axis and the
translational coordinates affecting the free end of rod will be only intercon-
nected by the rod length l. Since also in this case only small deflections and

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_5,  
© Springer-Verlag Berlin Heidelberg 2011 
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Fig. 5.1. One side pivoted rod as translational-rotational transducer

thus small angles are considered to be valid, thus following linear relations
between the coordinates are generated:

Ω =
v

l
and M = Fl (5.1)

Assuming the axis to be loaded with a rotational impedance, an affecting ve-
locity results in a torsional moment at the free end of rod. The torsional mo-
ment is reflected in a force at the free rod end. Thus, a transformed impedance
is effective at the end of rod. The transformation factor is represented by the
rod length l. In the same manner, this consideration can also be done from
the rotational reference point. Also in this case, the rod length l represents
the transformation factor.
However, in general case translational and rotational coordinates should be
allowed on both sides. This can be achieved by attaching an axis to the free
end and by the fact that the previously pivoted side becomes a translationally
flexible reference point. Now both pairs of coordinates can be defined at both
sides. The two-port network representation of the one side pivoted rod must
now be replaced by a four-port network representation (Fig. 5.2).

The equilibrium of moments and forces affecting the massless rod and the
kinematic conditions resulting from the stiffness of rod result into following
equations:

F 1 = F 2 = F Ω1 = Ω2 = Ω

v2 − v1 = lΩ M1 −M2 = lF
(5.2)

Figure 5.2 shows a four-port representation of these interconnections and thus
a circuit representation of the component

”
ideal rod”. The internal coupling

two-port network is an ideal transformer with the transmission ratio rod length
l.
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Fig. 5.2. Ideal rod a) real configuration, b) coupling four-port network, c) circuit
representation

Figure 5.3 illustrates how the one side pivoted rod model shown in Fig. 5.1
results from the model of ideal rod shown in Fig. 5.2 by setting the bound-
ary conditions v1 = 0 (short-circuit operation) and M2 = 0 (open-circuit
operation).

�1

1

l

M 1

F 2F 2

v2

v2

M 1 1,�

�1

M 1 F 2

v2

1: l

�

v1 0� M 2 0�

Fig. 5.3. One side pivoted rod modeled by means of ideal rod

In addition, also the derivation of the relations of the internally supported
lever represented in Sect. 3.1.3 succeeds by interconnection of two ideal rods.
The procedural method is represented in Fig. 5.4. The coupling conditions
for two ideal rods of length l1 and l2 result from the characteristics of ideal
support which can absorb forces but no moments.
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In Sect. 5.1.2 it is demonstrated that the model of bending rod can be com-
posed of ideal rods and torsion springs. In this context, the four-port model
of ideal rod is of prime importance.
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5.1.2 Bending Rod

Bending rods and circular bending plates (see Sect. 5.2) are often found as
components for springs, guiding devices, mechanical-acoustic transducers and
in connection with piezoelectric transducers. However, a representation of the
bending theory (e.g. in [43]) of rod and plate goes beyond the scope of this
book. Therefore, only a short introduction to rod bending with the special
objective of derivation of a four-port circuit of the finite bending rod and the
corresponding chain matrix is given.

Connecting Equations at the Differential Bending Element

It is to be referred to such deformations as rod bending which are caused
by moments being parallel to each other and acting perpendicularly to the
rod axis. It is assumed that the rod length is large compared to its lateral
dimensions. Only small bending angles are expected to be allowed. Further-
more, only a longitudinal stress T1 is assumed to be existent within the rod
which is linearly dependent on the coordinate x2 (Fig. 5.5). The position x2,
where the longitudinal stress amounts to T1 = 0, is defined as x2 = 0 (neutral
axis position). At first, a rectangular cross-sectional area of the bending rod
with the width b and thickness h is assumed. For following consideration, a
short rod segment with length ∆x is cut out of this rod and cross-sectional
forces are added. By means of the analysis of deformation and cross-sectional
forces, a finite bending element can be deduced which consists of two short
rods interconnected by a rotational compliance. In the following, this will be
demonstrated.
Figure 5.5 shows the conditions at the loaded bending element. The strain
on the bender’s upper surface S1 (h/2) and the compression strain on the
bender’s lower surface are equal according to amount. Due to the predefi-
nition of very small bending angles ∆ϕ, the trigonometric functions can be
approximately represented by their arguments. For isotropic materials, also
the dependence of the mechanical longitudinal stress on x2 results from Fig.
5.6, the total torsional moment M results from integration with respect to
the cross-sectional forces. Thereby, the quantity I denotes the area moment
of inertia around the neutral axis.
In combination with the modulus of elasticity E (T1 = ES1) and the relation
between moment and mechanical stress illustrated in Fig. 5.6

M = T1 (h/2) · 1

h/2

h/2Z
−h/2

x22bdx = T1 (h/2) · 1

h/2
· I (5.3)

follows

M = E · S1 (h/2) · I

h/2
. (5.4)
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By using Fig. 5.5, the following expression is achieved:

S1 (h/2) · 1

h/2
=

∆ϕ

∆x
(5.5)

In combination with (5.4) follows:

∆ϕ =
∆x

EI
M = ∆nRM (5.6)

Thus, the differential bending element can be recreated by means of a ro-
tational compliance ∆nR and two rods with length ∆x/2 (Fig. 5.7). If the
rod degenerates into a plate by extension of width along the x3 direction, it
can be generally assumed that no deformations are possible in this direction
(S3 = 0). For this case, it applies:

∆nR =
1− ν2

EI
∆x (5.7)
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Fig. 5.7. Model of differential bending element

Finite Bending Rod and its Four-Port Representations

In order to apply the bender model universally, it is necessary to be able to
let forces act along the x2 direction in addition to the two torsional moments
shown in Fig. 5.5. Then the resulting shear load causes additional displace-
ments which are, however, significantly smaller than the displacements caused
by bending. In the following, the resulting shear strains are neglected. Thus,
the model represented in Fig. 5.5 is also valid for forces and moments affecting
both sides.
In order to model the finitely long bending rod, a complex model must be
composed of the model for ideal rods (Sect. 5.1.1) and the rotational compli-
ance mentioned above.
Figure 5.8 shows the circuit representation of the finite bending element and
a cascade connection consisting of finite bending elements for representation
of the long bender. By means of this representation, it is also possible to
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represent benders with position-variable area moments of inertia, with lo-
cal changes in density or with external pressure loads by technically correct
circuits. The cascade connection of many bender four-ports shouldn’t be a
substantial problem for usually applied network analysis programs.

�x

M1 1,�

F v1 1
,

F 2 M 2

M 2

�2v
2

b
�F

M M x1 � ( ) M M x x2 � �( )�

F F x x2 � �( )�F F x1 � ( )

� �1 � ( )x � � �2 � �( )x x

v v x x
2
� �( )�v v x

1
� ( )

�
�

n
x

E I
R �

�

1

2�x

1

2�x

� �F p b x�

1

2�x

�1 �2

F 2F1

v
1

v
2

�x �x

M1
�nR �nR �nR �nR

Fig. 5.8. Bending element and cascade connection

In the case of quasi-static processes without pressure load, also long benders
can be exactly represented by means of a modified, considerably smaller four-
port circuit, as long as only interconnections between the coordinates at both
bender ends are of interest (Fig. 5.9).
This circuit was achieved by means of n-pole theory. It comprises a negative
compliance. Most network analysis programs permit the input of negative
values for component parameters. However, for all circuitry summarizing of
components up to a real interface, in combination with other compliances
always positive characteristic spring values can be generated.
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Thus, also a representation of finitely long bending rods concerning their co-
ordinates at the rod ends is possible with network analysis programs without
any difficulty.
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Fig. 5.9. Modified four-port network of finite bender

Compared to the cascade connection, a significantly less programming effort is
necessary. The chain matrix is needed for analytical calculations. It is defined
in following way:

v2

Ω2

M2

F 2


=



1 l −jωn0/ (2l) jωn0/6

0 1 −jωn0/l2 jωn0/ (2l)

0 0 1 −l

0 0 0 1





v1

Ω1

M1

F 1


, n0 =

l3

EI
(5.8)

Sample Application: Bending Rod as Spring Element

The application of the modified four-port circuit will be demonstrated by using
a simple example. The free end of a clamped-free bender is loaded by a force.
Here, the deflection of the force-loaded reference point and the bender’s angle
of inclination under the force application point are of interest. Figure 5.10
shows the bender being rigidly clamped on the right side and being loaded
by a force F on the left side. The modified bender circuit connected with
the boundary conditions is represented in the middle of Fig. 5.10. Due to the
clamp, the velocity and the angular velocity are set at zero (jumpers) on the
right side of the central circuit. The force source operates on the left side of the
circuit. The velocity v1 and angular velocity Ω1 are available as observation
quantities. Thus, also deflection and angle of inclination are available. The
result of circuit summary and circuit simplification is illustrated on the right
side of Fig. 5.10.
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The total compliance yields

n =
ξ1
F1
=

l3

3EI
. (5.9)

This result corresponds to the specification of bending rods listed in formula-
ries.

The angle of inclination ϕ
1
under load can be deduced from the velocity

vR = −lΩ1 =
jωn0/2

jωn0/2− jωn0/6v1 =
3

2
v1. (5.10)

The angle of inclination is calculated according to:

ϕ
1
= − vR

jωl
= −3

2

v1
jωl

= −n0
2l
F 1 = −

l2

2EI
F 1 (5.11)

With this method also much more complicated problems can be calculated
fast, clearly and reliably.
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Fig. 5.10. Clamped-free bender with source of force

5.2 Mechanical-Acoustic Transducer

The coupling of mechanical and acoustic domains can particularly be found
with electroacoustic, pneumatic and hydraulic systems. Forces and motions
are to generate acoustic pressures and volumetric flow rates and vice versa. In
the simplest case this transformation occurs with a rigid and massless piston
being arranged in a tube. In practice, usually diaphragms and bending plates
are used for this task, since here the problem of edge sealing is already solved.
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5.2.1 Ideal and Real Mechanical-Acoustic Piston Transducers

The basic element of an ideal piston transducer is represented in Fig. 5.11.
A massless and rigid piston is supported axially shiftable in a tube without
tolerance and without friction and is connected with an also rigid and massless
coupling rod.

F

v

p

q

Fig. 5.11. Ideal piston transducer

At first, it is assumed that the tube remains open at the mechanical side, so
that a piston shift is not able to generate a pressure there. However, if the
acoustic side is terminated with an acoustic impedance, then a forced velocity
v will result in a volumetric flow rate q = vA and a pressure p which counter-
acts with a force F = pA the source of motion at the mechanical side. Thus,
the flow coordinate force is interconnected with the differential coordinate
pressure.
Furthermore, the differential coordinate velocity is interconnected with the
flow coordinate volumetric flow rate. These coupling systems are called gyra-
tors. The mechanical-acoustic coupling two-port network and its gyrator-like
transducer characteristics are summarized in Table 5.1. For a better under-
standing, the characteristics of electrical gyrators are also specified. It can
be realized that e.g. a capacitor connected with one side of the electric gy-
rator acts as an inductor at the other gyrator side. A parallel connection of
two impedances at one gyrator side appears as series connection of separately
transformed impedances on the other gyrator side.
For the mechanical-acoustic transducer, the gyrator-like characteristic results
in the fact that an acoustic compliance (corresponding to the mentioned elec-
trical capacitance) operates as mechanical compliance at the other gyrator
side (corresponding to the mentioned electrical inductance). Similarly, acous-
tic masses result in mechanical masses after application of the transducer.
With the realization of piston transducers it is difficult to obtain a sufficiently
leakproof and frictionless arrangement of the piston in the tube. Therefore,
for constructions e.g. an elastic sealing element is added between piston and
tube which keeps the piston slidable within the scope of motional limits of
the sealing element.
In addition, it must be generally assumed that an acoustic impedance can
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Table 5.1. Gyrator-like transducers

mechanical-acoustic transducer electrical gyrator
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also affect the second tube side. This fact results in a three-port configuration.
Figure 5.12 shows such a variant of the mechanical-acoustic transducer.
The force at the mechanical port of the transducer is generated both by the
resilience of the sealing element during the forced shift of piston and by the
pressure difference between right and left piston side affecting the piston area.
The volumetric flow rate is equal at both acoustic ports and is only defined
by the piston area and its velocity.
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Fig. 5.12. Real piston transducer with two acoustic ports

This results in:

F =
1

n
ξ + (p2 − p1)| {z }

pW

A

v =
q

A

⇒

v =

1

A
q

F − 1

jωn
v = Ap

W

(5.12)

After performed transformation, (5.12) enables a circuit design interpretation
which is represented in Fig. 5.13. The ambient pressure p

0
affects the common

connection of both acoustic ports.

n

F WF

v
A

q

F A p

�

�

1
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v

p
2

p
1

q

q

p
W

p
0
� 0

Fig. 5.13. Circuit of piston transducer according to Fig. 5.12

5.2.2 General Elastomechanical-Acoustic Plate Transducer

If the rigid piston is replaced by an elastomechanical plate element, a trans-
ducer circuit will be derivable (as shown in the following) which can be de-
scribed also by only one transducer coefficient and two components. Concern-
ing the following derivation, at first two transducer coefficients will be found.
However, their identity is shown at the end.
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An elastomechanical plate element is embedded into a mechanical-acoustic
transducer. The plate element is deformed by action of force and pressure.
The shifted volume results from occurring deflection (Fig. 5.14). Since the
deflection ξ is position-dependent, it has to be integrated over the whole plate
surface in order to determine the shifted volume V . The reference deflection
ξ0 is to occur at the application point of force F .

�p

�p

y y

x x

z

F F

r





0

V

elastomechanical plate element

( )
 r

( )0
 r

Fig. 5.14. General mechanical-acoustic plate transducer

For the following modeling and parameter determination, a restriction on
special geometries and boundary conditions is done. Circular and lamellar
diaphragms with pivoting and rigid restraint are chosen as base forms (Fig.
5.15).

y y

z z

R
F F

�p �p

circular plate lamellar plate pivoted
plate

rigidly restrained
plate

Fig. 5.15. Chosen geometries and boundary conditions for plate transducers

Concerning these elastic components, deflection functions for a centered force
load and deflection functions for a pressure load can be gleaned from text
books of elasticity theory (e.g. [43]).
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By means of the source-referred position functions

ξF (x)

F
=

ξ (x)

F

¯̄̄̄
p=0

and
ξp (x)

p
=

ξ (x)

p

¯̄̄̄
F=0

, (5.13)

both the volumes (Fig. 5.16)

VF =

Z
ξF (x) dA and Vp =

Z
ξp (x) dA (5.14)

and the volumetric transfer factors

VF
F
=

V

F

¯̄̄̄
p=0

and
Vp
p
=

V

p

¯̄̄̄
F=0

(5.15)

and the point transfer factors at the force application point

ξF0
F

and
ξp0
p

(5.16)

can be determined. Now the force response AF and pressure response Ap

AF =
VF
ξF0

and Ap =
Vp
ξp0

(5.17)

can be calculated by means of the available quotients.

F

�p


F xb g 
 p xb g

VF

Vp


F0 
 p0

�p � 0

Fig. 5.16. Displaced volume in case of force and pressure load

Due to different deflection functions for different load (force or pressure),
numerical values forAF and Ap will be generally different. In order to facilitate
the modeling considerations, following two relations are provided:

VF
F
=

VF
ξF0

ξF0
F

= AF
ξF0
F

(5.18)

Vp
p
=

Vp
ξp0

ξp0
p
= Ap

ξp0
p

(5.19)
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With a mechanical-acoustic transducer, both a force and pressure load of
the elastomechanical plate element occurs simultaneously. Assuming linear
relations being existent between cause and effect, both sources have a share
in plate deformation independently. Thus, due to the required linearity, no
reaction of an occurred deformation on a further deformation exists induced
by the same or another cause. Thus, the position-dependent displacement
results in ξ (x) = ξF (x) − ξp (x) due to the specified direction of pressure.
Thus, the position of force application and the displaced volume result in:

ξ0 = ξF0 − ξp0 and V = VF − Vp (5.20)

By means of fraction expansion follows:

ξ0 =
ξF0
F

F − ξp0
p
p and V =

VF
F

F − Vp
p
p (5.21)

The quotients in (5.21) can be physically interpreted. According to the defi-
nition, the ratio ξF0/F denotes the mechanical compliance of the force appli-
cation point in absence of pressure. This compliance is called nK. According
to the definition, the ratio Vp/p denotes an acoustic compliance in absence of
a force. This compliance is called Na,L. Thus, it follows:

nK =
ξF0
F

and Na,L =
Vp
p

(5.22)

Equation (5.22) and the equations (5.18) and (5.19) result in:

VF
F
= AFnK and

ξp0
p
=

Na,L

Ap
(5.23)

In combination with (5.22) and (5.23), the equations in (5.21) can now be
represented as system equations in the following way:

ξ0 = nKF − Na,L

Ap
p (5.24)

V = AFnKF −Na,Lp (5.25)

In order to provide a circuit interpretation, the linear system of equations
(5.24) and (5.25) must be formulated according to F, V = f (ξ, p). Rearranging
yields:

F =
1

nK
ξ0 +

Na,L

nK

1

Ap| {z }
1/A0

p (5.26)

V = AF ξ0 −Na,L

µ
1− AF

Ap

¶
| {z }

Na,K

p (5.27)
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The physical meaning of the factors 1/A0 and Na,K in (5.26) and (5.27) is
shown in Fig. 5.17. For a fixed force application point (ξ0 = 0), the quantity
A0 denotes the effective area for pressure p, in order to generate the force
FK in the rigid rod for short-circuit operation. The acoustic compliance Na,K

denotes the displaced pressure-related volume VK at ξ0 = 0.

p

VK

FK

F

A
pK

�
�

V p NK a,K� �

+

A�

Fig. 5.17. To the explanation of the parameters Na,K and A0

As already mentioned at the beginning, the quantities AF and A0 are iden-
tical. That is a consequence of the reciprocity of mechanical point systems.
It results either directly from the associated differential equations under the
assumption of loss-free elastomechanical systems or more clearly from the con-
ception that an elastomechanical continuum can be described by a mechanical
network according to Sect. 2.3, if a sufficiently fine discretization is assumed.
For that purpose, according to (2.103) up to (2.105) for a certain quantity
of point coordinates a pair of generalized coordinates pressure p and volume
displacement V is introduced into this network.
The relation between the pair of coordinates (p, V ) and the pair of coordinates
(F, ξ) of a single reference point can be represented in the form

F = α11ξ + α12V (5.28)

p = α21ξ + α22V (5.29)

in combination with the reciprocity relation

α21 = α12

resulting from (2.104). By rearranging the system of equations F, V = f (ξ, V )
into the form of (5.26) and (5.27), the identity

A0 = AF (5.30)

follows. For the assumed case of a purely elastomechanical loss-free system,
equation (5.30) is associated with the existence of a state function internal
energy, as it is explained in detail in Sect. 2.4.2 and in Chap. 7. This fact en-
ables an even more simple interpretation of (5.30). For that purpose, complex
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amplitudes are introduced into (5.26) and (5.27). Thus, the following equa-
tions are generated after rearranging and multiplication with and division by
jω, respectively:

F − 1

jωnK
v =

1

A0
p (5.31)

q + jωNa,Kp = AF v (5.32)

These two equations can be immediately interpreted by means of a circuit.
The circuit is illustrated in Fig. 5.18.

v
A

q

F A p

F

�

� � �

1

Wv

F F W

nK

q
W

p
Na,K

q

F W

Fig. 5.18. Plate transducer circuit derived from (5.31) and (5.32)

Assuming that no internal losses occur in the transducer, the input power of
the transducer must equal its output power. From this follows:

v̂F̂ = p̂q̂ and A0 = AF (5.33)

Like in case of the piston transducer, for the coupling mechanism in the elas-
tomechanical plate transducer only one quantity can be found as constituted
above. For a selected plate shape and a certain surround, this quantity AF is
an inherent part of the effective plate area A. Thus, it makes sense to formu-
late this transducer constant by means of the plate A and a factor ϕ which is
always less than 1. Thus, it applies:

AF = A · ϕ (5.34)

The mechanical compliance nK shown in the circuit diagram (Fig. 5.18) is
indexed with the symbol K denoting a

”
short-circuited” output of the acous-

tic transducer (p = 0). The acoustic compliance Na,K which is also indexed
with K due to the boundary condition

”
short-circuit” (v = 0), can also be

transformed to the mechanical side. In the following, the two-port network is
also used in this form of representation.
Thus, it did succeed also in specifying a network representation for the elas-
tomechanical plate transducer.
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5.3 Characteristics of Selected Mechanical-Acoustic
Transducers

In this section, the transducer parameters of the mechanical-acoustic plate
and diaphragm transducer for chosen forms and boundary conditions initially
specified according to Fig. 5.15 are summarized in tables.
The tables for the bending rod (Table 5.4), the circular bending plate (Table
5.7), the circular diaphragm (Table 5.8) and the lamellar diaphragm (Table
5.9) in combination with both selected supports (pivoted or clamped) include
the transducer parameters nK, Na,K, Na,L and ϕ according to the circuit
models illustrated in each case.
In order to complete the overview, for both load cases and both boundary
conditions the quasi-static deflection functions, the displaced volume and the
reference quantities are specified in each case for bending rod (Tables 5.2 and
5.3) and bending plate (Tables 5.5 and 5.6).
For bending rods (Tables 5.2 and 5.3) the results are represented in such a
way that they are also valid for a clamped-free rod with free or angled force
application. Therefore, the effective force amounts to 2F for rods supported
on both sides.
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Tables for Bending Rods

Force Load

Table 5.2. Characteristic functions and characteristic values of bending rod under
force load
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Pressure Load

Table 5.3. Characteristic functions and characteristic values of bending rod under
pressure load

clampedpivoted
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Table 5.4. Bending rods as mechanical-acoustic transducers
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Tables for Bending Plates

Force Load

Table 5.5. Characteristic functions and characteristic values of bending plates un-
der force load
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Pressure Load

Table 5.6. Characteristic functions and characteristic values of bending plates un-
der pressure load
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Table 5.7. Bending plates as mechanical-acoustic transducers
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Tables for Diaphragm Transducers

Table 5.8. Circular diaphragms as mechanical-acoustic transducers
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Table 5.9. Lamellar diaphragm as mechanical-acoustic transducer
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6

Mechanical and Acoustic Networks with
Distributed Parameters

The previous network analysis was solely carried out for systems with lumped
components. Now an extension to systems with distributed, thus position-
dependent parameters is realized. If the wavelength of extensional waves at
higher frequencies reaches the order of magnitude of component dimensions,
this extension will be inevitable. In the Sects. 6.1 and 6.2, these mechanical
and acoustic systems are described as one-dimensional waveguides. The dis-
cretized representation in the form of finite network elements takes place in
Sect. 6.3. Finally, a method of combined simulation of FEM calculation and
network description is presented in Sect. 6.4.

6.1 Representation of Mechanical Systems as
one-dimensional Waveguides

For many technical applications there are mechanical components, whose
longest dimension is not small any longer compared to the wavelength within
the component for the interesting frequency component. For rod-shaped struc-
tures (also with variable cross-section) a network representation can be spec-
ified for the component. The two cross-sectional dimensions must be small
compared to the wavelength. According to terms of transmission line theory,
it is referred to such components as one-dimensional waveguides. For selected
frequency ranges it even succeeds to specify a substitute of waveguide by
means of a few components. Thus, clarity is improved and it is provided for
a fast assessability concerning preliminary drafts.
In the following, a rod is represented by means of a multiplicity of short rod
pieces (Fig. 6.1). The relation between the coordinates at the one rod end
depending on the coordinates at the other rod end can be determined by
means of this model. In the circuit domain, this can be perceived as two-
port network which can be represented by a T- or Π-circuit. This circuit
comprises frequency-dependent components that can not be represented by
simple spring, mass or frictional elements any longer. However, with these

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_6,  
© Springer-Verlag Berlin Heidelberg 2011 



166 6 Mechanical and Acoustic Networks with Distributed Parameters

mathematically described impedances it can be calculated without any prob-
lems. That does not pose a problem for network analysis programs, since both
loss-free and dissipative conductors are contained as standard components.
For both limiting cases — low frequencies and in the neighborhood of reso-
nances — an approximate representation works with usual components. Thus,
for these cases a simplification of circuit design is possible which enables a
constriction of the technical problem to the operation of few components as
approximate representation. That allows for concentration on basic effects. As
a result, the calculations with exact solutions can be checked for plausibility
much better.

6.1.1 Extensional Waves within a Rod

Figure 6.1 shows a rod with length l, cross-sectional area A and Young’s
modulus E. The force F is expected to affect both rod ends and an observation
of the reference points x1 and x2 should be possible. The mass of rod can
remain unconsidered for quasi-static forces. The result in network domain is
a two-port network with a spring component n. The velocities amount to
v1 and v2 at both rod ends, the force affecting both rod ends represents a
compressive force. The direction of arrow in the network domain corresponds
with the reference direction of arrow pointing to the right. The decrease in
length ξ of the spring amounts to (v1 − v2) /jω.
The rod can be split into many small rod parts of length li. Each of these rod
elements will represent a two-port network of similar type (Fig. 6.2).
The two-port networks are interconnected in a cascade connection. These
considerations provide for a position-dependent variation of the rod’s cross-
sectional area. Now each element features a different spring compliance.
If the mass inertia can not be neglected any longer with higher frequencies and
if the rod is thin, there will be the possibility to branch off a force component
at each connecting node between the partial springs in order to overcome the

l

li

A

A

x1

x1

x2 x

x

E

xi
xn

vn

v1

v1

v2

vi

F

F F

n l EA�

n l EAi i�

EYoung’s modulus

F F

Fig. 6.1. Finite element decomposition of a rod
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x

E

vn
v1

vi

F F
n l EAi i i

�

xix1 xn

li

Ai

Fig. 6.2. Rod with variable cross-section

inertia of the partial mass (Fig. 6.3). The small cross-sectional dimension of
rod was assumed, in order that the inertia forces for transverse contraction
are so small that they may remain unconsidered. Thus, only one longitudinal
state of stress but states of strain in all directions are existent within the rod.
In case of a sufficient fine splitting of the rod, it is of no practical importance
whether the node in front or behind the spring element is used for mass cou-
pling. In order to achieve a symmetric representation, the first spring element
is divided up into two half elements and the output is loaded with the second
half of the rod spring element.

xxix1 xn

F 1

F 1

F 1

F 2

F 2

F 2
ni

ni

mi

miv1
v2

li AE, �

m l A n l AEi i i i� �� ,

Fig. 6.3. Rod with considered mass inertia
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If it is passed on to very short elements and in the limiting case to infinitely
short elements of length ∆x, Kirchoff’s loop rule will yield according to Fig.
6.4:

v (x) = jω∆nF (x) + v (x+∆x)

v (x+∆x)− v (x)

∆x
= −jωn0F (x)⇒ dv

dx
= −jωn0F ,

where n0 = 1/AE denotes the compliance per unit length. For the node of the
upper mass point it follows in combination with Kirchhoff’s nodal rule:

F (x) = F (x+∆x) + jω∆mv (x+∆x)

F (x+∆x)− F (x)

∆x
= −jωm0v (x+∆x)⇒ dF

dx
= −jωm0v,

wherem0 = ρA denotes the mass per unit length. Here, the quantity ρ denotes
the density of material.

v xb g

v xb g
F xb g

F xb g F xb g
F x x��b g

F x x��b g
v x x��b g

v x x��b g

�
�

�n
x

EA
n x� � �

� � �m A x m x� � ��

�,E

x
x

x x��

A

F m v� �j��

Fig. 6.4. Rod element

In the following, a position independence of both the cross-sectional area A
and the material properties is to be assumed, in order that m0 and n0 can
be considered as constants. By means of differentiation and insertion of both
equations, two differential equations for v (x) and F (x) can be derived:

dF

dx
= −jωm0v

dv

dx
= −jωn0F

⇒

d2F

dx2
+ ω2m0n0F = 0

d2v

dx2
+ ω2m0n0v = 0

(6.1)

By means of the short form ω2m0n0 = ω2ρ
E = β2 and β denoting the position-

independent wave number , the general solution for the velocity results in
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v (x) = C1 e
jβx+C2 e

−jβx .

If this solution is inserted into (6.1), a general solution for the force will be
achieved:

F (x) = − jβ

jωn0
¡
C1 e

jβx−C2 e−jβx
¢

(6.2)

It is referred to the expression jβ
jωn0 =

q
m0
n0 = A

√
ρE as wave impedance zW.

The complex amplitudes C1 and C2 still to be determined are specified by
boundary conditions.
For x = 0 follows:

v1 = C1 + C2 and F 1 = zW (C2 − C1)

Thus, the constants result in:

C1 =
1

2

µ
v1 −

F 1
zW

¶
and C2 =

1

2

µ
v1 +

F 1
zW

¶
At the rod end (x = l), v (l) = v2 and F (l) = F 2 are valid. Thus, the relation
between input and output coordinates at the rod can be determined.
It applies:

v2 = cos (βl) v1 − j
1

zW
sin (βl)F 1 (6.3)

and
F 2 = −jzW sin (βl) v1 + cos (βl)F 1 (6.4)

For the following network considerations it is desirable to represent the input
coordinates as function of the output coordinates. As a result of coordinate
transformation it can be written:µ

v1
F 1

¶
=

 cos (βl) j
1

zW
sin (βl)

jzW sin (βl) cos (βl)

µv2
F 2

¶
(6.5)

In order to improve the physical understanding for the introduced quantities,
two thought experiments are made. If the output of rod is loaded with the
real-valued impedance zW, exactly this impedance takes effect also at the
input of rod independently of rod length. Thus, the wave impedance has a
descriptive meaning. If this rod loaded in such a way is excited with the
frequency ω and if the position dependence of the velocity v (x) is considered,
the length of one period λ (local repetition of same oscillating state, also called
wavelength) is achieved according to the relation βλ = 2π. Thus, the constant
β = 2π/λ has a meaning corresponding to the reciprocal value of wavelength.
The propagation velocity c of the wave image on the rod results from length
λ of the local period divided by duration T of the temporal period.
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Thus, it follows:

c =
λ

T
= fλ =

ω

β
=

s
E

ρ
(6.6)

Thus, the wave velocity c depends only on the material of rod. In combination
with (6.5), the two-port network solutions of the one-dimensional waveguide
are available.
Additionally, it must be noted that by means of the described methods also
exponential dependences of the components m0 and n0 on x can result in an
analytical expression of the system equations.

In order to achieve a network-compatible solution, now the equivalent T- and
Π-circuits (Fig. 6.5) are calculated.

v1 v1v2 v2

F 2F 1
h1 h1

h1 h1h2

h2F 1 F 2

Fig. 6.5. Equivalent T- and Π-circuit of finite waveguide

The general admittances h are charted in the circuits, since the electrical
resistances (and not their conductances) are usually used in two-port network
analysis. The admittances can be determined by variation of the boundary
conditions at the two-port network. F 2 = 0 is chosen as boundary condition
for the T-circuit. The admittances result in

h2 =

µ
v2
F 1

¶
F 2=0

and h1 + h2 =

µ
v1
F 1

¶
F 2=0

.

For the Π-circuit v2 = 0 is chosen advantageously. Now the admittances result
in

1

h2
=

µ
F 2
v1

¶
v2=0

and
1

h1
+
1

h2
=

µ
F 1
v1

¶
v2=0

.

Table 6.1 shows the components of the circuits, the approximations deduced
for frequencies βl ¿ 1 and their circuit. Thus, it is e.g. immediately possible
to specify the mechanical input impedance ze of a rod with an open end at
the other side (F 2 = 0) (Fig. 6.6).
It applies

ze =
1

h1 + h2
= jzW tan (βl) . (6.7)
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Table 6.1. Components of the T- und Π-circuit of one-dimensional waveguides
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The input impedance ze into the rod is that one of a mass, whereby the abso-
lute value of mass is increasing constantly with frequency up to the resonant
frequency of rod.
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v1

v1

F 1

F 1

E A, ,�

l

m*

=

Fig. 6.6. Rod as mass load

From (6.7) follows
ωm∗ = zW tan (βl)

and as a result of double-sided multiplication with l
√
m0n0 it can be written

m∗ = m
tan (βl)

βl
. (6.8)

The pole is at βl = π/2. At the same time the rod length amounts to l = λ/4.
This leads to a consequence being important for practice. The form of mass
load is often used, in order to prevent the motion of a reference point (which
can not be connected with a fixed point (e.g. point of origin) due to the
present design) in steady state at a fixed operating frequency by means of an
almost infinitely large mass m∗. The secondary effects which occur during the
transient time must be considered separately.

6.1.2 Approximate Calculation of the Input Impedance

For practical tasks, the impedance z0 (ω) at a selected point of a more compli-
cated system or continuum is often of interest. In the following, it is assumed
that this system is characterized by only very low internal losses and that no
active power can be transfered to the environment. An estimate of frequency of
the expected first pole or zero of this impedance will often suffice, in order to be
able to assess to what extent it is permitted to calculate with the quasi-static
solution. Often a quasi-static description of system can be specified faster than
the frequency function of impedance. In the following, it is demonstrated how
an estimate for the first pole or zero from a well-known quasi-static system
description and how a simple model of the searched impedance can be speci-
fied.
As a first approximation, the searched impedance of the system can be rep-
resented by a parallel or a series connection of a mass and spring. A parallel
connection will be necessary, if the reference point, for which the impedance
function has to be identified, shows a resilent character in case of very low
frequencies. If the reference point shows the character of a mass for low fre-
quencies, then the approximate representation of the system can be realized
by means of a series connection of a spring and mass. The values of mers

and ners represent the equivalent parameters of the system (Fig. 6.7). On the
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supposition of negligible losses it can be assumed that the total kinetic and po-
tential energy of the system can be found in the mass and spring, respectively.
By means of restriction to sinusoidal processes, these conclusions can now be
referred to the power ratings. In the following, this will now be demonstrated
for parallel connection using the example of a mass.

v0

v0

v0

v0

F 0

F 0

F 0

F 0

loss-free
spring-mass-

system

loss-free
spring-mass-

system

mers

mers

ners

ners

“resilient” system for � ��� 0

“mass like”- system for � ��� 0

Fig. 6.7. Approximate representation of input impedance

The kinetic energy of the equivalent mass amounts to

Wkin = mers
v2

2
. (6.9)

With v = v̂0 sin (ωt) and Q (t) = dWkin/dt it can be written:

Q (t) =
1

2
v̂20ωmers sin (2ωt)

Q̂ =
1

2
v̂20ωmers = ṽ20ωmers

A similar consideration for the spring yields

Q̂pot =
ṽ20

ωners
. (6.10)

Q̂ denotes the peak value of the oscillating reactive power. Figure 6.8 shows
the relations between equivalent components and reactive power for both the
series and parallel connection.
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Fig. 6.8. Determination of equivalent components

If the calculation of the kinetic or potential reactive power succeeds for a real
system, the equivalent parameters of the circuit can be specified. A particu-
larly easy access consists in a direct determination of one of both equivalent
parameters from the quasi-static behavior and in the calculation of the other
parameter from the reactive power which the system receives at low frequen-
cies (thus quasi-static). The equivalent parameters are frequency-independent.
For low frequencies, the circuit represents the impedance very well. As a suit-
able approximation, the calculated first resonant frequency corresponds with
the real resonant frequency.
Since in the preceding section exact solutions were calculated for the input
impedance of a homogeneous rod with constant cross-sectional area, in the
following, the approximation method is demonstrated using the example of
the system rod with rigid load. Generally, velocity and force along the rod are
dependent on the position. The rod is split again into volume elements. In
order to calculate the power, it has to be integrated over their volumes.
The kinetic power being contained in a rod element of width dx amounts to

dQkin = ṽ2 (x)ωρAdx.

The total power in the rod amounts to

Qkin =

lZ
0

dQkin = ω
m

l
ṽ20

lZ
0

ṽ2 (x)

ṽ20
dx.

This power must also be found in the equivalent mass. Thus, it applies:

ωmṽ20
1

l

lZ
0

ṽ2 (x)

ṽ20
dx = ωmersṽ

2
0
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Thus, the calculation rule for the equivalent mass results in

mers = m
1

l

lZ
0

ṽ2 (x)

ṽ20
dx. (6.11)

In combination with

dQpot = F̃ 2 (x)ω
1

EA
dx,

the calculation of potential power results in the relation enabling the calcula-
tion of the equivalent compliance

ners = n
1

l

lZ
0

F̃ 2 (x)

F̃ 20
dx. (6.12)

Now the application of the considerations to the example rod with rigid load
is possible in an easy way. Assuming quasi-static dependences

v (x) = jωξ (x) = v0

³
1− x

l

´
(constant strain) and

F (x) = F 0 (position-independent force),

it follows

mers = m
1

l

lZ
0

³
1− x

l

´2
dx =

m

3
and ners = n

1

l

lZ
0

dx = n. (6.13)

The rod with respect to the boundary condition
”
rigid load” and the equiva-

lent solution are represented in Fig. 6.9. The resonant frequency of the equiv-
alent system amounts to:

ωr,ers =
1r
m

3
n

=

√
3

l

s
E

ρ
=
√
3
c

l
≈ 1.73c

l

v0v0

F 0F 0

1

3
m

n

l

x

"

A E, ,�

Fig. 6.9. Sample calculation of input impedance of a rigidly loaded rod
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The real resonant frequency of the system amounts to:

ωr = 2π
1

4

c

l
= 1.57

c

l

This relation is sufficient for a rough estimate.

The same numerical values result for the rod with
”
no-load”. The allocation

to compliance and mass is only interchanged. This results in mers = m and
ners = n/3 for the rod with no-load.
If the solution for low frequencies is taken from Table 6.1 (T-circuit) for the
rod with no-load (Fig. 6.6), the result will be a somewhat too low resonant
frequency in combination with ners = n/2. However, its deviation is nearly
of same size. The mass m∗ being effective at the front rod end according to
Fig. 6.6 is represented in Fig.6.10 as a function of frequency for both cases

”
exact solution according to (6.8)” and

”
approximate solution resulting from

n/2 and m”. The quality of approximation can be assessed from the position
of poles.

2
�
2

m

m*

f1
� f1

f

�l

approximation

Fig. 6.10. Frequency response of mass being effective at the input
Comparison of approximation and exact solution

In case of a detailed knowledge of the dynamic ratios, the calculation of the
kinetic or potential powers and thus the determination of the equivalent com-
ponents represent another possibility. In this case, the result will be a good
mapping in the neighborhood of frequency used for the calculation, but not
for low frequencies.
However, the most important advantage of the reactive power method consists
in the fact that the method enables an estimate of the first resonant frequency
with structures, for which the quasi-static deformation can be taken from ref-
erence books (e.g. bending of beams and plates). In case of a clamped and
homogeneous rod with constant cross-sectional area and subjected to a bend-
ing stress by means of a force affecting the free end, the method yields an
equivalent mass mers = 0.235m on the assumption of a quasi-static compli-
ance. The exact value amounts to mers = 0.25m.
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6.1.3 Approximate Representation of an Impedance at Resonance

In particular, filter systems (e.g. signal filters, structure-borne sound filters)
and monofrequent sound radiators (e.g. ultrasonic transducers) operate only
in the neighborhood of an operating frequency. They usually comprise com-
ponents which can not be defined as lumped components any longer. In these
cases, the task is to substitute the components being available at first as
one-dimensional waveguides by simple mass-spring-systems generating a good
representation in the neighborhood of operating frequency. The methods of
approximation are also of importance for acoustic and rotational systems and
therefore they are presented somewhat in more detail. The advantage of ap-
plying the approximate solution consists in the possibility that different circuit
designs can be combined (see Sect. 3.1.4). Thus, it succeeds to represent the
conditions being effective at operating frequency by means of basic struc-
tures. These basic structures can be interpreted by engineers very well and
the effects of changes can be grasped quickly. Using the complete waveguide
structure, independent of that, the exact calculation is made for the finally
selected array of parameters by means of network analysis programs. How-
ever, the functional understanding primarily results from the deduced basic
structure. It is developed for this objective.
The method represented subsequently in Fig. 6.11 is based on the assumption
that in the operating frequency range zeros of the admittance or impedance
are existent, whose neighborhood is to be simulated by components. That is
mostly fulfilled with the initially specified assignments of tasks. An analyti-
cally well-known frequency function of a complex admittance h (ω) is presup-
posed for the first of the two following considerations. For this function, it
is sought for a series connection consisting of a spring and mass component
which results in a correct representation at ω = ων in the neighborhood of a
selected zero of the function h (ω). For that purpose, the frequency function
of admittance is formulated as a Taylor series expansion around the point of
the νth zero:

h (ω) = h (ων) +

µ
dh

dω

¶
ων

(ω − ωv) + . . .

Using the zero h (ων) = 0 and neglecting the higher terms of series yields

h (ω) =

µ
dh

dω

¶
ων

(ω − ωv) .

The series connection of the equivalent components mν and nν results in the
admittance

hν (ω) = jωnν +
1

jωmν
= jωνnν

µ
ω

ων
− ων

ω

¶
≈ jωνnν 2 (ω − ων)

ων
.
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Fig. 6.11. Simulation of admittance/impedance in the neighborhood of a zero

By equating both admittance approximations, the equivalent components can
be defined according to

nν =
1

2j

µ
dh

dω

¶
ων

(6.14)

and

mν =
1

ω2νnν
. (6.15)

The second consideration is based on zeros of the impedance at ω = ωµ.
Using the same calculation method, similar results are achieved for a parallel
connection of a spring and mass component. A summary of the approaches is
represented in Fig. 6.11. Often required results for zeros and poles of typical
admittance functions are summarized in Table 6.2.

6.1.4 Approximated two-port Network Representation at
Resonance

In addition to the possibility of representing mechanical and acoustic one-
dimensional waveguides as T- or Π-circuit, models with transformer-like and
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Table 6.2. Approximate solutions for the input admittance of one-dimensional
waveguides
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gyrator-like coupling two-port networks can be found. In principle, linear re-
versible two-port networks can be represented by means of one of three possi-
ble circuit structures (Fig. 6.12). In order to determine the new circuit repre-
sentation, exactly the same method is used as with the T- or Π-circuit (Fig.
6.5).
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Based on the chain matrix (6.5) of the waveguide, the parameters of a circuit
as illustrated in Fig. 6.12 are defined by the wave parameters zW = 1/hW and
βl. A further consideration is required for the selection of the three possible
circuits and for checking the suitability.
The separation of a transformer or gyrator respectively is only reasonable,
if their transformation ratio A0 or their transformation admittance h hardly
depends on frequency, respectively. If the attempt of obtaining a representa-
tion by this circuit results in a sufficiently low frequency dependence for A0
or h, then this circuit representation can be considered to be suitable. Thus,
it would be possible to assume approximately a frequency independence for
a limited frequency range. Therefore, all advantages of circuit representation
would be available for the representation. In Fig. 6.13, this procedural method
is demonstrated in the following using the example of a λ/2-waveguide.
At first, it is assumed on trial that a loss-free waveguide can be represented
by a transformer-like two-port network in the neighborhood of λ/2-resonance
(Fig. 6.12 center). The formation rule for the parameters h1K, A0 and h2L
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shown in Fig. 6.13 is applied to (6.5) and thus yields the results specified in
same figure.
The analytical expressions for the admittances can be represented as circuit
by means of the results presented in Table 6.2. In the neighborhood of βl ≈ π,
the expression A0 = 1/ cos (βl) yields the value −1. Therefore, it can be rep-
resented by the component transformer. The transformation ratio is hardly
frequency-dependent within a certain range around resonance. Thus, it is rea-
sonable to represent the waveguide as simple circuit within this frequency
range. Circuit solutions for the frequency area around βl ≈ π/2 according to
the waveguide length λ/4 are achieved by similar considerations. Here, the
other two circuit variants result equivalently in almost frequency-independent
transformation admittances within the range of signal frequency. The choice of
solution to be applied advantageously depends on further circuit environment
(sources and loads of waveguide). Figure 6.14 shows the results.
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Fig. 6.14. λ/4-waveguide with gyrator-like coupling element

The capability of the presented methods is now demonstrated using the exam-
ple of a mechanical filtering device. The series connection of three waveguides
λ/2 + λ/4 + λ/2 according to Fig. 6.15 will result in a band filter structure,
if the excitation is achieved by means of a source of force F 1 and the output
signal is generated by the velocity v2 of the unloaded third piece of waveguide.
Now the waveguide pieces can be represented as cascade connection. Figure
6.16 shows the interconnection and parameter definitions.
It is referred to the wave admittance of the central piece as hz. By means
of interconnection of the elements connected in parallel in each case and by
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means of transformation of the right parallel connection by the gyrator, the
structure according to Fig. 6.17 is achieved. The area ratio was abbreviated
with α. The new components ma, mb, na and nb are generated. Due to the
missing load at the filter output and due to the force feeding at the input
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side, the external series connections can remain unconsidered and the gyrator
can be replaced by a short-circuit. Now the force in this short-circuit jumper
denotes the output quantity (Fig. 6.18).
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Fig. 6.18. Basic structure of mechanical filter

If now all the losses (being necessary for a reasonable function) by series and
parallel connections of frictional admittances with selectable value for Q are
considered, the desired basic structure of the filter component will be available.
Figure 6.19 shows the filter frequency response in principle assuming same and
suitably chosen values for quality factor Q. Section 9.1.2 comprises a practical
example of a micromechanical filter.
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Fig. 6.19. Filter frequency response in principle

6.1.5 Flexural Vibrations within a Rod

The waveguide described in Sect. 6.1.1 is specified by the fact that a one-
dimensional wave is defined by one pair of coordinates.
In this section, now a finite bending rod (see Sect. 5.1.2) is considered, whose
ends are affected both by vertical forces and velocities and torsional moments
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and angular velocities (Fig. 6.20 above). Thus, for bending waves discussed in
the following the wave process is defined by two pairs of coordinates.
The deformations being generated within the rod are defined by following
assumptions

• no shear deformation and

• strain S1 (x) and mechanical stress T1 (x) proportional to distance from
neutral axis

For thin bending rods these simplifying assumptions result only in insignificant
deviations from reality.
In order to handle dynamic processes, the mass of rod must be taken into
consideration. Therefore, as already presented in Sect. 5.1.2, a circuit of a
differential rod element is assumed, whose associated mass is now concentrated
centrally. The structure of the differential rod element with length ∆x consists
of two ideal rods with length ∆x/2 which are interconnected by a torsion
spring ∆nR ∼ ∆x and a torque-free joint. In order to take the influence of
mass into consideration, the mass ∆m = (A∆x is attached to this joint.
Figure 6.21 illustrates the associated circuit.
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As already demonstrated in the preceding sections, loop and nodal equations
can be derived from the circuit shown above in an analogous manner. They
finally pass into differential equations for ∆x→ 0. The loop and nodal equa-
tions yield:

M (x−∆x/2)−M (x+∆x/2)

= ∆x/2 [F (x−∆x/2) + F (x+∆x/2)] ≈ ∆xF (x) ,

Ω (x−∆x/2)−Ω (x+∆x/2)

= jωn0R∆x [M (x−∆x/2)− F (x−∆x/2)∆x/2] ,

F (x−∆x/2)− F (x+∆x/2) = jωm0∆xv (x)

= jωm0∆x [v (x−∆x/2)−Ω (x−∆x/2)∆x/2] ,

v (x−∆x/2)− v (x+∆x/2)

= − [Ω (x−∆x/2) +Ω (x+∆x/2)]∆x/2 ≈ −∆xΩ (x) .

Similarly to the preceding sections it is written ∆nR = n0R∆x and ∆m =
m0∆x.

For ∆x→ 0 following expressions are achieved:

dM

dx
= −F , dv

dx
= Ω,

dΩ

dx
= −jωn0RM ,

dF

dx
= −jωm0v,

n0R =
1

EI
, m0 = (A.
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These equations result in a differential equation for v (x)

d4v

dx4
− ω2m0n0Rv = 0.

The solution of this differential equation amounts to

v (x) = A1 exp (βx) +A2 exp (−βx) +A3 exp (jβx) +A4 exp (−jβx)

βl = l

r
ω
q
m0n0R =

r
ω
q
m0ln0Rl3 =

q
ω
√
n0m =

r
ω

ω0
.

In the following, the reference quantities ω0, nR, z0 and the total mass m of
a rod with length l are introduced:

n0 =
l3

EI
, m = (lA,

ω0 =
1√
mn0

, z0 =

r
m

n0
= ω0m =

1

ω0n0
.

In the following, the solution is not formulated with the solution components
exp (±βx) and exp (±jβx) but with Rayleigh functions which also form a
complete solution system as independent linear combinations of the solution
components exp (±βx) and exp (±jβx), respectively:

S (x) = 1
2 (sinhx+ sinx), C (x) = 1

2 (coshx+ cosx),

s (x) = 1
2 (sinhx− sinx), c (x) = 1

2 (coshx− cosx).
The functions S, C, s, c merge in the mentioned order by differentiation.

v (x) = α1S (βx) + α2C (βx) + α3s (βx) + α4c (βx) (6.16)

The remaining coordinates Ω, M and F also emerge from differentiation:

Ω (x) = β [α1C (βx) + α2s (βx) + α3c (βx) + α4S (βx)] (6.17)

M (x) = − β2

jωn0R
[α1s (βx) + α2c (βx) + α3S (βx) + α4C (βx)] (6.18)

F (x) = − β3

jωn0R
[α1c (βx) + α2S (βx) + α3C (βx) + α4s (βx)] (6.19)

The constants α1 up to α4 can be determined by means of the two bound-
ary conditions (v, F ,Ω,M)x=0 = (v1, F 1, Ω1,M1) and (v, F ,Ω,M)x=l =
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(v2, F 2, Ω2,M2) and thus the coordinates at position x = 0 can be expressed
by those at position x = l. The resultant chain, admittance and impedance
matrices are summarized in Table 6.3.
Following relations with η =

p
ω/ω0 are advantageous for practical calcula-

tions:

c (η)C (η)− s2 (η) = S2 (η)− c (η)C (η) = 1
2 sinh η sin η,

S (η)C (η)− s (η) c (η) = 1
2 (sinh η cos η + cosh η sin η),

s (η)C (η)− c (η)S (η) = 1
2 (sinh η cos η − cosh η sin η),

C2 (η)− s (η)S (η) = 1
2 (1 + cosh η cos η)

N = c2 (η)− s (η)S (η) = 1
2 (1− cosh η cos η)


(6.20)

For low frequencies (η ¿ 1) the following approximations including the fourth
powers of η are achieved:

S (η) = η N = η4/12

c (η) = η2/2 S (η)C (η)− s (η) c (η) = η

s (η) = η3/6 c (η)C (η)− s2 (η) = η2/2

C (η) = 1 + η4/24 c (η)S (η)− s (η)C (η) = η3/3


(6.21)

In order to demonstrate the meaning of the quantities β and z0, a solution
v (x)

v (x) = v0 exp (−jβx) with β =

r
ω
q
m0n0R =

1

l

r
ω

ω0

is considered which corresponds to a wave traveling in positive x-direction.
Thus, the remaining coordinates also proceed just like velocity:

F (x) = F 0 exp (−jβx) , Ω (x) = Ω0 exp (−jβx) , M (x) =M0 exp (−jβx) .
The quotients Ω0/M0 and v0/F 0 have the meaning of wave admittances in
the rotational and translational leg, respectively:

(hz)T =
v0
F 0

=
β

ωm0 =
1

z0

1r
ω

ω0

= l

r
n0R
m0

1r
ω

ω0

,

(hz)R =
Ω0

M0

=
ωn0R
β

=
1

l2z0

r
ω

ω0
=
1

l

r
n0R
m0

r
ω

ω0
.
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Table 6.3. Four-port matrices of flexural iterative network

Note: The Rayleigh functions are considered to be functions of η = ω/ω0.

chain matrix



v1

Ω1

M1

F 1


=



C − l

η
S

1

jz0l
c

1

jz0η
s

−η

l
s C − η

jz0l2
S − 1

jz0l
c

jz0lc − jz0l
2

η
s C

l

η
S

jz0ηS −jz0lc η

l
s C





v2

Ω2

M2

F 2



impedance matrix



F 1

M1

F 2

M2


=
jz0
N



−η (SC − sc) −l �cC − s2
�

ηS −lc

−l �cC − s2
� − l2

η
(cS − sC) lc − l2
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A phase velocity cB and a wavelength λB can be assigned to the wave number
β. Both wave quantities are frequency-dependent:

cB = cl

r
ω

ω0

r

l
=
√
clrω,

λB = 2π

r
clr

ω
,

cl =

s
E

(
, r =

r
I

A
.

Here, the quantity cl denotes the wave velocity for extensional waves on rods,
the quantity I denotes the areal moment of inertia of the rod’s cross-sectional
area A.

In the following, the application of the presented relations is exemplified by
two simple examples:

As a first example a cantilevered rod is considered and it is asked for the
translational impedance at the free end in case of an excitation not caused by
a torsional moment (see Fig. 6.22). In the specified relation between force and
motion vectors it is referred to the elements of the impedance matrix shown
in Table 6.3 as zik. Thus, the boundary conditions M1 = Ω2 = 0 result in
both following equations:

F 1 = z11v1 + z12Ω1,

M1 = z21v1 + z22Ω1 = 0,

F 1
v1

= z =
z11z22 − z212

z22
.

After an intermediate calculation, the application of the relations (6.20) results
in the impedance z as a combination of circular and hyperbolic functions with
η =

p
ω/ω0:

z = jz0η
1 + cosh η cos η

sinh η cos η − cosh η sin η (6.22)

In case of η ¿ 1, it follows in combination with the relations (6.21)

z =
1

jω
n0
3

.

The achieved result corresponds with the result presented in Sect. 5.1.2. The
first singularity denotes a zero of the impedance z and a pole of the admittance
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Fig. 6.22. Circuit representation of translational impedance at the free end of a
cantilevered bending rod

h = 1/z, respectively. The frequency ω1 is defined by the zero η1 =
p
ω1/ω0

of the numerator of (6.22):

cosh η1 cos η1 = −1

The smallest solution of this equation yields η1 = 1.875. In order to achieve a
circuit representation of impedance z, the results achieved by considerations
made in Sect. 6.1.2 are used. Due to the zero of impedance z, a representation
as parallel resonant circuit must be possible. According to Sect. 6.1.2, the
elements m1 and n1 result from the derivative of the function z (ω) at the
zero ω1:µ

dz

dω

¶
ω1

=

µ
dz

dη

¶
η1

µ
dη

dω

¶
ω1

= jη1z0
1

2η1

1

ω0
= j
1

2

z0
ω0
= j
1

2
m,

m1 =
1

2j

µ
dz

dω

¶
ω1

=
m

4
,

n1 =
4

ω21m
=
4ω20
ω21

1

ω20m
=
4

η41
n0 =

12

η41

n0
3
,

n1 = 0.971
n0
3
= 0.971nstat.

Thus, it is conceivable that almost the static compliance is effective in the
neighborhood of resonance and that a fourth of total mass of rod can be
thought to be concentrated at the end. The total canonical circuit can be
formed by means of calculation of the equivalent parameters at further zeros
of (6.22). The demonstrated calculation shows that the equivalent mass of
all resonators amounts to m/4. The compliances can be calculated from the
associated resonant frequencies.
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As a second example, the translational admittance is determined. It is mea-
surable at the clamping position of a bending rod (Fig. 6.23). Here, the ad-
mittance matrix is taken expediently as starting point.

22 0, =M F
11,v F

l
,E I

1 0 61,=m m 1 00 13.n n=

1v

1F

3

0 =n
l

EI

1 0� �

m lA�� 1 0 61.m m=

Fig. 6.23. Circuit representation of translational admittance at the clamped side
of a cantilevered bending rod

In combination with the specified boundary conditions, the two following
equations are achieved:

v1 = h11F 1 + h12M1,

Ω1 = h21F 1 + h22M1 = 0.

From this follows the admittance according to

h =
v1
F 1

=
h11h22 − h12h21

h22
.

In combination with the elements of admittance matrix presented in Table 6.3
and in combination with the relations (6.20), h can be formulated by means
of circular and hyperbolic functions:

h =
1

jz0η

1 + cosh η cos η

sinh η cos η − cosh η sin η
In case of η ¿ 1, for very low frequencies the admittance results in combina-
tion with the relations (6.21) in:

h =
1

jωm

The first singularity results again from the zero of the numerator. Due to
the zero of admittance, a representation as series resonant circuit must be
possible. By analogy with the preceding example the equivalent elements n1
and m1 are achieved by means of the derivative dh/dω:µ
dh

dω

¶
ω1

=

µ
dh

dη

¶
η1

µ
dη

dω

¶
ω1

=
1

jz0η1

sinh η1 cos η1 − cosh η1 sin η1
sinh η1 cos η1 + cosh η1 sin η1

· 1
2η1

1

ω0
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Taking cosh η1 cos η1 = −1 into account, the factor consisting of circular and
hyperbolic functions can be simplified:

sinh η1 cos η1 − cosh η1 sin η1
sinh η1 cos η1 + cosh η1 sin η1

= −cosh η1 + 1
cosh η1 − 1

= −1.856,
µ
dh

dω

¶
ω1

= j
1.856

2η21

1

ω0z0
= j 0.264n0 = j2n1,

n1 = 0.132n0,

m1 =
1

ω21n1
=

ω20
ω21

1

ω20n1
=
1

η41

1

0.132

1

ω20n0
=

1

η41 0.132
m,

m1 = 0.613m.

6.2 Network Representation of Acoustic Systems as
Linear Waveguides

It is often the case with acoustic problems that a representation with concen-
trated elements works only for a limited frequency range, since the dimensions
of components are not sufficiently small compared to the wavelength within
the liquid. For canal-like elements, this limitation can be avoided in canal
direction by representing the canal as one-dimensional waveguide, if the two
lateral dimensions remain sufficiently small compared to wavelength. That is
often the case. With volumetric elements (elements being effective as acous-
tic compliance at low frequencies) also a representation as waveguide in case
of one-dimensional extension is possible. However, the configuration of the
closed-end pipe being now available is rarely found in practice. In principle,
an extension of network representation in the three space directions is indeed
possible without difficulties, however, nearly all advantages of a representa-
tion by concentrated elements with network methods are lost, so that such
tasks should be directly processed with special solution methods of finite el-
ement (FEM) and boundary element method (BEM), respectively. Also a
mix of techniques is possible and is usually applied nowadays. The fact that
one-dimensional waveguides can be additionally analyzed with significant ad-
vantages in time in combination with network representations is based on the
fact that the dissipative or loss-free conductor is integrated in network anal-
ysis programs as standard component. Thus, it can be addressed as separate
component.
In order to attain a one-dimensional waveguide, the canal element is divided
up into finite acoustic elements in longitudinal direction. For that purpose, a
volumetric section of width h is regarded to consist of a differential volume
and two differential mass elements (Fig. 6.24). The elements defined in such
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a way are referred to width h and are distinguished by a superscript asterisk.
Now the complete pipe can be assembled from these elements, since the condi-
tion of small dimensions compared to wavelength is fulfilled for each element.
However, often this complex representation is not required. A consideration
of the interfaces at the beginning and end of pipe and the specification of a
coupling chain matrix yield the desired results usually faster. Even if position-
dependent cross-sectional areas are existent, solutions can be found in this
way. At first, the solution for a constant cross-sectional area A is presented.
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Fig. 6.24. Finite element of a one-dimensional acoustic waveguide

As already demonstrated in Sect. 6.1.1, the differential equation for pressure or
volumetric flow rate can be extracted from the finite element. The solution of
the differential equation and the determination of the constants from bound-
ary conditions result in the chain matrix of the one-dimensional waveguide
according to Fig. 6.25.
For a pipe with variable cross-sectional area according to

A (x) = A1 e
2mx (6.23)

also a chain matrix for the two-port network can be defined. The related
parameters M∗a and N∗a are described as position function

ξF (x)

F
=

ξ (x)

F

¯̄̄̄
p=0

and
ξp (x)

p
=

ξ (x)

p

¯̄̄̄
F=0

. (6.24)
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It applies:

M∗a (x) =
ρ

A1
e−2mx and N∗a (x) =

A1
κp0

e2mx

After substituting, it follows in combination with the differential equations of
the acoustic waveguide specified in Fig. 6.25

d2p

dx2
+

ω2

c2
p+

1

A (x)

dA

dx

dp

dx
= 0 (6.25)

with

c2 =
κp0
ρ

and
1

A (x)

dA

dx
= 2m.

Solving this equation by means of an exponential approach and applying the
boundary conditions results in the two-port network equation which intercon-
nects the beginning and end of this pipe with variable cross-sectional area.
This results in:

p
1

q
1

 = eml


cosβl − m

β
sinβl

ρc

A2

ω

βc
j sinβl

A1
ρc

ω

βc
j sinβl

A1
A2

µ
cosβl +

m

β
sinβl

¶

p

2

q
2

 . (6.26)

With this solution, also acoustic interfacing devices (cones) can be integrated
now in network solutions, if it is aimed for an analytical solution. If cones are
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to be handled with network analysis programs, the cone must be divided up
into several pipe components of different cross-sectional areas. Depending on
change of cross-sectional area, 10 up to 20 elements are sufficient. In order
to avoid disturbances by discontinuities, dissipative pipe elements should be
used.
The methods of approximate calculation of the input impedance of waveg-
uides, the methods of simplified representation of the impedance in the neigh-
borhood of a resonant frequency and the approximate two-port network rep-
resentation is possible by analogy with the Sects. 6.1.2 up to 6.1.4. By analogy
with Fig. 6.14, it can be demonstrated with these methods that also simple
λ/4-pipes can be applied as impedance transformers for monofrequent appli-
cations.
By applying these methods of approximation, circuit representations with
usually narrow frequency ranges being of interest can be specified which pro-
vide an insight into the basics of solution due to their simplicity. This insight
allows for an improved checking of numerical solutions with respect to errors
and mistakes.

6.3 Modeling of Transducer Structures with Finite
Network Elements

Also with the description of transducer systems states arise which show a
dependence of the interconnections on position. Furthermore, it can happen
that the transition to summarily acting quantities (e.g. pressure and acoustic
volume velocity or current and voltage, respectively) succeeds only at the
transducer’s input and output. As already demonstrated in the Sects. 6.1 and
6.2, in these cases small regions are defined, in which the simplification of
position independence can be assumed.
Thus, the complete transducer is generated by means of a structurally correct
interconnection of finite network elements. This procedure is demonstrated
with two examples.

6.3.1 Ultrasonic Microactuator with Capacitive Diaphragm
Transducer

Capacitive transducers showing a metallized synthetic diaphragm tensioned
over an electrode shape according to Fig. 6.26 are suitable for applications
which require a directional ultrasonic beam into a gaseous medium. The ex-
citation is realized by means of an AC voltage superposed by a DC voltage.
In [47] and [48] this structure was modeled, calculated and experimentally ver-
ified with network methods and with new not previously used superposition
solutions for the first time.
The diaphragm is attached to strips and electrostatically fixed by an electrical
bias voltage. In the region between the strips, the diaphragm is able to perform
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Fig. 6.26. Ultrasonic transducer with strip diaphragm elements [47]

free oscillations. The exciting action of force on the diaphragm results from
the time-variant electric field between diaphragm and electrode.
At first, a model of a strip diaphragm must developed which results in a
correct deflection for every position of action of force. Figure 6.27 shows the
solution.
In order to achieve a closed model for the single strip, the reaction of sound
field to the radiating transducer area and the action of cavity between di-
aphragm and strip electrode on the inward area must be represented correctly.
This is realized by means of loading the acoustic transducer output with a
complex impedance Za.
Due to the strip structure (inhomogenous electric field), in the example illus-
trated in Fig. 6.26 a strong position dependence of the exciting force by the
electric field exists. In addition, the mass of diaphragm must be considered in
order to achieve a correct dynamic representation. Thus, a closed modeling
succeeds only with finite network elements.
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A further difficulty exists in the fact that the idealization of a diaphragm
(no flexural rigidity) is hardly feasible technically. Therefore, the modeling is
to comprise also the case of plate (sheet with diaphragm stress and flexural
rigidity). Due to force addition at the model nodes, the superposition of the
models of diaphragm and bending plate is possible. The choice of force as
flow quantity works also here. Figure 6.28 shows the network representation
of stretched strip plate achieved by interconnection.
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Fig. 6.28. Dynamic model of stretched strip plate

Investigations to representation errors caused by discretization show that 11
sections (reference points) already yield good results. Therefore, a calculation
with network analysis programs is not really a temporal problem.
Now the mechanical-acoustic transducer (Y ) must be put on each plate sec-
tion. The acoustic transducers combine their acoustical volume velocity for
position-independent pressure. The complex load Za caused by the sound
field and the load caused by the dissipative acoustic compliance of the back
volume affect the acoustic output. Figure 6.29 is achieved after combining the
circuit components.
On the basis of geometry of the multistriped transducer, the calculation of
acoustic pressure in the sound field can be done by means of common acoustic
solution possibilities [47]. For the user of the ultrasonic transducer it was ap-
propriate to define an equivalent piston acoustic radiator generating the same
effects in the far field.
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Fig. 6.29. Model according to Fig. 6.28 with acoustic load

6.3.2 Fluid-filled Pressure Transmission System of a Differential
Pressure Sensor

Within the scope of research studies [49, 50], miniaturized pressure and dif-
ferential pressure sensors with piezoresistive silicon measuring element were
developed ( Fig. 6.30). The pressure transmission is realized by means of a sep-
arating diaphragm electroplated on a high-grade steel body and liquid-filled
capillaries.

Fig. 6.30. Structure of pressure and differential pressure sensors and classification
of acoustic components
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In [49], the dimensioning of the acoustic low-pass system consisting of metal-
lic separating diaphragm and oil filling represented the subject of design. On
the one hand, a sufficient operating frequency range, on the other hand, also
the required attenuation of overload pressure peaks which would result in a
destruction of the silicon measuring element, were to be provided. The pa-
rameters being necessary for network design are summarized in Table 6.4.

Table 6.4. Parameters of differential pressure sensor

component parameter value

measuring element edge dimensions

height

silicon on borosilicate glas

silicon pressure measurement plate

measuring range

(3 x 3) mm
2

base edge dimensions

height

material

filling medium silicone oil

kinematic viscosity

dynamic viscosity

Baysilone M100

0.093 Pa s

separating
diaphragm

diameter

thickness

height above diaphragm bed

material

9 mm

0.02 mm

0.035 mm

electroplated nickel

1.2 mm

(2.4 x 2.4 x 0.04) mm
3

100 mbar

(25 x 12.5) mm
2

1.2 mm

LTCC

diaphragm carrier diameter

height

through bore

material

12 mm

5 mm

0.8 mm

high-grade steel, DIN1.4404

�

�

10 m s
-4 2 -1

Figure 6.31 illustrates the network model of the capillary systems for both
sides of pressure feed to the silicon differential pressure measuring element.
The classification of the components to the structural parts and cavities can
be seen in Fig. 6.30.
The calculation of the acoustic components — acoustic compliance N , acoustic
massM , acoustic friction Z — is made on the basis of values specified in Table
6.4. Figure 6.32 shows the comprehensive model of the liquid-filled differential
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Fig. 6.31. Network models of capillary system for the p+-and p−-side of differential
pressure sensor

pressure sensor. The separating diaphragms were represented as concentrated
components by series connection of acoustic compliance Ntm, mass Mtm and
friction Ztm. The filling oil bed volume is included as horizontal compliance
Nbett connected in parallel.

Fig. 6.32. Comprehensive model of fluid system with separating diaphragm and
silicon measuring element

In combination with this network model, the pressure transfer function

Bdiff =
p
Si

∆p

can be calculated using the numerical circuit calculation program pSpice. Fig-
ure 6.33 shows its frequency-response characteristic in comparison with the
measured curve. Indeed the qualitative curve shape coincides roughly, how-
ever, the quantitative curve shape shows very large deviations up to 60 dB.
These deviations are caused by representing the compliance of oil volume
between separating diaphragm and diaphragm bed as concentrated compo-
nent and by neglecting frictional effects in the slot-like pressure transmission
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canal between the outside radius of diaphragm and diaphragm center. Thus,
it is necessary to describe the system bed volume and separating diaphragm
with distributed parameters. Finite network elements are used as solution
approach.

Fig. 6.33. Transfer function |Bdiff | = f (ω) calculated with concentrated acoustic
components and obtained experimentally

In Fig. 6.34, the segmentation of separating diaphragm and oil is represented
for five elements. The separating diaphragm and bed volume are divided up
into five circular ring-shaped strips. In spite of a uniform pressure excitation
p, different pressures p

11
. . . p

15
are generated in the bed volume strips. The

different diaphragm strip compliances are the reason for this. The pressure
differences between two neighboring volume strips generate a volumetric flow
rate q

12
. . . q

45
in each case. The pressure p

15
= p

2
in the middle segment

represents the output quantity providing the input quantity for following cap-
illary system.
Figure 6.35 represents the network model of the separating diaphragm with
bed volume for five elements. It consists of the parallel connection of the
diaphragm segments and the series connection of the bed volume elements.
The combination of this finite network model for separating diaphragm and
bed volume with the network model of the capillary system and silicon measur-
ing element results in a comprehensive model which allows for the calculation
of the transfer function of the differential pressure sensor Bdiff . Figure 6.36
shows the result for 70 elements. It corresponds very well to the experimentally
determined curve shape. Now the desired frequency-response characteristic,
as it is illustrated in Fig. 6.37, can be adjusted by variation of bed volume
and capillary dimensions.
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Fig. 6.34. Segmentation of separating diaphragm and bed volume into five equiv-
alent circular ring-shaped elements of same width

6.4 Combined Simulation with Network and Finite
Element Methods

Expanding scientific computing methods have resulted in growing require-
ments to the simulation being necessary for design and accompanying design

Fig. 6.35. Network model of separating diaphragm and bed volume consisting of
five finite network elements
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Fig. 6.36. Progression of theoretically and experimentally determined pressure
transfer function of differential pressure sensor |Bdiff |

Fig. 6.37. Influence of the variation of capillary radius and bed volume of differential
pressure sensor on frequency-response characteristic |Bdiff |

optimization of electromechanical systems. Here, in particular the require-
ment for an efficient precalculation concerning the necessary approximation
ratio, the rapidity of model generation, the rapidity of design and optimiza-
tion process and the handling by design engineers is in the foreground. For
complex dynamic systems, this is only possible in a limited way with network
methods in many cases. The combination of network and finite element meth-
ods (FE methods) at user level represents an advantageous possibility for an
efficient precalculation of electromechanical system. With this so-called

”
com-

bined simulation” — within this book this term is used as a proper name — the
combination is realized by the user on the own user interfaces of common net-
work programs (OrCAD CAPTURE, MICRO-CAP, etc.) and FE programs
(ANSYS R°, NASTRAN, ABAQUS, COMSOL, etc.). Compared to the coupled
simulation [51], the combined simulation is independent of special simulation
programs due to the restriction to user level in case of using these two meth-
ods. It is a teachable method which is suitable to apply both network models
and FE models in a problem-specific manner in order to enable an efficient
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precalculation.
In this section, at first the procedure concerning the combination of network
methods and finite element networks is presented and illustrated by means of
two examples subsequently.

6.4.1 Applied Combination of Network Methods and Finite
Element Methods

A problem-oriented combination of network methods and finite element meth-
ods is realized with the combined simulation. For this purpose, the simula-
tion task is separated into subtasks which are handled with the appropriate
method. This may mean that the network model design of a complex structure
is piecewisely realized by means of FE methods [52]. Similarly, an FE model
can be simplified by means of network methods. For this purpose, the subsys-
tems being not able or difficult to be modeled in the FE model are represented
by equivalent structures being based on network methods [53, 54].

Finite Element Methods

The FE method represents a numerical method for solving physical problems
in structures and continua spatially extended in at least one dimension. These
spatially extended structures or continua are divided up into small parts. It is
referred to these small parts as

”
finite elements”. Their behavior is character-

ized by a mathematical model of the physical problem. In the simplest case
the mathematical model uses a linear functional approach. The supporting
points of the solution are the so-called nodes which are located — depending
on the functional approach — at the corners and edges of the finite elements.
Further considerations on theory and application of FE methods can be found
e.g. in [55].
Primarily, FE methods were only used for solving structural problems. How-
ever, they are now suited for the solution of many other physical problems and
interactions. The solvability of a specific physical problem or an interaction
between physical domains depends on the implementability in the used FE
program. Therefore, simulation possibilities are not provided for some simu-
lation problems.
In practice, the solvability of FE models is furthermore limited by numerical
stability and size of the mathematical model. Thus, in many cases the precal-
culation of the dynamic behavior of electromechanical systems is not possible
in closed form or very time-consuming, respectively.

Generating Network Representations by means of FE Methods

In many cases the FE method represents a very efficient method to generate
network representations. In particular, this enables a faster modeling and bet-
ter approximation level of the network model for spatially extended structures
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and complex geometries. If the network structure of a configuration is already
known a priori, simple FE analyses will suffice for the determination of com-
ponent parameters of the network. However, also the network structure for a
configuration can be determined. This is achieved e.g. by means of a harmonic
FE analysis.
The procedural method for generating network representations using FE
methods corresponds to the general method of generating network models
for linear or approximately linearizable electromechanical systems (see Chap.
3 up to 5). At first, the simulation task has to be restricted to the quantity
which is necessary for solving the particular problem. Subsequently, the sys-
tem is divided up into subsystems and network coordinates are introduced
at intersection points. For spatially extended continua, such as fluidic sys-
tems, the dividing up into subcontinua is realized by means of network coor-
dinates spatially averaged at the sectional areas (see Sect. 3.3). Subsystems
with known network representation are represented in the network domain.
Unknown parts of the system are specified as general N-ports that are able
to comprise several physical domains. For a convenient network modeling the
subsystems have to be chosen to be solenoidal, in order that passive linear
or linearizable N-ports are achieved. The behavior of these N-ports is char-
acterized by suitable system equations [56]. The coefficients of these system
equations are determined by means of an FE model of the subsystem. Since
the FE model is limited to the subsystem, the calculating time is short in
general.
Figure 6.38 shows how to generate a network representation using FE meth-
ods. For the acoustic subsystem of the presented piezoelectric signal generator,
both the network structure and the component parameters are known. For the
piezoelectric unimorph bending plate also a network structure can be specified.
The appropriate determination of the component parameters of the circuit of
the piezoelectric bending plate is achieved by simple FE analyses [54].
In the following, important procedural methods concerning the network prepa-
ration are presented for the practically important cases of the one- and two-
port for harmonic processes in steady state.
For a one-port, the coefficient of the equation system results in a frequency-
dependent complex impedance or admittance. In this form, it can already
be realized in network analysis programs e.g. by storing in tabular form. For
an efficient network model which enables also an understanding of functional
principles, it has to be aimed for a complete or approximate representation of
the impedance or admittance by basic components. But this is not always pos-
sible and it often necessitates further restriction or linearization of the model.
In many cases, a priori knowledge about the network structure is existent,
thus only the parameters of basic components must be determined from the
FE solution.
In cases where the network structure is not known, it can be determined from
the tabularly available results of the FE analysis using the methods of net-
work analysis and network synthesis. For simple networks, usually a heuristic
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Fig. 6.38. Network representation by means of FE methods using the example of
a piezoelectric signal generator
(schematic representation of piezoelectric transducer is specified in Sect. 9.2 )

approach with piecewise interpretation of the frequency-dependent impedance
or admittance by basic components is target-aimed. An approximate repre-
sentation of the complex impedance by basic components can be carried out
equivalently to the procedural method described in Sect. 6.1.
For a two-port network, there is the possibility of characterization by means
of the impedance, admittance, hybrid or chain matrix. The choice of the used
two-port matrix defines the necessary FE analyses for the calculation of the
elements of the matrix. The two-port matrix of two-ports within one physi-
cal domain can be interpreted as a T-circuit or Π-circuit comprising complex
impedances. As described in Sect. 6.1.4, two-port networks with different phys-
ical domains result in one of three possible network structures consisting of an
ideal transformer and two complex impedances. The representation of com-
plex impedances by means of interconnection of basic components is done by
analogy with the method applied to one-port elements. At this point it should
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be noted that the minor deviations of the FE solution result in inaccurate or
false network representations in combination with the choice of an inappro-
priate two-port matrix . For this reason, a second way for the approximate
determination of a two-port network representation is specified in Sect. 6.4.2.

Expanding the Possibilities of FE Methods by means of Network
Methods

Expanding the possibilities of FE methods by means of network methods
represents a second field of application of the combined simulation. Often a
closed simulation of the dynamic behavior of electromechanical systems in an
FE model is not possible or extremely time-consuming. The reason for that is
that the modeling of some physical effects and interactions is not implemented
into the used FE program or their representation requires a large modeling
effort e.g. by a very fine mesh. In many cases, a more effective modeling of the
system in an FE model can be effected by means of network methods. The
network methods are used either as an intermediate step during the generat-
ing process of the FE model or as part of the FE model.
The application of the network method as an intermediate step during mod-
eling process is exemplified in Sect. 6.4.3. On the one hand, it is based on the
application of knowledge known in network methods a priori. On the other
hand, a network representation of a subsystem in the network domain can be
transformed to another representation. The external effective terminal behav-
ior of the network shows the same effect in the considered operating range.
At first, the subsystem in the FE model is separated by introducing intersec-
tion points, sectional lines or sectional areas to the remaining model. Network
coordinates are defined at intersection points, sectional lines or sectional ar-
eas, so that the subsystem can be described by a network. This represents
already a model reduction in general. In the network domain, the network
representation of the subsystem is transformed by means of network meth-
ods. Subsequently, the modified network representation of the subsystem is
transformed into an

”
equivalent structure” which is represented in the FE

model with finite elements.
The transformation of the network representation is realized in such a way
that the resulting equivalent structure can be modeled efficiently with FE
methods. The FE model of this equivalent structure with same external ef-
fects can be a model for other physical relations in the inside. The modeling
of an acoustic friction by means of an equivalent structure comprising a me-
chanical friction represents an example. It is illustrated in Fig. 6.39. According
to the assumptions made for derivation of the equivalent structure, the real
structure is represented approximately only within a limited operating range.

The integration of network representations into the FE model represents a
second way of expanding the possibilities of FE models by network methods.
This is effected by finite elements which model basic network components. It
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is an aim to represent approximately a substructure or subcontinuum by a
network representation in order to achieve a rapidly predictable FE model of
the general configuration. Most of the available FE programs include two-node
finite elements for mechanical and also partly for electrical basic components.
With their help, substructures can be modeled in an FE model by simple net-
works. By analogy with the approach mentioned above, the subsystem must
be separated. The calculation of the network with basic components in FE
representation is effected within the FE model, so that in accordance with the
definition of finite elements the degrees of freedom and loads are existent at
the basic components. The difference between these degrees of freedom and
loads of the FE model and the difference between the network coordinates of
the network model must be considered for the generation and evaluation of
the network.
By integrating a transformed network representation into an FE model, also
the combination of both presented ways is possible. Thus, e.g. an electrome-
chanical transducer with known network representation in the network domain
can be completely transformed into the mechanical domain. On the basis of
available finite elements of the basic components, the mechanical network is
integrated into the FE model of a mechanical structure. This enables the com-
plete calculation of the electromechanical system in a mechanical FE model.
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6.4.2 Combined Simulation using the Example of a Dipole Bass
Loudspeaker

Loudspeaker systems based on the dipole principle have an enclosure in which
both the front and the back side of the acoustic transducer are open in direc-
tion of the sound field. This configuration results in a directional effect in the
form of a figure-of-eight pattern. Compared to a bass reflex loudspeaker, in the
wanted signal frequency range there are no resonances in the enclosure. Such
dipole systems are also used as dipole bass loudspeaker for bass transmission.

Structure and Modeling Approach of the Dipole Bass Loudspeaker

Figure 6.40 illustrates the structure of a dipole bass loudspeaker. For a fre-
quency range of 20Hz up to 200Hz, a model is generated which enables both
a fast simulation and an understanding of the operating mode of this system.
The interaction of the electrodynamic loudspeaker with the acoustic subsys-
tems

”
enclosure” and

”
sound field” determines the operating mode.

2
q

1
q

1
p

2
p

v

sound field

front side
enclosure chamber opening A1

back side
enclosure chamberopening A2

sectional view

horizontal
section

Fig. 6.40. Structure of a dipole bass loudspeaker (width 230mm, height 380mm,
length 360mm)

The approach for a network model is shown in Fig. 6.41. It consists of the
known network representation of the electrodynamic loudspeaker (see left part
of Fig. 6.41) that will be presented in Sect. 8.1. In order to model the acoustic
area, this area is divided up into the sub-areas of the cuboidal enclosure
chambers and the sound field at first. For that purpose, spatially averaged
network coordinates p

1
and p

2
or q

1
and q

2
respectively are introduced at the

chamber openings A1 and A2. Compared to the wavelength, the dimensions of
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chamber openings of maximum 38 cm are small, so this model simplification
represents a good approximation. Since network representations are known
neither for the chambers nor for the sound field, acoustic two-ports are used
in the network model. Due to the two openings of the dipole enclosure, the
modeling of the sound field as two-port network (see also [16]) is required.
Both openings emit into the sound field and interact simultaneously over the
sound field. For the present geometry, the elements of the associated two-port
matrix can not be achieved a priori by usual acoustic approximations.
By means of the FE method, the unknown parts of the network model can be
determined very fast and accurately. For that purpose, comparatively simple
FE models are sufficient which enable nevertheless a certain transformation
of functional effects into the network domain.

Derivation of Network Representation of the Sound Field

Due to the out-of-phase acoustic volume velocity through both openings of
the dipole enclosure and the system and due to the form of both openings,
usual sound field representations can not be used here. But the derivation of
a network model with very good approximation degree succeeds by means of
FE methods.
The sound field of a loudspeaker enclosure which has two openings in the di-
rection of the sound field, can be represented by an acoustic two-port network
(Fig. 6.42). For processes in the field of linear acoustics, this is a passive linear
reversible two-port matrix with impedance matrixp

1

p
2

 =

Za,S1 −Za,M
Za,M −Za,S2

 ·
q

1

q
2

 .
The elements Za,Si of the main diagonal represent the radiation impedances
of the individual chamber openings. The secondary diagonal contains the el-
ement Za,M with different sign. It can be perceived as a mutual radiation
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Fig. 6.41. Approach of a network model of dipole bass loudspeaker
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impedance. It takes the effect on point 2 of a cause at point 1 and vice versa
into account. For the determination of the impedance matrix elements no
analytical solutions are available for the present geometry. Only for simple
systems analytical solutions are available both for radiation impedances and
for mutual radiation impedances.
In order to determine the radiation impedances Za,Si and the mutual radia-
tion impedance Za,M, the air surrounding the dipole enclosure is modeled in
a hemispherical FE model area. Acoustic far field elements are arranged at
the surface of the hemisphere. Figure 6.43 shows the symmetry plane of this
model.
With the FE model, the radiation impedances of the rectangular enclosure
openings can be determined at first. The resulting radiation impedance of an
enclosure opening is exemplified in Fig. 6.44. Here, only one opening is consid-
ered in each case while the other opening is closed. A rigid and massless plate
with mechanical elements is modeled at the considered opening and excited by
a known force. A harmonic analysis yields the displacement of plate enabling
at first the calculation of the mechanical impedance and subsequently the
acoustic radiation impedance. The structure of the network representation of
the sound field results from the analytical solution of the electrodynamic loud-
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Fig. 6.43. FE model for the determination of network representation of sound field
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speaker specified in Sect. 8.1.2. For low frequencies, the radiation impedance
results in

Za,Si = Za,Si + jω ·Ma,Si with Za,Si = f (ω) ∼ ω2

corresponding to a series connection of an acoustic massMa,Si and a frequency-
dependent acoustic friction Za,Si (Fig. 6.44 right). The parameters Ma,Si and
Za,Si of the radiation impedance for rectangular enclosure openings can be de-
rived from the frequency response of the complex radiation impedance (Fig.
6.44 left) calculated by means of FE methods.
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Fig. 6.44. Radiation impedance of an enclosure opening (left) and resulting network
representation (right)

In order to determine the mutual radiation impedance, the area of an opening
is provided with a rigid plate and excited with a velocity. The resulting mean
pressure is determined at the closed area of the other opening. Afterwards the
mutual radiation impedance can be calculated. In order to derive an approx-
imate network representation for a large frequency range, a complex acoustic
impedance according to following approach

Za,M = jρ0
ω

4π · deff · e
−j ωc0 deff

is chosen for the mutual radiation impedance. The approach is based on ana-
lytical solutions of the mutual radiation impedance of two point sound sources
and has only one geometry-dependent parameter. This parameter is called the
effective distance deff . The effective distance for the present geometry can be
determined by comparing the approach with the solution of the FE model.
In order to achieve a manageable network model for the sound field from the
two-port network, this two-port network can be represented in the form of a
T-circuit (Fig. 6.42 right). The component parameters of the T-circuit
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Za,1 = Za,S1 − Za,M = Za,S1 + jω ·Ma,S1 − jρ0
ω

4π · deff · e
−j ωc0 deff

Za,2 = Za,S2 − Za,M = Za,S2 + jω ·Ma,S2 − jρ0
ω

4π · deff ·
e
−j ωc0 deff

Za,2 = Za,M = jρ0
ω

4π · deff ·
e
−j ωc0 deff

result from the two-port matrix. These component parameters comprise com-
plex functions which can be implemented into network analysis programs with-
out any difficulty. In case of further restrictions with respect to the considered
frequency range, these functions could also be represented by means of basic
components.

Derivation of Network Representation of Enclosure Chambers

The unusual shape of both cuboidal chambers of the dipole enclosure ne-
cessitates the application of an FE model in order to derive the network
representation. As already described before, at first the network approach is
realized in the form of a two-port network. In the same manner, a systematic
derivation of the two-port network parameters is made possible by numerical
calculation of the terminal behavior of the two-port network with respect to
different boundary conditions. However, it can be shown that depending on
the choice of boundary condition numerical errors bias the results and make
the derivation of correct two-port network parameters difficult. Here, a second,
more heuristic approach is presented. For that purpose, an enclosure chamber
is simulated with the realistic boundary condition of free field radiation. For
this model of an enclosure chamber with sound field illustrated in Fig. 6.45,
the acoustic input impedance Za is calculated at the loudspeaker position.

far field elements

sound field

enclosure chamber

Fig. 6.45. FE model for determination of network representation of an enclosure
chamber (only symmetry plane is shown)
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The resulting input impedance is shown in the left part of Fig. 6.46. For low
frequencies, the chamber only operates as acoustic mass. For fequencies higher
than the resonant frequency of approximately 200Hz, the enclosure chamber
with sound field operates as an acoustic compliance (see phase-frequency re-
sponse in Fig. 6.46 left). In the frequency range being of interest, a parallel
connection of an acoustic mass and an acoustic compliance can be derived
from this result. In combination with the known radiation impedance of the
rectangular chamber opening, the result is a network structure of the chamber
illustrated in the right part of Fig. 6.46. The parameters of both components
can also be determined from the FE solution. Thus, a good approximation
for the frequency range being of interest is achieved by means of the network
model (Fig. 6.46 left).
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Network Model of Dipole Bass Loudspeaker

Now a network model can be set up for the dipole bass loudspeaker by means of
FE simulations. Figure 6.47 shows this network model. The resulting acoustic
pressure at a certain distance can be determined analytically or from the
acoustic volume velocities q

1
and q

2
resulting from an appropriate network

representation. However, for this an additional parameter is required which
denotes the effective distance between the openings of the dipole enclosure
acting as acoustic source. This so-called effective source distance does not
correspond to the geometrical distance between both openings, since refractive
and diffractive effects at the enclosure must be taken into account. It can
be shown that this effective source distance can be well approximated by
the effective distance from the mutual radiation impedances. In the present
case, the calculated effective source distance is 1.75 times larger than the
geometrical distance.
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The left part of Fig. 6.48 shows the resulting sound pressure level 1m apart
in front of the dipole bass loudspeaker at an input voltage of ũ = 2.83V. The
electrical input impedance of the dipole bass loudspeaker is represented in the
right part of Fig. 6.48. The conformity with measurement results is very good
both with respect to frequency response and absolute value. The frequency
range being simulatable by the model reaches from 10Hz up to 500Hz and
thus it is much larger than aimed.
The calculating time for the presented network model of dipole bass loud-
speaker is less than one minute. Thus, it is possible to simulate different
variants efficiently. For example, the influence of another electrodynamic loud-
speaker can be quickly precalculated. In case of changes concerning the dipole
enclosure, it must be estimated to what extent the derived network structures
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and parameters still provide a good approximation or repeated FE simulations
are necessary.

6.4.3 Combined Simulation using the Example of a Microphone
with Thin Acoustic Damping Fabric

In this section, the combined simulation will be presented using the exam-
ple of a microphone capsule with a thin acoustic damping fabric. Acoustic
damping fabrics in the form of fleeces and fabrics are used in microphones for
various function, such as for adjustment of the amplitude-frequency response.
Acoustic damping fabrics are also used in simple microphone capsules with
directional sensitivity.

Structure of Simplified Microphone Capsule

For a better understanding, the precalculation of the acoustic properties of a
microphone capsule with a directional effect is discussed using the example of
a simplified microphone capsule. For that purpose, a microphone with a rigid
diaphragm, such as an electret codenser microphone, is assumed. A detailed
representation of the diaphragm and transducer is omitted. The inside of the
microphone capsule is only modeled as cavity. Figure 6.49 shows the struc-
ture and dimensions of the simplified microphone capsule. The diaphragm is
arranged at the front side of the axisymmetric microphone capsule. It is sim-
ply modeled as a rigid structure. At the back side there is a further opening
toward the sound field. It is covered by a thin acoustic damping fabric. The
acoustic damping fabric has a thickness of 100µm and a flow resistance of
Ξl = 100Nsm−3.

enclosure

damping
fabrics

diaphragm (piston)

volume

5M mmR =
1mmt =

8K mmR =
5mmh =

3 2A . mmR =

Fig. 6.49. Structure and dimensions of modeled microphone capsule

This represents a typical configuration for a microphone with directional ef-
fect. Depending on the geometry of the microphone capsule, the desired di-
rectional effect will be achieved by dimensioning the volume and damping
fabric.
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It can be shown that even for low frequencies the refraction and diffraction
of sound at the microphone housing have a strong effect on the resulting di-
rectional effect of the microphone capsule. A modeling with network methods
based on microphone geometry and simplified acoustic assumptions concern-
ing the sound field yields incorrect results. In order to achieve sufficiently
accurate results, it necessitates a modeling of the microphone capsule or the
complete microphone in the sound field respectively by means of numerical
methods, e.g. the FE method. However, the modeling of the acoustic damping
fabric is currently not available in all standard FE programs. This does apply
also for the considered FE program ANSYS R°. Nevertheless, a calculable FE
model can be created by means of the combined simulation of FE methods
with network methods. That will be presented in the following.

Modeling of Porous Acoustic Damping Elements

Acoustic damping elements in the form of woven and nonwoven fabrics, as
they are used in a variety of electroacoustic transducers, belong to the group
of open-pored porous absorbers. Within a porous absorber, energy is dissipa-
tively removed from the sound wave. Firstly, this is caused by frictional loss
between the vibrating air particles and the absorber structure. Secondly, the
air inside the absorber is alternately compressed and dilated. Thermal losses
occur in the transition region of these two changes of state. A third loss mech-
anism may occur due to dissipative vibrations of the absorber skeleton.
Due to the complex microstructure of porous absorbers, it is not practicable
to aim for a full description of the absorber skeleton in order to calculate
the sound propagation within the absorber. Rather a number of structurally
simple absorber models exists (see e.g. [57]) which enable an analytical de-
scription of sound propagation within the absorber on the basis of measured
characteristics of the absorber. In spite of structural simplification, with these
models a good approximation can be achieved for real absorbers. These ana-
lytical descriptions have in common that they assume a propagation of a plane
wave within the absorber (Fig. 6.50) and that they describe this propagation
by means of the complex propagation constant γ with

p (x, t) = p̂ e−γx ejωt

and the complex wave impedance

ZW =
p (x, t)

v (x, t)
. (6.27)

The specification of a wave impedance ZW for the absorber will be only suffi-
cient, if it is spatially averaged over a region perpendicularly to the direction
of sound propagation. Compared to structural dimensions of the absorber this
region must be large, but it must be small compared to wavelength.
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Fig. 6.50. Propagation of a plane wave in a tube with porous absorber

In the following, the acoustic quantities acoustic pressure p and acoustic vol-
ume velocity q = v ·A (A. . . cross-sectional area) are used for all descriptions.
Thus, the acoustic wave impedance

Za,W =
p (x, t)

q (x, t)
=

ZW
A

results from (6.27). In order to solve a multiplicity of acoustic problems, it
is not necessary to describe completely the sound propagation within the
absorber. The knowledge about the behavior of acoustic quantities at the
boundary surfaces of the free fluid directed to the absorber will suffice. For
this purpose, the absorber can be considered as one-dimensional dissipative
acoustic waveguide with complex propagation constant γ = α + jβ. Here, α
denotes the damping constant and β denotes the propagation constant. In
addition to the loss-free one-dimensional acoustic waveguide (see Sect. 6.2),
the chain matrix of the dissipative waveguide yieldsp

E

q
E

 =


cosh

¡
γl
¢

Za,W sinh
¡
γl
¢

1

Za,W
sinh

¡
γl
¢

cosh
¡
γl
¢


p

A

q
A

 .
For the modeling of the simplified microphone capsule it is sufficient to fo-
cus only on the consideration of thin acoustic damping fabrics. That means
that the thickness l of the absorber is expected to be much smaller than the
wavelength λA within the absorber. For real absorbers with thicknesses in the
range of ≤ 100µm this requirement is fulfilled in the complete audio frequency
range (f ≤ 20 kHz). Furthermore, it is assumed that the absorber structure
does not resonate completely. As a further requirement, the acoustic volume
velocity is expected to be able to pass through the absorber, so that com-
pression effects within the absorber can be neglected. Therefore, the acoustic
volume velocity in front of the absorber q

E
and the acoustic volume velocity

behind the absorber q
A
are almost equal (q

E
≈ q

A
).

In combination with the mentioned boundary conditions, the acoustic behav-
ior of the absorber can be described in good approximation by the network
representation shown in Fig. 6.51.
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Fig. 6.51. Network representation of thin passed-through absorbers

In this network representation, the first term in the acoustic mass

Ma =

µ
ρ0

σ

χ
+ ρ0A

¶
l

A
=Ma,L +Ma,A

represents the effect of air mass

Ma,L = ρ0
σ

χ
· l
A

resonating within the absorber. Here, ρ0 denotes the density of air, σ denotes
the structure factor, χ denotes the porosity, l denotes the thickness of fabric
and A denotes the area of fabric. For practical fabrics the factor σ/χ can
mostly be set equal to 1 with sufficient accuracy. By means of the second
term

Ma,A = ρ0A
l

A
,

mass fractions of parts of the absorber skeleton resonating within the absorber
can be additionally taken into account. The value of the equivalent density
ρ0A has to be measured for the absorber in the particular configuration. The
acoustic resistance

Za = Ξ
l

A

represents the frictional losses within the absorber. Here, the quantity Ξ de-
notes the flow resistivity.

Derivation of an Acoustically Equivalent Structure for Modeling
an Acoustic Damping Fabric

The illustrated network model for thin acoustic damping elements represents
a well-known model reduced to simulation task. For an acoustic modeling of
thin acoustic absorbers in the FE program ANSYS R°, this network model
must be represented in an FE representation. However, as already described
before, a representation of acoustic damping elements is not possible in this
FE program.
As already shown, under certain boundary conditions a thin acoustic damp-
ing fabric within a tube with plane waves (Fig. 6.52 a)) can be represented
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Fig. 6.52. Step-by-step derivation of an acoustically equivalent structure for mod-
eling a thin acoustic damping fabric

as a simple acoustic network (Fig 6.52 b)). This circuit can arbitrarily be
transformed within the network domain. Thus, also a representation can be
chosen that can be realized with the used FE program. The transformation
of the acoustic friction and a part of the acoustic mass to the mechanical
domain by means of a mechanical-acoustic transducer represents a possibil-
ity (Fig. 6.52 c)). Afterwards, the transformed network is transfered into a
mechanical-acoustic equivalent structure which can be represented in the FE
program (Fig. 6.52 d)). The equivalent structure consists of a mechanical mass
and a mechanical friction which can be realized in the FE-model with stan-
dard elements. The mechanical-acoustic transducer can be realized as rigid
model structure (piston) with interconnection to fluid elements. The resonat-
ing air within the absorberMa,L is represented one half each by fluid elements
in front and behind the piston. Thus, a travel time of the sound wave through
the absorber of at least the travel time of the sound wave through the air is
taken into account.
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In consideration of the above mentioned boundary conditions, thus a thin
acoustic damping fabric for acoustic considerations can be represented by an
oscillating rigid piston with a mechanical friction. The effect of this repre-
sentation is the same for the acoustic quantities outside the damping fabric.
Thus, Fig. 6.52 d) shows an acoustically equivalent structure for the model-
ing of thin acoustic damping elements. It should be noted that this equality
of effect applies only to acoustic processes. It does not apply to mechanical
properties of the absorber or to the fluid flow.

Calculation of Directional Effect of Simplified Microphone Capsule

In combination with the presented equivalent structure, the simplified micro-
phone capsule with acoustic damping fabric can now be modeled in the FE
program ANSYS R°.
In a good approximation, the electrical output voltage of the microphone is
assumed to be proportional to the acoustic pressure difference between front
side and back side of diaphragm being usually very stiff in reality. The direc-
tional effect can be calculated approximately by the acoustic pressure differ-
ence between front side and back side of an ideal rigid structure at diaphragm
position.
In order to precalculate the directional effect of the microphone, the micro-
phone is modeled in the field of a plane wave or a spherical wave. Since only
a limited modeling region can be realized with FE methods, the field of the
incident wave is defined by appropriate boundary conditions on the boundary
of modeling region. The sound field in the inside results from constraints at
the boundary. The limited region must be chosen so large that in spite of
interference by the particular structure in the inside of the model region (here
the configuration of the microphone) an undisturbed sound field (e.g. of the
plane wave) can be assumed on the boundary in a good approximation. A
transient FE analysis allows for the compliance of this boundary condition.
The rotation symmetry for a two-dimensional axisymmetric model must also
apply to the wave, so that plane waves are possible with only one propaga-
tion direction parallel to the symmetry axis. It also applies to spherical waves
that the position of source must coincide with a position on symmetry axis.
Thus, the calculation of the directional effect of the microphone configuration
is possible for sound incidence angles of ^ = 0◦ and ^ = 180◦. The FE model
of the microphone capsule with the acoustic equivalent structure is illustrated
in the left part of Fig. 6.53.
The transient calculation of the directional effect of the microphone for
angles not equal to ^ = 0◦ and ^ = 180◦ requires a three-dimensional
modeling. For that purpose, the mirror symmetry can be utilized for the
present configuration of microphone, so that modeling of one half of the mi-
crophone and of a hemispherical region of air will suffice. The procedural
method for providing an FE model corresponds to that of two-dimensional
modeling. Therefore, a detailed description is omitted at this point. Based
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Fig. 6.53. Schematic representation of axisymmetric FE model and polar diagram
of directional effect (for a better visibility the results are connected by lines)

on the results of three-dimensional transient analysis, the directional effect
can be calculated by means of the acoustic pressure difference across the
diaphragm of the microphone configuration. In the right part of Fig. 6.53
the resulting directional characteristic is illustrated as polar diagram for
^ = [0◦; 45◦; 90◦; 135◦; 180◦; 225◦; 270◦; 315◦]. The results in the polar di-
agram show a cardioid polar pattern of this microphone configuration. Now
it is possible to understand the functioning of a microphone capsule with a
cardioid polar pattern by means of the FE analysis. For that purpose, the
acoustic pressure-time functions must be evaluated at positions in front of,
behind and within the microphone capsule. The defined positions are shown
in Fig. 6.54.
Considering the time function of acoustic pressures in case of a vertically in-
cident plane wave from top (^ = 0◦) shown in the left part of Fig. 6.55, it can
be realized that the acoustic pressure is present in front of the capsule at first.
The acoustic pressure behind the capsule results from the time delay around

acoustic pressure behind the capsule

acoustic pressure in front of the capsule

acoustic pressure
within the capsule

Fig. 6.54. Measuring point positions for acoustic pressure-time functions



6.4 Combined Simulation with Network and Finite Element Methods 223

the capsule enclosure. The acoustic pressure within the capsule is addition-
ally delayed by the arrangement of absorber and the volume within capsule.
Thus, the result is an acoustic pressure difference with a comparatively high
amplitude.
Figure 6.55 on the right analogously shows the acoustic pressure-time func-
tions for a vertically incident plane wave from bottom (^ = 180◦). This arrives
at first the at the diaphragm’s back side. The time delays around the cap-
sule or through the absorber-volume arrangement are approximately equal, so
that the acoustic pressure-time functions are nearly equal before and within
the capsule. Both acoustic pressure-time functions represented in the diagram
are visually not distinguishable. Therefore, the value for the acoustic pressure
difference across the diaphragm is only very small.
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Fig. 6.55. Acoustic pressure-time functions of microphone capsule

Additionally, the time delay between front side (diaphragm) and back side
(damping fabric) of the capsule can be estimated from the acoustic pressure-
time functions. It amounts to approximately 60µs which corresponds to an
apparent distance of about 20mm. Thus, the effective distance is almost 3
times as large as the height of microphone capsule of hK = 7mm. Even
though the dimensions of the microphone configuration (diameter 18mm) are
significantly smaller than the wavelength (λ = 344mm), the time delays for
acoustic pressures at the diaphragm and the absorber are significantly larger
than those that would expected from the geometrical distance. A simple ana-
lytical approach based on geometrical distances and with respect to neglected
pressure stasis and diffraction effects would not provide suitable results.

The long computation time represents a disadvantage of the presented tran-
sient analysis. Individual calculations have to be made for each angle of inci-
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dent sound, each sound source distance and each frequency.
The application of acoustic reciprocity (see Sect. 10.1) with a harmonic FE
analysis represents an advantageous possibility for calculating the directional
characteristics of a microphone. In linear acoustic systems, the ratio of an
acoustic volume velocity at point 1 and the acoustic pressure at point 2 equals
the ratio of an acoustic volume velocity at point 2 and the acoustic pressure
at point 1. In order to calculate the acoustic pressure p

2
at the microphone’s

diaphragm which is generated by a distant source of sound with an acoustic
volume velocity q

1
, the acoustic pressure p

1
at the primary position of the

source of sound can also be calculated for an acoustic volume velocity q
2
be-

ing available at the position of diaphragm. This provides the advantage for
microphones that the directional effect is achieved for all angles and distances
in model region with one calculation. For that purpose, in the FE model an
acoustic volume velocity is applied to the diaphragm’s position by means of
an in-phase oscillating piston. This represents a good approximation for the
calculation of the directional effect, as long as the influence of the vibrational
mode of the diaphragm on the directional effect can be neglected.
A modeling as two-dimensional FE model is sufficient for the axisymmet-
ric sample configuration. The harmonic analysis results in the distribution of
sound pressure level within the model region. In order to represent the origi-
nating directional characteristics, the polar diagram represented in Fig. 6.56
can be derived from this solution. There is a very good correlation of the re-
sults of harmonic and transient solutions, thus the application of reciprocity
for harmonic analysis is verified.

FEM, harmonic analysis

FEM, transient analysis
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-12
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Fig. 6.56. Polar diagram of microphone configuration at f = 1kHz, 1m apart

Comparison of Simulation and Measurement Results

In order to validate the modeling approach, an FE model of a real electret
microphone capsule was generated and compared with measurement results.
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The modeling was realized as two-dimensional axisymmetric model. For that
purpose, only the geometry as well as the known flow resistance of the damping
fabric were used as input data for the model. As an example, a polar diagram
with curve shapes for 1 kHz and 4 kHz is shown in Fig. 6.57.

measurement 1m apart

FEM, harmonic analysis
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Fig. 6.57. Directional characteristic of an electret microphone capsule 1m apart
(measurements and combined simulation are compared)

It shows a very good correlation between precalculated and measured direc-
tional characteristic. Deviations become primarily evident in case of backward
attenuation (^ ≈ 180◦). They are significantly based on the used measurement
setup. For higher frequencies, larger deviations occur which are caused by the
simplistic representation of diaphragm. Calculations with a three-dimensional
transient model verify a good correlation between model and measurement.
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Electromechanical Transducers





7

Electromechanical Interactions

In the Chaps. 2 and 3 four types of linear networks were described, as there are
electrical, mechanical-translational, mechanical-rotational and mechanical-
acoustic networks. Based on modification options of these networks, the cou-
pling elements between translational and rotational as well as translational
and acoustic networks have been defined in Chap. 5. The question concerning
the coupling of mechanical or acoustic subsystems with the electrical ones
remained open.
Thus, based on the physical principles of electromechanical interactions pre-
sented in Sect. 2.4.2, the various structures of coupling between the electrical
and mechanical subsystems are considered in detail in Chap. 7. The discovery
and the circuit design interpretation of basic coupling elements in the form of
loss-free two-port networks which correspond to the structure of mechanical
transducers derived in Chap. 5 represents the aim of these considerations.
Due to restrictions made in Sect. 2.4.2, the considered coupling systems are
also linear and passive, i.e. the transducers do not comprise internal energy
sources.

7.1 Classification of Electromechanical Interactions

Concerning energy conversion, two groups of transducers (Fig. 7.1) can be
distinguished in principle. With transducers without auxiliary power (passive
transducers), the electrical energy is solely extracted from the mechanical sub-
system and vice versa. With transducers with auxiliary power (active trans-
ducers), the control of an electric circuit is effected by means of a mechanical
quantity. Here, the control of the electric circuit is based on a parameter vari-
ation of passive components especially of resistive, capacitive and inductive
components. The parameter variation is enforced by the mechanical quantity.
Therefore, the signal flow is possible only in one direction (from the mechan-
ical to the electrical side).

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_7,  
© Springer-Verlag Berlin Heidelberg 2011 
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Fig. 7.1. Electromechanical transducers with and without auxiliary power
X, Y transducer constants

The main physical principles of loss-free electromechanical transducers with-
out auxiliary power are shown in Table 7.1. Depending on whether electrical or
magnetic quantities are associated with mechanical quantities, the interactions
can be split into two groups, thus into electrical and magnetic transducers.
The group of electrical transducers includes the electrostatic and piezoelectric
transducer. The group of magnetic transducers includes the electromagnetic,
electrodynamic and piezomagnetic transducer. Depending on the direction of
transformation, these transducers are useable for sensor or actuator appli-
cations. However, sensors without auxiliary power are unsuitable for static
measurements, since they do not have any electrical power output in case of a
time-invariant input quantity and therefore they are not able to compensate
energy losses caused by the evaluation circuit, e.g. finite input resistance.
In this case, transducers with auxiliary power are used. Since they possess
a signal flow only from the mechanical to the electrical side, they are solely
used as sensors, especially for quasi-static applications. Sensors with auxiliary
power preferably use the deflection or compensation method as measuring
method.
In case of the deflection method, the mechanical quantity to be measured
deforms a deformation element (Fig. 7.2).
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Table 7.1. Physical operating principles of electromechanical transducers without
auxiliary power
Linearization is achieved by expansion around operating point
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The deformation causes a parameter variation of a resistive, capacitive or in-
ductive transducer element which controls an electrical circuit. For resistive
transducer elements, this parameter variation occurs almost without any reac-
tion. The interactions in the electrostatic or electromagnetic field of capacitive
or inductive transducer elements cause reactions that can be neglected for the
majority of practical applications. The signal processing structures for silicon
piezoresistive and capacitive pressure sensors shown in Fig. 7.2 exemplify the
deflection method.
In case of the compensation method, a counteracting force is generated in the
sensor. The very small deflection of the measuring element and thus the very
small linearity errors represent an advantage of this method. Figure 7.3 illus-
trates the principle of a compensating pressure sensor with electrodynamic
generation of a counteracting force.
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Fig. 7.3. Pressure sensor for measuring the gauge pressure using the compensation
method
1 gauge pressure, 2 metal bellows, 3 rigid lever, 4 moving coil, 5 inductive displace-
ment sensor, 6 amplifier, 7 load resistor, 8 permanent magnet

Even though electromechanical transducers with auxiliary power have great
practical importance as sensors, they are not further discussed within the
context of this book. In [3, 58—60] the design of such sensors is described in
detail.
The situation is different with the initially mentioned transducers without
auxiliary power. Here, real physical interconnections between different phys-
ical structures are utilized. They result in real coupling two-port networks.
Their classification in a general linear dynamic electromechanical system is
shown in Fig. 7.4.

7.2 Network Representation of Electromechanical
Interactions

Based on Sect. 2.4.2 and the associated conditions, in this section the inter-
action between a mechanical pair of coordinates F , x (port) and an electrical
pair of coordinates Q, u or i, µ respectively is considered at two selected refer-
ence points and is described by a schematic diagram. The charges or currents
as well as the position coordinates of all other reference points will remain
constant.

Electromechanical Coupling

According to the character of the acting force generation, the electromechan-
ical coupling can be represented by one of the models specified in Fig. 7.5.
They are based on the assumption defined in detail in Sect. 2.4.2 that with the
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coupling by means of electric fields the equilibrium force F at the mechan-
ical reference point is additively composed of the mechanical system force
Fmech = ϕ (x) and the Coulomb force Fel = Ψ (Q,x). The voltage u at the
electric reference point depends not only on the charge Q but also on the
position coordinate x. This results in the content of the model box shown in
Fig. 7.5 bottom left.
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In case of coupling by means of magnetic fields, the mechanical system force
Fmech = ϕ (x) and the magnetic field force Fmag = Ψ (i, x) add up to the
equilibrium force F at the mechanical reference point. In case of an available
local model of the current loop i and its connection with the mechanical
reference points, Fmag can be determined by means of the Biot-Savart law .
In addition to the current, the voltage integral µ at the electrical reference
point also depends on the position coordinate x. This results in the content
of the model box shown in Fig. 7.5 bottom right.
In case of the linear system equation in the neighborhood of a reference point,
the relations contained in Fig. 7.5 result in linear approximations (7.1) up
to (7.4) in the neighborhood of x0, F0, u0, µ0, Q0, i0 with ∆x = x − x0,
∆F = F − F0, ∆Q = Q−Q0, ∆i = i− i0, ∆u = u− u0, ∆µ = µ− µ0.
For the electrical interaction, it can be written for F = f1 (Q,x) and u =
f2 (Q,x):

∆F = Kel∆Q+
1

n
∆x (7.1)

∆u =
1

Cb
∆Q+K0

el∆x (7.2)

Here, n denotes the mechanical compliance of the clamping of the movable
electrode plate. The quantity Cb denotes the capacitance between the elec-
trode plates in the mechanically locked case (v = 0).
For the magnetic interaction, it can be written for F = f3 (i, x) and µ =
f4 (i, x):

∆F = Kmag∆i+
1

nL
∆x (7.3)

∆µ = Lb∆i+K0
mag∆x (7.4)

The quantity nL denotes the mechanical compliance of the particular trans-
ducer element in case of open-circuit operation (i = 0), the quantity Lb de-
notes the transducer inductance in the mechanically locked case (v = 0).
In case of available simple structural models of the systems to be considered,
the coefficients contained in (7.1) up to (7.4) can be determined by means
of Coulomb forces and Biot-Savart forces respectively and by means of
the network components in combination with their dependencies on geome-
try. Here, it will be found out that Kel = K0

el and Kmag = K0
mag is valid for

the coefficients. The reason for this issue is described in Sect. 2.4.2. It may
be appropriate in this case to use (7.5) and (7.6) with the field sizes as in-
teraction between charges or current elements instead of the Coulomb and
Biot-Savart equations in explicit form:

Fel = Q ·E (7.5)

dFmag = i · dl×B (7.6)
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Derivation of Transducer Forces from Energy Balances

In those cases, where such a model is not available, for example, due to the
occurrence of dielectric, piezoelectric, magnetic or piezomagnetic solids, the
general requirement of reversibility of all running processes within the system
helps for simplification. Formally, this assumption implies the requirement for
the existence of a state function

”
internal energy” with total differential dW :

electric field: dW = F (x,Q) dx+ u (x,Q) dQ (7.7)

magnetic field: dW = F (x, µ) dx+ i (x, µ) dµ (7.8)

In case of coupling by means of magnetic field quantities, for the application
of this axiomatic requirement it is advantageous to replace the structurally
and physically founded form of the system equations (7.3) and (7.4) by the
equivalent form

Fmag = f5 (µ, x) (7.9)

i = f6 (µ, x) . (7.10)

The total energy supplied to the system through both ports from initial state
x0, Q0 = 0 to state x1, Q1 results in:

electric field: W =
x1R
x0

F (x,Q (x)) dx| {z }
dWmech

+
Q1R

Q=0

u (Q,x (Q)) dQ| {z }
dWel

(7.11)

magnetic field: W =
x1R
x0

F (x, µ (x)) dx| {z }
dWmech

+
µ1R

µ=0

i (µ, x (µ)) dµ| {z }
dWmag

(7.12)

The functions Q (x) or µ (x) follow the path, the state x1, Q1 is achieved.
Reversibility or state function energy implie a path dependence of Wmech and
Wel or Wmag, respectively. However, the sum Wmech +Wel/mag =W is path-
independent. Figure 7.6 shows the necessary sequence for two different paths
in case of an electric field.
The total energy is supplied to the system in differential (virtual) steps
through its two ports. In case of an available Q, in the neighborhood of the
current value of x a partial energy ∆Wel = F (x,Q)∆x is supplied through
the mechanical port by the displacement ∆x. Thus, from state point A, state
point B is reached. Subsequently, a partial energy ∆Wel = u (Q,x)∆Q is
supplied through the electric port by the charge ∆Q. Thus, state point C is
reached. The sum of both partial energies results in the change of the internal
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Fig. 7.6. Differential structure of internal energy consisting of mechanically and
electrically supplied partial energies

energy ∆W . In a differential domain, the reversibility or the property of W
as state function is characterized by the fact that the transition from point A
to point C can also be realized along point B’. The same change ∆W results
in both cases. The total differentials (7.7) and (7.8) formally result in (7.13)
up to (7.16)

F (x,Q) =
∂W (x,Q)

∂x
(7.13)

u (x,Q) =
∂W (x,Q)

∂Q
(7.14)

F (x, µ) =
∂W (x, µ)

∂x
(7.15)

i (x, µ) =
∂W (x, µ)

∂µ
. (7.16)

Due to equality of the mixed second derivative of W , (7.17) and (7.18)

∂F

∂Q

¯̄̄̄
x,Q

=
∂u

∂x

¯̄̄̄
x,Q

(7.17)

∂F

∂µ

¯̄̄̄
x,µ

=
∂i

∂x

¯̄̄̄
x,µ

(7.18)

result from (7.13) up to (7.16).
Equation (7.17) also yields the identity of Kel and K

0
el in the linearized system

equations for electric fields. In order to be able to prove this also for the
magnetic case, it is appropriate to rearrange and solve (7.3) and (7.4) for the
variables ∆µ and ∆x.
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This yields:

∆i =
1

Lb
∆µ+

K0
mag

Lb
∆x (7.19)

∆F =
Kmag

Lb
∆µ+

µ
1

nL
− KmagK

0
mag

Lb

¶
∆x (7.20)

In combination with (7.18) finally follows Kmag = K0
mag. The relations spec-

ified in (7.13) and (7.16) will also enable the derivatives of nonlinear system
equations, if either the function W (x,Q) and W (x, µ) respectively or in spe-
cial cases the virtual changes dW are known as functions of virtual displace-
ments dx or dQ and dx or dµ, respectively. The Chaps. 8 and 9 comprise
concrete applications.
Figure 7.7 shows an example that will result in the determination of the non-
linear field force, if following system equations with known dependence C (x)
are available:

F = Fel (Q,x) +
1

nL
(x− x0) (7.21)

u = Q/C (x) (7.22)

For that purpose, the internal energyW is generated along two different paths
and equality is used. Along path 1, at first a displacement x − x0 supplied

through the mechanical port results in an energy W
(1)
mech and then for fixed x,

an electrical energy W
(1)
el is supplied through the electric port.

W

Wel
2b g

Wel
1b g

Wmech
1b g

Wmech
2b g

x Q0 0,

Q W1

2

1

xx1

Q1

Fig. 7.7. Change of state of a system according to (7.11) along two different paths
1° and 2°
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Thus, the overall supplied energy W results in:

W (1) =
1

2

1

nL
(x− x0)

2
+
1

2

1

C (x)
Q2 (7.23)

Along the second path, at first an electrical energyW
(2)
el is supplied at position

x = x0 and then for fixed Q, the mechanical energy W
(2)
mech is supplied. It

should be noted that after the first part of operation an electric field force
Fel = Fel (Q,x0) is existent. Thus, W

(2) results in:

W (2) =
1

2

1

C (x0)
Q2 +

xZ
x0

Fel (Q,x0) dx+
1

2

1

nL
(x− x0)

2
(7.24)

If it is now assumed that x−x0 is so small that Fel (x,Q) = Fel (x0,Q) applies
and thus x − x0 represents a virtual displacement, the integral in (7.11) can
approximately be replaced by

Fel (x0,Q) (x− x0) .

In combination with the condition W1 = W (1) = W (2), the unknown force
Fel (x0, Q) results in:

(x− x0)Fel (x0, Q) =
Q2

2

µ
1

C (x0 +∆x)
− 1

C (x0)

¶

≈ Q2

2

d

dx

µ
1

C (x)

¶¯̄̄̄
x=x0

· (x− x0)

⇒ Fel (x0, Q) =
Q2

2

d

dx

µ
1

C (x)

¶¯̄̄̄
x=x0

(7.25)

With the knowledge of partial energies resulting from capacitances or field
distributions it is possible in a similar manner to construct cyclic processes
for concrete configurations that allow for the determination of reciprocal rela-
tions. These procedural methods are also analogously applicable to magnetic
network or magnetic field problems. The Chaps. 8 and 9 comprise further
examples.

Derivation of the Transducer Two-Port Networks

Taking the analytical methods of network theory into consideration, it is con-
venient to formulate (7.1) up to (7.4) for sinusoidal time dependences of the
differential variations around the center of expansion and to introduce complex
amplitudes according to Chap. 2:
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∆F = F̂ cos (ωt+ ϕF ) → F = F̂ ejϕF (7.26)

∆u = û cos (ωt+ ϕu) → u = û ejϕu (7.27)

∆Q = Q̂ cos
¡
ωt+ ϕQ

¢ → Q = Q̂ ejϕQ → i = jωQ (7.28)

∆µ = µ̂ cos
¡
ωt+ ϕµ

¢ → µ = µ̂ ejϕµ → u = jωµ (7.29)

∆ξ = ξ̂ cos
¡
ωt+ ϕξ

¢ → ξ = ξ̂ ejϕξ → v = jωξ (7.30)

In combination with these predefinitions, (7.1) and (7.2) pass into (7.31) and
(7.32)

F =
1

jω
Keli− 1

jωn
v (7.31)

u =
1

jωC
i− Kel

jω
v (7.32)

and by transforming to i, F = f (u, v), (7.31) and (7.32) pass into (7.33) and
(7.34)

i = jωCu+KelCv (7.33)

F = KelCu− 1

jω

µ
1

n
−K2

elC

¶
v. (7.34)

In the same way, (7.3) and (7.4) are transfered into (7.35) and (7.36) in com-
bination with the relations specified in (7.26) up to (7.30):

F = Kmagi− 1

jωn
v (7.35)

u = jωLi+Kmagv (7.36)

Using the transducer constants X and Y according to

X =
1

Kmag
and Y =

1

KelC
,

(7.33) and (7.36) result in (7.37) and (7.38) specifying the electrical transducer

i− jωCbu = iW =
1

Y
v (7.37)

F +
1

jωnK
v = FW =

1

Y
u (7.38)
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and in (7.39) and (7.40) specifying the magnetic transducer

u− jωLbi = uW =
1

X
v (7.39)

F +
1

jωnL
v = FW =

1

X
i. (7.40)

By means of these equations, the circuits shown in Fig. 7.8 can be identified.
It is remarkable that the transfer characteristics between an electrical and a
mechanical pair of coordinates (port) of reversible (loss-free) electromechani-
cal systems can be represented by one of both circuit structures shown in Fig.
7.8.
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The left circuit is valid for coupling by means of electric fields. The right
circuit is valid for systems, in which the coupling is realized by means of
magnetic fields. In case of nonlinear system equations (Fig. 7.5), the circuits
shown in Fig. 7.8 are valid for linear approximation of the system equations
in the neighborhood of a chosen center of expansion (small-signal behavior).
Due to generality of the assumptions made previously, these conclusions ap-
ply both to configurations with a known local structure, such as concentrated
charges on reference points or current loops, and to configurations whose local
microscopic structure is unknown, e.g. dielectric and magnetic solids with or
without internal interactions.
The coupling two-port networks (X), (Y ) in the circuits illustrated in Fig. 7.8
prove to be the two general coupling elements — electromechanical transducers
— between mechanical and electrical networks and already specified in Chap. 2.
The components L, C, n being available in the circuits illustrated in Fig. 7.8
must be assigned to the particular networks. Concerning the preconditions
mentioned above — linear and loss-free couplings — the five electromechani-
cal conversion principles represented in Table 7.1 can now be described by
means of the basic circuits specified in Fig. 7.8. In Chap. 8, the calculation of
the components L, C, n and transducer constants X, Y on the basis of the
transducers’ dimensions and material parameters is exemplified for magnetic
transducers. The same is done for electrical transducers in Chap. 9.
As already mentioned in Chap. 1, the possibility of deriving a closed-form so-
lution for the total system represents a significant advantage of description of
electromechanical interactions by means of circuit networks. This closed-form
solution is enabled by transformation of the mechanical components to the
electrical side or vice versa by means of the transducer matrix (X) or (Y ) of
the coupling two-port networks.
Table 7.2 summarizes the transformation characteristics of the coupling two-
port network of magnetic transducers. Here, the coupling two-port network
has the character of a transformer. An impedance at the one side is repre-
sented as an impedance at the other side and vice versa. The relations shown
in Table 7.4 are achieved from Table 7.2.
Table 7.3 summarizes the transformation characteristics of the coupling two-
port network of electrical transducers. An impedance at the one side is repre-
sented as an admittance at the other side and vice versa. Thus, the coupling
two-port network has the two-port theoretical character of a gyrator. The
relations shown in Table 7.5 can be derived from Table 7.3.
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Table 7.2. Transformation characteristics of magnetic coupling two-port network
X transducer constant of a transformer
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Table 7.3. Transformation characteristics of electrical coupling two-port network
Y transducer constant of a gyrator
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Table 7.4. Correlation between electrical and mechanical components concerning
a transformer

inductance compliance

capacitance mass

resistance frictional admittance

electrical impedance mechanical admittance

parallel connection parallel connection

series connection series connection

current source force source

n

m

h

L

C

R

electrics mechanicstransformer-like transducer

Z h

Table 7.5. Correlation between electrical and mechanical components concerning
a gyrator

inductance mass

capacitane compliance

resistance frictional impedance

electrical impedance mechanical impedance

parallel connection series connection

series connection parallel connection

voltage source force source

n

mL

C

R

electrics mechanicsgyrator-like transducer

Z z

r

Within the scope of mechanical concepts of network theory, the terms
”
me-

chanical impedance” or
”
mechanical admittance” respectively are established

terms with respect to the so-called 1st analogy. However, they do not corre-
spond to the predefinitions of this book that considers the impedance to be
the quotient of the complex difference coordinate and the complex flow coor-
dinate, but they characterize the reciprocal value. However, since these terms
are very common with mechanical networks, they are here adopted regardless
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of the coordinate definition of velocity as difference coordinate and force as
flow coordinate.

An important parameter of electromechanical transducers is defined by the
degree of energy conversion. The coupling factor k characterizes the ratio of
converted energy, i.e usable energy at the output and the total energy supplied
to the input. The definition of the coupling factor is specified in Fig. 7.9 for
both conversion directions. Since a reversible and thus a loss-free conversion
mechanism is assumed, the coupling factor is higher than the efficiency η of
transducer.
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Fig. 7.9. Electromechanical coupling factor k



8

Magnetic Transducers

The magnetic transducers form the first large group of electromechanical
transducers. Electromagnetic, electrodynamic and piezomagnetic transducers
belong to the group of magnetic transducers [1, 2, 22]. In case of an electro-
dynamic transducer, a magnetic force — Lorentz force — being proportional
to coil current appears in the air gap between moving coil and fixed yoke. In
contrast, in case of a magnetic transducer, a nonlinear magnetic force appears
between armature and yoke. In order to achieve a linearization, an operating
point adjustment by means of a constant magnetic field or a superimposed di-
rect current is necessary. Also with the piezomagnetic transducer an operating
point adjustment is achieved by a constant magnetic field or a direct current.
Thus, an approximately linear small-signal behavior is achieved. Here, the
connection between magnetic and mechanical field quantities is described by
means of equations of state.
For all three magnetic transducers the mechano-electrical two-port networks
are derived under practical marginal conditions. The application of these
transducer networks during the design phase of electromechanical systems
is illustrated by means of practical examples.

8.1 Electrodynamic Transducer

8.1.1 Derivation of the Two-Port Transducer Network

With the electrodynamic transducer, the force action — Lorentz force — on a
current-carrying conductor in a magnetic field is utilized as conversion prin-
ciple. The magnetic field generated by a permanent magnet is constant and
is not influenced by electrical and mechanical network coordinates.
Due to the linear relation of mechanical and electrical coordinates caused by
the functional principle of the electrodynamic transducer, these transducers
are used for actuator applications, such as small-power motors, shake tables,

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_8,  
© Springer-Verlag Berlin Heidelberg 2011 
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speakers, drives for positioning systems and magnetic or optical scanning sys-
tems as well as for sensor applications, such as microphones and velocity
sensors.
The design principle of the moving coil forms the basis of the basic model of
the electrodynamic transducer illustrated in Fig. 8.1. A cylindrical coil featur-
ing mass m and wire length l and suspended by the spring n can move in an
air gap in direction of its longitudinal axis. Since the circular air gap is per-
meated by the magnetic induction B0 of a permanent magnet system, forces
in axial direction are generated in case of a current flow in the coil. The linear
relations for magnetic force Fmag and induced voltage u specified in Fig. 8.1
apply to the motion of coil in the homogeneous part of the magnetic field.
Based on the balance of forces at the mechanical side and the mesh equation
at the electrical side of the transducer, the linear coupling equations specified
in Fig. 8.2 can be formulated.
With the derivation of the two-port transducer networks shown in Fig. 8.2
the magnetic resistance of the magnetic circuit with µe À 1 and the magnetic
leakage flux outside the circular gap are neglected. For the consideration of
alternating quantities, the relations in the time domain are transformed into
the frequency domain by introducing complex amplitudes.
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force on current-carrying conductor:
( actuator configuration)

motion of conductor in magnetic field:
( sensor configuration)

Fig. 8.1. Model of electrodynamic transducer
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Fig. 8.2. Coupling equations concerning the electrodynamic transducer

The circuit diagram of the transducer shown in Fig. 8.3 is achieved by rear-
ranging the two equations specified in Fig. 8.2 with respect to the transducer
voltage uW and transducer force FW:

u− (R+ jωL) i = uW = B0lv (8.1)

F +

µ
1

jωn
+ jωm+ r

¶
v = FW = B0li (8.2)

The loss-free transducer features a transformer-like coupling X = 1/B0l and
corresponds to the basic circuit diagram of the magnetic transducer according
to Fig. 7.8.

In the following a descriptive explanation of the transducer components is
given.



250 8 Magnetic Transducers

u

u

i

n r, m w l,F
v

v

B0
hS h

r b
v

FF Wi
u B l v

i
B l

F

W

W

�

�

0

0

1uW

Lb

nL

m
1

r

R

loss-free transducer

u
X

v

i X F

W

W

�

� �

1 U
V|

W|
X

B l
�

�
1

0

L
w r h

b

h

h
b

S�
� � �

�
F
HG

I
KJ

2
02

1
2

3

� �

h h l r wS � � �, 2�

n n m m r
Q n

L S� � �
� �

, ,
1

0�

L L

n n

� �

� �
b

L

mechanically locked

el. open-circuit operation

v � 0b g
i � 0b g

�
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In case of a mechanically locked state, v = 0, the input impedance Z = R +
jωLb is measured at the electrical input terminals. Compared to the active
component the reactive component can be neglected for very low-frequency
applications. In order to prevent a coil displacement, the force

FW = B0li =
1

X
i (8.3)

must be applied. In the opposite case of an electrical open-circuit operation,
i = 0, the transducer voltage

uW = B0lv =
1

X
v (8.4)

is achieved by supplying the velocity v. In this case, the measurable compli-
ance nL at the mechanical side corresponds to the compliance n of the moving
coil suspension. In the circuit diagram shown in Fig. 8.3, the moving coil mass
m = ρVS and the moving coil friction r = 1/ω0Qn have already been taken
into account.
The transformation relations of the transformer (X) apply to the transfor-
mation relations of the components from the mechanical to the electrical side
or vice versa. For the different transformation directions it can be written:

mechanical → electrical

Cm = mX2, Ln =
n

X2
, Rr =

1

rX2

Z =
h

X2
=

1

zX2
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electrical → mechanical

mC =
C

X2
, nL = LX2, rR =

1

RX2

h =
1

z
= ZX2

Electrodynamic transducers are used for actuator and sensor applications for
which a preferably linear transfer characteristic is desired. Depending on the
design and the allowed supply current the achievable actuating forces are in
the range of several mN up to 100N. Considerably larger actuating forces can
be achieved by means of the electromagnetic transducer (see Sect. 8.2).
The application of the electrodynamic transducer is illustrated in the following
using the example of a drive system, a speaker, an active vibration damper,
a vibration calibrator and a detection method of hip prosthesis loosening.

8.1.2 Sample Applications

Electrodynamic Drive Systems

Typical dimensions and characteristic values of an electrodynamic drive sys-
tem, as it is used e.g. for oscillating tables, are specified in Fig. 8.4. The
frictional coefficient r is calculated from the experimentally determined value
of quality factor Q.
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At first, the input impedance of the unloaded system, i.e. mechanical open-
circuit operation (F = 0), is determined against the frequency f . For that
purpose, the circuit shown in Fig. 8.4 is assumed, thus as already mentioned
before the inductance L is neglected and the mechanical components are trans-
formed to the electrical side. The circuit simplified by the neglect of L is rep-
resented in Fig. 8.5 in combination with the frequency loci of the impedances.
The left frequency locus shows the progression of the impedance Zm caused by
mechanical components. The right frequency locus corresponds to the progres-
sion of the electrical input impedance Z = u/i. The relatively high frequency-
dependent component caused by electromechanical interactions is remarkable.
On the other hand, this undesirable effect of strong frequency dependence of
the electrical input impedance is specially utilized with piezoelectric trans-
ducers for the design of electrical resonators with very high quality factors for
filter and oscillator applications (see Sect. 9.3.4).
If in case of voltage excitation the circuit illustrated in Fig. 8.5 is transformed
into a mechanical circuit (Fig. 8.6), the transfer characteristics of the drive
system can be calculated.
Based on the associated circuit shown in Fig. 8.6, it follows

v

F
= ω0n

j (ω/ω0)

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, ω20 =

1

mn
, Q =

1

ω0nr
.

i
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Fig. 8.5. Frequency loci of electrical impedances of electrodynamic drive system
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If now the relation FW = u/RX is inserted for the transducer force, the
following relations for the transfer functions of displacement, velocity and
acceleration can be determined:

Bξ =
ξ

u
=

n

RX

1

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, B0ξ =

n

RX
= 10−3

m

V

Bv =
v

u
=

ω0n

RX

j (ω/ω0)

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, B0v =

ω0n

RX
= 5.6 · 10−3 m

s
· V

Ba =
a

u
= −ω

2
0n

RX

(ω/ω0)
2

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, B0a =

ω20n

RX
= 1.1

m

s2
· V

The curve progression of the particular transfer functions is outlined as
amplitude-frequency response in Fig. 8.6. For constant voltage excitation, be-
low the resonant frequency the deflection of coil ξ and above the resonant
frequency the acceleration of coil a is constant. Therefore, with the standard-
ized IEC vibration test of components and devices, the mechanical sine sweep
excitation is realized up to 50Hz at constant displacement ξ and beyond that
at constant acceleration a.

The transducer force FW represents another important characteristic value
of the electrodynamic drive system. Since only the mass m appears at the
mechanical side, above the resonant frequency f0 of the oscillating table the
acceleration is frequency-independently proportional to the transducer force
and thus to the supplied current according to

a = jωv = jω
FW
jωm

=
FW
m

The maximum force is achieved in case of stationary locked state (v = 0). In
this case, the short-circuit force F̃W = F̃K with

Pel = ı̃2R and F̃W = ı̃B0l

can be estimated at

F̃ 2W
Pel

=
B2
0 l
2

R
= B2

0

VS
ρ
, R = ρ

AD
l
, VS = lAD,

where the quantity VS denotes the volume of moving coil. The influence of the
leakage field and the fill factor of copper have been neglected.
Here, Pel denotes the received electrical power. The parameter F̃

2
W/Pel denotes

a quality measure for electrodynamic drive systems.
Based on the conformity of the flux in the ferromagnetic circuit Φe and in the
circular gap Φ0

Φe = BmAm = Φ0 = B02πrh
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and based on the application of Ampère’s law

Hmlm =
B0
µ0

b

it follows

BmHmlmAm =
B2
0

µ0
2πrhb, Vm = lmAm, VS = 2πrhb, B2

0VS = µ0BmHmVm

and finally
F̃ 2W
Pel

=
µ0
ρ
BmHmVm.

In the following example, the hard-magnetic material neodymium with a vol-
ume of Vm = 50 cm

−3, {BmHm}max = 250 kJm−3 and and a conductivity of
the coil wire of 1/ρ = 57 · 106AV−1m−1 were assumed. In combination with
these values the characteristic value results in

F̃ 2W
Pel

= 895N2W−1.
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Assuming an electrical power consumption of Pel = 10W, a short-circuit force
of

F̃W = F̃K = 95N

is achieved in case of optimal dimensioning. Due to the allowed thermal stress
and maximum flux density B0max in the flux guiding parts, here the power
limitation by imax must be taken into account.

Compared to the oscillating table application, miniaturized electrodynamic
drives for auto focus scanning systems have significantly lower transducer
forces in the mN range. The arrangement of an electrodynamic transducer in
an auto focus scanning system for CDs is illustrated in Fig. 8.7 as schematic
diagram.

photodetector

laser diode

collimating lens

polarizing prism

2-axis element

electrodynamic
focus system

� / 4 plate

lin. polarization

circul. polarization

CD

incident beamreflected
beam

90°

0°

90° 45°

Fig. 8.7. Application of an electrodynamic drive system for CD scanning for auto
focus alignment

Electrodynamic Loudspeaker

The design principle and the circuit of an electrodynamic loudspeaker includ-
ing typical data are specified in Fig. 8.8. The circuit consists of an electri-
cal, mechanical and acoustic subnetwork. In addition to the electrodynamic
transducer, the connection between the mechanical and acoustic network is
effected by means of the mechanical-acoustic transducer with transducer area
A = πa2.
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The frequency-dependent acoustic friction Za,L and the frequency-independent
air mass Ma,L are effective at the acoustic side [61]:

Za,L =
1

2

ρLcL
πa2

µ
ω

cL
a

¶2
, Ma,L =

8

3

ρL
π2a

for ω < ωg =
√
2
cL
a
.

At first, the acoustic components are transformed to the mechanical side.
On the electrical side, the voltage source is replaced by a current source af-
terwards. Compared to the ohmic resistance, the coil inductance is neglected
again. The transformation of the electrical components to the mechanical side
results in the mechanical circuit diagram shown in Fig. 8.9. By combining the
individual components in the total mass m and total friction r, the transfer
function of speaker results in

Bv =
v

F 0
=

1

jωm+ 1/jωnW + r
= B0

jω/ω0

1 + jω/ω0Q− (ω/ω0)2
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with

B0 =

r
nW
m
, m = mW +mL, r = rW + rel + rL.

Taking the transformation relations and numerical values specified in Fig. 8.8
into consideration, the individual components can be calculated:

mL =
¡
πa2

¢2
Ma,L =

8

3
ρa3 = 3.2 g, m = mL +mW = 33.2 g

rel = (B0l)
2 1

R
= 6.82N sm−1, rW =

ωWmW

QW
= 0.19N sm−1

rL (ω) =
¡
πa2

¢2
Za,L =

1

2
πa2ρLcL

µ
ω

cL
a

¶2
.

In combination with rL (ω0) = 8 · 10−3Nsm−1, f0 and Q result in

f0 =
1

2π
p
nW (mL +mW)

= 19.1Hz ≈ fW, Q =
ω0 (mW +mL)

rW + rel + rL
= 0.6.

Finally, the radiated acoustic power Pak is calculated:
The radiated acoustic power Pak = ṽ2rL results in

Pak =
ṽ2

F̃ 20
F̃ 20
1

2
πa2ρLcL

µ
ω

cL
a

¶2
=

µ¯̄̄̄
v

F 0

¯̄̄̄
ωm

¶2
· P0.

Figure 8.10 shows its curve characteristic. For a voltage ũ0 = 1V, P0 amounts
to 83mW.
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Fig. 8.10. Radiated acoustic power in the far sound field of the electrodynamic
loudspeaker

The use of long-throw loudspeakers as acoustic anti-noise source for active
noise control represents an interesting sample application for electromechani-
cal transducers. The optimization of such acoustic sources is described in [62]
in detail.

Electrodynamic Vibration Calibrator

In Fig. 8.11, the calibration of an acceleration sensor 2° by comparison with a
reference sensor 1° is illustrated. An electrodynamic drive system is used for
the vibrational excitation.
Assuming that the acceleration a1 and a2 match at the sensor to be calibrated
and at the reference sensor, the transfer function of the measuring sensor is
determined by measuring the output voltages uL1 and uL2 of both sensors and
by knowing the transfer function Ba1:

uL1 = Ba1a1, uL2 = Ba2a2, a1 = a2

Ba2 =
uL1
uL2

Ba1

By means of the circuit diagram shown in Fig. 8.11, the frequency-dependent
curve characteristic of accelerations resulting at both rod ends is calculated
in combination with following assumptions:

a1 = a2: rigid rod, approximation a)
a1 6= a2: rod as waveguide, approximation b)
a1 6= a2: rod as waveguide, definite solution c)

In addition to the calculated characteristics, the cut-off frequency fg is derived
for which the assumption a1 = a2 is valid in combination with a permitted
error F .

For approximation a) — rod is considered to be rigid — the swivel pin of the
circuit diagram shown in Fig. 8.11 is represented as massmS. By transforming
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Fig. 8.11. Structure and circuit diagram of an electrodynamic vibration calibrator
with aluminum rod

the electrical side to the mechanical side, the simplified circuit with concen-
trated mass m and compliance n shown in Fig. 8.12 is achieved. The rod
velocity results from Fig. 8.12:

v = F
1

jωm+ 1/jωn+ r

Finally, the acceleration a = jωv can be derived from velocity according to

a =
B0l

m
iW

(ω/ω0)
2

1 + j (ω/ω0) 1/Q− (ω/ω0)2

with

ω20 =
1

mn
, Q =

1

ω0nr
.

The characteristic of a = a1 = a2 related to the excitation a0 generated by
the electrodynamic drive system

a

a0
=

(ω/ω0)
2

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, a0 =

FW
m

=
B0l

m
iW
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Fig. 8.12. Circuit diagram and acceleration characteristic at the swivel pin’s ends
for approximation a)

is also shown in Fig. 8.12. A characteristic high-pass response with resonant
frequency f0 can be identified.

If the swivel pin is considered to be a waveguide, there will be differences
between the accelerations a1 and a2 at the rod ends. For approximation b) in
Fig. 8.11 now the Π-circuit of the waveguide for low frequencies represented
in Fig. 6.5 is used. Compared to the mass effect, the influence of friction r and
compliances of the swivel pin suspension can be neglected above the resonant
frequency f0. With these assumptions the circuit diagram illustrated in Fig.
8.13 is achieved.
Based on the combination of the transducer masses m1, m2 and the rod mass
mS

m0
1 = m1 +mS/2, m0

2 = m2 +mS/2

the relations for the acceleration curve characteristics normalized with a0 can
be specified. The acceleration at the end of rod 1° is achieved with

a1 = jωv1 and a0 =
FW

m0
1 +m0

2

=
B0l

m0
1 +m0

2

iW

from the admittance derivable from Fig. 8.13

v1
FW

=
1

jωm0
1 +

1

jωnS + 1/jωm0
1

=
1

jω (m0
1 +m0

2)

1− ω2nSm
0
2

1− ω2nS
m0
1m

0
2

m0
1 +m0

2
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pin for approximation b)

and results in

a1
a0
=
1− (ω/ω01)2
1− (ω/ω02)2

, ω021 =
1

nSm0
2

, ω022 =
1

nSm0
2

µ
1 +

m0
2

m0
1

¶
.

In the same way, the relation for the acceleration at the end of rod 2° is
achieved from

v2
FW

=
v2
v1

v1
FW

=
jωm0

1

jωnS + 1/jωm0
1

v1
FW

=
1

1− ω2nSm0
1

v1
FW

and results in

a2
a0
=

1

1− (ω/ω02)2
or

a2
a1
=

1

1− (ω/ω01)2
.

For ω > ω0 the acceleration characteristics specified in Fig. 8.13 show sig-
nificant differences between a1 and a2. Compared to a1 = a2, the deviations
∆a1 and ∆a2 related to acceleration excitation a0 are characterized by the
reduced error F .

Finally, the swivel pin is described by the definite solution of a loss-free,
linear waveguide, thus by the chain matrix defined in (6.5). If friction r and
compliances of the swivel pin suspension n1, n2 are neglected, the circuit
shown in Fig. 8.14 will be achieved. The swivel pin is represented as two-
port network in combination with the appropriate transducer matrix of the
loss-free waveguide.
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On the basis of this diagram the definite relations for frequency ω1 of the zero
are derived:

v1 = 0

v1
F 1

=
cos (β1l) v2 + jhS sin (β1l)F 2

j
1

hS
sin (β1l) v2 + cos (β1l)F 2

= 0 with F 2 = jωmZv2

cos (β1l) + jhSjωmZ sin (β1l) = 0

hSωmZ =
1

AρScS
ωmZ =

1

AlρS

ωl

cS
mZ =

mZ

mS
βl

cos (β1l)− β1l
mZ

mS
sin (β1l) = 0 with β1 =

ω1
cS

β1l tan (β1l) =
mS

mZ
→ ω1.

The pole of the acceleration characteristic at frequency ω2 can be calculated
in the following way:

v1 →∞

v1
F 1

= z1 (ω2) + jω2mZ = 0

jω2mZ +
j
1

hS
sin (β2l) v2 + cos (β2l)F 2

cos (β2l) v2 + jhS sin (β2l)F 2
= 0 with F 2 = jωmZv2
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2jω2mZhS cos (β2l) + j sin (β2l)
³
1− (ω2mZhS)

2
´
= 0

ω2mZhS =
mZ

mS
β2l

2β2l
mZ

mS

1−
µ
β2l

mZ

mS

¶2 + tan (β2l) = 0→ ω2 with β2 =
ω2
cS
.

In Table 8.1, the frequencies f0, f1 and f2 are specified for the considered ex-
ample. The small deviation between the frequencies f 01, f 02 calculated with the
simple approximation b) and the definite frequencies f1 and f2 is remarkable.

Table 8.1. Numerical values for the frequencies f0, f1, f2 and fg of vibration
calibrator

�f kHz f kHz

mZmZ mZmZ

v2v2 v1v1

� l

hS

mS 2

nS

approximation b) exact solution c)

example:

A l Al c� � � � � � � �� �4 100 2 7 10 5 102 3 3 3 1cm mm kg m m sS, , , ,� b g

n n n1 2
4 1 9 110 3 6 10� � � � � �� � � �m N m NS, ,

E m m m mS Z SN mm g g� � � � � � ��6 9 10 50 10810 2
1 2, , ,

f0 35� Hz

frequency of
zero point of

frequency of
zero point of

cut-off frequency

8 11, 8 75,

11 47, 16 55,

112, 114,

f1

f2

fg
F � 2 %

a
1

a a
1 2
,

at

.

.

.

.

.

. .

.

.

Finally that cut-off frequency fg is to be calculated, at which both acceleration
curve shape characteristics a1 and a2 solely vary by a default error F .
approximation b):¯̄̄̄

a2
a1

¯̄̄̄
ω=ωg

=
1

1− (ωg/ω01)2
= 1 + F → ωg

ω01
=

r
F

1 + F
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definite solution:

v1 = cos
¡
βgl
¢
v2 + jhSωgmZ sin

¡
βgl
¢
v2, hSωgmZ =

mZ

mS
βgl¯̄̄̄

v1
v2

¯̄̄̄
=

¯̄̄̄
a1
a2

¯̄̄̄
= 1− F = cos

¡
βgl
¢− mZ

mS
βgl sin

¡
βgl
¢→ ωg

with βg =
ωg
cS
.

Detection of Hip Prosthesis Loosening by Vibration Analysis

The most serious common complication of a total hip replacement is a partial
loosening of prosthesis in the thigh bone or femur. One possible method to
detect hip prosthesis loosening is vibration analysis. In clinical practice mostly
proximal, that means at body side, prosthesis loosening occurs. In this case
there is no interface to the femur. That changes the natural frequencies of
the femur-prosthesis compound which can be excited by an electrodynamic
shaker fixed in the knee region at or near the inner medial femur condyle that
is the knuckle of knee joint. The frequency spectrum of prosthesis acceleration
measured by an acceleration sensor in the prosthesis shaft shows the resonance
frequencies which change due to the loosening state.

Figure 8.15 shows the mechnical model of femur excitation, Fig. 8.15 a) shows
the mechanical system and Fig. 8.15 b) illustrates the network. The shaker
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Fig. 8.15. Shaker and femur excitation model
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model is basically that in Fig. 8.2 except that the compliance n1 is connected
to the shaker frame including the magnet m1. Because of its large value com-
pared to m0, the mass m1 acts almost as short cut between the system points
1° and 0° for the considered frequencies. Femur and shaker are coupled by
the dermis and subcutis which are modeled by the compliance n2. It provides
the distal excitation force F d and velocity υd to the inner femur condyle.

Figure 8.16 shows the model of the femur-prosthesis compound. Femur and
prosthesis are modeled by dynamic bending beam elements represented in
Fig. 6.21. The indices F and P label the femur and prosthesis network el-
ements, respectively. Femur and prosthesis are coupled along the interface
length (h − k)∆x by the interface compliances ∆nI and rotational compli-
ances ∆nIR which should be close to zero. In this case (∆nI = ∆nIR = 0) the
femur and the prosthesis velocities and rotational velocities are equal. There-
fore, prosthesis and femur compliances are connected in parallel, as well as
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both masses. The total compliance decreases while the mass increases. This
influences the natural frequencies of the femur considering the prosthesis as
part of the femur. The loose region and the uncovered part of prosthesis allow
separat prosthesis vibrations with natural frequencies different from these of
the femur. When the interface length varies, natural frequencies change which
is the basis of loosening detection.

Figure 8.17 shows pSpice simulation results of prosthesis shaft acceleration
and experimental results. For the network simulation, the femur of length
l = 380mm without trochanter was discretized into 20 pieces leading to ∆x =
19mm. Due to its surface properties an interface between prosthesis shaft and
femur can not be guaranteed. Therefore, in the model (k − d) = 2 prosthesis
elements at the distal end are not connected to the femur and force FP,d and
momentMP,d are zero. The sensor velocity υS was observed between the third
and fourth element seen from the distal end and was differentiated to obtain
the acceleration. The femur was modeled as thick-walled cylindrical tube with
open ends and filled with water. The parameters of the network elements can
be found in [63].
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The measurements were obtained from an experiment in which the middle
section of a hip prosthesis was fixed in an artificial femur using cement such
that a small part at the distal and proximal end has no interface and where
damping is almost excluded [63]. The prosthesis was proximally wedged in
the femur using a simple sheet to simulate the femur-prosthesis interface. The
ceramics head of prosthesis was fixed both by a load head and the femur.
Several resonances in the less sensitive band (500-1500Hz) and sensitive band
(1500-2500Hz) as categorized by [64] occur. An additional resonance peak at
1190Hz can be observed for the proximally loose prosthesis, while all other
significant peaks in this bands exhibit only small changes. The amplitudes of
higher vibrational modes are much lower in the highly sensitive band starting
at 2500Hz.
It can be concluded that the two simulated loosening states can be distin-
guished by vibrational analysis. The individual results in real patients will be
very different, depending on implant size, properties and shape of the bone,
static forces acting on the prosthesis during measurement and other influ-
ences. This means that no absolute criteria for loosing can be derived from
frequency analysis. Therefore, each new frequency spectrum must be com-
pared with a reference data set, e.g. obtained from a measurement right after
hip replacement.

8.2 Electromagnetic Transducer

Due to a significantly higher energy density wmag of the magnetic field com-
pared to the energy density wel of the electric field

wmag =
1

2

B2
0

µ0
= 0.4 · 106Wsm−3

wel =
1

2
ε0E

2
0 = 4.4Wsm−3

with

with

B0 = 1V sm
−2

E0 = 1kVm
−1

 wmag
wel

≈ 105

electromagnetic transducers are primarily used for actuator applications, e.g.
as actuating drive in electromechanical relays and control devices, as pulling
and lifting magnets as well as for small-power and stepping motors. The ap-
plication in motors will not be discussed here, therefore it is referred to ex-
planations given in [65] and [66]. Actuating devices, increasingly referred to
as actuators, are used to affect technical processes. In addition to the sensors
and information processing unit, they represent the third essential compo-
nent concerning the control of technical processes. An overview of different
actuator principles is specified in [22]. The further explanations focus on the
linearization of the transducer characteristic, on the derivation of the two-port
transducer network and on applications in micro and precision engineering as
well as in mechatronics.
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8.2.1 Derivation of the Two-Port Transducer Network

Neglecting force of inertia and frictional force, the balance of forces F =
Fmag − Fmech represented in Fig. 8.18 using the nonlinear magnetic force
Fmag derived in Fig. 8.19 forms the basis for the quasi-static description of
electromagnetic actuators.
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However, the dynamic design is based on the linearization of the transducer
characteristic. By considering the small-signal behavior around the adjusted
operating point, also for the electromagnetic transducer a circuit representa-
tion can be derived. It corresponds to the basic circuit of magnetic transducers
with transformer-like coupling already shown in Figure 7.8.
The descriptive derivation of the two-port network of the electromagnetic
transducer from the transducer model shown in Fig. 8.18, the explanation of
the assumed boundary conditions and the experimental determination of the
components represent the topic of further discussion.

By supplying the coil having w turns with the current i, the magnetic flux
Φ in the magnetic circuit consisting of the fixed yoke, the air gap l0 and the
armature with mass m and held by a spring n is generated. The magnetic
force Fmag is effective between both pairs of pole faces limiting the air gap.
The mechanical force Fmech caused by deflection ∆l of the spring and the
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force of inertia counteracts the magnetic force. Compared to the air gap, the
magnetic resistance of the iron parts is negligible.
The calculation of the magnetic force of attraction in the quasi-static case
results from the application of energy balance after a virtual displacement ∆l
of armature as shown in Fig. 8.19. As a result, the magnetic force

Fmag =
1

2

i2L2

µ0w
2A

=
1

2
Aµ0

µ
wi

l

¶2
(8.5)

depends on the square of the supply current i and reciprocally on the square
of the air gap length l.
If now the coil is supplied with an alternating current, a distorted force char-
acteristic curve with double frequency will be obtained. This is caused by the
quadratic characteristic:

Fmag =
1

2

ı̂2L2

µ0w
2A
(1− cos (2ωt)) (8.6)
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By means of the operating point adjustment caused by an

• additional DC component I0 or by

• generating a direct flux component Φ0 by means of a permanent magnet

and by means of an oscillation around the operating point with ı̂ sin (ωt) —
small-signal behavior — an approximately linear relation can be assured. The
magnetic force change ∆Fmag results in

∆Fmag = Fmag − F0 =
1

2

L2

µ0w
2A

¡
2I0 ı̂ sin (ωt) + ı̂2 sin2 (ωt)

¢
(8.7)

with

F0 =
1

2

L2I20
µ0w

2A

and the linearity error

Flin =
ı̂2 sin2 (ωt)

2I0 ı̂ sin (ωt)
< 10−2.

In the large-signal behavior electromagnetic actuating devices are operated
within the actuating range 5 up to 30mm. Here, a limited linearization (lin-
earity error in the working range approx. 5 up to 20%) results from the geo-
metrical shaping of yoke and armature.

Concerning the derivation of the small-signal transducer circuit diagram for
the dynamic case, the squared part of magnetic force is neglected due to the
very small linearity error for operating point adjustment of the transducer.
Based on the two basic transducer equations of the model represented in Fig.
8.20

F = Fmag − Fmech =
Φ2

2µ0A
− 1

n
ξ −m

d2ξ

dt2
− r

dξ

dt
(8.8)

and with

i =
Φw

L
=

lΦ

wµ0A
, (8.9)

the quantities ∆F and ∆i yield in the neighborhood of the operating point

∆F = F − F0 =
∂F

∂Φ
(Φ− Φ0) +

∂F

∂l
(l − l∗0) (8.10)

with

F0 = F (Φ0, l
∗
0) =

Φ20
2µ0A

− 1
n
(l − l∗0) = 0 (8.11)

and

∆i = i− I0 =
∂i

∂Φ
(Φ− Φ0) +

∂i

∂l
(l − l∗0) , (8.12)



8.2 Electromagnetic Transducer 271

i I i� �0 �

�e �� 1

A

�l

u

le

�0
m

n v

l

l0
*

w

Fmag

permanent
magnet

�A

� ��0 �

�0

F F F� �0 �

� � ��� �0

F F F� �mag mech

A A� �2

i
w

L
�

��

L
w A

l
�

� �2
0

02

�
*


 � �l l0
*

l l F F0 0 0
* ,� � �� �d i

F
A

mag �
�2

02�

in operaing point:
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where the quantity l∗0 denotes the air gap length after operating point adjust-
ment.

For the quasi-static case, force of inertia and frictional force are neglected.
All partial derivatives are calculated at point Φ0 and point l

∗
0. This yields

following relations for the derivatives:

∂F

∂Φ

¯̄̄̄
Φ0,l∗0

=
Φ0
µ0A

,

∂i

∂Φ

¯̄̄̄
Φ0,l∗0

=
w

L
,

∂F

∂l

¯̄̄̄
Φ0,l∗0

=
1

n

∂i

∂l

¯̄̄̄
Φ0,l∗0

=
Φ0

wµ0A

Since a sinusoidal displacement around the operating point is assumed, in the
next step complex amplitudes

l∗0 − l = ξ → ξ, F − F0 = ∆F → F , Φ− Φ0 = ∆Φ→ Φ, i− I0 = ∆i→ i

are introduced and the transducer equations can be written in the following
form:

F =
Φ0
µ0A

Φ− 1
n
ξ (8.13)

i =
w

L
Φ+

Φ0
wµ0A

ξ (8.14)
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Finally, the transducer equations result in combination with u = jωwΦ and
v = jωξ in:

F +
1

jωn
v = FW =

1

jω

Φ0
wµ0A

u

i+
1

jωL
u = iW =

1

jω

Φ0
wµ0A

v

 Y ∗ = jω
wµ0A

Φ0

The transducer is characterized by a gyrator-like coupling with imaginary
transducer constant Y ∗. Since the aim is an ensurance of a real-valued,
frequency-independent transducer coupling, the transducer equations are re-
arranged for u, F = f (i, v):

u− jωLi = uW =
Φ0w

l∗0
v (8.15)

and

F =
1

jω

Φ0
wµ0A

µ
jωLi+

Φ0w

l∗0
v

¶
− 1

jωn
v

F +
1

jω

µ
1

n
− Φ20

µ0Al
∗
0

¶
v = FW =

Φ0w

l∗0
i (8.16)

Now there exists a transformer-like coupling between electrical and mechanical
quantities defined by the real transducer constant

X =
l∗0

Φ0w
. (8.17)

If now Kirchhoff’s laws are applied to (8.15) and (8.16), the transducer
circuit diagram specified in Fig. 8.21 will be the result.
What descriptive meaning do the transducer components have?
If the armature is fixed, mechanically locked case (v = 0), at the electrical
input terminals the impedance

Z = R+ jωLb with Lb = L (l∗0) =
w2µ0A

0

l∗0

can be measured. For this case, the force FW = (1/X) i must be applied in
order to avoid a displacement of the armature. Conversely, the transducer
voltage uW = (1/X) v will be generated, if the velocity v is applied.
For electrical open-circuit operation i = 0 the compliance nL can be measured
at the mechanical side. The compliance nL consists of the spring compliance
n and a negative compliance nI which is generated by the magnetic field. The
negative field compliance nI = −X2Lb results from the supportive effect of
the magnetic field resulting from operating point adjustment.
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In case of the electrical short-circuit u = 0, only the mechanical compliance
n = nK can be measured at the mechanical side, if R is neglected.
At first, in Fig. 8.21 the armature mass m = ρVA and friction r in the air
gap or losses of the spring respectively have not been taken into account. For
the dynamic consideration of concrete sample applications, these components
must be inserted parallel to compliance nL at the mechanical side. Concern-
ing the derivation of the transducer model, also the magnetic field leakage has
been neglected due to µe À µ0.
The relations already specified in Table 7.2 apply for the transformation re-
lations between electrical and mechanical network side. Table 8.2 comprises a
further summary of relations for components and transformations in compar-
ison with the electrodynamic transducer.

When comparing the maximum possible forces Fmax of both transducers, the
different applications become understandable. Assuming the technical limiting
values for the flux density and current density

B0 = 2V sm
−2, J =

i

AD
= 10Amm−2,

typical geometrical dimensions (A cross-sectional area of ferromagnetic circuit,
d diameter of coil wire, AD cross-sectional area of coil wire)

A = πr2 = 100mm2, d = 0.3mm, AD = 0.07mm
2
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Table 8.2. Circuit diagram, component and transformation relations for loss-free
magnetic transducer
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and a number of turns w = 300, then in combination with

Fdyn = B0li, i = JAD = 0.7A, l = 2πrw = 10m

and

Fmag = B2
0A

1

µ0

the maximum forces

Fdyn = 15N, Fmag = 300N

are achieved. Solely electromagnetic transducers are used for applications with
large actuating forces. In contrast, electrodynamic transducers are used for ac-
tuator and sensor applications for which the main focus is put on a preferably
linear transfer characteristic.

The armature motion can also happen parallel to the pole faces. Larger dis-
placement and linear force-deflection characteristics without the need for any
operating point adjustment by neglecting the magnetic field leakage represent
the advantages of this configuration (reluctance principle). The dynamic be-
havior can also be calculated by means of the circuit diagram shown in Fig.
8.21. However, the component equations are modified.

8.2.2 Sample Applications

In the following, the dynamic design of an electromechanical relay and an
electromagnetic vibrating conveyor is explained. They both represent sample
applications of electromagnetic transducers. As a third sample application,
the design of an electromagnetic actuator and classification of its performance
characteristics compared to alternative actuator principles are considered.

Electromechanical Relay

Figure 8.22 shows the basic structure of an electromechanical relay and char-
acteristic values. Compared to semiconductor switches, particularly the elec-
trical isolation of the operating and switching circuit, low contact resistance,
high puncture voltage and high insulation resistance are advantageous. The
relay is driven by an electromagnetic transducer.
If the relay’s armature massm and friction r are neglected, the relay will show
a low-pass characteristic. This approximate transfer characteristic is derived
from the simplified relay circuit diagram shown in Fig. 8.23.
Figure ?? shows the switching on and switching off characteristics in the time
domain. When closing the relay, the current flow having a characteristic which
is defined by the time constant L/R is reduced by the induced counter voltage
and a new time response with time constant L1/R arises.
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Fig. 8.22. Basic structure and characteristic values of an electromechanical relay

Further developments of relays focus on miniaturized devices which also allow
for array configurations. In the near future, the increasing application of sili-
con microtechnology will provide a high-potential alternative to conventional
precision engineering realizations of relays. First prototypes comprising an
electrostatic actuator have already been tested and have shown reproducible
characteristic values [67].
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The characteristic values of electromechanical relays are compared in Table
8.3 with those of solid state relays. With the electromechanical relay, the
principal drawbacks like

• limited lifetime to 107 up to 109 switching cycles

• longer response time and

• contact aging

are offset however also by significant advantages such as

• low contact resistance

• high off-state resistance

• high load capacity and

• low temperature dependence of characteristic values.

In the future these advantages will ensure versatile application tasks for elec-
tromechanical relays.
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Table 8.3. Comparison of selected characteristic values of electromechanical relays
and solid state relays

characteristic values
electromechanical

relay
solid state relay

max. switching frequency Hz 10 . . . 1000 108

driving power mW 10 . . . 4000 5 · 10−4 . . . 300
response time ms 0.5 . . . 30 10−6 . . . 1

bounce time ms 0.5 . . . 10 0

contact resistance mΩ 1 . . . 200 10 . . . 105

insulation resistance
between open contacts
between input and output

MΩ
MΩ

102 . . . 106

102 . . . 106
10−2 . . . 102

103 . . . 106

puncture voltage
between open contacts
between input and output

kV
kV

0.5 . . . 25
0.5 . . . 25

10−2 . . . 1
5 · 10−3 . . . 20

lifetime
number of
operations

107 . . . 109 not limited

Electromagnetic Vibrating Conveyor

Figure 8.25 shows the design principle of the electromagnetic actuating drive
of a vibrating conveyor. The linearization of the transducer is realized by op-
erating point adjustment by means of a permanent magnet. In order to calcu-
late the dynamic transfer characteristic, for deflections around this operating
point the two-port transducer network shown in Fig. 8.21 can be approxi-
mately used. This circuit is also specified for current feed in Fig. 8.25 taking
the oscillating mass m and friction r into account.

At first, the two-port parameters after operating point adjustment according
to Φ = Φ0, l = l∗0 are calculated:

Φ0 = B0A = 2 · 10−5V s, l∗0 = l0 − n
Φ20
µ0A

= 0.904mm

1

X
=

wΦ0
l∗0

= 44V sm−1, Lb =
w2µ0A

l∗0
= 140mH, R = 28Ω

nL =
nIn

n+ nI
= 0.51 · 10−4mN−1

with
nI = −X2Lb = −7.2 · 10−5mN−1 = −2.4n.
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Fig. 8.25. Electromagnetic transducer for force generation at the vibrating conveyor

In the next step, as actuator characteristic value, the short-circuit force F̂K
for sinusoidal excitation is calculated with

F̂K =
1

X
ı̂

Φ̂ =
Φ0
3

 Φ̂ =
1

w
iLb → ı̂max =

1

3
Φ0

w

Lb

and results in
F̂K = 2.1N with ı̂max = 48mA.

The required electrical power results in

P = ı̃2maxR = 33mW for ũ =
1√
2
ı̂maxR = 0.95V.

The deflection for open-circuit operation
n
ξ̂L

o
max

results in combination with

ξ
L
=
1

jω
vL, vL = jωnLFW, FW =

1

X
i
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in n
ξ̂L

o
max

=
nL
X

ı̂max = 0.15mm.

According to Fig. 8.26, it applies for the stability limit ξg

ξg = l0 − lg = l0

µ
1− 3

r
n

X2Lb

¶
= 0.57mm.

The static deflection ξ0 results in

ξ0 = l0 − l∗0 = 0.096mm.

Thus, the maximum deflection for open-circuit operation satisfies the condi-
tion

{ξL}max ≤
1

3

¡
ξg − ξ0

¢
.

The stability limit characterizes the distance between the pole faces, at which
the increase of force characteristics shown in Fig. 8.26 reverses. The pro-
gression of magnetic and mechanical force characteristics including operating
point adjustment l = l∗0 is represented in the upper part of Fig. 8.26. The
lower part of Fig. 8.26 shows the progression of total acting force and limit lg
for the stability limit.

l F l�0 00, *� �d i

l l n
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0 0
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0

* � �
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 � �l l0
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1 n

1 nL

l0
*

l0
*

l0
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Fmech
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l

l

F

lg

1 nI

F Fmag mech�

0

0

Fig. 8.26. Operating point adjustment and stability limit of electromagnetic trans-
ducer
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The stability limit lg is calculated by deriving the force characteristics at point
l = lg:

∂F

∂l

¯̄̄̄
lg

=
1

nL
= 0→ 1

n
− 1

X2Lb

µ
l0
lg

¶3
= 0,

lg
l0
= 3

r
n

X2Lb

In the third step, the dynamic transfer characteristics of the actuating drive
are finally determined. For that purpose, the mechanical components of the
circuit diagram illustrated in Fig. 8.25 are transformed to the electrical side.
The transformed circuit diagram and the progression of the transfer charac-
teristics v/i and ξ/i are specified in Fig. 8.27.
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Fig. 8.27. Transfer characteristic of vibrating conveyor

In order to ensure maximum velocity or maximum deflection respectively, the
vibrating conveyor is operated close to its resonant frequency ω ≈ ω0. In
combination with

v̂max = ω0ξ̂max = {ûW}X = ı̂maxRrX,

the current at resonance yields

ı̂max =
ω0ξ̂max
RrX

=
67

Q
mA for ξ̂max = 0.15mm.
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For Q = 2, the required power amounts to

Pel = ı̃2max (R+Rr) = 95mW

with an efficiency η of

η =
Pmech
Pel

=
Rr

Rr +R
= 0.83.

Electromagnetic Actuating Drive

The use as actuating drive in regulating units (valves) for influencing hydraulic
or pneumatic fluid streams represents a particularly important application of
the electromagnetic transducer. It is preferably used as short-stroke element
in the form of a pot magnet (see Fig. 8.28). The current feed of the excitation
coil is effected by means of a direct current (DC). Alternating current (AC)
feeds are rather the exception.

magnet body - yoke

armature

air gap

excitation
coil

a) b) c)

Fig. 8.28. Basic types of electromagnets for translational armature motions [22, 68]
a) pot magnet (plunger); b) U-shape magnet (flat armature); c) solenoid magnet (flat
armature)

In order to ensure an actuation being approximately proportional to the ex-
citation current, magnetic force characteristics must be linearized. This is
realized by a special shaping of the armature-yoke systems. While keeping
constant the main dimensions of the DC magnet shown in Fig. 8.29, the mag-
netic conductance of the air gap and thus; force characteristics are changed
by constructional variations.
In Table 8.4, electromechanical transducers are compared on the basis of
selected properties with respect to their suitability as actuators. Here, the
electromagnetic transducer represents the most advantageous actuating drive
technology with respect to preferably high forces and large displacements. The
maximum force is limited by maximum heat dissipation and saturation of the
magnetic material.
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a) b) c)

magF magF magF

Ll Ll Ll

Ll Ll Ll

Fig. 8.29. Qualitative progression of force characteristics for different armature
counterparts [65]

Table 8.4. Comparison of electromechanical transducers for actuator applications

transducer type
specific
design

actuating forces
[N]

displacements
[mm]

characteristics

electromagnetic
actuators

solenoid,
pot form

10. . . 300 1. . . 30

- nonlinear force
characteristics
- force is dependent
on deflection
- being compensated by
design to a certain extent

electrodynamic
actuators

plunger coil,
moving coil (voice
coil actuator)

1. . . 20 5. . . 30

- linear force characteristics
- force is independent
of deflection
- stroke limitation by
leakage field

piezoelectric
actuators

(piezoceramics)

stack actuator,
bending actuator

100. . . 5000 0.01. . . 0.20
- hysteresis behavior
- aging

electrostatic
actuators

comb and moving
wedge configurations,
stacked polymer
actuators

0.02. . . 2 0.1. . . 5

- high miniaturization
capability
- manufacturing possibility
in batch process
- high operating voltages

The characteristic structure of an electromagnetic actuator as short-stroke
element and its static characteristic curve in combination with its influencing
and counter spring are specified in Fig. 8.30. The available actuation range
is larger than the actuation range of that characteristic curve which is not
influenced.
Figure 8.31 shows the quasi-static switching behavior of the electromagnetic
actuator for the switching voltage and excitational current.
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Fig. 8.30. Electromagnetic actuator as pot magnet and static characteristic curve
for constructionally linearized operating condition
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Fig. 8.31. Quasi-static switching behavior of electromagnetic DC actuator

Similar to the electromechanical relay, the armature motion is delayed due to
spring force and induced countervoltage. In spite of a cut-off voltage peak,
the switching off happens delayed analogously. The dynamic behavior of the
electromagnetic actuator can be determined from the circuit represented in
Fig. 8.32.
Compared to its resistance, the coil inductance was neglected for the low-
frequency range. Velocity and acceleration transfer function result in:

Bv =
v

u
=

ω0nL
RX

j (ω/ω0)

1 + j (ω/ω0) 1/Q− (ω/ω0)2
, ω20 =

1

nLm
, Q =

1

ω0nLr

Bξ =
ξ

u
=

nL
RX

1

1 + j (ω/ω0) 1/Q− (ω/ω0)2
.
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Fig. 8.32. Circuit of electrical solenoid used for calculation of the dynamic transfer
characteristic

The corresponding amplitude-frequency responses are consistent with the
curve progressions of the electrodynamic drive system specified in Fig. 8.6.

8.3 Piezomagnetic Transducer

The piezomagnetic transducers represent the third practically important class
of magnetic transducers. Some ferromagnetic materials (metals and ceramics)
show a distinct squared relation between mechanical and magnetic field quan-
tities

S ∼ H2 for T = 0

and
B2 ∼ T for H = 0.

It is referred to the elongation generated in the magnetic field as magnetostric-
tion. Conversely, in case of an elongation of a magnetostrictive material, an
electrical voltage is induced in the surrounding coil. With the deformation
illustrated in Fig. 8.33, a saturation occurs for high field strengths, to which
it is referred as saturation magnetostriction SS.

A

l
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material

u tb g

i tb g

w L,
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�
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Fig. 8.33. Magnetostriction in ferromagnetic materials



286 8 Magnetic Transducers

The magnetostriction is primarily based on a directional change of magnetic
domains within the ferromagnetic material depending on orientation of the
external magnetic field — Joule effect (1842). Even though this effect results
in a deformation of the material, it is volume invariant.
In the following, the constitutive equations being valid after linearization are
formulated. They form the basis for the derivation of the two-port network of
the piezomagnetic transducer. Based on this circuit diagram and the charac-
teristic values of technically important materials, applications in the field of
micro and precision engineering are finally explained.

8.3.1 Derivation of the Two-Port Transducer Network

If the field quantities specified in Fig. 8.33 — for simplification here assumed to
be position-independent — are replaced by corresponding integral quantities

Φ = B3A, Φ =
L

w
i, F = T3A,

where w and L denote the number of turns and the coil inductance respec-
tively, the nonlinear magnetostrictive force will result in

Fmst =
1

2
KAB2 =

1

2
K
Φ2

A
=
1

2
K
1

A

µ
L

w
i

¶2
for the mechanically locked state. Here, the quantity K denotes a material
constant. For quasi-static actuator applications of these materials — large-
signal behavior — the nonlinear magnetostrictive effect is often not disturbing.
For technical applications as linear transducer (e.g. sensors), the squared de-
pendence is linearized by the direct flux Φ0. In the case that the remanent
magnetization is too low, the direct flux Φ0 is generated by an additive direct
component I0 in addition to the signal i (t) or by an additional permanent
magnet or solenoid. Similar to piezoelectric ceramics, in the material a pre-
ferred direction is generated by the linearizing direct quantity. In a macro-
scopic sense, this preferred direction gives the material the properties of an
anisotropic body e.g. a crystal. By analogy with the piezoelectric case, a linear
magnetomechanical coupling matrix between the field quantities

Bn = µTnmHm + dnjTj , n,m = 1 . . . 3 ∗ (8.18)

Si = dmiHm + sHijTj , i, j = 1 . . . 6 (8.19)

can be defined. It is referred to the linear coupling between mechanical and
magnetic field quantities as piezomagnetic effect . The field quantities are in-
terrelated by the magnetic µ, elastic s and piezomagnetic dmaterial constants.

∗Einstein summation convention: when an index variable appears twice in a
single term, it implies a summation over all of its possible values
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Depending on the combination of the variables

B, T = f (H,S) , (8.20)

H,S = f (B, T ) , (8.21)

H,T = f (B,S) (8.22)

further three systems of equations can be formulated each possessing a set of
elastic, piezomagnetic and magnetic constants. However, the piezomagnetic
coefficients of technically important materials are much less reported than
in case of piezoelectric materials. Typically, only the piezomagnetic constant
d33 as well as the roughly approximated constants d31 ≈ −12d33 and d15 ≈
(d33 − d31) assuming an invariant volume of the effect are specified.

As a special case of (8.18) and (8.19), in Table 8.5 both the direct and re-
ciprocal piezomagnetic effect for corresponding mechanical and magnetic field
directions are specified for different excitations.
Iron-nickel alloys, metal oxide compounds with ceramic properties and high
magnetostrictive metallic specialty materials are specified as technically im-
portant materials in [66, 69, 70]. The main properties of these materials are
summarized in the Tables 8.6 up to 8.9. For the super magnetostrictive mate-
rial Terfenol-D, the characteristic curve progressions of magnetic polarization
J (J = B − µ0H) and strain S against the external magnetic field strength H
are shown in Fig. 8.34 for the static loading case. The characteristic operating
ranges are highlighted in gray.

Now it is possible to derive the circuit diagram of the piezomagnetic transducer
by means of the piezomagnetic constitutive equations. For this purpose, the
constitutive equations with piezomagnetic constant e33 are assumed in order
to provide a real-valued,frequency-independent transducer constant X:

B3 = µS33H3 + e33S3

T3 = −e33H3 + cH33S3

The material constants µS33 and cH33 are experimentally determined with re-
spect to the conditions S = 0 (mechanically locked state) andH = 0 (electrical
open-circuit operation).
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Table 8.5. Direct and reciprocal piezomagnetic effect in x3-direction (longitudinal
direction)
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Table 8.6. Properties of technically important piezomagnetic materials

iron-nickel alloy

metal oxide compounds with ceramic properties: ferrites - magnetite, Ferroxcube

characteristics: - saturation magnetostriction (alloy concentration
and heat treatment)

S fS �

- sign reversal of S

20
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0
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10 6�

S

10 6�
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(Me for bivalent
metal ion)

semiconductor with
positive magnetostriction

advantages:

- high resistivity up to

- suitable for high frequencies due to the
corresponding very low eddy-current losses

- relatively high coupling factors
from 0.2 up to 0.5
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12 &cm
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Table 8.7. Properties of technically important piezomagnetic materials

high magnetostrictive material: Terfenol-D

S

10 6�

0

300

�300

�600

�900

600

900

T2
225 5� , N mm

�250 �150 �50 0 50 150 250

formula: Tb Dy Fe
1 2

0 27� �, .
x x

x ,

(Tb: Terbium, Fe: iron, nol: Naval Ordnance Laboratory, Clark 1975)

S1

S1 S1

S2

17 6,

17 6,

9 8,

9 8,

unstressed

25 5,

H
kA

m

properties:

application:

manufacture: - electric arc melting method, shielding gas:
random crystal orientation, low magnetostriction

- crystal growing process:
Terfenol-D rod nearly single-crystalline structure

- or sintering process, e.g. MAGMEK 91
providing the phase equilibrium

�

- very high saturation magnetostriction of
at field strengths of 80 up to 200 kA/m

- positive longitudinal and negative transverse magnetostriction
- high operating temperature range up to 350°C
- magnetostriction is influenced by mechanical longitudinal and transverse

stress
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3

, 
, . � �
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�
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optimum:
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S
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2� � ��
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T
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Table 8.8. Properties of technically important piezomagnetic materials

high magnetoelastic material: Metglas 2605 SC
source: Allied Signal Corporation, Parsippang (USA)

S

10 6�

formula:

H
kA

m

properties:

application:

manufacture: - provoding the amorphous material state by extremely high
cooling rate of more than

- very low magnetostriction:
extremely high magnetoelastic effect

- wire-shaped or ribbon-like semi-finished products
but

magnetoelastic strain gauge for sensors

Fe B Si C SC

Fe B Si C S -
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b g

basic material: amorphous Fe-B-Si alloy
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surface crystallized
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Table 8.9. Properties of technically important piezomagnetic materials

saturation magnetostriction

saturation induction

coupling factor

Curie temperature

compressive strength

tensile strength

density

Young’s modulus

resistivity

temperature coefficient
of expansion

relative permeability

(yield strength)

S
S

materials Terfenol-D MAGMEK 91 Metglas

Nisintered
Terfenol-D

2605 SC
amorphous

Fe-B-Si alloycharacteristic values

B
S

T 1 0, 0 71, 1 61, 0 61,

k 0 7 0 75, ,
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Fig. 8.34. Characteristic curve progressions of magnetic polarization J and strain
S against field strength H for Terfenol-D [66]
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By introducing the integral quantities

Φ = B3A, u = Aw
dB3
dt
, i =

l

w
H3,

ξ = S3l, v =
dξ

dt
, F = −T3A

and by transforming into the frequency domain

u = jωAwB, v = jωξ, F → F and i→ i,

the following two-port network equations are achieved:

u = jωAwB = u = jωµ33
Aw2

l
i+ e33

Aw

l
v

u = jωLbi+
1

X
v = u0 + uW (8.23)

and

F = −T 3A = e33
Aw

l
i− 1

jω

c33A

l
v

F =
1

X
i− 1

jωnL
v = FW − F 0. (8.24)

The application of Kirchhoff’s laws results in the circuit diagram of the
piezomagnetic transducer illustrated in Fig. 8.35.
The two-port transducer network corresponds to a transformer-like coupling
and equals the network of the electromagnetic and electrodynamic transducer.
The respective transformation relations have already been summarized in Ta-
ble 7.4.
At the electrical side, the coil resistance R is added to the loss-free transducer.
At the mechanical side of transducer, the friction r characterizing the internal
losses within the piezomagnetic material is added. Its value is experimentally
determined from the finite resonance rise according to r = 1/ω0nQ.

In Table 8.10, the mechanical and piezomagnetic constants are specified for
selected piezomagnetic materials.
It is also often referred to the magnetoelastic effect in connection with the
magnetostrictive or piezomagnetic effect. This term does not characterize the
interaction of magnetic and mechanical field quantities, but the dependence
of the relative permeability µr in ferromagnetic materials on mechanical stress

B = µr (T )µ0H for µr (T )µ0H À d · T .
This effect is particularly distinctive in ferromagnetic metals, such as CoSiB
and the armorphous Fe-B-Si alloy Metglas. Compressive strain elements and
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Fig. 8.35. Circuit diagram of piezomagnetic transducer

Table 8.10. Piezomagnetic and magnetic constants of selected materials
µ = µrµ0, µ0 = 4π · 10−7Vsm−1A−1, µTr : T = 0, cH33 : H = 0

quantity
(B = Brem)

Nickel
(100%)

Alfenol
(13% Al, 87% Fe)

Ferroxcube
7A2

Terfenol-D

d33/10
−9mA−1 −1.5 −7.1 −2.5 15

µTr 20 58 30. . . 45 9.3

cH33/10
10Nm−2 ca. 20 ca. 14 15.1 2.5. . . 3.5

k33 0.14 0.25. . . 0.31 0.15. . . 0.20 0.65. . . 0.75

ρ/103 kgm−3 8.8 6.5 5.35 9.25

ϑCurie/
◦C 358 ca. 500 530 380

strain gauges consisting of magnetoelastic materials are industrially used in
force and torque sensors [59].

For technical applications, the comparison of the properties of piezoelectric
and piezomagnetic transducers is interesting. For that purpose, real limiting
values

E = 1kVmm−1 and B = 0.1T
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are considered with respect to beginning depolarization and possible break-
downs. The ceramic Ferroxcube 7A2 and high magnetostrictive material
Terfenol-D represented in Table 8.10 are considered as an example of piezo-
magnetic material, the ceramic C-82 represented in Table 9.9 is considered
as an example of piezoelectric material. The maximum stresses and strains
result in

Smax = s33Tmax, Tmax =
d33
s33

(Emax,Hmax) , Hmax =
Bmax
µ33

,

which are listed in Table 8.11.

Table 8.11. Comparison of maximum stress and strain values of selected piezomag-
netic and piezoelectric materials

effect piezomagnetic piezoelectric

material Ferroxcube 7A2 Terfenol-D C-82

Tmax/MPa 1.5 4.5 20

Smax/10
−3 0.01 0.2 0.3

w/ kJm−3 2. . . 4 14. . . 25 1

ρ/103 kgm−3 5.35 9.25 7.8

ϑCurie/
◦C 530 380 160. . . 300

The calculated values of Smax correspond well in order of magnitude to the
values of the saturation magnetostriction for Ferroxcube 7A2 (0, 03·10−3) and
Terfenol-D (1, 5 ·10−4) as well as to the value of the saturation electrostriction
for C-82 (2 · 10−4) specified in data sheets.
By applying the high magnetostrictive material Terfenol-D, similar maximum
stresses and strains can be achieved as with piezoelectric ceramics. Also cou-
pling factors of about 0.65 up to 0.75 as well as response times in the mi-
crosecond up to the millisecond range are comparable.
With the material selection for power transducers — actuators and ultrasonic
transducers — the following distinctive features compared to piezoelectric ma-
terials should be considered:

• Considerably greater variety of piezoelectric ceramics. In addition to the
longitudinal effect, the transversal and shear effect are used as well.

• Concerning piezoelectric transducers, the electric field is generated by elec-
trodes directly placed on the ceramic. In contrast, the required space of
the excitation coil or permanent magnet in order to generate the magnetic
field is significantly larger.
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• Piezoelectric transducers require very high electrical driving voltages in
the range of 100V up to 1 kV. However, they are able to maintain their
static deflection almost without any electrical energy supply. Piezomag-
netic transducers are operated with current drive in the range of 2 - 20A.
In order to maintain a constant deflection, a persistent magnetic bias by
a direct current or permanent magnet is required.

• Piezoelectric oscillators show high resonant frequencies in the range of
100 kHz up to several MHz. Due to increasing eddy-current losses, the
resonant frequency of metallic piezomagnetic oscillators with 10 - 100 kHz
are significantly lower.

• The Curie temperature of 380 ◦C for Terfenol-D is higher than the one of
160 - 300 ◦C for piezoelectric ceramics. This results in a higher operating
temperature range for Terfenol-D. In addition, in contrast to piezoelectric
ceramics, after exceeding the Curie temperature a reconstitution of the
magnetostrictive properties will occur, when the temperature falls again
below the Curie point.

• Due to the low tensile strength of Terfenol-D, for actuator applications
a mechanical prestress is required. This also results in an increase of the
saturation magnetostriction at the same time.

Due to the specified characteristics, the great variety and completely assem-
bled types, piezoelectric transducers dominate as actuators and sensors at
present. In contrast, high magnetostrictive and high magnetoelastic materials
are offered only by a few suppliers at much higher prices.

8.3.2 Sample Applications

In the following, the static design of a magnetostrictive actuator and a mag-
netostrictive travelling wave motor is explained. The dynamic design is de-
scribed using the example of an ultrasonic sonar working according to the
sonar method (Sound Navigation and Ranging). Here, the linearization of
characteristics is realized by means of operating point adjustment using per-
manent magnets. Thus, the circuit of the piezomagnetic transducer shown in
Fig. 8.35 is valid.

Magnetostrictive Actuator

The actuator represented in Fig. 8.36 is operated by a Terfenol rod which is
biased by permanent magnets and mechanically prestressed by screws. The
flux guide is provided by two soft magnetic pole shoes.
For the approximate calculation of mechanical quantities, the equation of state

S3 = s33T3 + d33H3
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Fig. 8.36. Magnetostrictive transducer with static characteristics
Edge Technologies, Ames USA

is used for the mechanically locked case (S3 = 0→ Tmax) and mechanical
open-circuit operation (T3 = 0→ Smax). In combination with the constants
specified in Table 8.10 and Hmax = 5 ·104Am−1, following calculation results
are achieved:

Tmax = −d33
s33

Hmax = 26 · 106Nm−2

and
Smax = s33Tmax = 7.4 · 10−4.

Taking the dimensions of the Terfenol rod (∅ 6.4× 50) mm into consideration,
it finally follows:

Fmax = 830N and ξmax = 40µm

Magnetostrictive Traveling Wave Motor (Inchworm Motor)

The functional principle of the magnetostrictive traveling wave motor is shown
in Fig. 8.37. The discontinuous linear actuator uses the magnetostrictive effect
caused by longitudinal and transverse extension of the Terfenol rod. The Ter-
fenol rod expands in a magnetic field and narrows at the same time because
of the approximately volume invariant magnetostrictive effect.
Based on this invariance of volume and in combination with the rod’s volume
V = 1/4

¡
πd2l

¢
, the magnetostrictive transverse strain S1 = ∆l/l can be

estimated in combination with the longitudinal strain S3 = ∆l/l according to

V +∆V =
1

4
π (d+∆d)

2
(l +∆l)
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Fig. 8.37. Functional principle of magnetostrictive traveling wave motor
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and thus

∆V

V
≈ 2∆d

d
+

∆l

l
= 2S1 + S3 = 0 for

µ
∆d

d

¶2
,
∆d∆l

dl
¿ 1.

The Terfenol rod is arranged within a press pipe with external coils. The press
fit is compensated by cross-section diminution of the Terfenol rod in the area
of the magnetic field. At the same time, the rod is able to expand in this area
oppositely to the travelling direction of the magnetic field. This procedure is
repeated for the particular control of the coil packages, so that an extensional
wave propagates in the Terfenol rod oppositely to the control direction of the
coil packages. After controling of all coil packages, the Terfenol rod moves
with step length

ξ = d33H3∆l,

where ∆l denotes the length of a single magnetic field within the rod. Then
the coil control happens again and the rod steps oppositely to coil control
direction. At room temperature a step size of 50µm is achieved with a func-
tional model consisting of 6 coils and a Terfenol rod with a diameter of 20mm
and a length of 100mm. With a step frequency of 30Hz, the linear velocity
amounts to 1.5mms−1 [71].
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However, maintaining the required surface quality of press pipe and rod bet-
ter than 2µm is problematic. In addition, a thermally induced difference in
diameter is found caused by different temperature coefficients of expansion of
rod and press pipe. With higher room temperature this difference results in
a decrease of step size. Thus, at 20 ◦C the step size amounts to ξ = 50µm,
however, at 80 ◦C the step size amounts only to ξ = 20µm.

Piezomagnetic Ultrasonic Transmitter

Figure 8.38 shows the design principle of a piezomagnetic ultrasonic transmit-
ter. The ultrasonic transmitter is used for detection of stationary or moving
objects under the surface of sea according to the acoustic sonar method. De-
pending on the desired resolution and range, ultrasonic pulses at carrier fre-
quencies from 20kHz up to several 100 kHz are emitted. The travelling time of
reflected pulses specifies the distance, the change of carrier frequency specifies
the velocity of the object to be localized.
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Fig. 8.38. Piezomagnetic ultrasonic transmitters for sonar devices and circuit dia-
gram of a structural element

The ultrasonic transmitter is operated as λ/2-oscillator, i.e. the vibration
node is located in the center of the element, the antinodes are located at the
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oscillator’s ends. Thus, due to its inertia amplified by resonance the left half
of oscillator provides the fixed clamping point for the right emitting half of
oscillator.
The complete ultrasonic oscillator consists of six structural elements which are
electrically operated in series connection and mechanically operated in parallel
connection. The structural elements are represented with dashed lines in the
upper part of Fig. 8.38. The circuit diagram of the structure element is shown
in the lower part of Fig. 8.38. It is based on the circuit diagram shown in Fig.
8.35, but with the difference that the bar surrounded by windings is considered
as a waveguide. Since the flux in the end plates but also the piezomagnetic
deformation due to d31 ≈ −12d33 are considerably smaller than in the bar,
the end plates are only taken into account as discrete masses m0

1 and m0
2.

The radiation is provided by the plate with mass m0
1. At the mechanical side,

the characteristic impedance of water Za,W = ρWcW1/AS is considered as
friction za,W = ρWcWAS. The permanent magnets which are integrated in
the structural elements help for the polarization of the transducer.

For further considerations, the oscillator units surrounded by the coils are
considered to be waveguides. The Π-circuit shown in Fig. 6.5 is used for their
specification.
As a rough approximation, the components h1 and h2 are considered for low
frequencies, thus h1 = m/2 and h2 = n apply. Taking the end pieces m0

1 and
m0
2 into account, the circuit diagram illustrated in Fig. 8.39 is achieved.

u
X

v

i X F

W W

W

�

� �

1

u

i

uW vW

F1

v
2

v
1

zW

�m1

�m1

�m2

�m2

R L

n

u 6
i

v1v2

l � 29

1020

1943

267267

AS

F1

�W W,cw

�
A

� � � � �8 8 103 3, kg m

�W kg m� � �103 3

cW m s� � �1440 1

X
s

d

l

A w
n s

l

A
�

�
�,

z c AW W W S� � ��

L
A w

l
b �

�
�

2

m A l m1 12� � � � ��

m A l m2 22� � � � ��

.

Fig. 8.39. Approximate circuit diagram of a structural element of ultrasonic trans-
mitter
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In combination with the dimensions of the structural elements shown in Fig.
8.39 and the constants for nickel listed in Table 8.10, the following component
values are achieved:

m0
1 = ρ · 1 cm · 4.3 cm · 26.7 cm = 1.01 kg

m0
2 = ρ · 2 cm · 4.3 cm · 26.7 cm = 2.02 kg

m = ρ · 2.9 cm · 1.9 cm · 26.7 cm = 1.30 kg


m1 = 1.66 kg

m2 = 2.67 kg

n =
sl

A
= 2.8 · 10−11mN−1, zW = ρWcWAS = 1.65 · 104Nsm−1

Lb = µ0µrA
w2

l
= 0.16mH for w = 6

The total inductance L results from the parallel connection of the inductance
L0 of the magnetic circuit parts being not involved in the conversion process
and Lb. With

L0 =
2µ0w

2A0
l0

as well as with l0 = 6mm and A = 5.34 ·103mm2, the total inductance results
in

L =
LbL0

Lb + L0
= 0.04mH, L0 = 0.052mH.

The resonant frequency of the approximate circuit diagram represented in Fig.
8.39 amounts to

ω00 =
1r

m1m2

m1 +m2
n

= 1.88 · 105 s−1, f 00 = 30 kHz.

The exact value of the resonant frequency which results from the two-port
network equations of the loss-free extensional waveguide shown in Table 6.1,
amounts to f0 = 33 kHz.
Up till now, the oscillating bar was considered as a loss-free spring. In fact,
internal losses occur in the nickel sheet package. Therefore, the friction

zm =
1

ω0nQL

must be connected in parallel with the compliance n. In combination with
the measured value of QL = 89 denoting the quality factor in air, the friction
amounts to rm = 1.94 · 103Nsm−1. The experimentally determined value of
the total quality factor of the ultrasonic transmitter in case of water coupling
amounts to Q = 17.5. For a total voltage of ũ = 716V and a current ı̃ = 9.5A
the radiated acoustic power amounts to 5 kW. This results in an efficiency of
the ultrasonic transmitter of

η =
Pa
Pel

= 0.74.
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8.3.3 Piezomagnetic Unimorph Bending Elements

Rotational Piezomagnetic Bending Model

A two-layer beam consisting of a magnetostrictive layer and a non-magnetic
carrier or support beam as shown in Fig. 8.40 reacts with bending to an
appropriate directed magnetic field with flux density B. It is called a magnetic
unimorph since only one layer is active. In terms of temperature sensitivity
of the two-layer beam it is a bimorph but this will be neglected further on.
In Sect. 9.2.5, a piezoelectric bimorph is considered which consists of two
bodies of same geometry and materials, but opposite polarization directions.
Therefore, the neutral plane is located in the lamination area and the internal
stress is nearly linear symmetric as shown in Fig. 5.6. This is not the case
for the magnetostrictive unimorph. Here, the location of the neutral layer c
depends on Young’s modulus and thickness of the beam layers. With known
c which is given in Fig. 8.40, the bending momentMbx can be calculated. It is
a function of the average bending stiffness EI of the unimorph, the deflection
angle variation dϕ/dx and the magnetostrictive generated moment M0:

Mbx = −EI dϕ
dx

+M0

with

EI =
w

12

E2
1h

4
1 +E22h

4
2 +E1E2h1h2

¡
4h21 + 6h1h2 + 4h

2
2

¢
E1h1 +E2h2

(8.25)

and

M0 =
w

2

E1E2h1h2 (h1 + h2)

E1h1 +E2h2
(α1 − α2)B. (8.26)

In (8.25) and (8.26), the quantity w denotes the beam width, the quantity
E2 denotes the Young’s modulus of carrier, the quantity E1 = EB

33 de-
notes the Young’s modulus of the magnetostrictive material, the quantities
α1 = d33/µ

T
33 and α2 = 0 denote the translational transduction coefficient

in the magnetostrictive layer and in the carrier, respectively. The rotational
transduction coefficient Kmag,r can be derived from the actuation relation
M0 = Kmag,r ·Φ = Kmag,r ·B ·A between moment and magnetic flux. Due to
a high permeability, the magnetic flux is concentrated in the magnetostrictive
layer with cross-sectional area A = w · h1. This cancels the two geometrical
quantities in the numerator. The transduction coefficient must be the same
for the sensing relation Vm = Kmag,r ·ϕ between magnetic voltage Vm = H ·x
and deflection angle ϕ. It is obtained when the first complex equation of state
specified in Fig. 8.40 is transposed to

H3 =
1

µT33
·B3 − α1 · T3 = 1

µS33
·B3 − α1E

B
33 · S3 (8.27)
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and the distance y = c+h1/2 in the middle of the magnetostrictive layer is the
center of the effecting elongation, such that S = y ·dϕ/dx can be substituted:

H3 =
1

µS33
·B3 − α1E

B
33

µ
c+

h1
2

¶
| {z }

Kmag,r

·dϕ
dx
. (8.28)
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Fig. 8.40. Circuit of a piezomagnetic bending element

This assumption can be made when the bimorph is long and thin — to be
conform with the Bernoulli hypothesis — and the magnetostrictive layer is
thin compared to the carrier thickness.
As second magnetic coordinate besides the magnetic voltage the magnetic
flux rate Im = dΦ/dt as time derivative of the magnetic flux is introduced.
This is necessary since the product of network coordinates has to constitute a
power which is not the case with the flux. It can be considered as analogon to
the electrical current i = dQ/dt which is the time derivative of charge Q. In
combination with flux rate Im, rotational compliance nRk, magnetic resistance
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Rm = ∆x/(µS33 ·A), and angular velocity Ω = ϕ · jω, the following expression
is achieved in the frequency domain:µ

M
V m

¶
=

µ −1/jωnRk Kmag,r/jω
−Kmag,r/jω Rm/jω

¶
·
µ
Ω
Im

¶
. (8.29)

In this model the magnetic conductance relates the magnetic voltage to
the integrated flux rate. Due to isomorphism to the capacitance, the mag-
netic conductance is represented by a capacitance symbol. In (8.29) the
transduction coefficient is imaginary and the transducer is a transformer. A
real transduction coefficient can be obtained when (8.29) is rearranged to
(Im,M) = f(Ω,V m). In combination with 1/Yr = −Kmag,r/Rm, following
relations are achieved:

Im =
1

Yr
Ω +

jω

Rm
V m (8.30)

M = −
µ
− Rm

jωY 2
r

+
1

jωnRk

¶
Ω +

1

Yr
V m. (8.31)

The Eqs. (8.30) and (8.31) form the basis for the derivation of the electrome-
chanical network illustrated in Fig. 8.40. Here, the transducer is now a gyrator.

Cylindric Coil as Electromagnetic Transducer

A long and thin cylindric coil or solenoid (radius r ¿ l) is introduced in
Sect. 8.3.1 as ideal electromagnetic transducer where the magnetic field is
concentrated in the coil and outside almost zero. Faraday’s law u = jω ·
A · N · B and Ampère’s circuital law H = N/l · i yield its electromagnetic
transduction coefficient YmS = N . The material equation B = µ ·H or Φ =
µ · A/l · V m can be included as magnetic resistance Rm = l/(µA) in the
magnetic domain or as inductance L = µ ·A/l ·N2 in the electric domain and
as depicted in Fig. 8.41 a) and b), respectively. It is transformed by N2, the
quadratic transduction coefficient.
These circuits show the ideal solenoid transducer model. It does not include
the demagnetization field by which a magnetic material reacts to an applied
magnetic field Happ. The demagnetization field is directed in opposite to the
magnetization produced by the free poles which appear on its ends. Further-
more, it is proportional to the pole strength of the magnetized material and
is a function of geometry. For a uniformly magnetized material it is defined
by (8.32) where the quantities Nd and χ denote the demagnetization factor
and the magnetic susceptibility, respectively [72]. The demagnetization phe-
nomenon causes a lower magnetic field strength in the material Hin and can
be described by a magnetic voltage divider which is shown in Fig. 8.41 c) with
Rm = R0m(Ndχ+ 1).

Hin

Happ
· l
l
=

Vm,in

Vm,app
=

1

1 +Ndχ
=

R0m
R0m +R0mNdχ

(8.32)
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Fig. 8.41. Solenoid electromagnetic transducer models

Planar Coil as Electromagnetic Transducer

In miniaturized actuators and sensors magnetic fields are often generated
or sensed by planar coils. The placement of a magnetic material of infinite
thickness beside the planar turns has much less influence on the coil inductance
than a magnetic core inside a solenoid coil. The solenoid inductance depends
linearly on the permeability of the core material while the inductance L∞ of
a planar coil can be at the maximum twice the air coil inductance L0 by a
permeable layer underneath the turns [73]:

L∞ =
2µr

µr + 1
L0 (8.33)

A simple electromagnetic model can be found when the influence of the mag-
netic layer on the H-field is analyzed. One possibility is to replace this layer
by image turns in which the current has the same direction as the current
in the real turns but the strength (µr − 1)i/(µr + 1) [73]. The magnetic field
strength in the air above the coil is the sum of the contributions of all turns.
Therefore, the H-field is nearly doubled at the maximum for a small distance
between both coils as illustrated in Fig. 8.42.
Ampère’s law relates the magnetic voltages in air and magnetic layer to its
electrical current source:I

H ds = N · i = Vm,Air + Vm,m (8.34)

Equation (8.34) explains the much lower field strength in the magnetic layer
compared to that in air. It can be interpreted as magnetic voltage divider as
shown in Fig. 8.43 a). Figure 8.43 b) and c) demonstrate the transformation
of the related magnetic resistances into the electrical network domain where
they result in two inductances.
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Fig. 8.43. Electromagnetic model of a planar coil on a thick magnetic substrate

The gyrator transforms an open magnetic circuit to an electrical short-circuit
which connects Lm in parallel to LAir. For µr = 1 the magnetic layer vanishes
and the planar coil inductance equals its minimum L0. That means that both
inductances must have the value 2L0.
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Comparing this parallel connection with (8.33) yields

L =
Lm · 2L0
Lm + 2L0

=

Lm
2L0µ

Lm
2L0

+ 1

¶2L0 = µr
µr + 1

2L0 (8.35)

and thus
Lm = µr · 2L0. (8.36)

By using this model, both the magnetic field strength in the permeable layer
and the inductance can be related to the relative permeability. Already a low
relative permeability of 20 results in a 20 times lower magnetic resistance and
thus voltage Vm,m and with 1.9 · L0 almost doubled inductance.

In reality the magnetic layer has a finite thickness and the inductance L
reaches only a value between L0 and 2L0. That can be viewed as correction
by means of LC [74]:

L = L∞ − LC (8.37)

A thin magnetic layer of finite thickness does not concentrate the flux com-
pletely: a part is leaving the layer and enters it again. The magnetic resistances
of layer Rm,m and the air below layer Rm,Ab are connected in parallel and
thus experience the same magnetic voltage as depicted in Fig. 8.44. Due to
the alomst identical geometrical dimensions, the magnetic resistances above
the turns Rm,Aa and below are nearly equal. This circuit defines the ratio
between the H-field in air and in layer. The magnetic resistances can be de-
termined by a transformation of the resistances into the electrical domain.
For a vanishing magnetic layer its magnetic resistance would be infinite large
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Fig. 8.44. Electromagnetic model of a planar coil on a thin magnetic substrate
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and thus the related inductance would be zero. An open magnetic circuit is
a short-circuit in the electrical domain. This results in two coils connected in
parallel to each other with a total inductance equaling the air coil inductance.
An existing magnetic layer increases the inductance. Based on this measured
inductance and measured air coil inductance, the unknown inductance Lx can
be calculated and thus Rm,m can be determined by means of reverse transfor-
mation. The magnetic circuit defines the ratio between the magnetic voltages
and thus the magnetic field strength. The total magnetic voltage is given by
the transducer relation. For the given example, the magnetic field strength
in a layer with µr = 20 is only 1.25 times smaller than the magnetic field
strength in air directly above the turns.

Electromechanical Transducer Model

If the unimorph is surrounded by a solenoid and the small demagnetization
factor is neglected then the following equations will be obtained from (8.29)
and the solenoid transducer factor N :

u =
N

Yr
Ω + jω

N2

Rm|{z}
Lb

· i (8.38)

M = −
µ
− Rm

jωY 2
r

+
1

jωnRk

¶
Ω +

N

Yr
i (8.39)

The circuit is shown in Fig. 8.45. It should be noted that both the inductance
and µS33 in this model are constant.
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Fig. 8.45. Electromagnetic model of a magnetostrictive bimorph core in a solenoid
coil

8.3.4 Example of a Parametric Magnetoelastic Bending Sensor

In Sect. 8.3.3, the permeability of the piezomagnetic material was assumed
to be constant in the operating point. In reality the permeability changes
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slightly with mechanical load. In certain cases this effect can be applied tech-
nically, e.g. when the mechanical quantities are quasi-static. Such transducers
are called to be parametric. Since the mechanical feedback is not considered,
one speaks of a magnetoelastic effect. A changing permeability of a magne-
toelastic material can be detected as change of resonant frequency when the
magnetoelastic material is part of a coil and this coil is connected to a capaci-
tance. The wireless determination of resonant frequency is possible both with
time and frequency domain measurement techniques [75]. Both techniques use
inductive coupling between sensor and an additional measurement coil.
The magnetoelastic sensor using a Galfenol alloy can be fabricated in thin film
technology. In [76], a technology route is described which allows a wide range
of geometrical and material variations. A large number of small size sensors
can be manufactured simultaneously. Figure 8.46 shows the top view of a res-
onant bending sensor and the cross-section including two turns. The sensitive
Galfenol layer can be deposited onto an isolated silicon substrate and seed
layer by DC magnetron sputtering. During cooling Galfenol contracts such
that the silicon substrate acts as bending spring. For the manufactured sen-
sors the average intrinsic tensile stress of Galfenol layers amounts to 400MPa.
Due to the planar coil geometry, the mechanical stress T and the magnetic
field strength H are mainly oriented perpendicular to each other in the rect-
angular sensor plane. At both ends of the coil the mechanical and magnetic
coordinates experience the same orientation.
The saturation magnetostriction is extremly sensitive to the Gallium content
in the Fe1−xGax (10 ≤ x ≤ 30) alloy. Distinct peaks of about 400 ppm are at
19% Ga and 29% Ga and a valley near 24% Ga for single crystal Galfenol [77].
The film composition for the above mentioned sensors is Fe83Ga17 and the
thickness 3×1µm with an insolation layer in between to lower eddy currents.
The copper coil on top of the insolated Galfenol is manufactured semiad-
ditively by electroplating. This technology typically allows the same winding
heigth and width but a lower heigth requires a lower effort. The manufactured
sensor coil has 22 turns of 20µm width and 10µm height.

T

H,B

top view cross-section A-A
pads coil A-A

copper coil turn

copper seed layer

insulator SiO2

Galfenol Fe Ga83 17

silicon substrate

diffusion barrier
and adhesion layer

Fig. 8.46. Resonant bending sensor
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Measurements at a frequency of 100 kHz showed that the 3 × 1µm Galfenol
layers increased the inductance from L0 = 6.8µH to L = 7.5µH. If these
values are compared with the calculations of Rehfuß and co-workers [78], the
average relative permeability of the Galfenol layer is determined to about 20.
Using the transformation shown in Fig. 8.44 the inductances Lx = 3.12µH and
2L0 = 13.6µH are found and from reverse transformation Rm,Aa = Rm,Ab =
35 MA/Wb and Rm,m = 156 MA/Wb. This gives the ratio of the magnetic
voltages V m,Air,a : V m,Air,m = 1.25 : 1. The small thickness of the magnetoe-
lastic layer and its modarate permeability result in a magnetic field strength
which is not much lower than the field strength in air close to the coil.

Figure 8.47 shows an experimental setup, where the sensor was glued on a
w× t× h = (10× 2× 100)mm3 titanium beam and bent by an external force
applied at one beam end. The other end of the titanium beam is mechanically
fixed. An unloaded resonant frequency of 5.73MHz and a frequency shift of
1 kHz/N up to 8N were measured.
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F

u

i bending sensor
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external force (N)F

Fig. 8.47. Measured resonant frequency depending on an external load

In Fig. 8.48, the considered planar coil model is shown with the inductance
of coil L, the inner resistance of coil turns RL, the self capacitance of coil CL

and Cp, an additional capacitance to adjust the resonant frequency according
to C = CL + Cp. This model includes the induced voltage when an external
magnetic field excites the sensor. Table 8.12 lists the calculated changes of in-
ductance and relative permeabiliy caused by the sensor bending. The planar
coil inductance shows only a small sensitivity to permeability change which
is lowered by the quadratic relationship between resonant frequency and in-
ductance. The change of resonant frequency of about 6 kHz is significant and
can easily be evaluated by frequency demodulation.

As explained in the introduction to this section, the sensor reacts to quasi-
static changes of the bending. When the piezomagnetic equations of state



8.3 Piezomagnetic Transducer 311
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Fig. 8.48. Model of resonant bending sensor

Table 8.12. Measured changes of resonant frequency and calculated inductance
and permeability change of a 50 nm Ti + 3x1000 nm Fe83Ga17-stack stressed with
∆S = 0.012%

fr (MHz) ∆fr (%) L (µH) ∆L (%) ∆µr (%)

5.73 . . . 5.736 0.105 7 . . . 7.0147 0.21 1

formulated in Fig. 8.40 are considered and are rearranged to

T 3 =
1

sH33 − d233/µ
T
33

· S3 −
d33

sH33 · µT33 − d233
·B3 (8.40)

H3 =
d33

sH33 · µT33 − d233
· S3 +

1

µT33 − d233/s
H
33

·B3, (8.41)

then a quasi-static change of strain which can be seen as a perodic change with
a very large periode, causes a change of stress and field strength with same
periode. A variation of the inductance is not explained by this model since µ
is assumed to be constant. In the present case, the mechanical dynamics can
be canceled by setting S = 0 for a static load. Then only the relation between
B and H remains where the permeability represents now the parameter.





9

Electrical Transducers

Depending on whether electrical or magnetic quantities are associated with
mechanical quantities, in Chap. 7 it has been demonstrated that electrome-
chanical interactions can be described by two basic types of transducers
namely the electrical and magnetic transducer. The electrostatic and piezo-
electric transducer belong to the group of electrical transducers.
With the electrostatic transducer, the electromechanical coupling is provided
between moving electrodes — plates or diaphragms — of a capacitor compris-
ing an isotropic dielectric. With the piezoelectric transducer, the coupling is
provided within an anisotropic dielectric of a solid.
In the present book, the piezoelectric effect is described on the basis of a sim-
plified phenomenological model representation by means of linear equations
of state. For low frequencies — quasi-static case — the transition from field
quantities inside the piezoelectric material to integral quantities and thus to
the circuit consisting of concentrated components is very easy. With the intro-
duction of finite network elements, also for piezoelectric oscillators considered
to be waveguides approximate solutions in the form of circuits are achieved.
The practical design of electrical transformers is explained by means of rep-
resentative sample applications.

9.1 Electrostatic Transducer

9.1.1 Electrostatic Plate Transducer

The electrostatic transducer which is used for a variety of technical applica-
tions can be reduced to the basic circuit of electrical transducers represented
in Fig. 7.8. In the following, it is dwelled on the derivation of this circuit from
a transducer model, on assumed boundary conditions and on the descriptive
meaning of circuit components.

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_9,  
© Springer-Verlag Berlin Heidelberg 2011 
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In the basic model shown in Fig. 9.1, two plates of a capacitor with air as
dielectric ε ≈ ε0 are in opposition to each other at a distance of l. One of the
two plates of mass m is movable and for Q = 0 it is kept stably in rest position
(distance l0) by the spring n. When applying a charge Q on the capacitor’s
plate, the Coulomb force Fel is generated, the spring is deflected about ∆l
and an equilibrium of forces arises for a plate distance of l.
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Fig. 9.1. Balance of forces at a movable capacitor plate

The calculation of electrostatic force of attraction Fel between the capacitor
plates can be effected by means of two methods already discussed in Sect. 7.2,

• solving the electrostatic field equations or

• applying the energy balance for a virtual displacement ∆l of the movable
plate.

In case of knowing the charge density profile ρ (x) at the plate bounding
surfaces, the electrostatic field equations can be solved as it is shown in Fig.
9.2.
The application of energy balance yields the same result for the electrostatic
force of attraction Fel. The calculation of force Fel is made on the basis of
energy change of the forced virtual displacement ∆l of the movable capacitor
plate (Fig. 9.3).
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The force depends on the square of applied voltage u and the reciprocal square
of plate distance l:

Fel =
Q2

2ε0A
=
1

2

u2ε0A

l2
(9.1)

If now an AC voltage
u (t) = û sin (ωt)

is supplied to the capacitor plates, a distorted force progression at double
frequency

Fel (t) =
û2C2

4ε0A
(1− cos (2ωt))

will be generated due to the squared characteristic. The linear relation being
required for electromechanical transducers according to Sect. 2.1 is achieved
by adding a DC voltage U0 to the output signal u (t). According to Fig. 9.4
this results in a force Fel which is superimposed by an alternating component
Fel (t) being approximately linearly dependent on u:

Fel = F0 + Fel (t) ,

Fel (t) =
C2

2ε0A

¡
2U0û sin (ωt) + û2 sin2 (ωt)

¢
, F0 =

1

2

C2 (l∗0)U
2
0

ε0A

In order to derive the transducer circuit, the square part is neglected for
U0 À û. Due to operating point adjustment with U0, the plate distance de-
creases from l0 to l

∗
0. The constant charging of the capacitor plates in Fig. 9.5
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is generated by the polarization voltage source U0 which comprises a very high
internal resistance R. In combination with R À 1/ (ωC), it will be assured
that there is no current flow through the polarization voltage source in the op-
erating frequency range of the electrostatic transducer. When considering the
dynamic transfer characteristic of the transducer, this leg can be considered
to be nonexistent.
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Fig. 9.5. Model of linearized decoupled electrostatic transducer

The capacitor CV which shows a much higher capacitance than the capacitor
C between the transducer plates provides for electrical potential separation in
case of connecting real input resistances Re and capacitances Ce of primary
electronics as well as for charging state Q0 of the plates in case of electrical
short-circuit.
Based on the real transducer model shown in Fig. 9.5 the quasi-static circuit
can now be derived. Based on the transducer equations

F = Fel−Fmech =
Q2

2ε0A
− 1
n
ξ =

Q2

2ε0A
+
1

n
(l − l∗0) and u =

Q

C (l)
=

Q

ε0A
l

the quantities ∆F and ∆u can be calculated in the neighborhood of the op-
erating point U0, Q0, F0, l

∗
0 for the quasi-static case (F0 = 0) according to

∆F = F − F0 =
∂F

∂Q
(Q−Q0) +

∂F

∂l
(l − l∗0)

F0 = F (Q0, l
∗
0) =

Q20
2ε0A

− 1
n
(l0 − l∗0) = 0

∆u = u− U0 =
∂u

∂Q
(Q−Q0) +

∂u

∂l
(l − l∗0) .
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Due to the linearized transducer characteristic, only the first terms of Taylor
series are considered. All derivatives are calculated at Q0, l

∗
0. If the basic

transducer equations are derived, following relations will be achieved:

∂F

∂Q

¯̄̄̄
Q0,l∗0

=
Q0
ε0A

,
∂F

∂l

¯̄̄̄
Q0,l∗0

=
1

n

∂u

∂Q

¯̄̄̄
Q0,l∗0

=
1

C (l∗0)
,

∂u

∂l

¯̄̄̄
Q0,l∗0

=
Q0
ε0A

Since, as already mentioned in Sect. 7.2, sinusoidal displacements around the
operating point are assumed, complex amplitudes according to (7.26) - (7.30)

− (l − l∗0) = ξ → ξ, F − F0 → F , Q−Q0 → Q, u− U0 → u

are introduced for further considerations. In combination with ξ = (1/jω) · v
and Q = (1/jω) · i, the transducer equations result in a transformer-like and
frequency-dependent coupling

F =
1

jω

Q0
ε0A

i− 1

jωn
v

u =
1

jωC (l∗0)
i− 1

jω

Q0
ε0A

v

between network coordinates. The occurrence of an imaginary transducer con-
stant X = jω (ε0A/Q0) can be avoided by transformation of F, u = f (i, v)
into i, F = f 0 (u, v). Thus, it can be written:

i− jωC (l∗0)u = iW =
Q0
l∗0

v (9.2)

F =
1

jω

Q0
ε0A

·
jωC (l∗0)u+

Q0
l∗0

v

¸
− 1

jωn
v

F +
1

jω

·
1

n
− Q20

l∗0ε0A

¸
v = FW =

Q0
l∗0

v (9.3)

The equations (9.2) and (9.3) comprise now a gyrator-like coupling with real
transducer constant Y = l∗0/Q0.

If now Kirchhoff’s nodal rule is applied, the circuit diagram of the elec-
trostatic transducer specified in Fig. 9.6 will result from (9.2) and (9.3). The
relations specified in Table 7.3 are valid for transformation relations between
the mechanical and electrical network side and vice versa.
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Fig. 9.6. Circuit diagram of loss-free electrostatic transducer
index K: electrical short-circuit operation, index L: electrical open-circuit operation,
index b: mechanically locked case

What descriptive meaning do the components Cb, Y and nK have?

If the movable plate is fixed (v = 0, l = l∗0), mechanically locked case, the
capacitance

Cb = C (l∗0) =
ε0A

l∗0
can be measured at the electrical input terminals. In this case, only the elec-
trical short-circuit force FK is in action as total force F . With respect to
Fig. 9.4, it can be written for the assumed sinusoidal modulation around the
operating point

F̂K =
CbU0
l∗0

û =
1

Y
û.

The other way round, the transducer constant can be determined from the ra-
tio of a velocity v forced at mechanical side and resulting short-circuit current
iK. With u = 0 it immediately follows from (9.2)

i = iK =
Q0
l∗0

v =
1

Y
v.

In case of an electrical short-circuit u = 0, the compliance nK can be mea-
sured at the mechanical side. In addition to mechanical compliance n the elec-
trostatic field reaction must be taken into consideration in the form of field
compliance nC. The action of field compliance can be explained by means of
balances of forces which can be derived from Fig 9.7.
For the mechanically locked case ξ = 0 it can be written:

F = Fel,0 − Fmech,0 = 0

Fel,0 =
U20C

2

2ε0A
=

U20 ε0A

2l∗20
=
1

n
(l0 − l∗0)
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Fig. 9.7. Influence of a displacement ξ of capacitor plate on Coulomb force Fel

If now a displacement ξ is forced according to Fig. 9.7, Fel will increase:

Fel =
U20 ε0A

2 (l∗0 − ξ)
2

The total force F results in

F = Fel,0 − Fmech,0 +

µ
dFel
dξ

¶
l∗0

ξ − 1
n
ξ with Fel,0 = Fmech,0

F =
U20Cb
l∗20

ξ − 1
n
ξ = −

µ
1

nC
+
1

n

¶
ξ

with
U20Cb
l∗20

=
1

Y 2

1

Cb
= − 1

nC
.

Thus, in case of short-circuit operation (u = 0), the force being necessary for
generating a deflection ξ of the movable electrode consist of the partial force
being required for spring deformation minus the increase of electrical force of
attraction Fel generated by voltage U0.
If the movable plate is moved toward counter electrode (ξ > 0), an increasingly
less force −F will be required for the generation of deflection ξ due to the
electrostatic force of attraction Fel increasing with ξ. Thus, the differential
stiffness ∆ (−F ) /∆ξ shown in Fig. 9.7 becomes increasingly less and equals
zero at a deflection limit ξg.

If the applied source being necessary for mechanical excitation of system rep-
resents an ideal source of force for this experiment, at this point an unstable
equilibrium is existent. Such a case could be realized e.g. by the configuration
illustrated in Fig. 9.8 where the force is generated quasi-statically by a weight
F = mg. For ξ > ξg, the mechanical counteracting force consisting of spring
force and inertia force of mass is not able to compensate the electrical force of
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attraction. In order to maintain equilibrium of forces, it necessitates an inertia
force which causes an increasing acceleration of the movable plate toward the
fixed counter electrode till both plates clash.
The deflection limits ξg/l0 normalized with the rest plate distance l0 are spec-
ified in Fig. 9.9 for different values of n/nC. The deflection limit increases with
increasing spring stiffness.
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Fig. 9.8. Equilibrium of forces in combination with an ideal source of force

A further type of electrostatic transducer is based on a horizontal plate ar-
rangement with l0 = const. as illustrated in Fig. 9.10 a). If the plates carry
the charge ±Q, it will necessitate a force Fel in order to maintain balance.
As specified in Fig. 9.3, this force can be determined by means of a virtual
displacement of the movable plate in rightward direction at constant charge.

Taking Fig. 9.10 b) into consideration, the energy balance

Fel · (−∆b) = ∆Wel with ∆Wel = ∆

µ
Q2

2C

¶
results in the equilibrant force

Fel = −∆Wel

∆b
= −

d

µ
Q2

2C

¶
db

=
Q2

2C2
ε0a

l0
=
1

2
u2ε0

a

l0
.

For the configuration shown in Fig. 9.10 a) a reference point is defined which
is determined by the condition F0, b

∗
0 = b (F = 0, U0, Q0).
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Fig. 9.9. Stability limits ξg of electrostatic transducer

In combination with balance of forces and component equations specified in
Fig. 9.10 a), the deviations ∆F and ∆Q from reference state result in

∆F =

µ
∂F

∂u

¶
U0,b∗0

·∆u+

µ
∂F

∂b

¶
U0,b∗0

·∆b =
U0ε0a

l0
∆u+

1

n
ξ (9.4)

∆Q =

µ
∂Q

∂u

¶
U0,b∗0

·∆u+

µ
∂Q

∂b

¶
U0,b∗0

·∆b = Cb∆u+ U0
dCb
db

ξ (9.5)

for ξ = b− b∗0.
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Fig. 9.10. Transformer model for a horizontal plate arrangement with l0 = const.

The introduction of complex amplitudes results in relations between the co-
ordinates u, i, F , v

F =
ε0U0a

l0
u+

1

jωn
v, (9.6)

i = jωCbu+
ε0U0a

l0
v. (9.7)

Like the equations (9.2) and (9.3), the equations (9.6) and (9.7) can be inter-
preted by the circuit diagram illustrated in Table 9.1.

The two types of electrostatic transducer represented in Table 9.1 show a
gyrator-like coupling for a real transducer constant Y . The characteristic val-
ues of the transducer and the transformation relations for the two types of
electrostatic transducer are also summarized in Table 9.1.
In the following, the application of electrostatic plate transducers in real elec-
tromechanical systems and their dimensioning will be explained by means of
selected examples.

9.1.2 Sample Applications

As sample applications, it is concerned with the dynamic design of an elec-
trostatic sensing probe, with a flexible cantilever beam characterized by elec-
trostatic excitation and sensing as well as with a micromechanical filter char-
acterized by electrostatic excitation and sensing. The circuit of electrostatic
plate transducer with vertical or parallel plate arrangement shown in Table
9.1 represents the basic part of all three sample applications.
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Table 9.1. Circuit diagram and components of electrostatic plate transducer taking
mass of plate and losses into account

equivalent circuit diagram
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Electrostatic Sensing Probe

The tip deflection ξ of a flexible steel cantilever beam is measured by means
of an electrostatic plate transducer (Fig. 9.11). The additionally connected
components Ca and Ra define the input impedance of the electrical evaluation
device.
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Fig. 9.11. Tip deflection measurement of a vibrating steel reed by means of an
electrostatic sensing probe

First of all, the transfer function B = u/ξ of configuration is determined. For
that purpose, the circuit diagram shown in Fig. 9.12 is assumed.
The source of motion v0 = jωξ

0
is effective at the mechanical side. In the

simplified circuit represented in Fig. 9.12 the mechanical components n and
nC are not taken into account, since the force that has to be generated by
source of motion is initially not of interest. In combination with Fig. 9.12, the
output voltage u yields

u =
v0
Y

1

jω (Ca + Cb) +
1

Ra

=
1

Y

jωξ
0

jωCb

µ
1 +

Ca
Cb

¶ · 1µ
1 +

1

Rajω (Ca + Cb)

¶
u = ξ

0

U0
l0
· Cb
Ca + Cb

· j (ω/ω0)

1 + j (ω/ω0)
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Fig. 9.12. Circuit diagram used for determination of the transfer function

with

Y =
l0

U0Cb
and ω0 =

1

Ra (Ca + Cb)

and thus the transfer function Bξ results in

Bξ =
u

ξ
0

=
U0
l0
· Cb
Ca + Cb

· j (ω/ω0)

1 + j (ω/ω0)
with Bξ0 =

U0
l0
· Cb
Ca + Cb

.

Its curve progression is shown in Fig. 9.12.
Afterwards, the additional mechanical load on the measuring object

”
flexi-

ble cantlever beam” will be determined by means of the sensing probe. The
mechanical impedance z which can be measured into the circuit on the right
of separation line illustrated in Fig. 9.13 corresponds to the additional load.
Based on the circuit illustrated in Fig. 9.13, for Ca À Cb an additional me-
chanical load on the flexible cantilever beam is generated by the quantity
nC = −143n. Thus, the compliance nmech which is measured at the tip of the
flexible cantilever beam in compliance with the conditions specified in Fig.
9.13

nmech =
v

jωF
=

nnC
n+ nC

= 1.007n

is only slightly larger due to nC < 0. By the influence of the sensing probe, the
frequency of free vibration of the flexible cantilever beam f0 ∼ 1/√n would
be measured too low approximately about 0.5%.

Flexible Cantilever Beam with Electrostatic Excitation and
Sensing

In Fig. 9.14, the tip of a flexible aluminum cantilever beam is excited by
an electrostatic transducer. On the other side the motion being generated
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is sensed by a second electrostatic transducer. A parasitic partial capaci-
tance CS = 10−3Cb is existent between excitation and sensing electrode.
For higher excitation frequencies the flexible cantilever beam will be repre-
sented by a flexural cantilever waveguide (see Sect. 9.3.5, Table 9.14) with
ners = 0.971n0/3 ≈ n, mers = m/4, h = ω0nQ0 and Q0 = 1/η. In order to
calculate the transfer function B = u2/u1 of the electromechanical system,
the mechanical components are transformed to one of both electrical sides (see
Fig. 9.15). The cascade connection of the two electrostatic gyrators yields a
transformer with transformation ratio 1. The resultant and simplified circuit
shown in Fig. 9.15 yields the wanted transfer function:

Bu =
u2
u1
=

jωCS +
1

jωL+R+ 1/ (jωCn)− 2/ (jωCb)
jωCb + jωCS +

1

jωL+R+ 1/ (jωCn)− 2/ (jωCb)

Bu = B0

1−
µ

ω

ωN

¶2
+ j

ω

ωN

1

QN

1−
µ

ω

ωP

¶2
+ j

ω

ωp

1

Qp



B0 ≈ CS
CS + Cb

, ω0 = 1/

r
n
m

4

ωp ≈ ω0

r
1− Cn

Cb
, Qp = (ωp/ω0)Q0

ωN ≈ ω0

r
1 +

Cn
Cb
, QN = (ωN/ω0)Q0
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Fig. 9.14. Electrostatic excitation and sensing of a flexible aluminum cantilever
beam and associated circuit diagram
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Fig. 9.16. Amplitude frequency response of the transfer function Bu of flexible
cantilever beam

Taking the specific values of components into account, finally the frequency
response of |Bu| represented in Fig. 9.16 is achieved.

Micromechanical Filter with Electrostatic Excitation and Sensing

Figure 9.17 illustrates the design principle of an electromechanical filter de-
scribed in [79]. The filter was manufactured using the technology of silicon
surface micromechanics. The dimensions of the mechanical components are
also specified in Fig. 9.17. Due to their high quality factor and thus narrow
bandwith and due to their low losses and very high signal-to-noise ratio, mi-
cromechanical filters will become more important particularly in the field of
telecommunication technology.
The excitation and sensing of the spring-mass system is provided by an electro-
static transducer in each case. The movable electrodes, the bending elements
of resiliences and the mass elements can move freely above the silicon sub-
strate. They consist of polysilicon and their thickness amounts to h = 2µm.
In Fig. 9.17, the junction points with the substrate are marked in black. The
circuit diagram illustrated in Fig. 9.18 can be derived from the schematic
diagram.
For the observed frequency range, the components can be considered in good
approximation to be concentrated due to their small dimensions in the mi-
crometer range. After transforming the mechanical components to the electri-
cal side, multiplying the transducer matrices in such a way that the product
equals 1 and neglecting the parasitic capacitance CS, the simplified circuit
also illustrated in Fig. 9.18 is achieved.
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The calculation of the transfer function Bu = u2/u1 was made by using a
network simulation program. Figure 9.19 shows the measured and calculated
transfer function of the filter. The center frequency amounts to 18.7 kHz for
a quality factor of 16. The 3 dB bandwidth amounts to 1.2 kHz. If the filter
is vacuum-encapsulated, the center frequency will increase to 24 kHz for a
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Fig. 9.19. Theoretical and experimental curve progression of |B| = u2/u1 of a not
encapsulated and a vacuum-encapsulated micromechanical filter [79]

quality factor of 2200 while the 3 dB bandwidth will decrease to 11Hz. By
varying mechanical components, i.e. further reduction of beam benders’ length
and their stiffening, bandpass filters up to a center frequency of about 1MHz
can be produced.

9.1.3 Electrostatic Diaphragm Transducer

So far, the movable electrode has been considered as a rigid plate which is
kept in its rest position l0 by a spring n. If the rigid resiliently clamped plate is
replaced by a diaphragm which shows a compliance that is solely determined
bymechanical prestress T0 and not by its flexural rigidity 1/n, the basic model
of electrostatic transducer with variable plate distance shown in Fig. 9.5 will
pass into the model with circular diaphragm as movable electrode shown in
Fig. 9.20. The deflection of diaphragm is generated by the acoustic coordinate
differential pressure p and the Coulomb force Fel related to diaphragm area
A.
According to [2] the acoustic two-port network properties of a thin circular
diaphragm are summarized in Fig. 9.21.
Based on basic equations for the deflected diaphragm volume V

V = Napges = Na (p+ pel) = Nap+
Q2

2ε0A2
Na

and applied charge Q

Q =

RZ
0

D (r) 2πrdr, D (r) = ε0
u

l0 − ξ
≈ ε0

u

l0

µ
1 +

ξ (r)

l0

¶
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and thus

Q =
ε0A

l0
u+

ε0u

l20

RZ
0

ξ (r) 2πrdr = Cbu+
ε0u

l20
V

the derivation of the transducer circuit diagram is realized in the same way
as with the plate transformer. For small variations dp, dQ, du and dV , the
expansion of ∆V and ∆Q is carried out in the neighborhood of the operating
point U0, Q0, p = 0, ξ0 (r) at first:

∆V = Nadp+
Q0
ε0A2

NadQ

∆Q = Cbdu+
ε0U0
l20

dV

Subsequently, complex amplitudes are introduced

du→ u, dQ→ − i

jω
, dV → q

jω
, p = p1 − p2 → p

and the basic equations are transformed with respect to electrical and acoustic
network coordinates

q = jωNap− Q0
ε0A2

Nai

i = −jωCbu− ε0U0
l20

q.

In order to ensure a real transducer constant Y , the equations are transformed
into the form i, p = f

¡
u, q
¢

i+ jωCbu = iW = −ε0U0
l20

q = − 1

Y A
q (9.8)

and

p = jωMa,Mq +
1

jωNa,M
q − Q0

jωε0A2

µ
jωCbu+

ε0U0
l20

q

¶

p = jωMa,Mq +
1

jω

Ã
1

Na,M
− 1

(Y A)
2
Cb

!
q − 1

Y A
u

p− jωMa,Mq − 1

jω

µ
1

Na,M
+

1

Na,C

¶
q = p

W
= − 1

Y A
u. (9.9)

By applying Kirchhoff’s laws, (9.8) and (9.9) provide the circuit diagram
of the electrostatic transducer with prestressed diaphragm illustrated in Fig.
9.22.
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Compared to the plate transformer, the electrostatic diaphragm transducer
shows a transformer-like coupling. This is caused by excitation of the trans-
ducer with acoustic coordinates p and q in contrast to mechanical coordi-
nates v and F with the plate transformer. The transformation relations from
electrical to acoustic side and vice versa correspond to the relations of the
transformer-like coupling two-port network represented in Table 7.2.
Transducers with circular diaphragms are used for electrostatic microphones
and speakers. The strip diaphragm with acoustic compliance

Na,M =
1

12

l3b

T0h

represents another technically important application. If the width of di-
aphragm b reaches the dimension of diaphragm thickness h, it will be referred
to the strip diaphragm as tensioned string. Resonant sensors with vibrat-
ing strings consisting of quartz or silicon become more important for high-
resolution measurements of forces and pressures.

9.1.4 Sample Applications

As sample applications of diaphragm transducer the dynamic design of con-
denser microphones is explained. The operating frequency range of these
acoustic pressure sensors manufactured in very large quantities is within the
acoustic noise range in the first case and in the second case within the ultra-
sonic range.

Condenser Microphone for Acoustic Noise Range (f < 20 kHz)

The design principle of a condenser microphone with prestressed circular di-
aphragm and circular pressure compensation is specified in Fig. 9.23. In order
to avoid electrical bias U0, condenser microphones with permanently charged
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dielectric — electrets — are used (electret microphones). As a dielectric, here an
electrically charged teflon foil (charge density of about 2 · 10−4Cm−2) with
extremely high time constant of charge drain (about 200 years) is used. The
calculation of the transfer function Bp = u1/p is made separately for low and
high frequencies.
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Fig. 9.23. Schematic diagram and circuit diagram of a condenser microphone with
metal diaphragm prestressed by T0

For low frequencies, a pressure compensation p
1
= p

2
= p occurs. Further-

more, the acoustic mass of diaphragm Ma,M and the acoustic mass of moving
air in the pressure compensation bore Ma,L can be neglected. By transform-

ing the capacitance Cb to the acoustic side (Y A)
2Cb, the negative compliance
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Na,C will be compensated. The transfer function of resultant simplified circuit
illustrated in Fig. 9.24 finally results in combination with

uL =
1

jω

1

CbY A
q =

1

jω

U0
l0A

q

and
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+
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with

B0 =
Na,MNa,V

Na,M +Na,V

U0
Al0

ω1 =
1

Za,L (Na,M +Na,V)
.

For high frequencies, the pressure compensation does not work. The impedance
of diaphragm must now be supplemented by the mass effect. The simplified
circuit diagram for high frequencies is also shown in Fig. 9.24.
In combination with

q =
1

jωMa,M +
1

jωNa,M
+

1

jωNa,V

p = jω
Na,MNa,V

Na,M +Na,V

1

1−
µ
ω

ω0

¶2 p
and

uL =
1

jω

U0
l0A

q,

it applies to the transfer function

Bp =
uL
p
= B0

1

1− (ω/ω0)2

with

B0 =
Na,MNa,V

Na,M +Na,V

U0
Al0

ω20 =
Na,M +Na,V

Ma,MNa,MNa,V
.

Taking losses within the rear air volume and pressure within the pressure
compensation bores into account, for practical realizations the quality factors
are in the range of 0.5 ≤ Q ≤ 2.

Micromechanical Silicon Microphone for Ultrasonic Range

The structure and principle of a condenser microphone comprising a silicon
diaphragm chip and a chip with silicon counter electrodes presented in [80] are
shown in Fig. 9.25. Both chips are realized with bulk micromachining technol-
ogy using anisotropic etching processes. The bonding technology represents a
suitable interconnection technology of both silicon elements. Both chips are
adhesively bonded and the resulting device represents an electrostatic trans-
ducer with an edge dimension of (2×2)mm2 and a thickness of about 0.5mm.
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Fig. 9.25. Structure, schematic diagram and circuit of a condenser microphone
realized with silicon micromachining technology

The diaphragm stress T0 is adjusted by the polarization voltage U0 for spec-
ified diaphragm dimensions a. The circuit of this microphone and the values
of acoustic components are also specified in Fig. 9.25. Particular attention
should be given to the minimum thickness of the silicon nitride diaphragm of
only 150 nm and to the small air gap distance of (3 up to 5)µm.

The silicon microphone is expected to be affected by the acoustic pressure
load p. The silicon nitride diaphragm is represented by its mass Ma,M and
its compliance Na,M. The compliances of air gap volume and rear volume are
taken into account by the quantities Na,V and Na,R. The influence of air flow
within the n holes is described by Za,L and Ma,L.
The transfer function Bp = uL/p of the circuit was calculated by means of
a network simulation program. In Fig. 9.26, the normalized transfer function



9.1 Electrostatic Transducer 339

characteristics are shown for a variation of diaphragm dimension a, polariza-
tion voltage U0 and number of holes n. With decreasing diaphragm area the
transfer factor B0 of microphone decreases, however the operating frequency
range is extended. In order to provide a constant diaphragm stress T0, the
polarization voltage U0 must be increased in case of a reduction in diaphragm
dimension a. The extension of operating frequency range with increasing num-
ber of holes n and thus with the decrease of Za,L as shown in the right part
Fig. 9.26 without significant decrease of transfer factor B0 is remarkable.
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This example shows that even for complex electromechanical systems, the
network representation with concentrated components is appropriate. Instead
of an analytical calculation of the transfer behavior, the application of net-
work simulation programs should be preferred for more comprehensive net-
work structures as they are shown in the present example.

9.1.5 Electrostatic Solid Body Transducers

For the transducer models discussed in Sect. 9.1.1 and 9.1.3 air or vacuum
is used as dielectric. Now in Fig. 9.27 an isotropic dielectric with εr > 1 is
inserted between the electrode plates.
When avoiding the strain of the dielectric, the Maxwell stress TM in the
dielectric and thus the force FM at the bounding surfaces is generated by
the electric field E (Fig. 9.27 a)). If the dielectric shows a strain-dependent
permittivity according to dε/dS 6= 0, an additional mechanical stress TE or
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Fig. 9.27. Interactions in isotropic dielectrics

force FE will be generated as shown in Fig. 9.27 b). Therefore, the total stress
in the dielectric consists of Maxwell stress and stress TE that is referred to
as electrostriction:

T = TM + TE = −1
2

µ
ε

ε0
− 1
¶
D2

ε
− 1
2

D2

ε

dε

dS
(9.10)

The utilization of interactions in isotropic dielectrics is subject of research
activities at present. As sample application an electrostatic polymer actuator
is presented in the following section.

The situation is completely different with anisotropic piezoelectric materials,
e.g. piezoelectric crystals and ferroelectric ceramics. In these materials an in-
ternal polarization Pi is already existent even there is no external electric field
E0. The mechanical stress T is generated by the already existing polarization
Pi and polarization P0 induced by the external field E0:

T = −1
2
E0 (P0 + Pi) , P0 ∼ E0

Due to linear dependence of induced polarization on field strength E0, the
relation specified in (9.11) is achieved after introducing the constants K1 and
K2

T = −1
2
K1E

2
0 +K2E0. (9.11)

For piezoelectric materials K2 À K1E0 is valid. Thus, piezoelectricity can
also be considered as linearized electrostriction. In Sect. 9.2 it is dwelled on
the description, properties and applications of piezoelectric materials.
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9.1.6 Sample Application

Electrostatic Polymer Actuator

Electroactive polymers belong to the group of active polymers that are de-
formed by the influence of electrical quantities. An electric field being existent
in the solid causes deformation. Electroactive polymers can be divided into
two groups, into

• ionic electroactive polymers and

• electronic electroactive polymers.

In the first group, an ion transport causes a deformation even at low voltages
of about 1 up to 5V. In order to provide for the ion transport, an electrolyte
is required, e.g. an aqueous solution. In addition to the required electrolytes
the very slow reactivity with time constants in the range of 0.1 up to 1 s is
disadvantageous [81].
The second group is represented, on the one hand, by ferroelectric polymers
showing a piezoelectric effect, e.g. polyvinylidene fluoride (PVDF), and, on
the other hand, by dielectric polymers which are excited electrostatically. In
the following section 9.2, it is dwelled on anisotropic piezoelectric materials.

The considered polymer actuator is based on a dielectric polymer showing an
isotropic deformation in case of an electrostatic excitation. The basic prin-
ciple of a single-layer electrostatic polymer actuator is shown in Fig. 9.28.
The elastic, isotropic dielectric (polymer or elastomer) is placed between two
movable electrodes. By supplying electrical energy, a volume-invariant defor-
mation results from the appearing force of attraction of the electrodes.
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Fig. 9.28. Deformation of an elastic dielectric caused by an electrostatically gener-
ated mechanical stress
a) without electric field (E3 = 0), b) with electric field E3
EPoly Young’s modulus of polymer
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Even though only the mechanical stress T3 is generated, three strains S1, S2
and S3 arise, i.e. the distance z between electrodes decreases about ∆z and
the electrode surface increases about ∆A. The strains can be calculated from
the volume invariance of deformation and the isotropic material behavior of
dielectric according to

∆V

V0
= S1 + S2 + S3 = 0, S1 = S2 = −νPoly · S3

S1 = S2 = −1
2
S3 = −1

2

1

EPoly
T3, T3 = −p. (9.12)

The mechanical compressive stress T3 results from the force of attraction of
the electrodes T3 = Fel/A. The force of attraction can be calculated from the
energy balance of the electrostatic transducer

W = u ·Q+ 1
2

D2

ε
· V0 (9.13)

(the term u ·Q denotes the energy of electrical supply and term
¡
D2/2ε

¢ · V0
denotes the field energy) and by applying the principle of virtual displacements

W +∆W = u ·Q+ 1
2

D2

ε
(A+∆A) (z −∆z)

∆W = Fel ·∆z =
1

2

D2

ε
(∆A · z −∆z ·A) , ∆A ·∆z ¿ V0

with

Fel =
1

2

D2

ε
z ·A

µ
∆A

A
− ∆z

z

¶
· 1
∆z
. (9.14)

The volume invariance of deformation results in

∆V = A ·∆z + z ·∆A = 0

and thus it can be written
∆z

z
= −∆A

A
. (9.15)

Inserting (9.15) into (9.14) yields the force of attraction

Fel = −D
2

ε
z ·A · ∆z

z
· 1
∆z

= −D
2

ε
·A = −ε0εrE2 ·A. (9.16)

Finally, the mechanical stress results in

T3 = −p = Fel
A
= −ε0εrE2 with E =

u

z
. (9.17)

Compared to (9.10) twice the value for theMaxwell stress will be obtained,
if electrostriction is neglected. The reason for this is the non-consideration of
electrode surface change when deriving (9.10).
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The silicone rubber Elastosil P7670 (Wacker) is used as dielectric for the con-
sidered example of a polymer actuator. The relative permittivity εr amounts
to approximately 3 according to [81]. For a layer thickness of z = 30µm and
an electrode voltage of u = 1kV the pressure can be calculated in combination
with (9.17) according to

p = 2.9 · 104Nm−2 = 29 kPa.

In combination with Young’s modulus of Elastosil of about 3 ·105Nm−2, the
strain results in

S3 = −9.5 · 10−2 = −9.5%.
This value corresponds well with experimental results specified in Fig. 9.29.
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Fig. 9.29. Strain S3 of dielectric as a function of electrode voltage [81]
Polymer: Elastosil P7679 (Wacker), thickness 30µm

The very large strains up to approximately 20% and the strain characteris-
tic with hysteresis represent a typical characteristic of electrostatic polymer
actuators. Due to this large surface strain SA

SA =
∆A

A
= S1 + S2 = −S3 = 9.5%,

resilient electrodes must be utilized for polymer actuators. For that purpose
graphite electrodes are recommended in [82].
For a strain of S3 = 7% and a layer thickness of 30µm the decrease of electrode
distance of the polymer actuator specified in Fig. 9.28 amounts to ∆z =
2.1µm.
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In order to increase the actuator stroke, in [81, 82] stack actuators are prepared
and tested. The chosen materials and dimensions as well as the achievable
stroke are specified in Fig. 9.30.
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Fig. 9.30. Electrostatic polymer stack actuator [81]

The characteristics of dielectric polymer actuators are summarized in Table
9.2. Repeatable production of elastic electrodes and reduction of driving volt-
age represent the subject of current research studies.

Table 9.2. Characteristics of dielectric polymer actuators [81]

realizability of very large strains: up to 20%
(compared with piezoceramics
approx. factor 100)

high electrostatically generated pressures: up to 7MPa

low density: approx. 1 g/cm3

very high breakdown field strength: 30V/µm
(compared with air approx. factor 10)

low risk of contamination: solid

integration of functions possible: dielectric, return spring,
electrodes

batch processing: possible
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In the future stack actuators can be used for tactile displays, e.g. Braille
displays for blind persons [82]. The roll actuator represents another type of
polymer actuators. It is a rolled-up polymer actuator in the form of a solid
or hollow cylinder that can be used for artificial muscles in arm prostheses.
The development of miniaturized peristaltic pumps for medical engineering
by means of polymer actuators represents another field of research [83].

9.2 Piezoelectric Transducers with Lumped Parameters

9.2.1 Model Representation of the Piezoelectric Effect

Piezoelectric transducers represent the second practically meaningful group
of electrical transducers. Also here, the electromechanical coupling is effected
between mechanical and electrical field quantities. The transition to integral
quantities which can be found spatially concentrated at a point or a surface, is
not so easy as with the electrostatic transducers at first. However, considering
low frequencies at first — quasi-static case — piezoelectric materials can be
considered to be virtually massless. On this condition, the field quantities
inside the piezoelectric material have the same value at each point. The field
quantities are integrable and it can be passed on to the description with
integral quantities and concentrated components.
In a second step, simple piezoelectric oscillators are considered whose mass
and spatial dependence of component parameters can no longer be neglected.
The transfer characteristics of oscillators are determined by applying solutions
for one-dimensional waveguides and components with distributed parameters
represented in the Sects. 6.1 and 6.2. For advanced studies it is referred to
special scientific literature [2, 84, 85].
Within the scope of the present book, a detailed consideration of the theory
of piezoelectric materials is abandoned. Here, it is referred to more detailed
descriptions in special literature, too [86—88]. In Sect. 9.2.2, the derivation of
the circuit structure of the quasi-static piezoelectric transducer is based on
the phenomenological description of the piezoelectric effect (greek: piezein ≡
to press).

In case of simultaneous action of mechanical and electrical quantities, no
electromechanical couplings will be existent in isotropic materials, if the
Maxwell strain and electrostriction are neglected (9.10) as done in Sect.
9.1.5. When applying a mechanical stress T (Fig. 9.31), solely the elastic con-
stant s allows for generating a strain S. When supplying a field strength E,
the permittivity ε allows for generating a dielectric displacement D. However,
selected anisotropic materials such as piezoelectric crystals and ferroelectric
materials show a distinct coupling of mechanical and electrical quantities. Due
to the molecular structure, in piezoelectric crystals, e.g. in quartz, a linear cou-
pling is existent between electrical and mechanical quantities in principle. In
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Fig. 9.31. Effect of mechanical and electrical quantities in isotropic materials

ferroelectric materials, e.g. piezoelectric ceramics, an internal polarization is
generated by applying an electric constant field (see Sect. 9.2.6). This polar-
ization linearizes the square effect of electrostriction according to (9.11) (see
Sect. 9.1.5). Toward outside, the piezoelectric effect (Fig. 9.32) is character-
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ized by the ability to displace the charge in case of a mechanical excitation
by forces or deformations, or vice versa by a material deformation in case of
an electrical excitation by a voltage or current. For piezoelectric materials the
first experiment in Fig. 9.32 shows phenomenologically the charge displace-
ment in case of applying a deformation. The second experiment illustrates the
force generation in case of supplying an electrical voltage with respect to an
avoided deformation. The piezoelectric effect is based on an elastic deforma-
tion of electric dipoles in a crystal lattice.
Depending on direction of action shown in Table 9.3, the piezoelectric effect
results in a charge change or a deformation change. In case of a mechanical
excitation, the generation of a charge is technically used for sensors which are
applied for measuring mechanical quantities. Conversely, actuators for gener-
ating deformations or forces by electrical excitation can be devised.

Table 9.3. Basic equations of the piezoelectric effect for sensor and actuator appli-
cations

sensor applications

actuator applications
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9.2.2 Piezoelectric Equations of State and Circuit Diagram for
Longitudinal Coupling

The electromechanical couplings in piezoelectric materials can be described
by means of equations of state. By means of two simple thought experiments,
the piezoelectric equations of state are set up using the piezoelectric constant
e (Fig. 9.33). In addition to this form, three other forms of equations of state
with their special piezoelectric, elastic and dielectric constants are derivable.
They are represented in Sect. 9.2.3.
In the first experiment, the voltage u is supplied and the charge Qel is gen-
erated with respect to an avoided deformation ξ = 0. In case of short-circuit
operation, a deformation is applied and the charge Qmech can be measured.
The total charge results from addition of both partial charges.

1. experiment:

2. experiment:
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Fig. 9.33. Thought experiments for the definition of the piezoelectric constant e
and derivation of piezoelectric equations of state
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The first equation of state
D = εSE + eS (9.18)

will be achieved after inserting the field quantities into this relation.

The second equation of state is achieved with the second thought experiment
concerning the superposition of mechanically and electrically generated partial
forces Fmech and Fel:

T = cES − eE (9.19)

Using these equations of state, the derivation of the circuit diagram for the
piezoelectric transducer shown in Fig. 9.34 is now possible.
The initial equations are formed by integral notation of the equations of state:

Q = εS
A

l
u+ e

A

l
ξ (9.20)
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F = e
A

l
u− cE

A

l
ξ (9.21)

Here, it is also passed on to the notation with complex amplitudes

Q→ Q =
1

jω
i, u→ u, F → F , ξ → ξ =

1

jω
v

and (9.20) and (9.21) are rearranged with respect to iW and FW. Thus, it can
be written:

i− jωεSA
l
u = iW = e

A

l
v (9.22)

F +
1

jω
cE

A

l
v = FW = e

A

l
u (9.23)

The equations (9.22) and (9.23) correspond to the structure of the general
electrical transducer. The numerical value of the material parameters s, c, ε
is dependent on experimental boundary conditions. In each case, the

”
zero-

forced” boundary value is written as a superscript symbol and put at the
characteristic value. The gyrator-like transducer constant Y results in

Y =
1

e

l

A
. (9.24)

The circuit diagram and relations which are necessary for the calculation of
component parameters from the material’s characteristic values e, c, ε and the
transducer’s dimensions l and A are summarized in Fig. 9.34. Due to parallel
direction of action of mechanical and electrical field quantities, it is referred
to this coupling as piezoelectric longitudinal effect .

In addition to the circuit diagram with real-valued gyrator-like coupling, the
alternative circuit diagram with imaginary transformer-like coupling is spec-
ified in Fig. 9.34. In Sect. 9.3.3 this alternative circuit will be used for the
derivation of the circuit of the piezoelectric thickness oscillator as waveguide.

Depending on the direction of energy conversion — actuator or sensor operation
— in Fig. 9.35 different sign specifications can be found in the circuit diagram
illustrated in Fig. 9.34.

9.2.3 General Piezoelectric Equations of State

So far, in Sect. 9.2.2 solely a special case of the general piezoelectric coupling
has been considered. Both the electrical and mechanical field have been one-
dimensional and have had same direction of action. In the general case, all
stress and strain components are interrelated to all field strength and dielectric
displacement components.
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Using the piezoelectric force constant e for the linear relation of all electrical
and mechanical field quantities it can be written [2, 84—86]:

D1 = εS11E1 + εS12E2 + εS13E3 + e11S1 + e12S2 · · · e16S6
D2 = εS21E1 + εS22E2 + εS23E3 + e21S1 + e22S2 · · · e26S6
D3 = εS31E1 + εS32E2 + εS33E3 + e31S1 + e32S2 · · · e36S6
T1 = −e11E1 − e21E2 − e13E3 + cE11S1 + cE12S2 · · · cE16S6

...
...

...
T6 = −e16E1 − e26E2 − e36E3 + cE61S1 + cE62S2 · · · cE66S6

This matrix notation can be shortened with introduction of summation signs
according to:

Dn =
3X

m=1

εSmnEm +
6X

j=1

enjSj n = 1 . . . 3, m = 1 . . . 3, j = 1 . . . 6

Ti =
3X

m=1

−emiEm +
6X

j=1

cEijSj i = 1 . . . 6, m = 1 . . . 3, j = 1 . . . 6
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By means of the Einstein summation convention — when an index variable
appears twice in a single term it implies a summation over all its possible
values — finally the abbreviated form is achieved

D,T = f (E,S): Dn = εSmnEm + enjSj n = 1 . . . 3, m = 1 . . . 3,
j = 1 . . . 6

(9.25)

Ti = −emiEm + cEijSj i = 1 . . . 6, m = 1 . . . 3,
j = 1 . . . 6.

(9.26)

The coefficients εSmn denote dielectric constants on the condition that S = 0,
i.e. they are determined experimentally for the mechanically locked state. The
coefficients cEij denote elastic constants on the condition that E = 0, i.e. for
electrical short-circuit operation.
Using the piezoelectric charge constant d, the second form of piezoelectric
equations of state is achieved similarly

D,S = f (E, T ): Dn = εTmnEm + dnjTj n = 1 . . . 3, m = 1 . . . 3,
j = 1 . . . 6

(9.27)

Si = dmiEm + sEijTj i = 1 . . . 6, m = 1 . . . 3,
j = 1 . . . 6.

(9.28)

In order to determine the permittivities εTmn and elastic constants s
E
ij experi-

mentally, the mechanical stress T and field strength E were set equal to zero
respectively, i.e. mechanical open-circuit and electrical short-circuit operation.
In [2], [84] and [87] the third and fourth form of piezoelectric equations of state

E,S = f (D,T ) and T,E = f (D,S)

are specified, but they will not be required within the scope of the present
book. The following relations exist between the constants of the equations of
state (9.25) up to (9.28):

enj = dnjc
E
ij , dnj = enis

E
ij

cij = cji, sij = sji

εTnm − εSnm = eniemjs
E
ij = cEijdmidnj
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9.2.4 Piezoelectric Transducers and Corresponding Equivalent
Parameters

Based on the general equations of state (9.25) up to (9.28) presented in Sect.
9.2.3 now the task is to determine the component parameters of the circuit
shown in Fig. 9.34 from the sets of constants ε, s, c, d, e and geometrical
dimensions for technically important configurations by introducing electrical
and mechanical boundary conditions. The compilation of required piezoelec-
tric, elastic and dielectric constants of technically important materials is pro-
vided in Sect. 9.2.6.
The principle approach will be explained by means of two examples.

Free Thickness Oscillator (Longitudinal Effect)

Figure 9.36 illustrates the configuration of the free thickness oscillator and
appropriate boundary conditions.
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Fig. 9.36. Free thickness oscillator (longitudinal effect)

In the first step, the general equations of state D,T = f (E,S) are rearranged
taking the boundary conditions between the four field quantities in two equa-
tions into account:

D3 = εT33E3 + d33T3, S3 = d33E3 + sE33T3

In the following, these equations of state are transformed to the form D,T =
f (E,S) with

T3 =
1

sE33
S3 − d33

sE33
E3 = cE33S3 − e33E3

and

D3 = εT33E3 + d33

µ
1

sE33
S3 − d33

sE33
E3

¶

= εT33

µ
1− d233

εT33s
E
33

¶
E3 +

d33
sE33

S3 = εT33E3 + e33S3
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which form the starting point for deriving the circuit shown in Fig. 9.34 of
Sect. 9.2.3.
As already performed in Sect. 9.2.2, in a second step it is passed on to the
integral coordinates v, F , u and i. The circuit diagram shown in Fig. 9.34 will
be the result. Taking the electrically and mechanically effective dimensions

lel = lmech = l3 and Ael = Amech = l1l2

into account, after insertion of ε, c, e the equivalent parameters finally result
in:

Cb = εT33

µ
1− d233

εT33s
E
33

¶
l1l2
l3
, nK = sE33

l3
l1l2

Y =
sE33
d33

l3
l1l2

, k233 =
d233

εT33s
E
33

In Sect. 9.2.7, a free thickness oscillator consisting of PZT ceramics is used in
an accelerometer.

Free Longitudinal Oscillator (Transverse Effect)

The configuration of the free longitudinal oscillator is specified in Fig. 9.37 in
combination with boundary conditions.
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Fig. 9.37. Free longitudinal oscillator (transverse effect)

Also here, the general equations of state are rearranged in the first step in
two equations with four coupled field quantities

D3 = εT33E3 + d31T1, S1 = d31E3 + sE11T1.

These equations of state are transformed again to the form D,T = f (E,S)
with the constants ε, c, e according to

T1 =
1

sE11
S1 − d31

sE11
E3 = cE11S1 − e31E3
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and

D3 = εT33E3 + d31

µ
1

sE11
S1 − d31

sE11
E3

¶

= εT33

µ
1− d231

εT33s
E
11

¶
E3 +

d31
sE11

S1 = εT33E3 + e31S1.

With the transverse effect, the electrically and mechanically effective dimen-
sions

lel = l3, lmech = l1 and Ael = l1l2, Amech = l2l3

are not identical anymore. After insertion of constants ε, c, e and dimensions
into the relations specified in Fig. 9.34 the equivalent parameters are achieved:

Cb = εT33

µ
1− d231

εT33s
E
11

¶
l1l2
l3
, nK = sE11

l1
l2l3

Y =
sE11
d31

1

l2
, k231 =

d231
εT33s

E
11

.

In the Tables 9.4 and 9.5, the boundary conditions and characteristic values of
free thickness and longitudinal oscillator and of clamped thickness and shear
oscillator are specified. The approach for determining the parameters corre-
sponds to the approach applied to the described examples.
Free thickness and flexural oscillators are especially used in accelerometers,
clamped-free thickness oscillators are used for ultrasonic transmitter elements,
face-shear oscillators are used as transmitter in the sonar technology and
thickness-shear oscillators are used as filter elements and accelerometers with-
out pyroelectric effect. The characteristic operating frequency ranges of these
oscillators are represented in Fig. 9.38.

103 104 105 106 107 109

bending oscillators thickness-shear oscillator

face-shear oscillators

longitudinal oscillators

Hzf

810

Fig. 9.38. Characteristic operating frequency ranges of piezoelectric oscillators
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Table 9.4. Selected vibration modes of piezoelectric oscillators and appropriate
characteristic values
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Table 9.5. Selected vibration modes of piezoelectric oscillators and appropriate
characteristic values
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9.2.5 Piezoelectric Bending Bimorph Elements

If two piezoceramic elements with same polarization direction are firmly con-
nected (glueing or cementing) and if they are operated in electrical parallel
connection or in electrical series connection, in case of opposite polarization
direction, a parallel or series bimorph will be obtained. In addition to the
bimorph, Fig. 9.39 represents the monomorph and trimorph type each with
a carrier layer. Piezoelectric bending elements are used both in actuators
generating large deflection amplitudes up to 2mm and in highly sensitive
accelerometers.

P

P P

P

P

P P

u

u u

u

i

i i

iF F

v v

bimorph: configuration of two longitudinal oscillators

parallel connection series connection

monomorph: configuration of a longitudinal
oscillator on a carrier layer

trimorph: configuration of two longitudinal
oscillators on a carrier layer

metal, carbon fiber metal, carbon fiber

Fig. 9.39. Piezoelectric flexural vibrators
P polarization direction

The circuit diagram of the bending element has been derived in Sect. 5.1. Sup-
plemented by the piezoelectric transducer, the circuit diagram of the piezo-
electric bending element specified in Fig. 9.40 is achieved. At first, the loss-free
piezoelectric transducer interconnects electrical and mechanical-rotational co-
ordinates. By means of the transformer-like coupling between rotational and
translational mechanical network of the bending rod represented in Sect. 5.1.2,
finally the five-port network of the piezoelectric bending bimorph element rep-
resented in Fig. 9.41 is achieved. This circuit is valid for low frequencies. In
Sect. 9.3.5 it will be made use of this bending element as finite network element
taking one-dimensional bending waves into account.
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As a special case, in Fig. 9.42 the circuit of the commonly used cantilevered
bimorph is specified. The constants of characteristic values are conform to
those of the piezoelectric longitudinal oscillator.
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9.2.6 Piezoelectric Materials

The technologically most important piezoelectric materials are represented

• by single crystals:
quartz, gallium orthophosphates, langasite, lithium niobate, lithium tan-
talate

• by polycrystalline ferroelectrics :
piezoelectric ceramics (e.g. BaTiO3, Pb(Zr,Ti)O3)

• by crystalline amorphous plastics :
polyvinylidene fluoride PVDF

The most important properties of these materials — except for the crystals
lithium niobate and lithium tantalate being solely important for telecommu-
nications — are specified in the Tables 9.6 up to 9.8. Further information can
be found in suitable technical literature [66, 88].
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Single Crystals

Quartz represents a piezoelectric crystal and belongs to the symmetry group
32 of the trigonal system. Quartz is characterized by its very high mechanical
quality factor and the long-term stability of its coefficients. In addition, quartz
(as well as gallium orthophosphate and langasite) does not show a pyroelectric
effect . Therefore, it is used in precision sensors for dynamic measurement of
acceleration, force and pressure. High stability resonators and filters represent
further important fields of application for quartz. In particular the X-and AT-
cuts in the quartz crystal are of practical importance (Table 9.6).
Langasite-LGS is a synthetic crystal (La3Ga5SiO14) and along with quartz
it also belongs to the symmetry group 32 of the trigonal crystal system. Com-
pared with quartz (573 ◦C) Langasite shows no phase transition up to the
melting point of 1470 ◦C. In addition, the coefficient of thermal expansion is
lower (Langasite: α11 = 5.1·10−6m·K−1; quartz: α11 = 13.7·10−6m·K−1) and
the piezoelectric coefficients are larger than those of quartz. Such as quartz
also Langasite does not show any pyroelectricity. The industrial crystal grow-
ing is based on the Czochralski process. Since the 1990s 4 inch wafers
(100mm) have been commercially available as longitudinal-, transverse- and
shear-cut wafers. Langasite is used as basic material in resonant BAW (Bulk
Acoustic Wave) and SAW (Surface Acoustic Wave) sensors which are applied
for measurement of forces, pressures and torques.

Polycrystalline Ferroelectrics

Piezoelectric ceramics e.g. lead zirconate titanate (PZT) are polycrys-
talline materials produced by sintering ceramic powders (Table 9.7). Initially
these materials are inhomogeneously polarized, i.e. the directions of perma-
nent polarization are randomly distributed and there is no resultant linear
piezoelectric effect. The materials show an electrostrictive behavior. When
applying a sufficiently high field strength above the respective Curie temper-
ature, for example 2 kVmm−1, the polarization of the individual domains is
mainly turned in one direction, i.e. the material becomes piezoelectric. After
switching off the field, the polarization will remain, if the temperature is not
raised above the Curie temperature. Both the internal polarization P and
mechanical strain S against field strength E of a polarized ceramic material
including the operating ranges are illustrated in Fig. 9.43. By varying the tita-
nium/zirconium ratio, a multiplicity of variants of ceramics can be generated.
Due to their high coupling factors, piezoelectric ceramics are used for power
transducers, e.g. ultrasonic transmitters, but also for sensors and filter ele-
ments. Compared to quartz, piezoelectric ceramics have a lower long-term
stability and show pyroelectricity.
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Table 9.6. Material properties of technically important piezoelectric materials

quartz (left-handed)

-quartz cuts:	

material:

monocrystalline, hexagonal material;
chemical: silicic acid (SiO );2

found in several crystal
modifications;

technically important: -quartz ( < 573 °C)

-quartz: anisotropic material
properties;

	

	

�

X - cut

x1

x1

x2

x2

x2

x2

x3

x3

x3 x3
x3
� x3

�

x2
�

x2
�

x x1 1� �
x x1 1� �5° or 18,5°

35,5°

X - cut

X - 5° or 18,5°-cut
AT - cut

production:
crystal growing in autoclaves at 450 °C and 1000 bar

properties:

showing a polarization being proportional to the mechanical stress
(no polarization in case of a stress-free state)

very good long-term stability of the piezoelectric coefficients, since
a depolarization is not possible

very good linearity, no hysteresis

high compressive strength (4 )× 10 N / cm
5 2

no pyroelectricity

high insulation resistance up to approx. 400 °C (10 )
16
W × cm

very high quality factor = 5Q ×10 up to 10
3 6

only small coupling factor (approx. 0,1)but:

tendency to twinning above 400 °C or in case of mechanical
overloading change of the transfer characteristics

( )x

( )y

( )z

(left-handed)

.

.

.

.

�
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Table 9.7. Material properties of technically important piezoelectric materials

piezoelectric ceramics

material:

ferroelectric material, e.g. barium titanate (BaTiO ) or

lead zirconate titanate
3

(Pb(ZrTi)O )3

production:

properties:

compared to quartz piezoelectric ceramics show no spontaneous polarization
but they must be polarized artifically

Strain-field strength curve characteristics with hysteresis in polarized state

high mechanical compressive strength, but only low tensile strength and
shear strength, thus a mechanical preload is necessary for actuator
applications

significantly higher coupling factor than quartz: up to 0,7

high resistivity: up to 10
12
W × cm

types: - plates, disks: = (0,1 … 2) mm

- tubes: = (1 … 10) mm, = (0,5 … 9) mm

- foils: (20 ... 100) m (multilayer technology)

h

R Ra i

m

piezoelectric coefficients depend on the mechanical stress
(nonlinearity), on the mechanical prehistory (hysteresis) and
on the frequency (fatigue)

but:

pyroelectric effect has to be taken into account

sintering (1200 °C), sawing und grinding of polycrystalline backing material

applying the metal electrodes

polarization above the Curie temperature (200 up to 350)°C with a constant
field strength of about 2 kV/mm, freezing of the aligned dipoles during

cooling, polarization direction: -directionx3

lower long-term stability than quartz due to tendency to depolarization

higher temperature dependency of the piezoelectric coefficients

.

.

.



364 9 Electrical Transducers

initial polarization
curve

operating range

inner
hysteresis loop

outer
hysteresis loop

operating range

1 2�1�2

0.1

0.3

�0.1

�0.3

1 2�1�2

0.5

1

1

2

P

C/m
2

E

kV/mm

E

kV/mm

-S1

10 m/m
-3

S3

10 m/m
-3

Ps

-Ps

Pr

-Ec

-Ec

Sr

P E,
S3

S1

Fig. 9.43. Operating characteristics (P = f (E) , S = f (E)) of polarized PZT ce-
ramic for T = 0 [66, 85]

Crystalline Amorphous Plastics

Polyvinylidene fluoride (PVDF, Table 9.8), a crystalline amorphous plas-
tic, consists of long molecular chains of carbon, hydrogen and fluorine. By
polymerization the VDF monomers form large crystalline domains in an amor-
phous environment. Initially the crystalline domains are existent in a non-

Table 9.8. Material properties of technically important piezoelectric materials

PVDF foils (Polyvinylidene Fluoride)

material:

ferroelectric material, crystalline amorphous plastic

production:

properties:

production of very thin foils up to a thickness of 5 mm

possibility of hygroscopic deposition of water, risk of
depolarization

smaller coupling factor = 0.1 ... 0.2 than piezoelectric ceramicsk

but:

extruding and tape casting

mechanical stretching by approx. five times of initial length

polarization above the Curie temperature of approx. 200°C with a
constant field strength of about 100 kV/mm
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polarizable α-phase. Only by a mechanical stretching by five times of the
initial length the molecular chains are transfered into a polarizable β-phase.
Also here, the polarization happens above the Curie temperature of about
200 ◦C at very high field strengths of about 100 kVmm−1. Due to small foil
thickness at distinct piezoelectric properties, PVDF foils are applied in sen-
sors, e.g. miniaturized hydrophones and as a foil bending oscillator in hi-fi
headphones.

The material constants and coupling factors of quartz (X-cut), of selected
piezoelectric ceramics for sensor and actuator applications as well as of PVDF
foils are summarized in Table 9.9. The materials are supplemented by adding
the piezoelectric semiconductor material zinc oxide (ZnO) which is existent
in a hexagonal crystal structure. The semiconducting properties enable ap-
plications in silicon micromachining, e.g. for the generation and reception of
mechanical bulk or surface waves in resonant sensors. The ZnO layers are
deposited in thicknesses of a few micrometers.
The piezoelectric ceramic PIC155 shows a low temperature dependence of
the permittivity at a high k-value. Therefore, it is particularly suitable for
ultrasonic transmitters and receivers in pulsed mode, but also for accelerom-
eters with broad operating temperature range. Due to its high k-value, the
piezoelectric ceramic C82 is particularly suitable as material for actuators.

9.2.7 Sample Applications

The application of the circuit diagram for piezoelectric transducers shown in
Fig. 9.34 and in the Tables 9.4 and 9.5 will be explained using the example
of an accelerometer and a microphone and using the material constants listed
in Table 9.9.

Piezoelectric Accelerometer

The piezoelectric accelerometer can be described by the design principle and
circuit diagram shown in Fig. 9.44 a). The force F0 = ma0 generated by
the seismic mass m acts on a piezoelectric thickness element made of PZT-4
ceramic and causes the voltage u being measurable across the input resistance
R of sensor electronics. Only the compliance nK of the ceramic is taken into
account, i.e. contact compliances between massm and ceramic or housing base
respectively are neglected. Additionally, the mechanical losses in the form of
frictional impedance r and cable capacitance CK are taken into consideration.
Based on the total circuit diagram illustrated in Fig. 9.44 b), in Fig. 9.44 c)
the voltage source is replaced by a current source. By applying transformation
relations of the gyrator, the mechanical subsystem can now be completely
transformed to the electrical side as shown in Fig. 9.44 d).
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Table 9.9. Material properties of technically important piezoelectric materials
PZT Brush Clevite Comp., PIC PI Ceramic, C Fuji Ceramics, PXE Morgan Elec-
troceramics
ε0 = 8, 854 · 10−12AsV−1m−1
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Fig. 9.44. Design and circuit of a piezoelectric accelerometer with PZT thickness
element

The following considerations are done separately and approximately for very
low frequencies (neglecting Lm and Rr) and for high frequencies (neglecting
R). The transfer functions for both approximations Ba1 and Ba2 are shown
in Fig. 9.45. By using the material constants for PZT-4 specified in Table 9.9
and by using the relations for the free thickness oscillator listed in Table 9.4,
the component values, frequency values and transfer factors are achieved. In
conclusion the total frequency response consists of the high-pass filter for low
frequencies and resonant low-pass for high frequencies. The transfer factor
B0 in the operating frequency range amounts to B0 = 2.9mV/ms−2. The
resonant frequency amounts to f0 = 96.5 kHz. If the neglected coupling com-
pliances are taken into consideration, for real sensors this value will decrease.
Piezoelectric thickness elements are used for measurement of high frequen-
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Fig. 9.45. Amplitude-frequency response of piezoelectric accelerometer with PZT
thickness element

cies and high acceleration amplitudes. In order to increase the transfer factor,
normally two thickness elements are used in electrical parallel connection.

Piezoelectric Microphone

As a second example, in Fig. 9.46 the basic structure and circuit diagram of
a piezoelectric microphone with bimorph bending element are presented. The
acoustic pressure acting on the resiliently suspended plate is transformed into
a force that causes a deflection of the cantilevered bimorph. In addition to the
circuit of bimorph illustrated in Fig. 9.42 including the relations for Y , Cb
and nK, mechanical and acoustic components are added. As mechanical com-
ponents, the mass m and compliance nM of the resiliently suspended plate are
complemented. As acoustic components, the acoustic friction Za,1 of acous-
tic pressure feed and the acoustic compliances Na,1 and N∗a,2 of the air-filled
cavities in front and behind the plate are complemented. At the electrical
side, the cable capacitance CK and input resistance R of sensor electronics
are taken into account. The mechanical-acoustic transformation is described
by the gyrator with Y = 1/A.
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Based on the circuit diagram represented in Fig. 9.46 a) and assuming the
boundary condition of electrical open-circuit operation, at first the capaci-
tance Cb is transformed to the mechanical side (Fig. 9.46 b)). Afterwards all
mechanical components are transformed to the acoustic side (Fig. 9.46 c)).
In order to determine the transfer function Bp, the function q

W
/p
0
has to be

calculated from this circuit. The network analysis of Fig. 9.46 c) yields:

q
W

p
0

=
jωNa,2µ

1 + j
ω

ω0

1

Q1

¶Ã
1 + j

ω

ω0

1

Q2
−
µ
ω

ω0

¶2!
+ j

ω

ω0

Na,2

Na,1

1

Q1

with

ω20 =
1

MaNa,1
, Q1 =

1

ω0Na,1Za,1
, Q2 =

1

ω0Na,2Za,2
.

The transfer function Bp is now achieved according to:

Bp =
uL
p
0

=
1

jωAY Cb

q
W

p
0

Assuming 1/Q1 ¿ 1, this relation can be further simplified:

Bp =
uL
p
0

≈ B0
1

1 + j
ω

ω0

1

Q2
−
µ
ω

ω0

¶2 with B0 =
Na,2

AY Cb
.

The amplitude-frequency response of this simplified transfer function is repre-
sented in Fig. 9.47. For low frequencies, the influence of electrical components
has to be taken into account. Due to the finite internal resistance of evaluation
electronics, for low frequencies an increasing discharge of the electrodes de-
velops as with all other piezoelectric transducers, i.e. the frequency response
bends for decreasing frequencies.

9.3 Piezoelectric Transducer as one-dimensional
Waveguide

For higher frequencies, the mechanical properties of the piezoelectric element
can not be longer described by means of the concentrated components com-
pliance n and mass m. The extensional waves propagating along the rod axis
now cause position-dependent inertia forces. Thus, the transition from the
concentrated component mass m to a continuum of mass elements ∆m occurs
which are complemented by compliance elements ∆n respectively. In order to
simplify the model, very small lateral rod dimensions are assumed, so that
inertia forces caused by transverse strain can be neglected.
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Based on the model of rod consisting of finite rod elements, its two-port
network representation as a loss-free one-dimensional waveguide was derived
in Sect. 6.1.1. The two-port network representation and characteristic values
of waveguide are specified once more in Fig. 9.48. Wave velocity cD of the
extensional wave propagating along the rod, wave admittance hD being able
to be transformed in an unvaried form through the two-port network of rod
and wave number β are introduced as characteristic values of the waveguide.
In addition, the length related compliances n0 and masses m0 are used which
correspond to the inductance per unit length L0 or capacitance per unit length
C 0 of a homogeneous electrical conductor, respectively.
In Sect. 6.1.1, a circuit design interpretation in the form of the equivalent T
or Π circuit is specified for the chain matrix represented in Fig. 9.48. By com-
paring the elements of circuit with the chain matrix, the relations summarized
in Fig. 9.49 are achieved. For very low frequencies the admittances h1 and h2
pass into the concentrated components m and n.

9.3.1 Transition from Lumped Parameters to the Waveguide using
the Example of an Accelerometer

Using the example of the piezoelectric accelerometer illustrated in Fig. 9.44,
the approximate solution and exact solution of the one-dimensional waveguide
can be applied in order to calculate its resonant frequency. Both solutions
are compared with the result achieved with concentrated components (0th
approximation). In order to calculate the resonant frequency ω0, in Fig. 9.50
only the mechanical transducer side is considered while neglecting frictional
impedance.
Based on the resonant frequency achieved by means of the 0th approximation
(concentrated components)³

ω
(0)
0

´2
= ω2N =

1

mnK
, m∗ = m
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the 1st approximation yields for βl¿ 1 (see T circuit in Fig. 9.49)³
ω
(1)
0

´2
= ωN

1

1 +
n

2nK

, m∗ = m

µ
1 +

n

2nK

¶
.

In order to calculate the exact solution, following approach

ω20nKm
∗ = 1

is used. The effective mass m∗ results from the two-port network equation of
the waveguide

jωm∗ =
F 1
v1
= j

1

hD
tan (βl) , hD =

r
n0

m0 .

F 2 0�

v0

nKe

nKe

(PZT-4)
a v0 0� j�

( )m steel

A � 78 5 2, mm

h � 2 mm

�St

St

K

K Ke

St

kg m

N m

N m

m N

m

N

� �

� �

� �

� � �

�
�

�

�

�

7 8 10

2 10

0 65 10

4 10

10

3 3

11 2

11 2

10

9

,

,

E

E

n n

n
l

E A

uL

l � 16 mm

v1

v1

v1

v1

v1

v2

F 2 0�

F 2 0�

F 1

F 1

F 1

F 1

0

1 0

Y

Y

F
HG

I
KJ

F 1

wave-
guide v2v1

v

F

l h l

h
l l

v

F

1

1

2

2

1
F
HG

I
KJ �

F

H
GG

I

K
JJ
F
HG

I
KJ

cos sin

sin cos

� �

� �

j

j

D

D

m*

F 1 m*

F W

� � l

0th approximation: 1st approximation: exact solution:

v1

m
n 2

n 2

n 2
m

m

� ���������������� 	���������������

E E

( )n steel

10ST gm A l�� � � �

1

2
0

2
0

1

1

1

*

*
K

*
K

F
m

a n m

n m

�

�

�
� �

�
�

m*
effective mass

*m m� ( )1 2*
K/m m n n� � ( )* tan /m m l l� ��

.
.

.

Fig. 9.50. Approximation steps for the calculation of resonant frequency of piezo-
electric accelerometer with thickness element



374 9 Electrical Transducers

In combination with the relations specified in Fig. 9.48

m∗ =
1
ω

cD
l

l

cD

r
m0

n0
tan (βl) ,

ω

cD
= β,

1

cD
=
√
m0n0

this equation can be simplified according to

m∗ = m
tan (βl)

βl
.

The insertion of the effective mass m∗ into the basic equation yields in com-
bination with β = ω0/cD

ω20nKm =

tan

µ
ω0
cD

l

¶
ω0
cD

l
= 1
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ω0
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l tan
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ω0
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µ
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r
n

nK

¶
=

r
n

nK
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Figure 9.51 represents the resonant frequency responses normalized to the 0th
approximation as a function of the compliance ratio n/nK of seismic mass to
ceramic. Compared to the resonant frequency ωN of the 0th approximation,
for which the seismic mass was assumed to be a concentrated component, the
exact resonant frequency ω0 decreases with increasing compliance n of seismic
mass. It is surprising that the approximate solution of simplified T circuit and
exact solution agree quite well.
For this example, following resonant frequencies are achieved in combination
with n/nK = 2.5:

0th approximation: f
(0)
0 = fN = 80kHz

1st approximation: f
(1)
0 = 53kHz

exact solution: f0 = 60 kHz

Compared to the solution with concentrated components, the approach of
seismic mass as extensional waveguide has result in a significant decrease of
the resonant frequency of about 25%.
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Fig. 9.51. Normalized resonant frequency response of piezoelectric accelerometer
shown in Fig. 9.50

In the next step, the circuit of the loss-free one-dimensional waveguide is
directly applied to the piezoelectric transducer as longitudinal and thickness
oscillator. As a result the circuit of these transducer elements is derived.

9.3.2 Piezoelectric Longitudinal Oscillator as Waveguide

The piezoelectric longitudinal oscillator whose electrical field quantities are
perpendicular to the mechanical vibration direction is represented in Fig.
9.52 as interconnection of piezoelectric transducer elements in the form of
finite network elements.
Each finite element shows the common electrical two-port transducer network
and mechanical partial two-port network represented by a Π circuit illustrated
in Fig. 9.49. The same voltage u is supplied to each transducer element and
due to the gyrator-like connection also all transducer forces FW of the par-
tial elements are equal. Therefore, the partial elements must be connected in
parallel electrically and connected in series mechanically (Fig. 9.53).
Based on this arrangement of partial elements and based on the identity of
transducer forces, in Fig. 9.53 the circuit diagram of the piezoelectric longi-
tudinal oscillator is derived. In contrast to the circuit diagram of the piezo-
electric transducer with concentrated components shown in Fig. 9.34, now the
mechanical partial two-port network is represented by mechanical partial net-
works combined to a one-dimensional waveguide. In Fig. 9.54, this continuous
network structure is replaced by the T circuit illustrated in Fig. 9.49. The
relations specified in Fig. 9.54 apply to the admittances h1 and h2.

9.3.3 Piezoelectric Thickness Oscillator as Waveguide

With the piezoelectric thickness oscillator, the direction of electrical excitation
and direction of vibration coincide. First of all, the finite network element of
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the thickness oscillator is derived in Fig. 9.55. In contrast to the longitudinal
oscillator, a length proportional transducer coefficient

∆Y ∼ ∆x, ∆Y =
∆x

A

1

e33
=

∆x

A

s33
d33

and the partial components

∆Cb =
ε33A

∆x
, ∆nK =

1

c33

∆x

A
, ∆m = ρA∆x

are achieved from Table 9.4. By applying the possibility of replacing the imag-
inary gyrator-like coupling by a real-valued transformer-like coupling or vice
versa, the disadvantage of the length-related transducer coefficient can be
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avoided by means of transition to an imaginary transformer-like two-port
transducer network with

∆X =
1

ω

1

∆Cb∆Y
=
1

ω

e33
ε33
, ∆nC = ∆Y 2∆Cb.

This possibility has already been demonstrated with the derivation of the
circuit diagram of the electrostatic transducer presented in Sect. 9.1.1. Due to
the identical current for each partial element, an electrical series connection of
the elements is achieved in contrast to the longitudinal oscillator shown in Fig.
9.53. This series connection is represented in Fig. 9.56 for the finite network
elements with imaginary transducer coefficients jX. The partial capacitances
∆Ci add up to the series capacitance Cb. Since also here the transducer forces
FW match due to mechanical series connection, the mechanical partial two-
port networks can be combined to a cascade connection of a one-dimensional
waveguide.
At last, in Fig. 9.57 the combined imaginary transformer-like two-port trans-
ducer network is replaced by the equivalent real-valued gyrator-like two-port
network. The resultant negative field compliance nC = −Y 2Cb can be trans-
formed as a negative series capacitance −Cb to the electrical side. Thus, the
circuit of the thickness oscillator differs topologically only in this additional
capacitance compared to the longitudinal oscillator.
In summary, both the piezoelectric longitudinal and piezoelectric thickness
oscillator can be described by a gyrator-like two-port transducer network.
Its quantities Cb and Y can be gathered from Fig. 9.54 and Fig. 9.57. The
homogeneous loss-free mechanical waveguide can either be represented by a
three-port network with T or Π structure. The appropriate equivalent pa-
rameters are summarized in Fig. 9.49. The particular relations for the wave
admittance hD and wave number β are listed in Fig. 9.54 and Fig. 9.57. For
quartz and piezoelectric ceramics, the elastic and piezoelectric coefficients can
be gathered from Table 9.9.
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9.3.4 Sample Applications of Piezoelectric Longitudinal and
Thickness Oscillators

With the circuits shown in Fig. 9.54 and Fig. 9.57 we now have the basic
modules for the calculation of arbitrary loss-free piezoelectric longitudinal
and thickness oscillators. In case of a mechanical load at both sides of the
oscillators, these circuits are directly used as initial base. However, the circuits
can be further simplified if the oscillator is running in a mechanical open-
circuit operation at one side, e.g. as ultrasonic oscillator, or in an open circuit
operation at both sides, e.g. as filter element. Both for the longitudinal and
thickness oscillator the simplified circuit diagrams of oscillators running in an
open-circuit operation at one and both sides including the bases of calculation
for mechanical and electrical components are summarized in the Tables 9.10
and 9.11.
For the clamped-free oscillator F 1 = 0 is defined and for the free-free oscillator
F 1 = F 2 = 0 is defined. This results in simplified circuits at the mechanical
side. In the neighborhood of the first mechanical resonance, the admittances
h1 and h2 can be approximately replaced by the concentrated components
nK, nC and m. For that purpose, the approximate two-port network repre-
sentations discussed in detail in Sect. 6.1 form the basis.
For the calculation of following sample applications, it is made use of simpli-
fied circuits specified in the Tables 9.10 and 9.11. Based on the technologically
important piezoelectric oscillators specified in Fig. 9.38 as a first sample cal-
culation the free-free longitudinal quartz oscillator is analyzed.

Longitudinal Quartz Oscillator as Filter Element

The free-free longitudinal quartz oscillator with F 1 = F 2 = 0 illustrated in
Fig. 9.58 is represented as simplified circuit using the approximate relations
listed in the Tables 9.10 and 9.11. By the frictional impedance r connected
in parallel the mechanical losses are taken into account.For the impedance
Z = u/i of the quartz oscillator, following relation is achieved from Fig. 9.58:

Z =
j

ω

µ
ω

ω0

¶2
−
µ
ω

ω0

¶
1

Q
− 1

Cn + Cb −
µ
ω

ω0

¶
1

Q
− ω2CnCbLm

, ω20 =
1

LmCn
, Q =

1

R

r
Lm
Cn

Thus, Z has two resonance points, namely

• the series resonant frequency fS for electrical short-circuit operation:

fS =
1

2π

1√
LmCn

for

µ
ω

ω0

¶2
− 1 = 0, QÀ 1
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Table 9.10. Derivation of the circuits for clamped-free and free-free longitudinal
and thickness oscillators
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Table 9.11. Two-port network representation for clamped-free and free-free longi-
tudinal and thickness oscillators
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• the parallel resonant frequency fP for electrical open-circuit operation:

fP = fS

r
1 +

Cn

Cb
for Cn + Cb − ω2CnCb = 0, QÀ 1

The operation of the quartz oscillator in series resonance is advantageous,
since the resonant frequency is only dependent on the very stable material
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Fig. 9.58. Circuit diagram and mechanical resonant frequency of free-free longitu-
dinal quartz oscillator

constants cE11 and ρ of quartz. The difference between the resonant frequencies
can be estimated according to

fP − fS
fS

≈ 1
2

Cn

Cb
.

The component values and resonant frequencies specified in Table 9.12 are
achieved for an X-cut quartz with the dimensions l = 4mm, b = 0.5mm and
h = 0.1mm. These values are compared with representative oscillator values
of the X-, 5◦-X- and AT-cut. The very high time stability of quartz oscillators
is remarkable [89]:

Short-term stability (TM = 1 s, ∆ϑ = ±1K, temperature compensated):
∆fS
fS

< 10−11

Long-term stability (TM = 24h, ∆ϑ = ±1K):
∆fS
fS

< 10−9

Long-term stability (TM = 1 year, ∆ϑ = ±1K):
∆fS
fS

< 10−6
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Table 9.12. Characteristic values of quartz oscillators as longitudinal and thickness
oscillator

example representative valuesquantities

X-cut
(longitudinal

oscillator)

X-cut
(longitudinal

oscillator)

5°-X-cut
(longitudinal

oscillator)

AT-cut
(thickness
oscillator)

7.8

0.8

0.008

3017

616

619

10
4

Lm " H 1.5

60

0.016

60

999

1000

10
5

19.4

7.9

0.07

170

139

140

10
5

3.3

5.8

0.04

5000

427

429

1800
5

/ pFCb

/ pFCn

/R �

/ kHzfS

/ kHzfP

Q

Temperature coefficient of resonant frequency:

αf = 10
−6 up to 10−4K−1

An ultrasonic transmitter as λ/2 thickness oscillator is considered as a second
sample calculation.

Ultrasonic Transmitter in λ/2 Resonance

For the emission of ultrasonic waves in water a λ/2 thickness oscillator made
of PZT-4 piezoelectric ceramics is used. The dimensions of the thickness os-
cillator and electrical circuit diagram are specified in Fig. 9.59.
Here, it is made use both of the circuit diagram of the clamped-free thick-
ness oscillator represented in the Tables 9.10 and 9.11 and of the material
constants of PZT-4 listed in Table 9.9. The circuit diagram is terminated by
the frictional admittance ha of the coupled water. By means of additionally
integrated frictional admittances h1 and h2, the elastic losses of the oscillator
are taken into account.
For f ≈ f1 only the resistance R1 of the series resonant circuit is effective.
Furthermore, for this frequency the parallel resonant circuit is negligible com-
pared to the resistance Ra. For the calculation of the emitted power Pak ap-
proximately only R1 and Ra have to be considered in case of a voltage supply
ũ:

Pak =
ũ2a
Ra

=

µ
Ra

R1 +Ra

¶2
1

Ra
ũ2 =

ũ2

R1 +Ra
· Ra
R1 +Ra

= ηPel
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Fig. 9.59. Circuit diagram of a λ/2 thickness oscillator made of PZT-4 piezoelectric
ceramics for ultrasonic emission in water

Thus, the efficiency results in

η =
Pak
Pel

=
Ra

R1 +Ra
= 0.94.

For a voltage supply with ũ = 70V and thus Pel ≈ 320W the emitted ul-
trasonic power amounts to approximately 300W. However, due to dielectric
losses resulting in a heating of the transducer and due to the variation of piezo-
electric constants caused by production technology of ceramics there will exist
metrological differences toward lower efficiency compared with the theoreti-
cally possible value.
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Piezoelectric Transformer in λ/2 Resonance

Mainly due to their small construction volume and decreasing costs, piezoelec-
tric transformers increasingly represent an alternative to conventional mag-
netic transformers. However, their application is limited to the lower power
range (≤ 50W). The basic principle of the piezoelectric transformer is shown
in Fig. 9.60.
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Fig. 9.60. Basic principle of a piezoelectric transformer

On the primary side of this basic configuration — Rosen transformer [90]
— a longitudinal oscillator is excited to perform mechanical vibrations in λ/2
resonance or in multiples. On the secondary side, a coupled thickness oscillator
is mechanically excited on λ/2 resonance, too. The secondary voltage can be
tapped at the electrodes. If both oscillators are separated by an insulating
plate, the galvanic separation of primary and secondary side will be possible.

As piezoelectric material a piezoelectric ceramic is used. For the network rep-
resentation shown in Fig. 9.61 both oscillators are approximately assumed
as free-free longitudinal and free-free thickness oscillator according to Table
9.11. The network representation can be simplified by combining mechanical
components and by transforming them to the primary side. The multipli-
cation of both piezoelectric gyrator-like transducers results in the expected
transformer-like coupling of primary and secondary side.

In combination with ω20 = 1/ (Lm · Cn), the λ/2 resonant frequency is achieved
according to

f0 =
1

2l

s
cE11 + cE33
2ρK

.
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Fig. 9.61. Network representation of piezoelectric transformer

If l = 15mm, b = 15mm and h = 2mm are chosen as typical dimensions, the
resonant frequency of PZT-4 oscillators will result in (Table 9.9)

f0 = 105 kHz.

The efficiency η = Pes/Pep amounts to 95%, thus it is higher than the effi-
ciency of conventional transformers.
In practical applications, different geometries and directions of propagations
— longitudinal oscillator, thickness oscillator, radial oscillator — are used for
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piezoelectric elements. Also structures realized in multilayer technology are
used in order to reduce primary voltage.

Piezoelectric Stack Actuator

Piezoelectric stack actuators are used for the operation of diesel fuel injection
valves and small-power motors. The stack consists of a large number of small
square PZT plates. In addition, it is mechanically prestressed (Fig. 9.62).

ceramic plate silver printed
ceramic plate

stacked-up plates sintered plates

6.8 6.8

0
.0

8

3
0

Fig. 9.62. Piezoelectric stack actuator (EPCOS)

The main characteristics of the individual small ceramic plates and the entire
stack are summarized in Table 9.13. In order to achieve a network represen-
tation of the stack actuator, the circuit diagram of the free-free thickness
oscillator specified in Table 9.11 is used. The internal losses of ceramics are
taken into account by the frictional admittance hi. The circuit of a single small
ceramic plate is specified in Fig. 9.63. The contacting of the small plates is
realized by means of silver-palladium electrodes (AgPd electrodes).

Within the stack the small piezoelectric plates are connected electrically in
parallel. Due to their configuration, the polarization vectors of plates are di-
rected in opposite directions. The elements are connected mechanically in se-
ries, i.e. the total stroke of stack equals the sum of single-element strokes.
Thus, the series connection of parallel-connected spring-mass-damper ele-
ments is achieved as canonical circuit as shown in Fig. 9.64 [2].
The total impedance hs on the mechanical side results in:

hs =
nX
i=1

hi =
nX
i=1

 1
1

jωni
+ jωmi +

1

hi


Thus, it applies for the actuator’s velocity vs:

vs = hs · FW, FW =
u

Y
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Table 9.13. Characteristic values of the piezoelectric stack (ANOX, Epcos)

characteristic values typical values

dimensions of small PZT plate [mm] 6.8 x 6.8 x 0.08

stack length [mm] 30 (350 small plates)

mechanical prestress of stack [ N] 800

stack compliance [·10−9mN−1] 18.2

operating voltage [ V] 160

field strength in PZT plate [ kVmm−1] 2

stack capacitance [µF] 3

insulation resistance [MΩ] ≥ 100

material constants of small plate
εr = 1500; c11 = 346Pa
d33 = 660 · 10−12mV−1

operating temperature range [ ◦C] -55 bis 100, kurzzeitig 150
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Fig. 9.63. Circuit diagram of free-free PZT thickness oscillator element

The transformation of the voltage source u and stack capacitance Cb to the
mechanical side is performed with the specified transducer equations. In ad-
dition, the mechanical side is terminated by mechanical load consisting of the
mass of valve needle mV and needle friction rV. Figure 9.65 shows the total
mechanical circuit of the stack actuator.
The pSpice simulation of this circuit provides the transfer function Bξ = ξ/u
for open-circuit operation (Fig. 9.66). Its curve progression provides a series
and parallel resonant frequency fs and fp of the fundamental mode. In the
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Fig. 9.66. Curve progression of transfer function of actuator deflection and its series
and parallel resonant frequency

static case, a maximum stroke of ξmax = 45µm and a maximum force (locking
force) of Fmax = 2200N are achieved.

9.3.5 Piezoelectric Beam Bending Element as Waveguide

In order to generate large displacement amplitudes in the range of a few tenths
of millimetres, piezoelectric bimorph bending elements as already described in
Sect. 9.2.5 are used. Based on the quasi-static five-port network representation
of the piezoelectric bimorph bending element shown in Fig. 9.41 and Fig. 9.67,
in the following, the circuit being suitable for higher frequencies is derived. As
with the longitudinal oscillator, in Fig. 9.68 the circuit is achieved by means of
electrical parallel and mechanical series connection of finite bimorph bending
elements shown in Fig. 9.67.
In contrast to the longitudinal oscillator, now the mechanical side is described
as four-port network by means of the chain matrix of the mechanical waveg-
uide for bending waves specified in Fig. 9.68. The cascade connection com-
prising finite bending elements and represented in Sect. 5.1.2 forms the basis
for representation of the waveguide for bending waves.
For the technically important application of the cantilevered beam bender, the
relations specified in Fig. 9.68 can be simplified. For selected frequency ratios
the simplified circuits and appropriate components are specified in the Tables
9.14 and 9.15 according to [2]. For the calculation of following three sample ap-
plications — piezoelectric transmitter and receiver of deflections, piezoelectric
accelerometer with beam bending element as well as piezoelectric multilayer
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beam bending actuator — the relations specified in the Tables 9.14 and 9.15
are applied.

9.3.6 Sample Applications of Piezoelectric Beam Bending
Elements

Piezoelectric Bending Actuator as Transmitter and Receiver for
Deflections

The transmitter for deflections consists of an electrically actuated clamped-
free parallel bimorph (Fig. 9.69). In order to calculate the transfer function
Bu = ξ

S
/u, the circuit represented in Table 9.14 a) is used.

In case of a supply by means of a sufficiently low-resistance voltage source, the
capacitance C0b can be neglected for the calculation of the transfer factor. With
this assumption the simplified circuit illustrated in Fig. 9.69 a) is achieved
after transforming the electrical side to the mechanical.
The deflection for open-circuit operation ξ

L
can be derived from the velocity

for open-circuit operation vL according to

ξ
L
=
1

jω
vL = n

u

Y
.
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Fig. 9.68. Circuit and chain matrix of piezoelectric bending oscillator
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Table 9.14. Circuits and components of cantilevered bending oscillator for different
frequency ranges
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Table 9.15. Circuits and components of clamped-free frequency oscillator for dif-
ferent frequency ranges

�
� � � �

� �
�

� � �
�

cosh sin sinh cos

sinh sin

$
� � � �

� �
�

� � �
� �

cosh sin sinh cos

cosh cos1

�
�

� �

� � � �
� �

� �
� � �

F
HG

I
KJ

1 1 cosh cos

sinh cos cosh sin

1 1

2

1

2

31

11
31

33

11�
� � �

�
�

Y

d

s
b h k

s
b h

�
, ,k k n

l s

I
n hB RK

2
31
2

0

3
11 23

4
� �

�
� �

I
b h

C
b l

h
k�

�
� �

�
�

3

33 31
2

12
4 1, b � e j

u

u u

u

u u

0
1

0

Y

Y

F
H
GG

I
K
JJ

i

i i

iiW iW
F S

F S F S

F S

Cb
� Cb

�
n

n

n

nvS

vS vS

F W F W

0
1

0

�

�

F
H
GG

I
K
JJ

Y

Y

F e

ve

vS

h

l
b

v Fe e,

parallel bimorph

a) transmitter for deflection b) receiver for deflection

v

F
i i

ie

ueC
C

C C Cnb b
� � �1 3

2
1

31

11Y

d

s

b h

l
f fB

F
HG

I
KJ �

�

��

n
n

f f
b g ��

�
1

0

3


 � � � �n F n
u

YB

Y Y r� � �

F
u

Y
� i

v

Y
C

n

Y
e

e� � �,
2

u
C Y

� �
�
1



e

Y Y r� � �

Fig. 9.69. Simplified circuit of piezoelectric transmitter and receiver for deflections



9.3 Piezoelectric Transducer as one-dimensional Waveguide 397

If the relations for n and Y specified in Table 9.14 are inserted, the transfer
function will result in

Bu =
ξ
L

u
= Bu0

1

η2

µ
sinh (η) sin (η)

1 + cosh (η) cos (η)

¶
with

Bu0 =
1

2

d31
s11

bh

l
n0 = 6d31

l2
¡
1− k231

¢
(1 + k2B)

.

The normalized transfer function characteristic is shown in Fig. 9.70 a). A
resonance amplification of deflection occurs already below the first bending
resonant frequency f1. In proximate neighborhood of the first bending reso-
nant frequency the circuit illustrated in Table 9.14 b) can be used.
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Fig. 9.70. Transfer function characteristics of piezoelectric transmitter and receiver
for deflections

As an example, a transmitter for deflections made of PZT-4 ceramic is calcu-
lated in combination with the values

d31 = 12.3 · 10−11 m
V
, l = 20mm, h = 0.4mm, k31 = 0.33, û = 100V.

With

kB =

√
3

2
k31 = 0.29

the deflection for open-circuit operation results in

ξ̂L = Bu0û = 150µm.

In combination with f1 = η21 · f0, η1 = 1.87 and the characteristic frequency
f0 achieved from

ω20 =
1

mn0
=

1

12ρs11
· 1− k2B
1− k231

· h
2

l4
, f0 = 153Hz,



398 9 Electrical Transducers

the bending resonant frequency yields the value f1 = 538Hz. Due to additional
compliances being found in reality at the bender’s clamp position, the actual
resonant frequency is lower.
Transmitters for deflections with bending oscillators are used in headphones
and for displacement of miniaturized mirrors but also in linear and stepper
motors.

If the conversion effect is reversed, the piezoelectric bending oscillator can be
operated as receiver for deflections according to Fig. 9.69 b). Now mechani-
cal power is supplied and electrical power is consumed. Compared with the
transmission operation, current and force arrows are opposed. Moreover, the
coupling matrix has now negative signs. In order to calculate the transfer
function Bξ = u/ξe, the simplified circuit diagram being based on a veloc-
ity source with negligible internal compliance n and shown in Fig. 9.69 b) is
used. The transfer function of the receiver for deflections shown in Fig. 9.69
b) yields

Bξ = −
u

ξ
e

= − 1

CY
= −Y

n
.

By inserting the relations for Y and n specified in Table 9.14, following ex-
pression can be derived:

Bξ = Bξ0η
2

µ
1 + cosh (η) cos (η)

sinh (η) sin (η)

¶
with

Bξ0 = −2 s11
d31

l

bh

1

n0
Using the numerical values of the considered example, the quantity Bξ0

amounts to

Bξ0 = 67
mV

µm
.

The transfer function characteristic is shown in Fig. 9.70 b). For η2 = π the
transfer function has a zero. The corresponding frequency amounts to

f2 = π2f0 = 1.51 kHz with f0 = 153Hz.

Piezoelectric bimorph elements are used as transducer elements in micro-
phones. Their design principle has already been represented in Fig. 9.46. Due
to their high sensitivity and good reproducibility of characteristic curve, they
are also used as high-resolution position sensing elements, e.g. in force and
tunneling microscopes.

Piezoelectric Accelerometer with Bending Actuator considered as
having Mass

In order to calculate the transfer function Ba = uL/a, the quasi-static circuit
diagram of the clamped-free bender illustrated in Table 9.14 c) is assumed.
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The additional mass m results in a decrease of resonant frequency of the
bending actuator, thus the condition η ¿ 1 is satisfied with sufficient ap-
proximation. The circuit of bending actuator with mass is shown in Fig. 9.71
b).
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Fig. 9.71. Circuit and transfer function characteristic of an accelerometer with
bending actuator considered as having mass

If in case of an open-circuit operation the capacitance Cb is transformed to the
mechanical side and if the velocity source is replaced by a current source, the
mechanical network represented in Fig. 9.71 c) is achieved. The open-circuit
voltage is calculated from the transducer force FW according to

uL = −Y FW with Y =
4

3

s11
d31

l

bh
.

By applying the current divider rule, a relation for

FW
F 0

= −3
4

k2B

1−
µ
ω

ω0

¶2 , ω20 =
1

mnL
, nL =

nK
3

µ
1− 3

4
k2B

¶

can be derived. This results in the transfer function for open-circuit operation

Ba =
uL
a
=

s11
d31

l

bh
k2Bm

1

1−
µ
ω

ω0

¶2 = Ba0
1

1−
µ
ω

ω0

¶2 .
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Its characteristic curve is specified in Fig. 9.71 d). In combination with d31
and s11 specified in Table 9.9 and in combination with

l = 20mm, b = 10mm, h = 0.4mm, kB = 0.29, m = 4g,

the transfer factor of the PZT-4 bender amounts to Ba0 = 168mVm
−1s2 and

the resonant frequency amounts to f0 = 180Hz. Thus, this value is well below
the first bending resonant frequency f1 = 540Hz.

Piezoelectric Multilayer Beam Bending Actuator

In the following, the canonical circuit of a clamped-free bending actuator con-
sisting of n layers will be derived (Fig. 9.72). A differential homogeneous beam
element as already discussed in Sect. 5.1.2 represents the starting point of fol-
lowing consideration. Both ends are affected both by translational quantities
(velocity v, force F ) and rotational quantities (angular velocity Ω, moment
M).

layer 1

layer 2

layer 3

layer n�1

layer n

z
clamp

y

x

P En

P En�1

P E3

P E2

P E1

neutral axis

u

Fig. 9.72. Clamped-free piezoelectric multilayer beam bending actuator

In order to determine the dynamic behavior of the beam element, mass ∆m,
equivalent viscous damping ∆r and an external continuous load f (x) are
taken into account. Figure 9.73 illustrates this fact.
Assuming that the mass, frictional force and load can be considered to be
concentrated in the middle of the beam element and taking both kinematic
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Fig. 9.73. Differential beam element taking mass ∆m, friction ∆r and an external
continuous load f (x) into account

and dynamic conditions
P

i F i = jω∆mv (x) and
P

iM i = 0 into acount, the
inner structure of the differential beam element shown in Fig. 9.74 can be
derived.
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Fig. 9.74. Circuit of differential beam element taking frictional force and continuous
load into consideration

The inner structure of the beam element represented in Fig. 9.74 corresponds
to the circuit of a finite loss-free bending element already illustrated in Fig.
9.67, for which, however, an external continuous load f (x) and equivalent
viscous damping ∆r have not been taken into account. Figure 9.74 shows
that translational and rotational quantities are interconnected by ideal trans-
formers. The quantity ∆nR denotes the rotational compliance of a differ-
ential beam element. Taking both the kinematic and dynamic conditionsP

i F i = jω∆mv (x) and
P

iM i = 0 already mentioned above and the in-
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dividual meshes into account, the difference equations for translational and
rotational velocities v and Ω can be derived from the inner four-port network
structure shown in Fig. 9.74.

The limit consideration (∆x→ 0) of both the kinematic and dynamic condi-
tions and the derivable difference equations yields the differential equations
in complex form describing the dynamic behavior of a homogeneous beam.
The combination of these differential equations results in the total differential
equation of a homogeneous beam in complex form

d4v (x)

dx4
− ω2

µ

EI
v (x) + j

ω

EI
rav (x) = j

ω

EI
f (x) . (9.29)

The explicit calculations are presented in detail in [85]. The quantities EI, µ
and ra in (9.29) denote the flexural rigidity of the homogeneous beam and the
mass and friction per unit length.

By taking propagable modes Xm and respective corresponding wave numbers
βm of a clamped-free beam bender into account, the general solution of the
differential equation (9.29) can be derived:

vm

"
EI (βml)

4

jωl4
+ jωµ+ ra

#
=

lR
0

f (x)Xmdx

lR
0

X2
mdx

. (9.30)

A detailed derivation of (9.30) is presented in [85]. In order to achieve a rep-
resentation of (9.30) within the scope of network theory, the torsional com-
pliance per unit length n0R = 1/EI and translational reference compliance
n0 = l3/EI are introduced as reference quantities (see also Sect. 5.1.2 and
Sect. 6.1.5). Furthermore, the total mass m = lµ and coefficient of friction
r = ral are also used as reference quantities.
Equation (9.30) can be reformulated using the defined reference quantities:

vm

 1

jω
n0

(kml)
4

+ jωm+ r

 = l
lR
0

f (x)Xmdx

lR
0

X2
mdx

(9.31)

The term in brackets on the left side of (9.31) shows an analogy to the mechan-
ical impedance z of a spring-mass-damper system with one degree of freedom
when excited by a harmonic excitational force F . The mechanical representa-
tion, the mechanical scheme and the corresponding network representation of
a spring-mass-damper system are shown in Fig. 3.19 of Sect. 3.1.7.
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In order to describe the bending actuator as an electromechanical system
within the scope of network theory, the relation between difference quantities
(v,Ω) and flow quantities (F,M) is represented by means of a matrix. It is
referred to that matrix as admittance matrix H. The general structure of
interconnection is shown in matrix equation (9.32)

v1

Ω1

v2

Ω2


=



h11 h12 h13 h14

h21 h22 h23 h24

h31 h32 h33 h34

h41 h42 h43 h44


| {z }

≡H



F 1

M1

F 2

M2


, (9.32)

where following boundary conditions are defined for difference and flow coor-
dinates:

v (x)|x=0 = v1 ∧ v (x)|x=l = v2 (9.33)

F (x)|x=0 = F 1 ∧ F (x)|x=l = F 2 (9.34)

Ω (x)|x=0 = Ω1 ∧ Ω (x)|x=l = Ω2 (9.35)

M (x)|x=0 = M1 ∧ M (x)|x=l =M2 (9.36)

The general calculation of the individual elements hij of the admittance matrix
H represented in (9.32) using (9.31) would go beyond the scope of this book,
thus at this point it is referred to [85].

The transition from a homogeneous bending actuator to a piezoelectric mul-
tilayer beam bending actuator as shown in Fig. 9.72 represents the next step.
Since the individual layers are connected in parallel, the actuator can be rep-
resented by a five-port network according to Fig. 9.68. At this point it should
be noted that both the transducer constant Y and translationally blocked
capacitance Cb of the multilayer beam bending actuator can be calculated
from a combination of geometrical, elastic and electromechanical values of
each individual layer. For more detailed calculations see [85].

For the waveguide for bending waves with terminal pairs
¡
Ω1,M

0
1

¢
,
¡
Ω2,M

0
2

¢
and (v1, F 1), (v2, F 2), the admittance matrix H determined in (9.32) is valid
when replacing the moments M1, M2 by M

0
1, M

0
2.
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Following relations have to be considered:

ΩW = Ω2 −Ω1 (9.37)

M 0
1 = M1 −MW (9.38)

M 0
2 = M2 −MW (9.39)

With the achieved knowledge, in the next step the electromechanical circuit
diagram of a clamped-free piezoelectric multilayer beam bending actuator will
be developed and derived.
Taking the coordinate relations (9.37) up to (9.39) into account, the admit-
tance matrix H represents the starting point of further considerations.



v1

Ω1

v2

ΩW +Ω1


=



h11 h12 h13 h14

h21 h22 h23 h24

h31 h32 h33 h34

h41 h42 h43 h44





F 1

M1 −MW

F 2

M2 −MW


(9.40)

With the knowledge of propagable eigenmodes of a clamped-free beam bend-
ing actuator all elements hij of the admittance matrix H can be determined
explicitly. Since in the present representation the transducer operates as a
transmitter for mechanical kinetic quantities, velocities and forces appearing
at the actuator’s tip are provided with the index S (Fig. 9.75).

There are no external bending moments affecting the bender’s tip (M2 = 0).
The actuator is driven by an excitation voltage u, thus the matrix equation
(9.40) can be simplified:

0

0

vS

ΩW


=



0 0 0 0

0 0 0 0

0 0 h33 h34

0 0 h43 h44





F 1

M1 −MW

F S

−MW


(9.41)

Figure 9.76 illustrates the five-port network reduced to a two-port network A
by means of the boundary conditions mentioned above.
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Fig. 9.75. Piezoelectric bending oscillator as transmitter for mechanical kinetic
quantities (drive)

In combination with the admittance matrix (9.41), the translational velocity
vS and angular velocity ΩW can be formulated in dependence on the flow
quantities FS and MW:

vS = h33F S − h34MW (9.42)

ΩW = h43F S − h44MW (9.43)

After some calculations, the coefficients of the associated two-port network A
with respect to following matrix equationΩW

MW

 =

A11 A12

A21 A22

vS

FS


are achieved in combination with (9.42) and (9.43). The matrix A results in

A =


h44
h34

h43 −
h44h33
h34

− 1

h34

h33
h34

 . (9.44)

According to Fig. 9.77, the circuit representation of the two-port network A
results from a varied circuit representation with the admittances h1 and h2 [2].
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Fig. 9.76. Clamped-free piezoelectric bending oscillator
a) appropriate five-port network representation; b) reduced representation consisting
of a piezoelectric transducer and a two-port transducer network (A)
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Fig. 9.77. Circuit for the mechanical partial two-port network of a piezoelectric
bending oscillator and corresponding matrix notation

In combination with (9.44), the transformation ratio q and the admittances
h1 and h2 can be extracted from the circuit of the mechanical partial two-port
network (Fig. 9.77).
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Matrix multiplication and coefficient comparison yields:

q =
h34
h44

(9.45)

h1 = −
h234
h44

(9.46)

h2 =
h34h43
h44

− h33 (9.47)

In the following, the piezoelectric bending actuator is assumed to be exposed
to very small external loads, thus the series admittance h2 can be neglected.
According to Fig. 9.76 b), the reduced two-port network representation of the
piezoelectric bending actuator has the structure illustrated in Fig. 9.78.
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Fig. 9.78. Electromechanical circuit of a piezoelectric bending actuator taking
transformation behavior of rotational and translational quantities into considera-
tion

The relation between the electric pair of coordinates (u, iW) and mechani-
cal pair of coordinates (vS, F S) can be derived from the series connection
of gyrator and mechanical partial two-port network. Both the gyrator with
the transducer constant Y and transformer with transformation ratio 1/q are
combined to a new gyrator Y0 with following structure:

Y0 =

 0 qY

1

qY
0

 (9.48)

By applying the gyrator-like coupling matrix (9.48), the electrical and me-
chanical translational coordinates can be interconnected according to u

iW

 =

 0 qY

1

qY
0


 1 0

1

h1
1


vS

F S

 . (9.49)
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The matrix equation (9.49) corresponds to the circuit of a clamped-free piezo-
electric beam bending actuator shown in Fig. 9.79.
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Fig. 9.79. General circuit for a clamped-free piezoelectric beam bending actuator
affected by low external loads (h2 = 0)

In order to achieve a general circuit of a piezoelectric multilayer beam bend-
ing actuator taking modes of higher order into account, the definition of the
mechanical admittance h1 in (9.46) is considered. By means of the transfor-
mation ratio 1/q according to (9.45) and in combination with the definition
of the matrix element h34, the admittance h1 can be reformulated [85]:

h1 = −qh34 = q
∞X

m=1

Xm (l)
dXm

dx
(l) 1

jω
n0

(βml)
4

+ jωm+ r


lZ
0

X2
mdx

l (9.50)

Within the scope of network theory, the sum notation in (9.50) corresponds
to a series connection of spring-mass-damper elements connected in parallel
resulting in the canonical circuit of a piezoelectric multilayer beam bending
actuator, as it is illustrated in Fig. 9.80.
In a next step, the electrical side is transformed to the mechanical side. In
combination with (9.51)

vS = h1F (9.51)

and by applying the calculation rule (9.50) for the mechanical admittance h1,
the translational velocity vS yields

vS =
u

Y

∞X
m=1

Xm (l)
dXm

dx
(l) 1

jω
n0

(βml)
4

+ jωm+ r


lZ
0

X2
mdx

l. (9.52)
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Fig. 9.81. Canonical circuit of a piezoelectric multilayer beam bending actuator
after transformation to mechanical side

The transformation ratio 1/q is not found anymore. If the tip of bending
actuator can perform unhindered motions, the circuit representation outlined
in Fig. 9.81 will be achieved.
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In order to verify the canonical circuit represented in Fig. 9.81, the emphasis
is laid on the experimental determination of dynamic deflection characteris-
tics ξ of the bender’s tip as a function of driving voltage u. A piezoelectric
monomorph in multilayer technology as shown in Fig. 9.82 is used for the
experimental investigations.

piezoelectric ceramic layers
(M 1832)

U

thermal adjustment layer
(NiCo 2918)

unidirectional glasfiber
compound (S2-glass)

AgPd electrodes

y ( )2

z ( )3

x ( )1

}

polarization

S,T

S,T

S,T

S,T

S,T

Fig. 9.82. Structure of used monomorph in multilayer technology

The geometrical and material-specific parameters of the used piezoelectric
bending actuator are listed in Table 9.16. The measurement chain consists of
an amplifier stage, the bending actuator and a laser triangulator. The mea-
surement setup is shown in Fig. 9.83 [85].

Table 9.16. Geometrical and material-specific parameters of the individual layers

layer i 1 2 3-7

material NiCo 2918 S2-glass M 1832

li [mm] 20

wi [mm] 8

hi [µm] 100 200 5 x 48

sE11,i [·10−12m2N−1] 6.369 17.857 14.144

d31,i [·10−12mV−1] — — −350
εT33,i — — 4500

ρi [ kgm
−3] 8300 1998 8100



9.3 Piezoelectric Transducer as one-dimensional Waveguide 411

1
E

2
EA

electronic
amplifier stage

network analyzer

1 2 3
Net Piezo Triu u u

B B B



multilayer
bending actuator

laser
triangulator

Fig. 9.83. Measurement setup for experimental verification of the canonical circuit
of a clamped-free piezoelectric multilayer beam bending actuator

The measurement of deflection ξ is effected at the actuator’s tip (x = l). The
free length of the actuator amounts to l = 19.2mm. The investigated fre-
quency range extends from 20Hz up to 10 kHz. The voltage amplitude ûNet
is adjusted to 500mV.

The total transfer function BG of measurement chain consists of the transfer
function of the amplifier stage B1, the bending actuator B2 and the laser
triangulator B3. It can be written

BG = B1 ·B2 ·B3. (9.53)

According to the input and output quantities represented in Fig. 9.83 the
transfer function (9.53) can be reformulated:

BG =
uPiezo
uNet

· ξ

uPiezo
· uTri

ξ
=

uTri
uNet

(9.54)

Both the measured and analytically calculated total transfer function BG are
shown in Fig. 9.84 within a frequency range from 20Hz up to 10 kHz. The
coefficient of friction r of the piezoelectric bending actuator was determined
on the basis of a free damped oscillation and amounts to r = 0.078Ns/m [85].

The measurement results show a very good coincidence with the analytical
calculations. Thus, the conclusion can be drawn that the developed struc-
ture of the canonical circuit diagram of a clamped-free piezoelectric bending
actuator can be utilized for its description within the scope of network theory.
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Fig. 9.84.Measured and analytically calculated total frequency response |BG| based
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actuator
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Reciprocity in Linear Networks

In each case, reciprocity relations represent connections between two transfer
factors and transfer impedances or admittances of a linear system, respec-
tively. These relations provide a basis for a series of measuring methods and
allow in many cases also for the calculation of relations which would be only
achieved with large calculating effort otherwise. In networks of a physical
structure they are identical to the symmetry of the ρ- and γ-matrices with
respect to the main diagonal represented in Sect. 2.2 and Chap. 4. In this
chapter, special conclusions are drawn for two-port networks, i.e. for the in-
terconnection of two pairs of coordinates. By means of the well-known charac-
teristics of tranducer two-port networks, it is particularly demonstrated that
also reciprocity relations exist for systems which comprise different physical
structures. These relations are of particular practical importance.

10.1 Reciprocity Relations in Networks with only One
Physical Structure

In Chap. 4 it has been found out for an abstract linear n-pole that the ρ- and
γ-matrices which interconnect the µ- and λ-vectors of a physical structure are
symmetric to the main diagonal. It is usually referred to this characteristic of
linear networks as reciprocity or reversibility. Here, it must be again pointed
out that the existence of such connections within a physical structure has
nothing to do with energy or power considerations, but only results from
validity of the law of superposition in a structure characterized by (10.1) up
to (10.4). For the special case of a two-port network, these relations yield in
combination with the sign rules shown in Fig. 10.1:

ρ
21
=

µ
2L

λ1
=

µ0
1L

λ02
= −ρ

12
(10.1)

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_10,  
© Springer-Verlag Berlin Heidelberg 2011 
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Fig. 10.1. Inversion of the general two-port network

γ
21
=

λ2K
µ
1

=
λ01K
µ0
2

= −γ
12

(10.2)

The right side of both equations corresponds in each case to the transfer of
side 1 to side 2 in Fig. 10.1, the left side of both equations corresponds to the
inverse transfer direction. The indices K and L denote short-circuit (µ = 0)
and open-circuit operation (λ = 0). The quantities ρ

iK
and γ

iK
characterize

the connection between the coordinates λ1, λ2, µ1 and µ
2
:µ

µ
1

µ
2

¶
=

µ
ρ
11

ρ
12

ρ
21

ρ
22

¶µ
λ1
λ2

¶
(10.3)

µ
λ1
λ2

¶
=

µ
γ
11

γ
12

γ
21

γ
22

¶µ
µ
1

µ
2

¶
(10.4)

By means of these equations and the conditions of (10.1) and (10.2), it can
be verified easily that also following both reciprocity relations are valid being
equivalent to the relations in (10.1) and (10.2):

µ
2L

µ
1

=
λ01K
λ02

λ02K
λ01

=
µ
1L

µ
2

(10.5)

The indices K (short-circuit operation, µ = 0) and L (open-circuit operation,
λ = 0) refer in each case to the coordinate µ and λ belonging to the same

terminal pair (e.g. λ0iK → µ0
1
= 0). Here, the right sides of both equations

correspond again to the left part, the left sides correspond to the right part
of Fig. 10.1.
In addition to (10.3) and (10.4), for the analysis of the transient characteris-
tic a third form of two-port network equations — chain matrix — is common
practice which connects the input quantities with the output quantities:µ

µ
1

λ1

¶
=

µ
α11 α12
α21 α22

¶µ
µ
2

λ2

¶
(10.6)
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By rearranging these equations into the form of (10.3), (10.7) is achieved. In
combination with (10.1) and (10.2), a further reciprocity relation in the form
of an equation between the elements of the chain matrix can be extracted
from (10.7): µ

µ
1

µ
2

¶
=


α11
α22
−∆ (α)

α21
1

α21
−α22
α21

µλ1λ2
¶

(10.7)

If it applies ρ
12
= −ρ

21
, then it must be valid:

∆ (α) = α11α22 − α12α21 = 1 (10.8)

That is the last one of possible reciprocity relations with linear two-port net-
works. The specified reciprocity relations are equivalent, i.e. each of the re-
lations in (10.1), (10.2), (10.5) and (10.8) enable the derivation of the other
four remaining.

10.2 Reciprocity Relations in General Linear Two-Port
Networks

By means of the coupling two-ports discussed in the Chaps. 3 up to 7, now n-
poles can be designed which comprise pairs of coordinates of different physical
structures at the ports. Fig. 10.2 shows an example.

�

M

u

i
F

v

Fig. 10.2. Electromechanical three-port network

Such networks must comprise inside at least one of the transducer two-port
networks represented in Fig. 2.19. The question is now whether reciprocity
relations exist also for such a linear n-pole and how they appear. A formal
transfer of the results of Sect. 10.1 is certainly not allowed. As substantial
precondition, the law of superposition within a physical structure has been
applied for derivation of these relations. However, it only allows for the su-
perposition of uniform coordinates. At first, the case of two-port networks is
considered in the following, because they are practically of prime importance
and because the substantial relations are most distinguishable there. Such a
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Fig. 10.3. Possible interconnections of two physical structures by a general two-port
network

two-port network between different physical structures must be able to be
represented by a circuit according to Fig. 10.3.
The coupling two-port network can feature only one of both forms. Thus, it
can effect a transformer- or gyrator-like interconnection. The coefficients T
and G can denote one of the electromechanical coupling quantities X, Y , a
rod length l or an area A. This fact is used that the chain matrix of a cas-
cade connection of several two-port networks results from the product of chain
matrices of the individual two-port networks. In addition, it is valid that the
determinant of the total chain matrix equals the product of the determinants
of the individual chain matrices.
Thus, the chain determinant of the complete two-port network equals 1 in case
of a transformer-like interconnection. For this reason, the reciprocity relations
of (10.1), (10.2), (10.5) and (10.8) being equivalent with each other are valid.
In the second possible case of the gyrator-like interconnection ∆ (α) = −1 is
valid, and it has to be analyzed how the other two pairs of reciprocity rela-
tions [Equations (10.1), (10.2) and (10.5)] appear. That can be immediately
determined on the basis of (10.7) and the analogous but here not specified
γ-matrix as function of the α-elements.
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For ∆ (α) = −1, in (10.1), (10.2) and (10.5) only the sign changes, so that
following reciprocity relations are valid in summary for the general linear two-
port network:

∆ (α) = ±1 (10.9)

µ
2L

λ1
= ±µ

1L

λ02

λ2K
µ
1

= ±λ01K
µ
2

(10.10)

µ
2L

µ
1

= ±λ01K
λ02

λ02K
λ1

= ±µ
1L

µ
2

(10.11)

For the signs of coordinates, the definitions of Fig. 10.1 are valid. In case of
inversion, the directions of the flow coordinates are reversed.

Except for the normally insignificant sign, an analogy of reciprocity relation
in networks with only one physical structure and in general network has been
achieved. However, that must not belie the fact that in both cases completely
different reasons are available for reciprocity. In case of networks of one phys-
ical structure, the cause was the validity of the law of superposition in com-
bination with the system structure, whereas the analogy of the connection
between one pair of transducer coordinates each originating from different
physical structures is the cause of |∆ (α)| = 1 for transducer two-port net-
works.
However, this analogy was a direct consequence of the assumption that only
reversible processes in terms of thermodynamics run in the transducer and
that existing losses can be separated in the form of a further network. These
aspects must be considered, if further physical interconnection mechanisms,
as e.g. the electrothermal interconnection, are to be added in the theory which
is outlined here.

10.3 Electromechanical Transducers

In this section, the results of the previous section are applied to the con-
crete case of electromechanical transducers and their practical importance is
demonstrated by means of a technical example.
The transition from general coordinates µ and λ to available coordinates u, i,
v and F results from the considerations in Chap. 4 and Fig. 10.4:

u = µ
1
, i = λ1, v = µ

2
, F = λ2

In the following, it is analyzed how the interconnection is achieved by means
of electric or magnetic fields.



418 10 Reciprocity in Linear Networks

F

F

i

i

u

u

v

v

v�

v�

F �

F �

i�

i�

u�

u�

u u i i v v F F� � � � � � � � �, , ,

transfer direction from excitation to response

Fig. 10.4. Sign convention in case of inversion of an electromechanical transducer

In both cases, different values for ∆ (α) are possible:

electrical transducers: (α) =

µ
0 Y
1/Y 0

¶
→ ∆ (α) = −1

magnetic transducers: (α) =

µ
1/X 0
0 X

¶
→ ∆ (α) = +1

In combination with (10.1), (10.2), (10.5) and (10.8), the reciprocity relations
result immediately in:

vL
i
= ±u0L

F 0
,

FK
u
= ± i0K

v0
,

vL
u
= ± i0K

F 0K
,

F 0K
i0
= ±uL

v
(10.12)

The positive sign is assigned to two-port networks consisting of magnetic
transducers and the negative sign is assigned to two-port networks consisting
of electrical transducers.

The reciprocity calibration of electromechanical sensors represents a typical
example for the application of these relations. In the following, it is assumed
the task to calibrate an acceleration sensor without using a proximate elec-
tromechanical standard (calibration source for mechanical quantities). This
measurement standard is indirectly represented by the resistor R existing in
the measuring device, because a connection to mechanical quantities is nec-
essary in order to define current and voltage units. It is assumed that only
devices for purely electrical and purely mechanical quantities are available for
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absolute measurements. The measurement setup consists of an electromechan-
ical transducer from which it is known that it comprises an interconnection
by means of magnetic fields, and from which the mechanical input impedance
is known in case of electrical open-circuit operation (Fig. 10.5).

Fi
1

v

magnetic
transducer sensor to be calibrated

u1

u2

u B a B v2 � �a a j�

1

1

0

L L
R

L

i

v u
B

i F

F
z

v
=

= =

æ ö
=ç ÷

è ø

Fig. 10.5. Configuration for reciprocity calibration of an acceleration sensor

The mass of sensor is considered to be a part of the transducer system. Thus,
the impedance z1 must be measured with the attached sensor. Following both
experiments are now conducted successively by means of this configuration.
Experiment I concerns a current exitation of the magnetic transducer and the
determination of the transfer impedance (u2/i1)

I
. In combination with the

relations shown in Fig. 10.5, this impedance can be expressed by BR and Ba:µ
u2
i1

¶I
= jωBaBR (10.13)

Experiment II concerns an excitation of the mechanical system with an exter-
nal force F II during electrical open-circuit operation (i1 = 0) and the simul-

taneous measurement of ratio (u2/u1L)
II. This ratio can also be reduced to

Ba, BR and zL, because in case of the known impedance zL, with the force
F II also the velocity vII = F II/zL is well-known:

uII1L = BRF
II, uII2 = jωBav

II

µ
u1L
u2

¶II
=

BR

jωBa

F II

vII
=

BR

jωzLBa

(10.14)

By multiplying (10.13) and (10.14), BR can be eliminated. Thus, Ba is
achieved as a function of both measured ratios and as a function of impedance
zL:

|Ba| =
s
|zL|
ω2

µ
u2
i1

¶Iµ
u1L
u2

¶II
(10.15)

Generally, the system is dimensioned in such a way that zL = jωm can be
assumed as sufficient approximation.
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The mass m can be easily determined by weighing. By means of a well-known
resistor R0, the current i1 is transformed into a voltage ui. Thus, the following
relation is achieved for |Ba|:

|Ba| =
s

mR0
ω

µ
u2
ui

¶Iµ
u1L
u2

¶II

10.4 Mechanical-Acoustic Transducers

The transition from general coordinates to the special case of mechanical-
acoustic transducer results from the relation:

v = µ
1
, F = λ1, p = µ

2
, q = λ2

Thus, the internal transducer two-port network appears as gyrator according
to Sect. 5.2: µ

vW
FW

¶
=

µ
0 1/ (ϕA)
ϕA 0

¶µ
p
W
q
W

¶
→ ∆ (α) = −1

As a result, the reciprocity relations are:

p
L

F
= −v

0
L

q0
,

q
K

v
= −F

0
K

p0
,

p
L

v
= −F

0
K

q0
,

q0
K

F 0
= −vL

p
(10.16)

The relation of the individual quantities to the geometrical transducer con-
figuration is represented in Fig. 10.6. Again the arrow denotes the transfer
direction from excitation to response. Instead of the coordinates q and v, the
volume displacements V and deflections ξ can be inserted in (10.16) due to
q = jωV and v = jωξ.

By means of the following example, it is demonstrated how the application of
reciprocity relations can result in calculating simplification in some cases. For
a configuration according to Fig. 10.7, where a force F generates a volume
change V , there is the task to determine the quotient V /F . The pressure p
should amount to zero (q = q

K
). In order to determine this quotient, at first

the deflection function of a plate would be determined for the represented
lumped load caused by a pair of forces. That represents a very complex prob-
lem. Still the volume change V would have to be extracted from the achieved
solution by means of integration. However, the searched quotient is contained
in the last relation of (10.16). It is identical to the quotient (−ξ (r) /p)F=0.
The deflection ξ (r) has to be measured at that radius, the forces affect in
first case. However, this last specified quotient can be easily gathered from
engineering data reference books.
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Fig. 10.7. Determination of the quotient (V /F )p=0 of a mechanical-acoustic trans-

ducer by means of the reciprocity law

For a clamped plate, it can be written e.g. according to [43]:

−
µ
ξ (r)

p

¶
F=0

=
R4

64K

µ
1−

³ r
R

´2¶2
=

µ
V K

F

¶
p=0

K denotes the flexural rigidity of plate with

K =
Eh3

12 (1− ν2)
.

By means of the reciprocity relation, it succeeded to avoid an extremely trou-
blesome and protracted calculation and to reduce it to a very simple calcula-
tion, respectively.
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A

Characteristics of Selected Materials

A.1 Material Characteristics of Crystalline Quartz

Table A.1. Material Characteristics of Crystalline Quartz [9]

type unitproperties

	-quartz temperature of - -transformation	 �

density �

elastic constants 11 12 13, ,c c c

14 33 44, ,c c c

MOHS hardness

coefficient of thermal expansion 	

thermal conductivity �

electrical resistivity

wafer diameter (and edge length)

wafer thickness

quartz wafer
(blank)

°C

3g/cm

GPa

610 /K�

W/K m�

& cm�

mm

�m

values

573

2.655

86.7 7.0 11.9

�17.9 107.2 57.9

7

a-axis	 : 13.37; c-axis	 : 7.97

a� : 5.6...7.2; c� : 9...13.2

14 1510 10...1 1...

51 (2 inches); 76 (3 inches)

500

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_11,  
© Springer-Verlag Berlin Heidelberg 2011 
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A.2 Piezoelectric Constants of Sensor Materials

Table A.2. Piezoelectric Constants of Sensor Materials [88]

material

	-quartz

(left-handed)

transformation
temperature

gallium ortho-
phosphate
(GaPO )4

langasite
(L Ga SiO )3 5 14

LGN
(L Ga Nb O )3 5,5 0,5 14

zinc oxide
(ZnO)

11d 14d 11e 14e

1210 m/V- 2As/m

2.3 0.67

4.5 1.9

6.16 -5.36

6.63 -5.55

12.3 033d :

0.171 -0.041

--- ---

0.45 -

0.44 -

0.96 033e :

573

950

1470

1510

---

°C

-8.315d :
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A.3 Characteristics of Metallic Structural Materials

Table A.3. Characteristics of Metallic Structural Materials

material DIN state
Young’s
modulus

tensile
strength

ultimate
elongation

910 2N/m2 3
4 5

610 2N/m2 3
4 5

210�2 3
4 5

coefficient of
therm. expans.

610
r.t.

/K�2 3
4 5

tool steels

100 Cr 6
90 MnCrV 8
C 60 W
X 210 CrW 12

4957
17350
17200

tempered
210

220

750
750
830
470 17

11.5
12.2

spring steels

50 CrV 4
50 CrMo 4

17221 hot-rolled
and
annealed 215

210
390
640

36
23

19

non-
corrosive
steels
(stainless steels) 17440

200
200
200

550
600
600

36
35
30

hot-forming
steels

40 NiCrMo 15

210 CrW 46

4390

7740 forged
annealed
forged
annealed

230

210

560

470

28

17

special materials

Hastelloy B
Hastelloy C
Monel
Incoloy

Ni62Mo28FeS/CrMn Si
Ni57/Mo17/Cr16/FeWMn
Ni65/Cu33/Fe2
Ni32,5/Cr21/Fe

180-220
170-220

185
196

600
550
550
400

< 60
< 52
< 40
< 45

10.3
10.8
13.9
14.2

X 5 CrNiMo 18.11
X 10 CrNiMoTi 18.10
X 12 CrMo S 17

19

17.3

{
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A.4 Material Characteristics of Silicon and Passivation
Layers

A.4.1 Comparison of Main Characteristics of Silicon, Silicon

Table A.4. Comparison of Main Characteristics of Silicon, Silicon Dioxide and
Silicone Nitride Layers [91]

characteristics unit silicon silicon dioxide silicon nitride

density 3kg/m 2929 2200 2400

Young’s modulus GPa

Si-wafer: 2...3

micro-
structures:

[100] 130

[110] 169

[111] 188

73 290

tensile strength /
yield strength *)

0.5...1

*) 8.4 *) 14.0

fracture strength

GPa

GPa 4...6

residual stress GPa --- �0.3 1.2

hardness
2

kg/mm MOHS:

KNOOP:

7.0

1150
--- ---

thermal conductivity W/K m� r.t. 156

300°C 66

2.1 19

coefficient of
thermal expansion

610 /K� r.t.
100°C
200°C
300°C
600°C

2.31
3.05
3.55
3.84
4.18

0.5 0.8

specific heat
capacity

Ws/kg K� r.t. 695

300°C 836

1000 170

el. breakdown strength MV/cm --- 8...12 3...13

insulating resistance &/cm --- 1610 10 1610 10...

Dioxide and Silicon Nitride Layers
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A.4.2 Characteristics of Silicon Dioxide Layers

Table A.5. Characteristics of Silicon Dioxide Layers [92]

deposition process

composition

deposition temperature °C

density

resistivity

dielectric strength

intrinsic mech. stress MPa
3)

etch rate

SiH O4 2� SiCl H N O2 2 2�

V/ m�

& cm� 16101

3g/cm

(H O:HF 100:1)2 �

PECVD
1)

TEOS
2)

thermal

1)

2)

PECVD: Plasma-enhanced Chemical Vapor Deposition

TEOS: Tetraethyl orthosilicate (silicon ethoxide)
3)

tensile stress, compressive stress,�. ,�.

SiO (H)1.9 SiO O2 2� SiO2 SiO (Cl)2 SiO2

200 450 700 900 1100

2.3 2.1 2.2 2.2 2.2

300...600 800 1000 1000 1000

� �300... 300 �300 �100 �100 �300

40 6 3 3 3

unit

nm

min



430 A Characteristics of Selected Materials

A.4.3 Characteristics of Silicon Nitride Layers

Table A.6. Characteristics of Silicon Nitride Layers [92]

deposition process

composition

deposition temperature °C

density

resistivity

dielectric strength

intrinsic mech. stress MPa
3)

V/ m�

& cm�

3g/cm

LPCVD
1)

1)

3)

LPCVD: Low Pressure Chemical Vapor Deposition

tensile stress, compressive stress

2)
PECVD: Plasma-enhanced Chemical Vapor Deposition

,�. ,�.

SiO N (H)3 4

700...800

2.9...3.1

1100

�#666

PECVD
2)

SiN Hx y

250...350

2.4...2.8

500

� �7300... 00

Si/N ratio 0.75 0.6...1.2

unit



A.5 Characteristics of Ceramic Structural Materials 431

A.5 Characteristics of Ceramic Structural Materials

Table A.7. Characteristics of Ceramic Structural Materials [9, 91]

characteristics unit
300 KT �

dielectric constant

dielectric
loss factor at
1 MHz

el. breakdown
strength

electrical resistivity

thermal
conductivity

specific heat
capacity

cofficient of
thermal expansion

Young’s modulus

flexural strength

maximum working
temperature

density

Al O

(96%)
2 3 Al O

(99.5%)
2 3 AlN BeO

(99.5%)
BN SiC ZrO2 Al TiO2 5

9...10 9.8 10 6.9 4.1 15...45

410�

kV/mm

1 3 5 2 45 500

10...28 9...33 10 0.07

& cm� 12 1410 10...12 14... 14101 114 101� 15101 110 1 13101

W/K m� 21...24 35 110...170 250 25 90...270 2.5 2.0

J/kg K� 795 795 738

610 /K� 6.8...8 8 3.8 7.5 0" 3.7 10 1.0

GPa 340 370 300...310 300" 43 380 200 18

MPa 500 380 270...360 220 53 950 40

°C 1700 1750 >1000 >1000

3g/cm 3.85 5.95 3.2
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A.6 Material Characteristics of Selected Polymers

Table A.8. Material Characteristics of Selected Polymers [9]

characteristics unit PVC
hard

PMMA PVDF PTFE ABS PFA PUR poly-
imide

density

Young’s modulus

thermal
conductivity

specific heat
capacity

coefficient of
thermal
expansion

glass
temperature

electrical
resistivity

dielectric
constant
at 1 MHz

3g/cm

GPa

W/K m�

J/kg K�

610 /K�

°C

& cm�

tan %

refractive index

210�

1.38 1.18 2...2.3 1.12 1.1...1.3 1.42

2...3 3.3 2.6 0.3...0.6 2.5...3.0 0.69 0.4...2 3.0

0.16 0.19 0.19 0.24 0.19 0.22 0.35 0.4...0.5

1000 1500 960 1040 1420 1080 1880 ---

80 80 106 100 85 130...200 170...200 35...100

--- --- --- ---106 177 305

15101 15101 18101 18101 13101 18101 18101 18101

3 2.9 11
*) 2.1 2.9...4.1 --- 3.4 3.4

2 2 0.01 1...8 4.7 0.005

1.5 1.49

*) at 100 kHz;

ABS:
PFA:
PMMA:
PTFE:
PVC:
PUR:
PVDF:

polyacrylonnitrile butadiene styrene,
perfluorinated alkoxyl copolymer of PTFE (Teflon-PFA),
polymethyl methacrylate,
polytetraflouroethylene (Teflon),
polyvinyl chloride,
polyurethane,
polyvinylidene fluoride.
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A.7 Characteristics of Plastics as Structural Materials

Table A.9. Characteristics of Plastics as Structural Materials [9]

characteristics unit

thermal
conductivity

coefficient
of thermal
expansion

electrical
resistivity

dielectric
constant
at 1 MHz

1) filled with silver

processing
temperature
range

tensile (shear)
strength

el. breakdown
strength

dielectric
loss factor
at 1 MHz

epoxy resin
base

epoxy resin
+Ag

1)

silicone
resin base

silicone
resin+Ag

1)

poly-
imide

silicone
rubber

°C

MPa

& cm�

kV/mm

610 /K�

W/K m�

20...170 50...150 150 50...150 20 20

7...75 6...15 1...7 1.3 55...70 ---

153 101� �42 10� 14101 �410 18101 14 1510 10...1 1...

51.9 10� 520 10� 523 10�--- --- ---

4" 3.5"--- --- 3.4 2.8

�490 10� �425 10�--- --- �450 10� �420 10�

20...100 30" 20...240 95 35...70 300

0.65 0.8...3.7 0.4 4.2 1.3 0.2
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A.8 Composition and Material Characteristics of
Selected Glasses

Table A.10. Composition and Material Characteristics of Selected Glasses [9]

glass sort unit

SiO content2

Na O content2

Al O content2 3

B O content2 3

other

%

%

%

%

fused
quartz
glass

soda-
lime
glass

alkali zinc
boro-
silicate
glass

boro
silicate
glass

aluminum
boro-
silicate
glass

lithium
aluminum
silicate
glass

100 68 65 81 50 70"

16 6 4 < 0.2 15"

3 4 2 11

2 10 13 13

CaO: 6
rest:
K O,

BaO, MgO
2

K O: 7

ZnO: 5
rest:
TiO

2

2

BaO: 25
rest:
As O2 3

rest: pre-
dominantly
Li O2 3

density

Young’s
modulus

flexural
strength

softening
temperature

specific heat
capacity

coefficient of
thermal
expansion

thermal
conductivity

electrical
resistivity

dielectric
contstant
at 1 MHz

3g/cm

GPa

GPa

°C

J/kg K�

610 /K�

W/K m�

& cm�

2.2 2.47 2.51 2.23 2.76 2.37

78 70 74 63 68 78

0.05 0.025 0.08 0.06

1500 696 720 820 835

754 879

0.49 9.2 7.4 3.25 4.5 9

1.4 > 0.8 > 0.8 1.15 > 0.8 1.35

6>101 >105 >107 >107 >1012 >1012

3.826 6.5 6.7 4.6 5.8 6.5
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A.9 Material Characteristics of Metallic Solders and
Glass Solders

Table A.11. Material Characteristics of Metallic Solders and Glass Solders [9]

type composition process-
ing tem-
perature
range

coefficient
of thermal
expansion

electrical
resistivity

tensile
(shear)
strength

weight-% °C
6

10 /K
� & cm�

soft solders 60 Sn; 40 Pb
65 Sn; 25 Ag; 10 Sb
25 Pb; 50 Bi; 12,5 Sn; 12,5 Cd
80 Au; 20 Sn

hard solders 97 Au; 3 Si
55,4 Al; 44,6 Ge

glass solder
crystallizing
non-
crystallizing

75...82 PbO; 7...14 ZnO; 6...12 B O

75...82 PbO; <7 ZnO; >12 B O

2 3

2 3

active solders 70 Ag; 27 Cu; 3 Ti
60 Ag; 24 Cu; 15 In; 1 Ti

180...188
240...310
60.5...70
280

362
424...499

450...500

380

850...950
700...750

25.6

20.6
16

12
18

84

1.47 10
�7

(1.0...1.1) 10
�7

(4.6...6.6) 10
�7

1.6 10
�7

(1...5) 10
7

�

�

�

�

�

25...40

45...47
275

120...170

MPa
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A.10 Sound Velocity and Characteristic Impedance

Table A.12. Sound Velocity and Characteristic Impedance [93]

material density [ ]kg/m sound velocity [ ]

longitudinal transversal

m/s characteristic impe-
dance longitudinal

[ ]Ns/m3

3

metals:

aluminum (rolled)

lead (rolled)

gold

silver

copper (rolled)

copper (annealed)

magnesium

brass
(70% Cu, 30% Zn)

steel (stainless)

steel (1% C)

zinc (rolled)

tin (rolled)

non-metals:

glass (flint glas)

glass (crown glass)

fused quartz glass

plexiglass

polyethylene

polystyrene

2700 6420 3040 17.3

11400 2160 700 24.6

19700 3240 1200 63.8

10400 3640 1610 37.9

8930 5010 2270 44.7

8930 4760 2325 42.5

1740 5770 3050 10.0

8600 4700 2110 40.4

7900 5790 3100 45.7

7840 59405940 3220 46.6

7100 4210 2440 29.9

7300 3320 1670 24.2

3600

2500

2200

1180

900

1060

4260

5660

5968

2680

1950

2350

2552

3391

3764

1100

540

1120

15.3

14.2

13.1

3.16

1.76

2.49



B

Signal Description and Transfer within Linear
Networks

B.1 Fourier Expansion of Time Functions

B.1.1 Estimate of Approximation Error with Numerical Analyses
of Fourier Series

With numerical analyses it is not possible to implement the summation over
i from 0 to ∞. However, since the ai and bi converge to zero only for i→∞,
a summation up to i = M À 1 generates only an approximation error that
can be estimated with (B.1).

ε2 =
(x̃ (t)− x (t))2

x (t)2
=

1
2

µ
MP
i=1

c2i −
∞P
i=1

c2i

¶
1
2

∞P
i=1

c2i

=

∞P
i=M

c2i

∞P
i=1

c2i

(B.1)

The errors generated by finite upper bounds of summation can be perceived as
band limitation errors . The inaccurate function x̃ (t) results from the Fourier
sum of the exact function x (t) by means of ideal low-pass filtering with ωg =
ω0 ·M.
The errors in the time domain generated in such a way appear particularly at
step discontinuities or steep edges of the function x (t). In order to demonstrate
this special characteristic of the approximative Fourier series, the periodic
iteration of a square-wave pulse of width τ represented in the left part of Fig.
B.1 is subjected to different analysis operations.
The calculation of the Fourier coefficients ai, bi and ci is made according to

ai =
2x̂τ

T

sin (2πiτ/T )

2πiτ/T
(B.2)

bi =
2x̂τ

T

1− cos (2πiτ/T )
2πiτ/T

(B.3)

A. Lenk et al., Electromechanical Systems in Microtechnology and Mechatronics,  
Microtechnology and MEMS, DOI 10.1007/978-3-642-10806-8_12,  
© Springer-Verlag Berlin Heidelberg 2011 
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�x

T T
t t

$

x tb g �xA

�xB

~x tb g

A

B

�x

Fig. B.1. Periodic impulse function

and

ci =
q
a2i + b2i =

2x̂τ

T

sin (πiτ/T )

πiτ/T
. (B.4)

Equation (B.1) enables the estimation of remaining error ε for a predetermined
bound of summation.
If the summation in (B.6) is replaced by an integration and the denominator
πi is replaced by the initial value of i in each interval between zeros of ci, the
error approximately will result in:

ε2 =

∞P
i=M

c2i

x (t)2
=

1

x̂2τ/T

4x̂2τ2

T 2

µ
sin (πiτ/T )

πiτ/T

¶2
(B.5)

ε ≈
s
2

π3
1

τ/T

1

M
for MÀ 1. (B.6)

For τ/T = 0.25 and M = 64 the error ε amounts to 6.3%.

The approximate time function x̃ (t) occuring for finite M is qualitatively
represented in the right part of Fig. B.2. The deviation ∆x (t) between x (t)
and x̃ (t) each represented in the boxes A and B is specified for the operations
with x (t) cited in the following. For reasons of symmetry, the behavior of the
error in the neighborhood of t = 0 corresponds with that in box A, in the
neighborhood of t = T it corresponds with that in box B.
For the special case τ = 0.5, the errors ∆x (t) are represented in the left part
of Fig. B.2 for the upper bounds of summation M = 64 and 24. For reasons
of symmetry, the errors in the boxes A and B coincide, too.
The behavior of x̃ (t) for very large M can already be estimated by means
of these two cases. In the neighborhood of step discontinuities the time in-
tervals between two zeros of oscillations of x̃ (t) become very small and the
oscillations concentrate on an even smaller neighborhood of the step discon-
tinuities for an approximately constant peak value at the step discontinuity.
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Fig. B.2. Signal operations with model function x (t) represented in the left part
of Fig. B.1 for τ = 0.5T

This characteristic of the approximative Fourier series in the neighborhood
of step discontinuities is called Gibbs phenomenon. It is a consequence of
the application of the Fourier expansion to physically unreal processes. The
transfer factor of real dynamic systems disappears for ω →∞. Therefore, the
same must be valid for the Fourier coefficients of real physical processes, since
they can only be generated by real systems.
The resonant low-pass represents a typical real band limitation which often
occurs also with technical systems discussed in the individual chapters of the
present book. The response of such a low-pass filter with a resonant frequency
of ωres = 24ω0 to the model process x (t) shown on the right of Fig. B.1 is
illustrated in the right part of Fig. B.2. In comparison to that, the approx-
imate function x̃ (t) of the impulse function x (t) with ideal band limitation
Mg = 24 is plotted in Fig. B.2. It can be realized that the real band limitation
being approximately equivalent with respect to the cut-off frequency shows
considerably smaller deviations between x̃ (t) and x (t) than a physically un-
real and ideal band limitation does.
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Fig. B.3. Signal operations with model function x (t) represented in the left of Fig.
B.1 with τ = 0.25T

Finally, Fig. B.3 shows the same comparison for a model function illustrated
in Fig. B.1 with τ = 0.25T . Here, the errors differ in the boxes A and B.

B.1.2 Sample Application for the Periodic Iteration of Singular
Processes

In the following, an example is given in order to provide a clear and quantita-
tive interpretation of the general considerations. For that, the sample function
xp (t) shown in Fig. B.4 is used. For simplification it is bandlimited and zero-
mean. However, for a finite upper bound of summation K being inevitable
with numerical analyses, band limitation errors for x̃ (t) must be expected
due to the mentioned expansion of the spectrum of the αk, βk up to ∞.

0 2,

0 4,

�0 2,

�0 4,

0 5, 1 t

T0

x t x tb g b g, p

~x tb g

A

x t
t

T
b b bp b g für

0
1 2 30 1 0 3 0 15 0 1� � � � �
 , , , , , ,for.

.

.

.

.

. . .

Fig. B.4. Sample function xp (t)
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With this sample function, the procedure represented in Fig. 2.6 (Sect. 2.1.3)
was now accomplished for different L. Figure B.5 shows the αk, βk for in-
creasing L. The facts already deducible from (2.51) and (2.52) show that also
with infinitesimal ai the coefficients αk appear.
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Fig. B.5. Fourier coefficients of the sample function shown in Fig. B.4 iterated with
different break lengths
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Figure B.6 finally shows the differences ∆x between x (t) and x̃ (t) of section
A represented in Fig. B.4. Here, it must be noticed that the represented nu-
merical values were calculated for finite upper bounds of summation K. The
occurring deviations ∆x are not solely determined by insertion of the break,
but also by the finite K. However, it is remarkable that for L = 7 the deviation
∆x exceeds the value 0.001 only during 6% of the interval time.
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x tb g

.

.

.

... .

Fig. B.6. Details to the behavior of the smoothing function x (t) represented in
section A of Fig. B.4

Considered as a whole, it appears that a function series with two free param-
eters K, L has been defined in combination with (2.46) and (2.48) being valid
for band- and time-limited functions xp (t) according to Fig. 2.6. It converges
to a limit for an increase of both parameters independently of their order.
This fact can be verified by means of numerical analyses up to the resolution
limit of calculating devices. In case of cancelation of band limitation for xp (t),
a further parameter M is added, but the conclusions mentioned above will not
change.

B.2 Ideal Impulse and Step Functions

B.2.1 Problem Definition

The description of singular processes by Fourier and Laplace integrals allows
also for another abstraction which is based on the transfer characteristics of
time-limited processes of short duration T = τ — impulses — passing real linear
systems. The experience shows that in case of very short impulses, a real linear
system is not able to realize which time response the impulse has within peak
time τ . The system responds only to the integral over the impulse function, the
so-called impulse area I. The question is, why this fact is existent and what
is the meaning of

”
very short” with respect to the transfer characteristics
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of the system. At first, this question is answered for the mentioned impulse
processes, afterwards it is transfered to step processes.

B.2.2 Ideal Impulses and their System Response

As model for the ideal impulse function a sequence of functions is chosen
which is based on the function x (t/τ) represented in the left part of Fig. B.7.
The reference time τ with the meaning of an equivalent impulse duration is
chosen in such a way that its product with x0 = x (τ) results in the impulse
area I.
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x t
Lb g b g$

1 L1

I x t t I x
L L

d L
L

b g b g b g� � �
�

z
0

0

1
$

L x0

I x t t x� �
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z b g b gd 0

0

$ 2.75a

Fig. B.7. Model for a sequence of functions in order to define the ideal impulse
function

According to the left part of Fig. B.7, the impulse area I can be determined
according to

I =

∞Z
0

x (t) dt = x0τ . (B.7)

A reduction of the equivalent impulse duration by the factor L enables in
combination with the impulse function

x(L) (t/τ) = L · x (L · t/τ) (B.8)

the calculation of the impulse area according to

I(L) =

∞Z
0

x(L) (t) dt = I = Lx0
1

L
τ . (B.9)

It is assumed that the Fourier transform of x (t) exists, thus the condition of
(2.70) is satisfied. Furthermore, it is assumed that the impulse area amounts
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to I 6= 0. Thus, the Fourier transform of x (t) results from (2.46). It can
already be noticed that c (0) 6= 0 is valid. Three typical examples of impulse-
like processes are represented in Fig. B.8.
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Fig. B.8. Fourier spectral densities of typical impulse time functions

The curve shapes A, B and C are associated with following spectral densities
c (ω):

A : |c (ω)| = x̂τ
sin (ωτ/2)

(ωτ/2)
(B.10)

B : |c (ω)| = x̂τ
1q

1 + (ωτ)
2

(B.11)

C : |c (ω)| = x̂τ
sin2 (ωτ/4)

(ωτ/4)2
(B.12)

Figure B.8 shows that for the examples represented in the range of ωδτ =
0.3 . . . 1.5 the spectral density c (ω) differs around less than 5% from c (0) = I.
If such an impulse affects as input time function x (t) a linear system defined
by the transfer function B (ω), the resulting output quantity can be expressed
according to (2.72). The transfer functions of real linear systems offer upper
cut-off frequencies ωg, for which B (ωg) falls below the resolution limit of the
used calculation or measuring devices. If now the effective impulse duration
τ illustrated in Fig. B.7 is adjusted in such a way that the failure cut-off
frequency ωδ equals ωg for c (ω) shown in Fig. B.8, the situation represented
in Fig. B.9 using the example of a square-wave impulse will arise.
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Fig. B.9. Requirements on the impulse duration for a band-limited transfer function

The error δ in Fig. B.9 results in

δ =
∆ |cx (ωδ)|
cx (0)

= 1− sin (ε/2)
ε/2

. (B.13)

Within the transfer range of B (ω), the spectral density c (ω) is independent of
ω within the limit of permitted error δ and equals the impulse area I. In this
case, the system is not able to realize any longer which concrete input function
x (t) generated the output function y (t). It only responds to the impulse area
I.
This fact suggests the transition represented in the left part of Fig. B.7 and
described by (B.8) from x (t) over the sequence x(L) (t) to an ideal impulse.
With increasing L the effective impulse duration becomes shorter and the
amplitude becomes higher. The impulse area I remains constant with the
approach described in (B.8).
The Fourier transform c (ω) of a sequence element takes following form:

c(L) (ω) =

∞Z
0

x(L) (t/τ) e−jωt dt = L

∞Z
0

x (Lt/τ) e−jωt dt (B.14)

c(L) (ω) =

∞Z
t0=0

x (t0/τ) e−jωt
0/L dt, t0 = Lt

c(L) (ω) = c (ωL) (B.15)

This transition is represented in Fig. B.10. With increasing L the range for
which c (ω) can be considered to be c (ω) = I extends by factor L.
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Fig. B.10. Transition from c (ω) to c(L) (ω)

The elements of this function sequence show following characteristics:

c (0) = I and lim
T→∞

c(L) (ω) = 0 (B.16)

For L → ∞, it is referred to the limiting value of the function sequence
x(L) (t/τ) /I as normalized ideal impulse function or Dirac delta function

δ (t) = lim
L→∞

x(L) (t) /I, (B.17)

respectively. In connection with that, it is simplified according to

c {δ (t)} = lim
L→∞

c(L) (t) /I = 1 (B.18)

and thus it follows

δ (t) =
1

2π

∞Z
−∞

e−jωt dω. (B.19)

However, in the strict sense the limiting process ωK →∞ in (B.19) can only
be made with a sequence element c(L) (ω), because only this tends to zero for
ω. Therefore, (B.19) must be written in detail in the following way:

δ (t) = lim
L→∞

 lim
K→∞

ωKZ
−ωK

c(L) (ω)

Z
e−jωt dω

 (B.20)

The limiting value δ (t) can only be determined with the specified order of both
limiting processes concerning the two parameters K and L. Taking (B.19) into
account, the response of a linear system to an ideal step ximpulse (t) = Iδ (t)
can be specified by means of (2.76). However, if B (ω) has an upper cut-off
frequency ωg in terms of Fig. B.9, the integration in (2.76) can be restricted
to ±ωg. Then the limiting value for cx (ω) from (B.18) can also be used. This
results in:

y (t) = g (t) I =
I

2π

ωgZ
−ωg

B (ω) e−jωt dω (B.21)
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with

g (t) =
1

2π

ωgZ
−ωg

B (ω) ejωt dω (B.22)

and

B (ω) =

∞Z
0

g (t) e−jωt dt (B.23)

It is referred to the function g (t) as normalized impulse response of a system.
The inverse transform in (B.22) shows that the system characteristics are
completely described both by g (t) and B (ω). Equation (B.22) allows also for
the experimental determination of B (ω) by means of a Dirac delta function
and provides a basis for numerous measuring methods.

Finally, for the determination of g (t) a numerical example shall explain the
relations with application of a square-wave impulse.

As transfer function B (ω)

B (ω) =
1³

1− (ω/ω0)2
´2
+ j (ω/ω0) 1/Q

, (B.24)

with Q = 1, f0 = 100Hz,

a resonant low-pass is available. In consideration of |B (ωg)| ≤ 10−3, the value
of the cut-off frequency amounts to:

ωg ≈ 30ω0, fg = 3kHz

Assuming an approved error δ = 0.01 of the Fourier spectral density, it follows
in combination with (B.10):

δ = 10−2 ⇒ ε = ωgτ = 0.490

From this, the approved impulse duration finally results in:

ωg = ωδ ⇒ τ =
0.49

30ω0
= 26µs

An impulse with such a duration allows for the determination of the normal-
ized impulse response g (t) with errors in the %-range.
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B.2.3 The Ideal Step Function and its System Response

For the analysis of transient processes of systems, the step function represented
in Fig. B.11 is useful. The normalized step function s (t) is deduced from xs (t).
xs (t) and s (t) do not have a Fourier transform, because the condition of (2.70)
is not fulfilled.

�x

x ts b g

x t x s ts b g b g� �

t

Fig. B.11. Ideal step function

Only the Laplace transform is applicable for spectral description of this func-
tion. According to (2.84) it can be written:

L{xs (t)} =
∞Z
0

x̂ e−pt dt =
x̂

p
(B.25)

If the step xs (t) affects a linear system defined by the transfer function B (p),
y (t) will result according to (2.85) in

y (t) =
x̂

2π

σ+jωZ
σ−jω

1

p
ept dp = w (t) x̂. (B.26)

It is referred to the function w (t) as normalized step response. Just like B (p)
it denotes the transfer characteristics of the system.
If it is sought after a numerical solution for w (t) without applying the process
of Laplace transform, a periodic square wave function xp (t) with τ = T/2
according to Fig. B.12 can be used instead of xs (t).
A Fourier series expansion can be specified for the zero point free part of
z (t). The series expansion results in an approximate function zp (t). If x (t)
is considered to be an input function of a linear system, the output function
yp (t) will result in:

yp (t) =
1

2
x̂B (0) +

1

2
x̂
∞X
i=1

B (ωi) cx (ωi) e
jωit (B.27)
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Fig. B.12. Periodic square wave function as approximate model for xs (t)

With real systems, the time-dependent part of yp (t) disappears for sufficiently
large t (t > Tg). If T > 2Tg is chosen as oscillation period, yp (t) will corre-
spond within the interval 0 . . . T/2 with y (t) from the exact solution of (B.26).
This results in following approximate equation for w (t) on adherence to these
conditions which can be easily verified numerically:

w (t) =
1

2
B (0) +

1

2

∞X
i=1

B (ωi) cix (ωi) e
jωit with cix = x̂

1− ejωiT
jωiT

(B.28)

B.3 The Convolution Integral

In combination with (B.22), it was shown in the preceding section that the
system transfer function can be determined from the normalized impulse re-
sponse g (t). Thus, using (2.77) and (B.22) it is basically possible to refor-
mulate (2.76) (see Sect. 2.1.3) in such a way that the system response y (t)
depends only on g (t) and x (t). Due to the problems concerning the order
of limiting processes already discussed before, it may be expected that some
caution is necessary with the required transformations. These complications
can be avoided by means of the direct and concrete approach represented in
the following.
If it is sought after the response of a system with well-known impulse response
to an input function x (t), x (t) can be split into differential square-wave im-
pulses according to Fig. B.13.

Each subfunction ∆xn (t) of

x (t) =
+∞X

n=−∞
∆xn (t) (B.29)

is transfered according to
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Fig. B.13. Structure of the response time function of a linear system based on the
summation of square-wave impulses of x (t) rated with g (t)

∆yn (t) = g (t− t0n) x (t
0
n)∆t0n (B.30)

into a subfunction ∆yn (t). The output time function y (t) equals the sum of
all ∆yn (t):

y (t) =
+∞X

n=−∞
g (t− t0n) x (t

0
n)∆t0n (B.31)

At the limit ∆tn → 0 this sum passes into an integral of the form

y (t) =

∞Z
t=−∞

g (t− t0) x (t0) dt0 (B.32)

Due to g (t) = 0 for t < 0, this equation can be transfered into following form:

t− t0 = τ ⇒ y (t0) =

∞Z
τ=0

g (τ) x (t0 − τ) dτ (B.33)

The equations (B.32) and (B.33) solve the initially specified task to determine
the output function y (t) directly from g (t) and x (t). However, they can also
be formulated in a second form which can be formally deduced from the
relation

g (t) =
ds (t)

dt
. (B.34)
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Fig. B.14. Structure of the response time function of a linear system based on
summation of differential step functions

In addition, the derivation of this second variant is also possible with a simple
model represented in Fig. B.14 and being similar to model illustrated in Fig.
B.13.
In accordance to (B.31) and (B.33), it can finally be written:

y (t) =
+∞X

n=−∞
s (t− tn)

dx

dt

¯̄̄̄
tn

·∆tn ⇒
∞Z
0

s (t− τ)
dx

dt

¯̄̄̄
t=τ

· dτ (B.35)
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18. J. C. Maxwell. Über physikalische Kraftlinien. Ostwalds Klassiker der exakten
Wissenschaften Nr. 102, herausgegeben von L. Boltzmann, Akademische Ver-
lagsgesellschaft m.b.H., Leipzig, 1900.

19. K. Simonyi. Theoretische Elektrotechnik. VEB Deutscher Verlag der Wissen-
schaften, Berlin, 1971.

20. M.-H. Bao. Handbook of Sensors and Actuators. Elsevier, Amsterdam, 2000.
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demagnetization
factor, 304
field, 304

density,
charge, 314, 315, 335
current, 273
field energy, 267

derivative element, 81
dermis, 265
dielectric polymers, 341
dielectric,
anisotropic, 313
isotropic, 313, 339, 341

difference coordinates, 16, 56
difference,
pressure, 108
velocity, 65, 67

differential
amplitude, 35
bending element, 141—143
equations of state, 14
pressure sensor, 198
variation, 239
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dipole bass loudspeaker, 209
Dirac delta function, 446
directional characteristic, 222
displacement, 40, 41
virtual, 238

dissipation factor, 88
distal
end, 264
excitation force, 265
excitation velocity, 265

distributed parameters, 13, 14
distribution,
charge density, 314, 315
field, 239

domain,
frequency, 18
time, 18

dynamic
system modeling, 5

eccentricity, 91
effect,
frictional, 68
magnetoelastic, 293, 309
magnetostrictive, 293, 297
piezoelectric, 345—347
piezomagnetic, 286
pyroelectric, 355, 361

Einstein
summation convention, 352

elastic constant, 352
elastomechanical systems, 153
electret, 216, 224, 335
electric
field energy, 12, 36
field force, 239
field strength, 47

electrical
network, 36—40
power, 230, 253, 255, 279
reference point, 50, 235
resistance, 68
transducer, 4, 57

electroacoustic systems, 61, 146
electroactive polymers, 341
electrodynamic
auto focus system, 255
drive system, 251—255
loudspeaker, 255—258

transducer, 247—251
vibration calibrator, 258—264

electromagnetic
actuating drive, 282—285
transduction coefficient, 304
vibrating conveyor, 278—282

electromechanical
coupling factor, 246
relay, 275—277
system, 4, 51

electroplating, 309
electrostatic
diaphragm transducer, 331—334
polymer actuator, 341—345
sensing probe, 325—327
solid body transducer, 339, 340
transducer, 313

electrostatic field, 48—50
quantity, 47

electrostriction, 340
element,
derivative, 81
far field, 211, 213
integrating, 81
rod, 166, 184

energy,
inner, 39
kinetic, 173
potential, 173

enthalpy, 54
envelope function, 30
equations of state, 348, 350—352
piezoelectric, 348, 350—352

equations,
Coulomb, 47, 49, 235
Lagrange, 40
Maxwell, 11
Parseval, 22

equivalent
compliance, 175
mass, 173
parameter, 172, 174
system, 175

error,
approximation, 437
band limitation, 437
linearity, 270
numerical, 213
reduced, 261
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remaining, 438
excitational time function, 16
exhaust gas muffler, 126
expansion,
Fourier, 20, 437
series, 21, 48, 54, 177

extensional
waveguide, 301, 374
waves, 166, 189, 370

factor,
demagnetization, 304
dissipation, 88
structure, 219

failure cut-off frequency, 444
far field, 127, 197
elements, 211, 213

Faraday, 11
FE
analysis, 205
method, 204
model, 204, 205, 207

femur
-prosthesis, 264, 265
condyle, 265
excitation, 264
excitation model, 264

ferroelectric polymers, 341
ferroelectrics, 360, 361
field
compliance, 272, 319, 378
distribution, 239

field energy,
density, 267
electric, 12, 36
magnetic, 12, 36

field force,
electric, 239
magnetic, 54, 235, 287
nonlinear, 238

field,
demagnetization, 304
electric, 47
electrostatic, 48—50

filter
frequency response, 183
systems, 177

filter,
mechanical, 181—183

micromechanical, 329—331
finite
network element, 195, 196
spring element, 166

five-port network, 358, 359
flexural
cantilever waveguide, 327
vibrations, 183

flow coordinates, 16
flow,
laminar, 117
signal, 229

fluid-mechanical
network, 43, 44
system, 42

force
-loaded reference point, 145
characteristic, 269, 280, 316
source, 72
vector, 54

force coordinates, 40
generalized, 41

force,
Biot-Savart, 54, 235
Coulomb, 47, 234, 235, 314, 331
Lorentz, 247
short-circuit, 91, 253, 255, 279, 319

force-loaded
reference point, 145

Fourier
coefficients, 32, 437, 439
expansion, 20, 437
spectral density, 447
sum, 437
transform, 25

Fourier series, 16, 20
approximative, 22
interpolative, 21

frequency
-domain, 18
function, 87, 129, 177
limit, 108, 124
locus, 252

frequency,
center, 330
characteristic, 79, 397
complex, 20
cut-off, 123
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operating, 10, 89, 94, 317, 334, 339,
355, 367

reference, 81
friction, 67, 68
component, 67, 68
torsional, 101—104

frictional
admittance, 68, 85
impedance, 67

frictional effect, 68
viscous, 68

function sequence, 26
function,
admittance, 178
approximate, 21, 439, 448
basic, 80
continuous, 22
deflection, 150, 155, 420
Dirac delta, 446
envelope, 30
frequency, 87, 129, 177
impedance, 172
impulse, 439, 443, 446
input, 20, 32, 445, 448, 449
Lagrange, 11
model, 25, 440
output, 20
periodic, 20
position, 151, 193
sample, 440, 441
smoothing, 442
square wave, 448, 449
state, 51, 52
step, 448
time-limited, 20, 26, 442
trigonometric, 141
zero-mean, 27

functional approach, 204
functional transformation, 18, 31
modified, 35

fundamental network, 56, 58

Galfenol, 309
gallium orthophosphates, 360
gas constant, 109
general
admittance, 76
coordinates, 130, 417
impedance, 76

generalized
coordinates, 41, 42
coupling systems, 50
force coordinates, 41
network, 49
position coordinates, 50
vector, 49

gyrator, 147, 148
gyrator-like coupling element, 181

Hamilton, 10
harmonic
analysis, 205
circular function, 16

Hecht, 11
Helmholtz, 11
resonator, 107

high-pass, 81
hip
prosthesis, 267
replacement, 267

hybrid matrix, 206
hydraulic systems, 108, 146

ideal
gas, 109
lever, 64
piston transducer, 147
rod, 138, 139
transformer, 36

imaginary transducer constant, 272
imbalance amplitude, 91
impedance, 76
complex, 76
frictional, 67
general, 76
radiation, 210—213
translational, 189

impedance function, 172
impedance matrix, 188
impulse area, 442
impulse function, 439, 443, 446
periodic, 438

inchworm motor, 297—299
independent position coordinates, 40
individual transfer function, 82
induced
polarization, 340
voltage, 248
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inductance, 78
inertial system, 69
inner energy, 39
input
function, 20, 32, 445, 448, 449
time function, 444

integrating element, 81
interface
compliance, 265
length, 266

internal polarization, 340
interpolating envelope curve, 30
interpolative
form, 21
Fourier series, 21

isomorphism, 77
isotropic dielectric, 313, 339, 341

Küpfmüller, 11
kinetic
energy, 173
reactive power, 174

Kirchhoff, 11

Lagrange, 10
equations, 40
formalism, 41
function, 11

λ/4-waveguide, 181
λ/2-waveguide, 180
laminar flow, 117
large-signal behavior, 286
law,
Biot-Savart, 53, 235
superposition, 413

lead zirconate titanate, 361
leg
conductance, 38, 39
current, 39
resistance, 39
voltages, 39

lever, 73—75
component, 73—75
ideal, 64

limit,
frequency, 108, 124
stability, 280

linear
combination, 16, 41

network, 16, 58
system, 19, 25, 444

linearization, 267, 268, 278
lithium
niobate, 360
tantalate, 360

longitudinal oscillator, 375
piezoelectric, 375

loop rule, 74
loose region, 266
Lorentz force, 247
loss-free
spring, 88
two-port networks, 229

low-pass, 81
resonant, 81

lumped parameters, 13, 14, 61

magnetic
constant, 286
field energy, 12, 36
field force, 54, 235
field leakage, 273
field strength, 287
flux, 268
flux rate, 303
induction, 248
interaction, 235
resistance, 303
scanning systems, 248
susceptibility, 304
transducer, 241
unimorph, 302
voltage, 302

magnetoelastic effect, 293, 309
magnetostatic field equations, 15
magnetostriction, 285
magnetostrictive
actuator, 296
effect, 293, 297
traveling wave motor, 297
unimorph, 302

mass per unit length, 168, 371, 402
mass,
acoustic, 110, 112
component, 68
concentrated, 62
equivalent, 173
rotating, 99—103, 106
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matrix,
admittance, 188
capacitance, 48
chain, 145, 188, 206, 218, 371, 414,
415

conductance, 38, 39
hybrid, 206
impedance, 188
reciprocal, 39
system, 41
transducer, 242
transformation, 41

Maxwell, 11
equations, 11
stress, 339, 340, 342

mean square deviation, 22
mechanical
coordinates, 48
filter, 181—183
one-port, 92
point systems, 153
prestress, 296, 331
quality factor, 87, 90
scheme, 86, 93
strain, 88
stress, 88
subsystem, 229, 365
system force, 234
transducer, 137

medical-lateral direction, 266
micromechanical filter, 329—331
microphone capsule, 216
microphone,
piezoelectric, 368—371
silicon, 337—339

model
function, 25, 440
time function, 16

modified functional transformation, 35
moment of inertia, 102
component, 101—104

moment source, 104
monomorph, 358
motion coordinate, 65, 112
moving coil, 248

N-port, 51
N-port, 51
network,

abstract, 129—136
electrical, 36—40
five-port, 358, 359
fluid-mechanical, 43, 44
fundamental, 56, 58
generalized, 49
linear, 16, 58
rotational, 43
time-invariant, 36
translational, 42

neutral axis, 141
nodal rule, 74
node
currents, 38, 39
voltages, 38, 39

nonlinear field force, 238
normalized quantities, 97
numerical error, 213

one-dimensional
acoustic waveguide, 218
waveguide, 165

one-port components, 15, 38
one-port,
active, 65
mechanical, 92
rotational, 101

open-circuit
transfer function, 399
voltage, 40

operating
frequency, 10, 89, 94, 317, 334, 339,
355, 367

point, 14, 231
orthogonality, 22
oscillator,
thickness, 353, 354

output
function, 20
signal, 181, 316
time function, 450

parametric transducer, 309
Parseval
equations, 22

partial oscillation, 32
complex, 35

passive
transducer, 229, 230
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vibration absorber, 94—99
periodic
function, 20
impulse function, 438
time, 22
time function, 21

permeability change, 310
permittivity, 339
phase
angle, 16
velocity, 189

phase-frequency response, 79
Π-circuit, 165, 170, 171
piezoelectric
accelerometer, 365, 367, 368
ceramics, 346, 360, 361, 363
charge constant, 352
effect, 345—347
equations of state, 348, 350—352
flexural vibrator, 358
force constant, 351
longitudinal effect, 350
longitudinal oscillator, 375
microphone, 368—371
multilayer beam bending actuator,
400

signal generator, 206
stack actuator, 389—392
thickness oscillator, 353, 354
transducer, 313, 345, 349
transformer, 387, 388
transverse effect, 354

piezomagnetic
bending element, 303
constant, 286
effect, 286
transducer, 247, 285, 286
ultrasonic transmitter, 299—301

piston transducer,
ideal, 147
real, 149

pistonphone, 121—123
planar coil, 305, 306
plane wave, 217, 218
plate transducer, 149, 150, 313, 314
plate transducer circuit, 154
point charge, 47
polar diagram, 222, 224
polarization,

induced, 340
internal, 340

polymer actuator, 341
polymers,
dielectric, 341
electroactive, 341
ferroelectric, 341

porosity, 219
position coordinates, 40
generalized, 50
independent, 40

position function, 151, 193
potential
reactive power, 174

potential energy, 173
power,
acoustic, 257
electrical, 230, 253, 255, 279

pressure
amplitude, 122, 123
difference, 108
transfer function, 200

prosthesis
acceleration, 264
loosening, 264
shaft, 264
shaft acceleration, 266
velocity, 265
vibrations, 266

proximal end, 264
PVDF, 341, 360, 364, 365
pyroelectric effect, 355, 361
pyroelectricity, 361
PZT, 361, 363

quadratic
characteristic, 269
transduction coefficient, 304

quality factor, 81
mechanical, 87, 90

quantities,
normalized, 97
reference, 186, 402

quartz, 360—362
quasi-static deformation, 176

radiation impedance, 210—213
complex, 210—213

Rayleigh functions, 186
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reactive power,
kinetic, 174
potential, 174

real
acoustic canal elements, 110
acoustic volume elements, 114, 115
piston transducer, 149
spring, 88
time function, 17

reciprocal
capacitance coefficients, 48
inductance coefficients, 55
matrix, 39

reciprocity
calibration, 418
characteristics, 39
relations, 413—417

reduced error, 261
reference
frequency, 81
quantities, 186, 402

reference point,
electrical, 50, 235
rotational, 138

Reichardt, 11
relative permeability, 293
relay, 275—277
electromechanical, 275—277
solid state, 276

reluctance principle, 275
remaining error, 438
resistance, 68
electrical, 68
magnetic, 303

resonant
bending sensor, 309
frequency, 81
low-pass, 81

resonator,
acoustic, 107
Helmholtz, 107

response time function, 450
response,
amplitude-frequency, 79
phase-frequency, 79
system, 21

reversibility, 236
rigid rod, 137—140
rod element, 166, 184

rod,
ideal, 138, 139
rigid, 137—140

Rosen transformer, 387
rotating mass, 99—103, 106
rotational
compliance, 100
network, 43
one-port, 101
reference point, 138
subsystem, 4
systems, 42
transduction coefficient, 302

sample
function, 440, 441

sample value, 21
saturation magnetostriction, 285
scheme,
acoustic, 113
mechanical, 86, 93

self capacitance, 310
sensing probe, 325—327
sensor velocity, 266
series expansion, 21, 48, 54, 177
series,
Fourier, 16, 20
Taylor, 177

shaker, 264, 265
shear modulus, 67
shock absorber, 17
short-circuit
current, 40
force, 91, 253, 255, 279, 319

signal
flow, 229
operations, 440
processing direction, 4

signal generator, 206
piezoelectric, 206

silicon
measuring element, 198, 199, 201
microphone, 337—339
microtechnology, 276
surface micromechanics, 329

Simonyi, 12
simulation
methods, 10—14
systems, 13
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singularity, 189, 191
small-signal
behavior, 242
transducer circuit, 270

smoothing function, 442
solenoid, 304
solid state relay, 276
sound generating systems, 120
source
amplitude, 72
coordinates, 72
quantity, 62, 116, 126

source,
acceleration, 72
angle, 101
force, 72
moment, 104
velocity, 72

specific heat capacity, 110
spectral
lines, 30
representation, 25, 26

spring, 66, 67
component, 66, 67
loss-free, 88
real, 88
torsion, 101—104

spring constant, 67
square
effect, 346
wave function, 448, 449

stability limit, 280
state
function, 51, 52
space, 51
vector, 51

stationary time function, 15
step function, 448
stress,
Maxwell, 339, 340, 342
mechanical, 88

strip
diaphragm, 195, 196
plate, 197

structure factor, 219
subcutis, 265
subsystem,
acoustic, 4, 205
mechanical, 229, 365

rotational, 4
translational, 4

support beam, 302
system
matrix, 41
response, 21

system force, 234
mechanical, 234

system,
capillary, 199
electromechanical, 4, 51
equivalent, 175
linear, 19, 25, 444
trigonal, 361

systems,
acoustic, 234
elastomechanical, 153
electroacoustic, 61, 146
filter, 177
hydraulic, 108, 146
rotational, 42
simulation, 13
translational, 42

Taylor series, 177
thermal conductivity, 114
thickness oscillator, 353, 354
piezoelectric, 353, 354

thin film technology, 309
three-port configuartion, 148
time function,
approximate, 438
bandlimited, 30
complex, 17
excitational, 16
input, 444
model, 16
output, 450
periodic, 21
real, 17
response, 450
stationary, 15

time-domain, 18
time-invariant
components, 36
network, 36

time-limited
function, 20, 26, 442
processes, 25
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torsion spring, 101—104
component, 101—104

torsional
compliance per unit length, 402
moment, 42, 100

torsional friction, 101—104
admittance, 105
component, 101—104

total
differential, 236
transfer function, 83, 411

transducer
coefficients, 58
matrix, 242
parametric, 309
two-port networks, 56

transducer constant, 272
imaginary, 272

transducer,
electrical, 4, 57
electrodynamic, 247—251
electrostatic, 313
magnetic, 241
mechanical, 137
passive, 229, 230
piezoelectric, 313, 345, 349
piezomagnetic, 247, 285, 286
plate, 149, 150, 313, 314

transduction coefficient,
electromagnetic, 304
quadratic, 304
rotational, 302
translational, 302

transfer function,
acceleration, 253
complex, 23
individual, 82
open-circuit, 399
pressure, 200
total, 83, 411

transformation
admittance, 179
matrix, 41

transformer,
acoustic, 114
ideal, 36
piezoelectric, 387, 388

transformer-like coupling element, 180
translational

admittance, 191
axis, 65, 69
impedance, 189
network, 42
reference compliance, 402
subsystem, 4
systems, 42
transduction coefficient, 302

traveling wave motor, 297
trigonal system, 361
trigonometric function, 141
trimorph, 358
trochanter, 266
two-port networks,
loss-free, 229
transducer, 56

ultrasonic microactuator, 195—198
ultrasonic transmitter, 299—301
piezoelectric, 299—301

vector,
force, 54
generalized, 49
state, 51

velocity
difference, 65, 67

velocity source, 72
velocity,
angular, 42, 91, 100
complex, 74, 75
prosthesis, 265
sensor, 266
wave, 371, 372

vibration
analysis, 264
calibrator, 258—264
isolation, 91

virtual
canal elements, 108
change of state, 52
displacement, 238

viscosity, 117
viscous frictional effect, 68
voltage integral, 235
voltage,
induced, 248
magnetic, 302
open-circuit, 40
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volume elements, 114, 115
real acoustic, 114, 115

volumetric
cavity, 107
flow rate, 108

Wagner, 11
wave
admittance, 371
number, 168, 189
velocity, 371, 372

wave impedance, 169
acoustic, 218
complex, 217

waveguide,
acoustic, 218
extensional, 301, 374
flexural cantilever, 327
λ/4, 181
λ/2, 180
one-dimensional, 165

wavelength, 169
bending waves, 394

Young’s modulus, 67
complex, 88

zero-mean function, 27
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