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Preface

China’s aerospace cause will embrace a new round of dynamic development driven
by the military-civil integration strategy of the government. In this backdrop,
spacecraft TT&C will face both opportunities and challenges. Development and
construction of spacecraft TT&C systems must follow an open philosophy and
thinking and absorb state-of-the-art ideas and technologies in order to produce an
iteratively creative momentum. Based on national demand, integration of the field
with other specialties should be improved to seek innovative breakthroughs in a
timely manner. At the same time, efforts should be made to extend fields of TT&C
services home and abroad by leveraging intelligent linking, intelligent interfacing
and intelligent service.

Taking “Openness, Integration and Intelligent Interconnection” as its theme, the
28th China Spacecraft TT&C Conference highlights better activation of the dynamic
sources of development of the discipline of spacecraft TT&C and further promotion
of creative development of TT&C operation and management integration. The
conference will showcase the latest achievements of the country in the field of
spacecraft TT&C and explore the future of China’s spacecraft TT&C systems.

For the academic conference, totally 310 papers are received from specialists in
different fields, and from them 47 papers are selected for publication in the pro-
ceedings. With rich contents, clear focus and high academic level, the proceedings
has excellent practical and promotional values and we hope it will provide reference
and help to officials and scientific and technical personnel at different levels in the
field of spacecraft TT&C.

Beijing, China Rongjun Shen
November 2016
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Chapter 1
Discussion on Networked and Integrated
Space-Ground Information System

Jianping Hu, Huizhong Xu, Ting Li, Tian Liu and Hongjun Yang

1.1 Introduction

The space electronic information system includes space-based and ground infras-
tructure for acquiring, processing, and transmitting information via space platform
which is only used as information carrier in order to acquire and apply information.

Our current space information system including spacecraft TT&C and payload
control systems is stove-piped, which are developed and deployed independently by
various military and civil departments, and using various information acquiring,
time reference and information transmission system without uniform technical
specifications. There is little effective connection between military and civil
resources leading to difficult data sharing and information fusion between them. No
integrated space-based information system is formed.

The goal of the proposed space information system is to construct an integrated,
open, expandable, interconnected, cross-support, safety, robust, flexible, and
reconfigurable space-ground information application system supporting united
planning and management. Considering the increasing military and civil application
demands and manifold and sophisticated application modes, the system shall be
implemented by means of network and integration technologies based on software
defined everything (SDX), such as node-and- application-oriented software defined
platform (SDP), software defined function (SDF) and so on.

The key to establish a networking and integrated space-ground information
system is reconfigurable network topology architecture, definable protocol, and
online processing and multifunction adaptability of network nodes, which can
provide basis for future resilient construction, function expansion, capability
improvement, tailoring by demands, and intelligent situation sensing.

J. Hu � H. Xu � T. Li (&) � T. Liu � H. Yang
The 10th Research Institute of China Electronics
Technology Group Corporation (CETC), Chengdu 610036, China
e-mail: liting142@126.com

© Tsinghua University Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Shen and G. Dong (eds.), Proceedings of the 28th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 445,
DOI 10.1007/978-981-10-4837-1_1
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1.2 Space Information System Development Trends

Space system has developed from single satellite to constellation, and to space
network, finally, it will become a networking and integrated space-ground archi-
tecture and application [1].

In the early phase of space system development, information acquiring and
transmission depended only on a single satellite, whose orbit feature determined
that it can only provide unsatisfied coverage, and limited information acquiring and
transmission capability. Constellation mode can overcome shortcomings of single
satellite mode on coverage area and time. However, in some space information
applications, a user may require several kinds of information, such as on navigation
and early warning, at the same time, which cannot be met using constellation mode.
Space information network may implement connection among various satellites and
constellations to provide 24/7 and globe coverage, and integrate resources on space,
air, sea, and land to provide full-time and seamless access services. With intro-
duction of integration technologies, space system had developed from a system
consisting of single function spacecraft and ground system to a system with mul-
tifunction nodes and the SDN architecture. Acting as information carrier, spacecraft
and ground infrastructure can join in, maintain, manage, and apply network as
server, terminal, node, or transmission line.

Satellite system has developed from single satellite application mode to
constellation application mode, with trends to networking mode. Typical con-
stellation system includes GPS navigation satellite system, Iridium satellite system,
Space-based Infrared Satellite (SBIRS) system, and so on. GPS system consists of
24 satellites constellation to provide global coverage and real-time location,
velocity and timing information. Iridium satellite system consists of 66 satellites
constellation in LEO. It is unsuccessful in commercial operation, but it is a tech-
nological leap for resolving problem of global mobile satellite communication [2].
SBIRS design utilized a composited constellation combing GEO, HEO, and LEO
orbits in order to improve missile finding capability, expand flight midcourse
tracking, and implement missile full-range tracking [3].

Onboard processing and crosslink are necessary components of constella-
tion. Although US military TSAT program was cancelled, but its onboard pro-
cessing and crosslink technologies can used to other applications [4, 5]. Milstar and
AEHF communication satellite constellations incorporated crosslink to fast infor-
mation transmission speed and improve satellite anti-jamming capability. Iridium
satellite system had complex and advanced onboard processing capability, and can
delivery and exchange information via crosslink without ground station to provide
global coverage. GPS constellation began to provide UHF crosslink from Block-IIR
satellite to perform inter-satellite radio pseudo range measurement. The ephemeris
update information can be acquired frequently to perform onboard real-time obit
estimation, keep autonomous navigation for long time, and improve location
accuracy and availability in war conditions.

4 J. Hu et al.



On January 2013, DARPA provided low rate crosslink radio communication
platform for F6 satellite project, whose K-band radio allowing any spacecraft
joining into F6 swarms. The platform used unique core architecture to provide
sustained data links between satellites of swarms and support simultaneous the third
part’s point-to-point links. Its communication protocol incorporated a data link
layer which can integrate the network protocols in higher layer and enable maxi-
mum bandwidth assignment via distributed calculation in unique architecture.
Although the F6 project was cancelled, this technology can be used to other space
networking applications in other smallest project [10].

Constellation system expands the former single satellite application mode and
increases the application efficiency. However, the current satellite systems are still
stove-piped, which fail to form a uniform and directly interconnected network,
leading to little effective interconnection among systems. As a result, application
efficiency of information resources in limited space is not fully utilized for data of
each system could not be shared and utilized in time.

For the ground section of the space system, U.S. military is prepared to change
the state quo where multiple independent ground systems are operated for the
on-orbit satellite, and support establishment of a common system. For this purpose,
the MOD launched an “Enterprise Ground System (EGS)” program to update the
ground section for the military user via a more efficient and more cost effective
system and meet challenges confronted with integration and expandability.

In 2015, Lt. Gen. David J. Buck, Commander of 14th Air Force and Joint
Functional Component Command for Space have suggested that architecture of the
ground section of the U.S. military space system must be safe, flexible and cost
effective in an activity held at the Mitchell Institute. Operating multiple separated
ground systems will cause stove-piped problem impairing safety, flexibility and
economical efficiency. Currently, ground systems of various satellites which are
divided by different scope of tasks use special software supplied by contractors,
leading to insufficient management from the MOD. In addition, updated and new
versions also require data and expertise from the original contractors. It is worth
stressing that the government must possess technical baseline and must control
interface and standards so as to avoid management ability being limited by those
special software. For station network of the space system, the network requires
open architecture as well as interface and standards that could be controlled by the
user.

U.S. military is developing a common ground operation and control system for
satellites. John Hyten, Commander of the Air Force Space Command, suggested
that all new satellites for U.S. Air Force must be compatible with the
“Multi-Mission Satellite Operation Center (MMSOC)”. MMSOC initially estab-
lished in 2006 is a trial ground system mainly used for demonstration of “Rapid
Operationally Responsive Space” program. Characterized by plug and play,
MMSOC is easy to modify and update, especially for safety. Leaders of the Air
Force deem it as a potential prototype of the common ground architecture for EGS
which will operate a number of constellations in the future.

1 Discussion on Networked and Integrated Space-Ground … 5



U.S. spares no effort to eliminate stove-piped nodes of the ground section.
A typical example is the Space Network Ground Section Sustainment (SGSS) for
tracking and data relay satellite (TDRS). Having been implementing from 2014 to
the end of 2016, main objective of SGSS is to replace all hardwares and software of
the space network for constructing a flexible, expandable, upgradable and sup-
portable ground system. SGSS is of “pool” structure as shown in Fig. 1.1.
A “resource pool” is formed by standardized and common system equipment.
Although there is little special equipment for each TERS, equipment used to per-
form missions could be selected from the free resources in the pool and after
mission, they will be returned to the pool for future use. With all ground terminals
sharing the same resources in the pool, this “pool” structure not only decreases
demand for equipment but also increases structure flexibility and utilization effi-
ciency of hardwares.

In 1998, JPL initiated the Interplanetary Internet (IPN) [1] program which
mainly focused on studying the scheme for end-to-end communication using net-
work outside the Earth and a relevant draft for Internet Engineering Task Force
(IETF) protocol was developed.

In 2001, U.S. Goddard Space Flight Center launched Operating Missions Nodes
on the Internet (OMNI) which mainly developed the space communication scheme
by using ground commercial IP protocol. OMNI took advantage of IP network, data
rely satellites (TDRSS) to perform ground tests and airborne flight tests on shuttles,
verifying feasibility of using ground IP protocol in space.

NASA plans to build an integrated network architecture as shown in Fig. 1.2 via
Space Communications and Navigation (SCaN) program which will integrate
existing Near Earth Network (NEN), Space Network (NE) and Deep Space
Network(DSN) into one system around 2018. This integrated system will enable
integrated management, control, strategy, telemetry, remote control and data

Fig. 1.1 Schematic diagram for SGSS resources pool

6 J. Hu et al.



transmission for various spacecrafts via space/ground/sea-based TT&C navigation
and communication resources, so as to gradually achieve the space-ground net-
working application of space-based information.

This shows that the development trend of the future space information system is
to construct a networked, common and flexible space-ground information system,
which will not only form ground and space networking, but also enable overall
management and integrated application of space-ground resources, route and
information, improvement of application efficiency of space-based information as
well as more efficient control and management of space-based resources.

However, information application will be limited by the physical border of
different platforms within various nodes or a single node caused by networked
interconnection only limited among different nodes in the integrated space-ground
network. If the satellite payload of space-based nodes still applies the traditional
concept, i.e. special hardware/software combinations tailored by function needs
leading to a one-to-one correspondence between the “carrier” (hosting hardwares
for relevant functions) and the “payload” (functions need to be realized), which
means one payload only for one function, information exchange between different
functions, or nodes even within a single node will require more space links to meet
the demands for information interaction and networking, consequently increasing
the network load and requirements for resources processing.

To address this problem, the space-based information system specifically
requires payload capacity which may load functions.

Fig. 1.2 Conceptual schematic for NASA integrated network system architecture around 2018

1 Discussion on Networked and Integrated Space-Ground … 7



According to NASA’s SCaN program, a software defined radio technology test
was performed for “Communication, navigation and Networking Reconfigurable
Testbed” (CoNNeCT) mission at the ISS in 2013. The major test equipment “ScaN
Testbed” used software radio platform to enable on-orbit communication capability
of software loading and verified the feasibility and maturity of this capability.
Function-platform split mutual independence and standardized architecture are
prerequisite for integrated application of software loading (Fig. 1.3).

The SpaceCube processing system research program initiated by the Goddard
Space Flight Center (GSFC) in 2006 demonstrated a series of system capabilities,
including computing capability and reconfigurability of typical space processors.
NASA has approved potential of this technology and it used as a main electronic
system for test payload of the Relative Navigation Sensor (RNS). SpaceCube V2.0
has basically met the requirements for a mixed, reconfigurable and modular space
processing system (Fig. 1.4).

Although integration and multi-function application of the software defined tests
performed on the space platform are limited, it is obvious that application of
software defined function loading technology on the on-orbit spacecrafts has been
verified and approved to some degree.

Some satellite systems of China (including “Beidou” global satellite navigation
system [11], etc.) that gradually start to apply onboard processing, crosslink tech-
nology and space networking application mode could be independent from the

Fig. 1.3 SCaN testbed

8 J. Hu et al.



ground station network to some degree. However, there is still a certain gap
between multi-function processing capacity, interconnection of space heteroge-
neous networks, space-ground interconnection and those required by networking of
space-base information system. A space platform program of China developed a
design concept for integrated payload platform, but a breakthrough in series of key
technologies is still required so as to meet application needs for integrated payload
on middle and small spacecrafts.

According to analysis of relevant documents, research and application of
space-based information system networking are now still based on special archi-
tecture and protocol, and the network hierarchical structure is still tightly coupled
with the network equipment. Although network nodes could enable function con-
version via resources reconfiguration and software definition, new protocol couldn’t
not be deployed and applied during application once a network is constructed. With
introduction of software defined node function and software defined network, new
technologies for development of space-based information are unfolded.

A common processing platform with multiple functions based on the integrated
design concept for software defined platform and software defined function will
develop the space-based information system from a network connected by
single-function nodes to a flexible network constructed by integrated nodes with
configurable hardware and definable function.

As the opportunity for applying networked and integrated technologies in the
space-based information system has come, a higher level of space-based informa-
tion network characterized by software defined everything (SDX) will be the future
development trend.

Fig. 1.4 Schematic diagram
for function expandable and
common processing platform
for SpaceCube
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1.3 Suggestions on Networking and Integration
of the Space-Based Information System

The space-based information system network [1] consists of backbone networks,
access networks, various functional subnetworks and a relevant terminal node of a
single user, as shown in Fig. 1.5.

The backbone network consists of space-based backbone networks and ground
backbone networks. The dual space-ground backbone networks are linked by
multiple space-ground backbone links. The access network consists of access
equipment for space-based and ground-based network nodes as well as other special
access systems and facilities, functioning as the access link between various
functional subnetworks and space/ground-based networks. The functional network
consists of user-application-oriented network in the space, air and on the ground,
including information acquisition, space-time reference, data transmission net-
works, etc. As shown in Fig. 1.5, the integrated space-ground information system is
a heterogeneous network constructed by multiple platforms and various subnet-
works based on open architecture design. In the future, space networks including
lunar network, martian network, etc. may be integrated into this system via inter-
planetary backbone link and access link.

In general construction ideas, in addition to protocol and routing supporting
network operations and management, as well as signal, link and other links,
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Fig. 1.5 Network architecture for integrated space-ground information system
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more attention shall be paid to technologies and equipment formation in the fol-
lowing aspects.

(1) Network architecture

With control functions at network infrastructure layer simplified gradually or
split totally in network construction, information forwarding decision are realized
by software to introduce and achieve SDN architecture and application formation,
so as to make network more suitable and extensible for space application, as well as
to improve efficiencies of network operation and resource utilization. Based on
SDN idea, control network elements are introduced to space-based and ground
backbone networks, access network and other networks (domains), in order to
centrally configure, dispatch and manage infrastructures in all kinds of subnetwork
(domain) or resources and information transmission function of user nodes.
Controllers of all subnetworks (or virtual controllers) are linked to form a general
control cluster of space-based information network. One of those control network
elements is defined as main controller as required to implement management, which
may be set in ground or space-based network. Requirement based definition of
control network element, as well as its distributed structure on a multilayer and
multi-domain basis, are able to enhance network robustness, survivability and
failure configuration capability.

SDN refers to a new three-layer network architecture separating control from
forwarding [12, 13]. As shown in Fig. 1.6, the top is an application layer, including
various services and applications. It is responsible for customization of network
functions, which consists of different application level software. The intermediate,
referring to a control layer, deals with network resource management and control, as
well as masters the global view of whole network, which is an operating and
processing mechanism of network. The bottom, as an infrastructure layer, estab-
lishes data paths to realize data forwarding within the network.

After splitting control function of infrastructure, data stream is matched and
forwarded according to stream table, through which its performance and efficiency
are improved greatly [12, 13]. Also, control layer to be set independently enables
flexible resource control and management by network through controllers at dif-
ferent layers, as well as collection and maintenance of network topology, calcula-
tion of data forwarding routing, generation and issue of stream table, and control
and management of network as needed.

SDN technologies have some unique advantages, such as global view,
multi-granularity network control, which bring a new way to solving network
security issues [14].

For different applications and network formations, different topology and mis-
sion requirements of space-based information system may be achieved by modi-
fying corresponding protocols through software definitions. According to reference
[15], current SDN research and application focus on ground network and
ground-based wireless network. Comparing with for ground wired and wireless
networks, SDN technologies to be applied for space-based information network
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may be faced with a series of technological difficulties in terms of operating system,
protocol, software, strategy mechanism and controller.

(2) Integrated multi-function common platform

Based on interconnected space and ground networks, space-based backbone
network is constructed by software defined multi-function payloads, to enable its
space information processing, multi-platform space network protocol processing,
dynamic routing, and SDN control and management capabilities. Supported by
SDN architecture, space network protocol and other service systems, space-based
node with multi-function payloads as the core enables end-to-end interconnection
and integration services of space-based information at space section.

Multi-function payload may be realized by software defined integration tech-
nologies. Applicable and efficient integration technologies are able to provide
corresponding space nodes with capabilities of totally or partially combining space
access and networking, routing and switching and information distribution, efficient
calculation and processing, cloud information storage, resource management,
autonomous navigation and time reference, and information security and protection.
They may be a main infrastructure to construct space nodes of space-based

Fig. 1.6 Sketch diagram of SDN architecture
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information system. Realization of this assumption depends on integration levels
and efficient processing capabilities.

Although there are some researches about payload technologies of software
loading and upgrading based on software radio technologies, function upgrading is
limited under certain functional framework and hardware scale conditions, which
falls short of the software defined level of overall resource reorganization and
function reconfiguration.

The space node capable to obtain, transmit and process information, involves
antenna integration, RF channel integration, and integration of signal and infor-
mation processing. With technological development, antenna and channel may be
integrated to achieve integrated configuration of integrated RF and processing. To
adapt application requirements of multi-orbit space-based nodes, high requirement
are put forward for volume, weight and power assumption of hardware of this part,
which needs to weigh capability and scale. Different requirements are met by
configuring available integrated RF components and integrated processing modules.

With greatly improved signal processing capability of semiconductor, real-time
processing bandwidth has reached hundreds of megabytes. Also, under support of
great digital configurable capability provided by FPGA, configurable broadband RF
Tx/Rx front-end technologies have been developed rapidly, to enable integration of
RF front-end. Advancing digitalization as far as possible, and taking 6 GHz as a
dividing point as shown in Fig. 1.7, R/F applications required by different fre-
quency bands and bandwidths may be met through changing RF parts of front-end
and array unit combinations. For application requirements of lower than 6 GHz,
only applicable components of Rx/Tx channels are selected to constitute RF
front-end with Rx/Tx array unit combinations of corresponding band. Digital
interfaces are directly connected to back-end integrated processing components to
establish a common platform of related scale. Then space payload with corre-
sponding functions and capabilities are formed by uploading related functional
software in advance or in orbit. For application requirement of higher than 6 GHz,

n×m
Basic array 

unit

k-channel 
receiving
k-channel 

transmitting

High 
frequency 

components

0.5 6GHz

k-channel 
receiving
k-channel 

transmitting
Common 

componentsMonitori
ng 

j-channel 
A/D

k-channel 
A/D

Common 
components

H
igh speed digital interface

Expansion interface

Transmit digital stream

Receive digital stream

Monitor digital stream

R
F

 reconfigurable netw
ork

Rx/Tx array unit Configurable GaAs/GaN HF 
components of higher than 6 

GHz

CMOS components of digital RF front-
end

(a) Sketch diagram for physical form

of basic Rx/Txcombination

(b) Sketch diagram for composition

of basic Rx/Tx combination

Rx/Tx array unit

Digital RF fornt-end

Where: n×m=j+k

Tansmitti
ng 

Receivin
g 

∼

Fig. 1.7 Sketch diagram for basic integrated RF component

1 Discussion on Networked and Integrated Space-Ground … 13



it only needs to change array unit combinations of corresponding band and add HF
Rx/Tx combinations of corresponding scale.

According to function and mission requirements, different array planes may be
arranged at appropriate positions of spacecraft, to achieve its distributed integration
application on the space-based platform.

Hierarchical abstraction and virtual design are adopted for integrated processing
platform to achieve function-platform split as shown in Fig. 1.8. Functional software
modules of mission required system to implement are related to resources of physical
platform reasonably and efficiently by software-based deployment function of
related logic component layer, which enables combined application of multi-
function thread within the range of hardware resource capacity and capability.
Achievement of integrated platform is based on construction of open physical
hardware and software platforms. On common hardware platform, abstract resource
model of system is established by visual modeling technologies, then mapping from
logic resources to real physical resources are achieved by blueprint deployment [16].

With reasonable design, basic processing unit is formed by FPGA, DSP and
other devices as well as related conversion modules, which is defined as the basic
Cube that can construct larger processing platform as shown in Fig. 1.9a.
Corresponding space-based processing resource pool is established by open VPX
Bus unit block as shown in Fig. 1.9b, to satisfy various applications’ demands for
signal and information processing resources. For payload function of one Cube only

AAAppppllliiiccaattiiioonn lllaayyeerr

LLLLLLLLLLLLLLLooooooooooooooggiicc ccoommppoonneenntt llaayyyyyyyyyyyyyyyyyyyyyeeeeeeeeeeeeeeeeeeerrrrrrrrr

PPhhhhhhhhhyysiicall pllattfform llayyyyyyyyyyyyyyyyyyyyyyyeeeeeeeeeeeeeeeeeeeeeerrrr

Component
6

Component
8

Component
7

Component
9

Component
10

DSP1

PPC1

FPGA4
DSP2

DSP3
DSP

4
PPC2

PPC3 FPGA1

FPGA2 FPGA3

Component

3

Component

1

Component

2

Component

4

Component
5

Application 2

Application 4Application 3

Application 1

PPC4

Application layer

Logic component layer

Physical platform layer

Fig. 1.8 Sketch diagram for hierarchical and abstract model of software defined integrated
processing

14 J. Hu et al.



needed, it may be realized by directly uploading one Cube on the spacecraft and
unit block is unnecessary. The unit block may also be added if resource of one
block can not meet application requirements.

Integrated processing unit block of open Bus architecture may be integrated with
the spacecraft platform with taking function and information applications as the
core, to reduce redundancy requirements for volume and weight as far as possible,
therefore, to provide space nodes with optimum performance.

For function-platform split software defined multi-function payloads, their
software defined capacities are also provide a technical support and space basic
operation platform for integrated space-ground space-based information system to
realize SDN architecture.

(3) Multi-function ground infrastructure based on integration and resource pool

As constituent part of the space-based information system, ground sub-network
bears kinds of nodes. In the stove-piped construction and development mode, each
kind of node is constructed independently and fragmentized. Mutual needs and
resource can not be shared timely and efficiently. The application of the networked
and integrated technology achieves a high integration of ground node resource and
space-based resource in the aspect of information, allowing ground network to
measure, remote control, and integrated manage the space node.

The function of ground system to reconfigure the special processing resource in
the back-end has been applied in some engineering projects. Resource sharing of
the signal processing terminal within multiple system configurations has been
realized through massive intermediate frequency switch matrix. And the tech-
nologies of reconfiguring resources in front-end also have some relevant researches
[17]. The application and development mentality for resource reconfiguration have
not yet realized that resources from all domains in ground system can participate in
it. The resource that can be re-configured is mainly limited at the special signal
processing in terminal layer.

The integration of ground node can adopt the same mentality just as that of the
space-based node. But considering the difference of bearing platform, the physical

(a) Sketch diagram for basic Cube (b) Sketch diagram for unit block of integrated 
processing resource pool

Fig. 1.9 Sketch diagram for space-based and integrated processing resource pool
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form of RF integration and integrated process will be fixed facing the ground. And
the form of vehicle and ship can be defined according to the needs in capability and
dimension.

The front end of radio frequency can adopt a variety of antennas, including
parabolic antenna with the same diameter, array antenna, and phased array antenna
for all space. But all of those need to realize the digital sampling on radio frequency
directly. Just like the RF system in Fig. 1.7, RF chain among ground nodes in
different places and heterogeneities can be realized by creating links among
broadband transmission, switched network, and integrated processing resource pool
in the back end.

Resource processing in integrated processing resource pool also adopts the same
function-platform split mentality. The method is that taking advantage of multiple
common processing platforms to constitute resource groups, and then resource
groups constitute resource clusters, in the end, all resource clusters constitute the
ground sub-network processing resource pool. In application, resource reconfigu-
ration and invoking can be implemented in the resource group based on the task
needs, which can also be conducted among resource groups in resource clusters.
The principle of resource reconfiguration and invoking is to optimize the efficiency
of resource utilization under the condition of maximizing node capability.
According to the form of broadband transmission and switched network, ground
integrated sub-network can have different dimensions and capabilities. As shown in
Fig. 1.10, RF resource pool in front end and integrated processing resource pool are
connected by the point-to-multipoint broadband optical fiber transmission link and
multilayer switches, forming a broadband tree-shaped exchange network. RF
resource pool in front end and integrated processing resource pool in back end can
realize direct links in point-to-point or point-to-multipoint, achieving a certain
capability of function based on task requirements.

As shown in Fig. 1.11, both RF resource pool in front end and integrated pro-
cessing resource pool are hosted on the gridded broadband digital optical fiber
network. Broadband digital switching equipment can form a broadband mesh
network of complete exchange integrated resource reconfigurable based on
IP. Resources in RF resource pool in front end and integrated processing resource
pool in back end can exchange and link at any point, build capability required by
task, and implement task reconfiguration and switching in real time. Same type of
resources in each resource pool can realize digital IP exchange and link, forming a
topical combination to improve processing capability.

In the ground processing resource pool, integrated processing platform can adopt
devices like FPGA and DSP and modules like multiplexing/de-multiplexing
modules and photoelectric/electro-optical conversion cards to form standard signal
and information processing board. Rapid IO high-speed network interconnection
will contribute to form a single integrated resource processing platform. And
ground sub-network should be equipped with appropriate number of integrated
processing platforms based on the network capability. Resource group and resource
cluster can be formed in the architecture of concentrated distribution or syn-
chronous distribution.
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With the development of technology, the virtual baseband of common com-
puting platform has been gradually applied into the signal and information pro-
cessing in various function domains. FPGA + CPU have gradually become the
main platform in second generation heterogeneous computing. Real-time process-
ing capability is improved greatly. The possibility has become more and more
obvious in adopting virtual integrated processing based on cloud computing and
virtual architecture in ground system to realize integrated processing resource.

1.4 Key Technologies Needed to Break Through

Based on integrated common processing platform, combining with the integrated
space-ground architecture of SDN technology will contribute to backbone nodes in
network possessing full function or multi-function combination capability.
Application and control of integrated space-ground networking is the effective
technical approach to create integrated space-ground information system.

Fig. 1.10 Sketch diagram for ground node resource pool tree-shaped exchange network
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However, to realize this goal, a series of technologies need to break through and
verify. The main contents are as follows:

(1) Overall technology of space-based information system based on SDN

The introduction of SDN architecture in integrated space-ground information
system is closely related to the realization path for technology of each link in the
network, which refers to many aspects, including the system architecture design,
overall design for node distribution, application requirements, information source,
and application pattern. It needs the approach of system engineering investigation to
research and demonstrate. The design, application, and perfection of SDN archi-
tecture is a scientific, iterative, continuously evolving and progressive process. At
the same time, the introduction of function-platform split integrated nodes, its
relationship with SDN architecture, and application pattern and so on, all of those
technologies need further research and verification.

(2) High integration payload integrated processing basic Cube technology

The aim of the technology is to acquire maximum processing capability at the
cost of minimum resource. This will need to combine different pathways, different
characteristic overall structures of spacecraft, and application requirements for
multifunction, besides, summarize the basic processing capability needed for net-
work nodes in space-based information system. On this basis, the technology will
form common basic processing unit module (basic Cube). For this goal, simulate

Fig. 1.11 Sketch diagram for ground node resource pool net complete exchange network
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the common platform performance of system, test and verify the capability and
performance of the integrated common hardware platform.

The main difference between space-based multifunction integrated processing
platform and integrated electric module of airborne platform is that spacecraft has
more severe requirements in the aspects of volume, weight, power dissipation for
integrated hardware resources. In addition, spacecraft is more demanding for device
performance, processing technology, and algorithm implementation and so on.

(3) Space-based techniques of multi-band multi-function integrated aperture and
RF design.

The multi-band multi-function definable design of RF front-end and aperture is
closely related to the spacecraft formation. And the design of array units is related
to the layout, function and application. So first we should take a full consideration
into system functions and planning, and prospectively propose a basic layout and an
available scheme which are of common use, then separate common demands from
individual demands, finally make a integrated design combined with the spacecraft
formation.

The configurable broadband RF T/R front-end technology is combined with
radio frequency and programmable technologies, which realize the programmability
of radio frequency assembly so as to adapt to various demands of frequency band
and broadband application including the high integration multi-band broadband RF
front-end technology based on micro system, the multi-band RF chip technology,
the broadband RF digital sampling technology, the low delay transmission tech-
nology of big data, etc. Among the technologies, we need to research, test and
verify these: the interference of channel T/R and the intermodulation isolation under
broadband, the isolation technology between array units and channels, the isolation
technology between digital and RF, the stability of delay, the controlling of phase
noise, the filtering of programmable channel, the high speed digital sampling of
broadband, the low delay transmission technology and more.

(4) The intelligent management and control technology of integrated processing
resource

We should develop a highly integrated scalable open management and control
technology to process resources (set of basic Cubes) based on integration and the
dynamic deployment of blueprint. And use this technology to optimize the allo-
cation of all the resources in space-ground processing resource pool oriented toward
tasks under the architecture of multi-thread processing and resources management
and control which is capable of dynamic loading. It requires multiple functions and
the intelligence adaptation of application scenarios.

(5) Space network protocol and the SDN management technology

The core problems of integrated space-ground information system network
protocol are to ensure the information is transferred efficiently and stably in an
environment of high rate of long delay, error and interruption and the
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heterogeneous networks are interconnected with each other [18]. So we should
develop and apply the space DTN network technology, the network technology
(protocol conversion), the management technology based on the SDN network
architecture and the other related technologies, and use the integrated processing
resources pool conditions to test the protocol’s application effectiveness.

(6) High speed interconnection technology of ground distributed resource pool

The key technology of the ground subnetwork is be interconnected between the
RF front-end resource pool and the integrated processing pool by the topological
structure of high bandwidth, low delay and low cost. There may be an unexpected
delay and delay shaking if the connections among resource pools are of a great
number and far away from each other. We should individual the subnetworks and
resources into cluster/group according to the future construction scale of the ground
subnetwork. And develop a research of the dendriform and reticular exchange or
other possible exchange technologies. Thus we could develop an interconnection
and exchange architecture that is not only meeting the exchange demands but also
functioning well.

(7) The resource pool technology based on real-time cloud computing and
virtualization

With the developing of computer technology, it will be the future trend that use
the universal computing platform to process resources by signal and information,
and the architecture of real time cloud computing and virtualization can help to
process the software in real time. The virtualization eliminate the dependency
between function service units and the hardware. We should develop a research for
the interrupt mechanism in the virtual layer and optimization measures, and min-
imize the extra cost brought by virtualization to ensure processing in real time.

1.5 Conclusion

The integrated space-ground space-based information system could realize the
efficient interconnection of information between space and ground [1, 19, 20]. The
architecture of the software defined integrated processing platform and the software
defined network based on the integrated RF front-end and Function-platform split
software of programmable broadband RF technology is the future trend of the
space-based information system which use the software to define all the networked
integrated technologies [21]. This article discussed the application suggestions of
networking integrated technology for space-ground information system, reviewed
the directions of related key technologies and provided the reference thoughts for
system constructions.
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Chapter 2
Preliminary Discussion on the TTC
and Management of Commercial Space
in China

Aimin Xu and Guoting Zhang

2.1 Introduction

To the commercial space, there is no unified definition at home and abroad. It is
generally accepted that commercial space refers to the use of business, the market
model to develop, operate space program, and according to the market rules to carry
out space activities [1, 2]. The space programme includes satellite (including
spacecraft) services, satellite manufacturing, ground equipment manufacturing, and
launching services [3]. The Space activities include commercial rockets manufac-
turing, commercial satellites manufacturing, commercial launching, commercial
space TTC [4]. In recent years, international commercial space improves rapidly, a
large number of emerging space enterprises to participate in the development of
commercial space, business covers the whole space industry chain, the development
of aerospace industry injects new life into the world [5]. Taking The United States
for example [6, 7], a number of commercial aerospace companies emerged,
including Space Imaging, Orbimage, OneWeb, O3B, which domained in com-
mercial satellites application, and SpaceX, Blue Origin, which engaged in com-
mercial rockets manufacture, commercial satellites manufacture. At present,
commercial space in Chinese has just started, which was still in the stage of
exploration, a number of commercial aerospace companies emerged as well [8, 9],
such as Changchun optical satellite technology LTD., Four-dimensional remote
company LTD., which engaged in commercial satellite manufacturing and com-
mercial satellite application, 0–1 space technology LTD., which engaged in com-
mercial rocket manufacturing.

Space TTC mainly completes the rockets, or the satellites tracking, telemetry,
remote control and other tasks, which takes the rocket flight state in control, as well
as orbit survey and determination of on-orbit satellites, management of running
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state, payload data reception and distribution. Space TTC provides indispensable
support for launching and recovery, in-orbit application of satellites [10]. In order to
satisfy space engineering of the communication satellites, resource satellites, nav-
igation satellites, ocean satellites, manned space, China has built the ultrashort
band, C band and S band space TTC network, which are in appropriate scale,
reasonable layout, fully function. To the rise and development of the commercial
space of our country in future, space TTC system in China will adjust the service
mode to meet the needs of the new task, and provide a more efficient and conve-
nient TTC support service.

Commercial space is the important developing direction of the aerospace
industry in the future. This paper analyzes the enlightenment of the foreign com-
mercial space and commercial space TTC to our country in future, and for some of
the new commercial aerospace TTC and management questions have carried on the
preliminary discussion.

2.2 The Current Developing Situation of Commercial
Space and Commercial Aerospace TTC at Home
and Abroad

2.2.1 The Current Developing Situation of Commercial
Space at Home and Abroad

The United States is the first and the most successful country in the development of
Commercial space, who draws up and promulgates a series of relevant laws, reg-
ulations and policies, to encourage and support the development of the commercial
space, and provide legal protection for commercial space activities. From 1984 to
2015, the United States has promulgated more than 20 laws, regulations and
policies, covering space policy, space launch, manned space, satellite communi-
cations, satellite navigation, satellite remote sensing, etc. Under the stimulus of
national policy, the commercial space industry chain all full blossom, especially in
the satellite remote sensing application, satellite communication network and orbital
transportation.

Space imaging company, which separated from Lockheed Corporation in
October 1994, aimed at making the world’s most advanced earth observation
technology commercialized, to provide users around the world digital earth infor-
mation products and services. IKONOS-2 satellite launch success and realize the
business operation on September 24, 1999, begun to provide more than 1 and 4 m
panchromatic image spectral resolution. This is the world’s first commercial
operation of high resolution remote sensing satellite, since then opened up a new
era of civil high resolution earth observation. The company also has sole global
franchise of “Landsat digital image”.
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Orbit imaging company was founded in November 1993, which is in the domain
of design, construction, management and sales of a wide range of products and
services related to the space. The company currently has three OrbView satellite,
which have sold in the United States the rights of the other satellite systems in
remote sensing images, including Canada RADARSAT-1, 2 of synthetic aperture
radar platform, and SPIN-2 satellite of Russia. In 2005, orbital imaging company
acquired the Space Image’s assets [11].

One web company was founded in 2012, is committed to launch small satellites
in low earth orbit to form a communication network. 648 small satellites plans to
launch, whose altitude is about 200–2000 km, complete the Internet coverage of
local area, and provide about 50 Mbps internet speed. OneWeb company plans to
launch its first satellite in 2017.

Spire company was founded in 2013 [12], is committed to deploy meteoro-
logical satellite network. Spire plans to launch 100 satellites in MEO, by measuring
the GPS satellite signal to obtain atmospheric meteorological data, such as tem-
perature, pressure and humidity.

Space exploration technology company (SpaceX) in the United States was
founded in 2002 [13], is committed to developing recyclable rocket, and manned
spacecraft. Currently SpaceX developes partly reusable falcon 1 and falcon 9
rockets, and the sequence of Dragon spacecraft. In October 2012, the dragon
spacecraft was raised to send the goods to the international space station. In March
2015, the falcon 9 rocket will be the first all-electric communications satellite into
orbit. In December 2015, falcon 9 rocket goes up and 1st stage recoveries suc-
cessfully. In April 2016, 1st stage of falcon 9 rocket successfully landed on a
maritime unmanned ship.

Blue origin company was founded in 2000 [14], set up by the world’s largest
online retailer amazon, its main products include engine and suborbital rocket. In
November 2015, the orbiter launch New Shepard to an altitude of 100 km, then the
rocket intact landing to the predetermined ground position, realized the reusable
suborbital vehicle.

Other countries such as Canada, Argentina’s aerospace business company has its
own satellite launch and operation plan. Canada SkyboxImaging company was
founded in 2009, mainly to provide real-time satellite imaging services platform,
image accuracy is lower than 1 m. As of March 2014, a total of 24 small satellite
SkySat in orbit. Argentina Satellogic company was founded in 2010, mainly to
provide real-time earth image data. As of June 2014, three LEO satellites are
running in orbit, which will increase to 300 satellites in future. Europe also
increased support for the development of commercial space through legislation and
policy. In December 2015, the British issued “the national space policy,” [15]
aimed to become center of Europe commercial space, and occupy a larger share of
space market in the world.

At present, the traditional plan mode of “national investment, enterprise devel-
opment” is predominated in the aerospace industry, the commercial space has just
started in China. In recent years, the Chinese government encourages private
companies to get into space business, especially when the time the Belt and Road
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initiative was put forward since September 2013. The development of aerospace
industry especially commercial space industry, brings better service to the national
strategy. In October 2014, prime minister Li Keqiang, at a state council executive
meeting, proposed to gradually guide the folk capital to participate in the national
civil space facilities. In November 2014, the state council announced the 60 doc-
ument, more specifically to encourage private capital into the spatial domain. In
October 2015, the medium and long-term plan for the national civil space infras-
tructure (2015–2025) is put forward [16], to encourage military and civilian inte-
grated capital into space, base areas are opened by space military-into-civilian as
start. Under the encouragement of national policy, lots of innovative enterprises
have sprung up which focused on commercial rockets manufacture, or commercial
satellites manufacture.

Changchun optical satellite technology LTD., established in December 2014
[17], is funded by Changchun Optical Institute and other shareholders, which
focused on manufacturing commercial remote sensing satellites. Company plans to
launch 60 video satellites before 2020, and 138 video satellites before 2030.

Four-dimensional remote company was established in September 2015 [18],
funded by the aerospace science and technology group, will provide global users
with high spatial resolution, high temporal resolution, high spectral observation
ability of all-weather of remote sensing for earth observation data services.
Company plans to be completed around 2022 by 16, 0.5 m resolution optical
satellites, 4 high-end optical satellites, 4 microwave satellites, and some video,
hyperspectral satellites.

0–1 space technology LTD., was established in August 2015 [19], is funded by
private shareholders as a commercial rocket manufacturing company. The company
aims to develop, design, and final assembly of low-cost small vehicles. Its first
flight will be carried out in 2018.

2.2.2 The Current Developing Situation of Commercial
Space TTC at Home and Abroad

At present, space TTC resources, including ground station and control center, have
three kinds of subordinate relations [20, 21]:

1. as a national infrastructure, directly by the government and/or military man-
agement, such as the United States NASA’s tracking and data network (STDN),
the U.S. air force satellite control network (AFCSN) acquired, ESA TTC net-
work, the Russian state TTC network.

2. ground stations networking, belongs to an international organization, such as
International Maritime Satellite Organization is a global mobile satellite com-
munication of intergovernmental cooperation mechanism, namely the interna-
tional mobile satellite organization, which domestic habitually call it maritime
satellite for short. Maritime satellite organization reformed as an international
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business company in 1999, namely the international mobile satellite. Maritime
satellite organization has two control center, with main sations in City Road,
backup stations in Boreham wood, and eight stations distributed in Italy, China,
Canada, New Zealand, the Netherlands, Norway, Russia, the United States. So
far, maritime satellite organization manages 11 satellites.

3. a large company has a corresponding ground station and control center, is
divided into two kinds, one kind is that the company has its own satellite,
established corresponding ground station network, such as China Fengyun,
China Satcom. The control center of China Fengyun was built on the National
Weather Service, which takes control of four stations in Beijing, Guangzhou,
Urumqi and Australia, and is in charge of 5 low-earth orbit and geostationary
orbit satellites control. China Satcom operation control center was built in the
northwest of Beijing, which takes control of four stations such as Beijing, Hong
Kong, Chengdu, and is in charge of 6 geosynchronous orbit satellites. This kind
of networks support only professional satellite application, do not support other
civilian satellite TTC. Satellite application oriented specific service objects,
which belongs to space commercialization. Another kind is that to establish a
station network, which provides the service for all satellites, belongs to com-
mercial space TTC. At present, some of the domestic commercial company
plans to build its own space TTC network. Some company has certain influence
on the international commercial TTC, such as PrioraNet global station network
of Sweden Space (Swedish Space Corporation, SSC) and Norway’s Satellite
service company (Kongsberg Satellite Services, KSAT).

PrioraNet global station network of Swedish Space company(SSC) is composed
of the network management center (NMC) [22], SSC’s own core station and
cooperative stations all over the world with strategic position. The ground stations
of SSC are divided into two kinds, one kind is that belongs to Sweden space center,
and another kind is cooperation with international partners, who provide C/S, L, X,
UHL spectrum TTC services. The NMC is a distributed system, which located in
Newport Beach, California, Kiruna, Sweden and Pennsylvania Horsham, which can
provide users with a single point of interface in the global earth station. In the whole
stages of missions, spacecraft and network operators to provide services and sup-
port round the clock. 10 its own core stations, and 6 cooperative stations, distributed
in Sweden, Italy, Germany, Australia, Canada, the United States, Chile, India,
Mauritius, South Africa, Antarctica, and other countries and regions. PrioraNet
network provides reliable solutions for global satellite communication and opera-
tion, which provides the services including task management services, mission
control services, TT&C services, load data retrieval services. The major customers
of PrioraNet global station network include Boeing satellite systems corporation,
China aerospace science and technology group LTD., China resources satellite
application center, California’s space agency, China satellite TTC systems, the
geographic eye technology, geographic information from Thailand and space
agency, NASA, Taiwan space center, etc. In 2009, the Universal Space Network
(USN) bought out by SSC, USN company adopted the mode of commercial
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operation to provide satellite operations (including real-time telemetry, tracking,
and commanding) services.

Space TTC network of Norway’s Kongsberg Satellite Services (KSAT) is
composed of the Tromsø Network Operations Centre(TNOC) and four ground
stations [23]. TNOC takes control of Tromsø satellite ground stations and TT&C
antenna system of Svalbard, and works closely with the owner and the operator of
satellite, which is responsible for all operations. Four stations include Svalbard
ground station, Tromsø ground station, Grimstad and TrollSat ground stations. This
network provides TT&C and data services mainly for polar orbit satellite, which
includes telemetry, TTC, TTC support for sounding rockets, launch and early orbit
(LEOP) TTC support, Global data dump or on-orbit support. The main client of the
network includes: NASA, ESA, NOAA, IPO, JAXA, DigitalGlobe and so on.

2.3 Enlightenment of Commercial Space
TTC to Our Country

2.3.1 The General Trend of TTC and Management
Development is Diversified

From the perspective of the current foreign developing situation, the coexistence
and coordinated development of military/civil space TTC, commercial space TTC
is the trend of the times. Military/civil space TTC major services military and
civilian satellites, which makes more services for commercial satellites when
redundancy. For example, SpaceX’s “the falcon 9” tipped the “dragon” spacecraft
from military launch pad in Florida, its launching TTC is operated by AFCSN 45th
space operation team, “dragon” spacecraft entered orbit outside the international
space station a mile run by ferry companies themselves, into the international space
station within a mile of the approximation, docking, and out of control was con-
ducted by NASA. Commercial space TTC services mainly for commercial satel-
lites, which can provide service for worldwide space users, either through business
model to make its own global ground stations networking, or through business
model to cooperate with foreign ground stations by networking operation. Such as
SSC’s PrioraNet global ground station network, Norway’s KSAT provide TTC
supports for lots of global commercial satellites.

Both military/civil space TTC and commercial space TTC, the management
mode is just the same, composed of mission center and ground stations. Due to the
earth synchronous orbit satellite visible to a ground station for 24 h, one single
station can be used to manage the satellite. For commercial geosynchronous orbit
satellites, commercial companies can accomplish TTC in its own application
business simultaneously. Because of the influence of the earth curvature, to meet
TTC requirements of the full range in low earth orbit satellites or rockets, multiple
ground stations must be distributed in different locations connected in the network
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to relay TTC task. The network can be under a TTC system of multiple ground
stations, or under different TTC systems. For commercial satellites in LEO or MEO
orbit, the investment of a commercial company self-built the network is too high,
two more reasonable ways are: 1. to purchase commercial company’s TTC service,
with global TTC ability; 2. to use of national support network to complete the TTC.

2.3.2 It is Imperative to Moderate Encourage
the Development of Commercial Space TTC

At present, the main TTC mode of commercial companies abroad [24–28] are
shown in Table 2.1.

From present developing situation foreign, there are two main types of com-
mercial space TTC mode: 1. building their own site, such as the United States’s
Orbimage, One Web, Spire. 2. purchase a TTC service or completely entrust other
units to complete the TTC, Such as launching and orbiting TTC of spaceX,
launching TTC of Blue Origin. From the situation abroad, orbiting TTC mainly be
completed by satellite users or satellite manufacturers. For our country, space
industry is open to the commercial capital, inevitablly space TTC must be open to
commercial capital. If the developing pattern of commercial space TTC looks
abroad, on the one hand, the cost of TTC services will be decreased, the efficiency
of TTC services will be improved, on the other hand, it helps to better participate in
international competition, or better international cooperation.

From domestic developing situation, the rise of the future commercial space can
lead to the development of commercial satellite in explosive growth momentum.

Table 2.1 The main TTC mode of commercial companies abroad

Commercial
companies

Main business TTC mode

Orbimage Commercial remote sencing
satellite application service

Stations built by self, data processing
center and more than 10 stations, which
can control satellites,and receive remote
sensing data

OneWeb Internet satellite application
service

Stations built by self, plans to build lots
of Ku band stations

Spire Meteorologic satellite application
service

20 stations built by self, to receive
satellite data

SpaceX Orbital transportation service Control center built by self, purchase
TTC service launching TTC bought by
military service, on orbit running
controlled by self and by NASA, on
orbit running bought by commercial
service

Blue origin Suborbital transportation service Launching TTC bought by military
service, other is unknown
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Future commercial space is given priority to with the application of small satellite
constellation, small satellite constellation control has the following characteristics:
1. large number of on-orbit space targets, with wide spatial distribution. Satellites
inbound or outbound frequently, number of satellites have short interval transit
time, requiring a close “all-weather” TTC. 2. a satellite orbit, such as satellite
remote sensing application are mainly concentrated in orbit height 500–800 km
sun-synchronous orbit, large number of targets inbound or outbound thick and fast,
required to provide multiple targets for TTC service simultaneously. Existing TTC
resources are close to saturation, which appropriately support only a part of com-
mercial space TTC requirements. It is imperative to moderate encourage the
development of commercial space TTC.

2.4 Preliminary Discussion on the TTC and Management
of Commercial Space in China

2.4.1 Strengthen Space Legislation

Our country should make space rules at national level, and industry standard level,
to regulate commercial behavior and space activities in commercial space and
commercial space TTC [29], and to promote the orderly development of com-
mercial space and commercial space TTC. Space activities should be under the
legal framework, otherwise may affect subsequent commercial space development.
Commercial space needs more space under the rule of law. Legislations should be
put out to regulate specifications and requirements of military space, civil space and
commercial space activities in our country, in order to ensure the orderly devel-
opment of aerospace industry (including TTC). Through space legislation, com-
mercial space market access or exit mechanism, fair competition mechanism,
insurance and compensation mechanism, safety supervision mechanism, etc. are
established, to create an orderly, healthy competition market environment.

2.4.2 Explore the New Commercial Space TTC
and Management Model

Commercial company is Encouraged to build mission center, or stations, which
protect commercial satellite orbit control, and actively explore the new commercial
aerospace TTC management model.

1. support external connection to satellite mission center

External satellite mission center is supported to run with existing satellite TTC
center, Satellite TTC center transparently send control instructions to commercial
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space TTC ground station by satellite mission center. The health status of com-
mercial satellites can be directly sent to satellite TTC center. The commercial
satellite TTC process and interface must be standardized, to support the external
network.

2. strengthen international cooperation of commercial space TTC ground station

Commercial space TTC builds their own station at home, makes international
cooperation overseas. Domestic and overseas stations can interact with each other.

2.4.3 Enhance the Management of Commercial Satellite
Services

For all of the satellites, including commercial satellites, strengthen policy man-
agement, good services, on the one hand, due to protect national security need to
consider, on the other hand due to ensure the safety of commercial satellite and
other satellite orbit. On-orbit satellite management services shall include the fol-
lowing aspects:

1. the frequency management services

Satellite frequency become important strategic resources. To top the satellite
TTC, digital frequency resources unified planning and design, harmonious and
unified management, in order to prevent the on-orbit satellite radio interference
between each other.

2. the orbital resource management services [30]

Satellite orbital gradually become scarce strategic resources. For satellite orbital
resources unified management, according to the national security, different
requirements in terms of hierarchy, such as the national economy needs conflict
level according to the distribution of rail.

3. catalogue management services

With the increasing of space target quantity, space target catalog, collision
warning is becoming more and more important. All satellites are unified to detect,
track and recognise, the trajectory characteristics, geometric characteristics and
physical properties of space target is unified for catalogue management, and to
provide commercial launch, commercial satellite application collision warning
service.

4. launch and recovery services

Satellites enter into space, and return from space to ground, space safety is a
matter of territory. The satellite launch and recovery should be unified management
services, highlighting the launch and recovery of safety design.
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2.5 Conclusion

Commercial space technology development derived from military space, civil
space, but with different development model. The arrival of the commercial space
puts forward the new requirements, which requires that we should not only by law
of space, space concept, and also inject new ideas, new management idea. In this
paper, the parts of the commercial space TTC management questions have carried
on the preliminary analysis and discussion, the more problems, more in-depth
analysis needs to be further discussed in accordance with the commercial space
development and progress in China.
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Chapter 3
The Deputy Reflector Control Technology
of the Large Deep Space Antenna

Lujian Zhang

3.1 Introduction

Due to its own gravity [1–3], temperature field gradient and wind power on the
antenna surface [4] and so on, the main and deputy reflector and the supporting
frame of the deputy reflector of the Deep Space Antenna occur deformation. The
deformation of the antenna makes antenna focus shift, thereby reduces the antenna
gain even interrupts microwave transmission path [5–8], and ultimately reduces the
system performance even does not work. The antenna structure deformations and
electrical properties [9] are given can be seen from Fig. 3.1 and Table 3.1, as the
main and deputy reflector deformations due to gravity and other factors, resulting in
the antenna gain and efficiency decreased, and the larger antenna aperture, the
higher antenna operating frequency, the greater loss of the gain and efficiency. So
for large-diameter and high-frequency antenna, the deformations of the main and
deputy reflector must be effectively addressed.

In order to compensate the performance loss caused by the deformation of the
antenna, the method often used the pre-adjustment in the antenna installation or
the best parabolic fitting method according to the existing deformation [1, 2]. The
pre-adjustment cans not meet the requirement of electrical performance for deep
space antenna, so the curve fittingmethod is used to fit a new parabola according to the
deformation of the antenna. The center of the deputy reflector is adjusted to the focus
of the new parabolic, so that the electrical performance is guaranteed to the optimal.
Compared with the theoretical parabolic shape, with the change of the antenna pitch
angle, the shape of the actual parabolic reflector is gradually changed, the position of
the focus is gradually changing, which requires the real-time adjustment of the
position and attitude of the deputy reflector.
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Since the deputy reflector antenna structure size is relatively large, to ensure
reliable installation deputy surface, reduces the weight and gravity deformation of
the deputy surface adjustment mechanism, to ensure that the scope of deputy
reflector adjustment, real time and accuracy of the antenna, the large Deep space
deputy reflector antenna adjustment mechanism with six degree of freedom
(6-DOF) parallel mechanical adjustment mode [10] (Fig. 3.2). The 6-DOF parallel
mechanisms are composed of the Base platform (lower platform), the mobile
platform (upper platform) and the six electric cylinders (linear electric actuators).
As the deputy reflector placed on the platform, so the attitude of the platform
determines the attitude of deputy reflector. Each motion electric cylinder is con-
trolled by a separate motor. The electric cylinder drives by AC servo motor, and
links through Hooke hinge and spherical hinge with upper and lower platform. The
movement of the motor is transmitted to the electric cylinder screw, by synchro-
nizing belt. The rotation is converted to an electric cylinder telescopic movement by
the screw, so as to realize the control of the 6-DOF.

(a) El=0deg The structure deformation (b) El=90deg The structure deformation

Fig. 3.1 The structure deformation of the large antenna

Table 3.1 The relationship between antenna gain loss and pitch angle for gravity deformation

Band
El

L-band S-band C-band X-band Ku-band K-band Ka-band

80° −0.0023 −0.0050 −0.0307 −0.0604 −0.1785 −0.4675 −1.0439

70° −0.0018 −0.0040 −0.0248 −0.0489 −0.1446 −0.3786 −0.8455

60° −0.0016 −0.0035 −0.0215 −0.0424 −0.1253 −0.3282 −0.7328

50° −0.0015 −0.0033 −0.0205 −0.0404 −0.1194 −0.3125 −0.6979

40° −0.0016 −0.0035 −0.0214 −0.0421 −0.1245 −0.3260 −0.7279

30° −0.0018 −0.0039 −0.0237 −0.0467 −0.1380 −0.3614 −0.8070

20° −0.0020 −0.0044 −0.0270 −0.0532 −0.1571 −0.4114 −0.9188

10° −0.0023 −0.0050 −0.0308 −0.0607 −0.1793 −0.4695 −1.0485
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3.2 The Mathematical Model of Deputy Reflector Parallel
Mechanism

It is necessary to establish the mathematical model of the 6-DOF parallel mecha-
nism and analyze the kinematics in order to achieve the control of the deputy
reflector by 6-DOF parallel mechanism. Kinematic analysis is the theoretical basis
for the control of parallel mechanism, and it is also the premise of the dynamic
analysis of the rigid body and the analysis of the characteristics of the electric servo
system. Through the analysis of the mathematical model of parallel mechanism, the
six joints can carry out cooperative movement and realize the multi-dimensional
adjustment of the deputy reflector. The mathematical model of 6-DOF parallel
mechanism based on joint control is shown in Fig. 3.3, that the deputy reflector is
mounted on the moving platform.

3.3 The Coordinate of 6-DOF Parallel Mechanism [11, 12]

The space coordinate system is established according to the parallel mechanism
model of Fig. 3.3. The global coordinate system O-XYZ is established with the
center of the deputy support and the deputy reflector as the origin, while the local
coordinate system p-xyz is established with the center of the deputy reflector as the
origin. In the global coordinate system Pi, Bi (i = 1,…,6) respectively represent
Spherical hinge and Hooke hinge Center. In local coordinate system p-xyz, pi
represents the position vector of the center point of each Spherical hinge. p repre-
sents the position of the center of the deputy reflector in the global coordinate

(a) (b)The main and deputy reflector 
structure

The 6- DOF parallel mechanisms

Fig. 3.2 The large antennas and deputy reflector adjustment mechanism
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system O-XYZ, respectively, around the antenna deputy platform x, y, z-axis
rotation angles. Define the global coordinate system and local coordinate system to
meet the right-hand rule.

In order to make the main and deputy reflector motion coherence, the coordinate
systems of the main and deputy reflector are needed to be normalized. Define the
global coordinate system X axis orientation parallel to the direction of the antenna
pitch axis, Y axis orientation parallel to the direction of the yaw axis(antenna
overturned), Z direction consistent with the direction of the beam, a the same as the
pitching rotation direction, b orthogonal the pitch axis, c rotating around the electric
axis.

3.4 The Position Inverse Solution of 6-DOF Parallel
Mechanism [12, 13]

The position inverse solution of the parallel mechanism is that by the deputy
reflector positions and attitudes of each posture coordinate to calculate the coor-
dinate of each joint. The position inverse solution is full use of coordinate con-
version, the position and attitude vector opi from the local coordinate system
conversion in the global coordinate system. In the fixed coordinate system, the
position and attitude parameters of the moving platform, respectively, are the
central positions of the moving platform (x, y, z) and the rotation angles around
the x, y, z. Given the position and attitude in the workspace platform, find the length
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of each leg, which is the position inverse solution of Parallel Mechanism. The
inverse solution of position can be solved directly by spatial mechanism, and it is
closed and unique.

According to the Euler theorem, the matrixes Rx;Ry and Rz, respectively, are
coordinate rotation matrixes with respect to the angle of a; b and c.

Rx ¼
1 0 0
0 cos a � sin a
0 sin a cos a

2
4

3
5;Ry ¼

cos b 0 sin b
0 1 0

� sin b 0 cos b

2
4

3
5;Rz ¼

cos c � sin c 0
sin c cos c 0
0 0 1

2
4

3
5

ð3:1Þ

The rotation transformation matrix that the local coordinate system p� xyz with
respect to the global coordinate system O� XYZ is:

R ¼ RxRyRz

¼
cos c cos b cos c sin b sin a� sin c cos a cos c sin b cos aþ sin c sin a
sin c cos b sin c sin b sin aþ cos c cos a sin c sinb cos a� cos c sin a
� sin b cos b sin a cos b cos a

2
4

3
5

ð3:2Þ

The relation between Pi and pi:

Pi ¼ R � pi ð3:3Þ

In any a branched chain as the research object, the vector of the ith leg is in the
global coordinate system:

Li ¼ pþR � pi � bi ð3:4Þ

where, p are the central positions of the deputy reflector in the global coordinate
system, and bi are the positions of the upper platform nodes in the global coordinate
system.

So the length of the ith leg is:

Li ¼
ffiffiffiffiffiffiffiffiffiffi
LT
i Li

q
ð3:5Þ

When the central coordinates of the spherical hinge and Hooke hinge are known,
the length of the supporting legs can be obtained through the position and attitude
of the deputy reflector, and the inverse solution of the 6-DOF parallel mechanism is
completed.
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3.5 The Position Forward Solution of 6-DOF Parallel
Mechanism [14–17]

The position forward solution of 6-DOF parallel mechanism is to solve the position
and attitude of the deputy reflector with the known drive legs length L. Due to the
complex structure of the parallel mechanism, the position forward solution is more
complicated and more difficult. Relative to the inverse position solution [15], Many
scholars from the numerical and analytical study, such as genetic algorithm, neural
network, Newton Rapson iterative algorithm, but the calculations process are
complicated, the computation time are time-consuming, and the positions are not
unique and so on. For the deputy reflector control, in order to achieve effective
control, the requirements are that the positive solution must be unique, and the
solving speed must be very fast. Based on the steepest descent principle, this paper
presents an algorithm for the position forward solution of the parallel mechanism.
Under the premise of the continuity of the motion of the parallel mechanism,
according to the Jacobi variation relation between working space and joint space of
parallel mechanism, and the initial point of iteration is taken as an arbitrary point in
space, the algorithm can accurately and quickly give the unique position of the
parallel mechanism. Due to the deputy reflector movement in its work space, after
the control it from any known initial position P0 to reach the current position Pd ,
then length of each leg is Ld . In the actual work process according to P0 and Ld to
solve the end position Pd , which P0 according to the actual calibration to determine,
Ld is collected by the linear sensor.

Make qi ¼ Rpi, the type (3.4) both ends are respectively about the time
derivative:

_Liui þLi _ui ¼ _pþ _qi þ _bi ð3:6Þ

Wherein, ui ¼ Li= Lik k, the robot kinematics knowledge:

_qi ¼
d
dt

R _pið Þ ¼ R _pi þx� qi ð3:7Þ

Wherein, x are the rotational speeds, which are around the three axes X, Y and Z.
Type (3.7) to (3.6) and taking into account _bi ¼ _pi ¼ 0, then

_Liui þLi _ui ¼ _pþx� qi ð3:8Þ

The type (3.8) both ends are multiplied by vector uTi :

_Li ¼ uTi _pþðqi � uiÞTx ¼ ½uTi ðqi � uiÞT�
_p

x

" #
ð3:9Þ
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The Jacobi matrix of the adjustment mechanism is [16, 17]:

J ¼ u1 u2 � � � u6
q1 � u1 q2 � u2 � � � q6 � u6

� �T
ð3:10Þ

Type (3.10) to (3.9):

_p

x

" #
¼ J�1 _Li ð3:11Þ

Therefore, the increments of the deputy reflector position and attitude are:

Dpk ¼ J�1 _Li ð3:12Þ

The position and attitude increments of the type (3.12) are added to the initial
position and pose of the deputy reflector, and the iterative calculation is carried out
to meet the accuracy of the algorithm. In this way, the actual position and attitude of
the deputy reflector are obtained, and the position forward solution of 6-DOF
parallel mechanism is calculated.

3.6 The Electric Control of the Deputy Reflector
Mechanism

To ensure the synchronization and the real-time update between multiple axes, the
control mechanism system of the deputy reflector adopt full digital multi-axis
synchronous motion control network. This mechanical design reduces the cost of
manufacturing and services, greatly reducing the development time of the hardware.
The topological structure between motion controllers and multiple servo drives,
makes it easier to implement the algorithm and the execution mechanism.

6-DOF parallel mechanism is a multi-axis motion control system that composed
of six driving branches. Usually the dynamic response characteristics of each axis is
different, especially in the high speed profile control will cause significant errors, it
is necessary to design a motion controller to solve this problem. The design of the
parallel mechanism motion control system adopts two layers of structure: Low
order motion controller and high order servo driver. Motion controller is in charge
of the motion control command decoding, the relative motion of each position
control axis, and the contour control of acceleration and deceleration. The main
function of motion controller is to reduce the path error of the whole system motion
control. Servo driver is responsible for the position control of servo motor, the main
function is to reduce the following error of the servo axis. The upper level motion
controller completes the position loop control, and the lower servo driver completes
the speed and torque loop control. This combines the advantages of decentralized
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control and centralized control, which can meet the needs of each axis, and can
make the overall coordination of multiple axes. 6-DOF parallel mechanism control
system is shown in Fig. 3.4.

3.7 The Kinematics Analysis of the 6-DOF Deputy
Reflector Control Mechanism

6-DOF parallel mechanisms are the MIMO systems which are to coordinate the
movement of the six legs to move the auxiliary surface to the corresponding
position and attitude. But for each leg, the coordinated movement of the MIMO can
be equivalent to the motion of each leg in accordance with certain characteristics.
One leg of the servo system is composed of servo drive, motor, encoder, electric
cylinder and the position sensor, this design is relatively mature [18]. Figure 3.5 is a
single leg control loop model, and Fig. 3.6 is single loop control characteristics of
6-DOF parallel mechanism.
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Single loop transfer function of 6-DOF parallel mechanism is:

G sð Þ ¼ 68:4
1:225� 10�5s5 þ 2:743� 10�3s4 þ 0:523s3 þ 104:819s2 þ 410:627s

ð3:13Þ

6-DOF deputy reflector control system is a complex coupling parallel mecha-
nism. In order to accurately simulate the dynamic and kinematic characteristics of
the platform, it is necessary to use ADAMS [19]. In order to generate the mech-
anism dynamics model, need to build models, configure quality, set constraints, and
set the input and output variables. Without loss of generality, the mathematical
simulation results of the control system of 6-DOF parallel mechanism shown in
Fig. 3.6.

6-DOF deputy reflector control is the MIMO system, whose inputs are the
Positions x; y; zð Þ and attitudes a; b; cð Þ. Six linear motion parameters are obtained
by Inverse solution of positions and attitudes. The antenna can be positioned to the
desired positions and attitudes, by controlling the positions of the linear motion of
the six paths. The straight line motions of the six branches are mutually restricted,
and the forces of each leg are coordinated, in the process of positions and attitudes
of deputy reflector adjustment. Figure 3.7 is block diagram of 6-DOF parallel
mechanism, and Fig. 3.8 is the relationship between the attitudes and positions of
motion and motion of the legs (antenna overturned case).
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3.8 The Relationship Between the Deputy Reflector
Control and Antenna Control

The position of the deputy reflector surface should be accurately calibrated
according to the deformation of the antenna, before the use of large deep space
antennas. From the previous analysis, it can be known that the deformation changes
with the change of the elevation angle, so it is needed to accurately calibrate the
positions of the deputy reflector in different pitch angles. In the calibration process,
calibration points the more the better. The positions and attitudes of the deputy
reflector are calibrated at different elevation angles, which can be described by the
curve fitting and the form function. The analytical expression of the position and
attitude of the deputy reflector and the position of the pitch can be obtained by the
curve fitting method [20]. Table function method is the antenna pitch angle as the
independent variable, which can check the positions and attitudes of the deputy
reflector in each pitch angle. According to the positions and attitudes of the adjacent
pitch angle, the discrete quantity of the positions and attitudes of the deputy
reflector can be obtained by means of linear interpolation, Lagrange interpolation or
other polynomial interpolation method. According to the relative between the
position and attitude and the pitch angle, the 6-DOF parallel mechanism can control
the deputy reflector to the corresponding positions and attitudes to realize the
real-time compensation of the antenna’s electrical performance.

3.9 Conclusions

Due to the large diameter, high frequency, the decrease of electrical performance
caused by the main and deputy reflector deformations of the large deep space
detection and control antenna cannot be ignored. The 6-DOF parallel mechanism
system control the positions and attitudes of deputy reflector to the calibration
positions which are calibrated by the antenna elevation angles, compensation for
performance loss due to antenna deformation. Although the 6-DOF parallel
mechanism are composed of complex, the solutions are difficult, but compared with
the serial mechanism, its bearing capacity is strong, flexible control, has irre-
placeable advantages in the attitude and position control, so the 6-DOF parallel
mechanism control has good application value. At present, the equipment of the
control system of the 6-DOF parallel mechanism has been tested, and the effect is
good.
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Chapter 4
The Study on the Adjustment Model
of Sub-reflector and Engineering
Realization Method

Yuhu Duan

4.1 Introduction

The surface accuracy of the antenna reflector is the main mechanical indicator of the
antenna, which is closely related with the shortest operating wavelength. The real
reflector is different with the theoretical reflector. The error includes the manu-
facturing error and the deformation caused by self-weight, wind load and temper-
ature load and so on. Therefore, in the process of antenna design, not only the
mechanical indicators and radio frequency indicator, but also the mecharonics
should be considered [1]. With the increasing of antenna aperture and the operation
frequency, the demand for the surface accuracy of the antenna reflector increases.
The structural deformation of large reflector antenna is very large. And the gravity
deformation is main reason for structural deformation. If the gravity deformation is
reduced, the structural stiffness should be increased. So the antenna would become
hulking. Especially for the millimeter wave antenna, greater demands are being
placed on its surface accuracy. Therefore, many compensation methods for antenna
deformation have been made. The method of using array feed to compensate the
surface deformation of reflector is introduced in literature [2–8]. The phase of each
unit in the feed array is changed and superimposed with the phase of the reflector to
form the constant phase surface. However, due to the limit of weight, system
complexity and requirements, the method of using feed array to compensate
deformation cannot be used for some system. Yahya Rahmat-Samii and Robert A.
Hoferer have made researches on the method of shaping the sub-reflector to
compensate antenna deformation [9], and developed a fast and effective analysis
method, which combines the Fourier Jacobi with physical optics and geometrical
optics. The antenna efficiency of a 25 m antenna can be increased from 31 to 72%
after the method is used to compensate the deformation in 43 GHz. According to
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the reaches of William A. Imbriale .et of JPC, The antenna deformation can be
compensated through replacing sub-reflector by reflecting array, using a feed or
feed array to excite low-profile reflecting array, and adjusting the exciting phase of
each unit in array [10, 11]. The active reflector technology and the compensation
method of jointly using array feed and transformable plate [12] are widely used in
the deformation compensation of large reflector antenna.

According to the analysis of the displacement of each node in the reflector, the
translation includes two parts: one is the stiff movement of reflector and focus
change of paraboloid; the other is the relative small deformation among the node of
the reflector. According to computation results, the first kind of deformation,
namely the stiff movement of reflector and focus change of paraboloid dominates,
but the second one accounts for a small proportion. Therefore, some mathematical
method can be used to compensate gravity deformation. In the engineering practice,
a simple compensation method, namely the method of real time adjusting
sub-reflector with the elevation angle of the antenna to compensate antenna gravity
deformation, has been widely used. The method is based on the best-fit paraboloid
technology [13, 14]. A series of new paraboloid can be made for matching with the
transformed reflector. The new paraboloid has displacement and rotation compared
with the original one. At the same time its focus has small change. The deviation of
mean square root between the transformed reflector and one of the new paraboloids
is the smallest, and this new one is the best-fit paraboloid. If the feed is placed in the
new focus, the surface deviation is only related with the best-fit paraboloid and the
error can be much reduced. The structure self-weight deformation is regular, and it
is the function of antenna elevation angle. Therefore, the laws of the focus of
best-fit paraboloid changing with the elevation angel can be computed. And then
the feed and sub-reflector are moved according to the law to ensure the position of
the feed or reflector is always in the new focus. So the gravity deformation can be
compensated. The deformation of main reflector should be measured to conduct the
best fit for main reflector and reduce the influence of gravity deformation on
antenna performance through the adjustment of sub-reflector posture. The common
measurement methods include the microwave holographic measurement [15, 16]
and digital photogrammetry [17–19]. The interpolating calculation of measured
data should be conducted to obtain the deformation value of main reflector for all
elevation angles, which is the base of compensation method.

4.2 The Influence of the Posture Change of Sub-reflector
on the Antenna

4.2.1 The Definition of the Coordinate

In the antenna system coordinate, when the antenna points to the horizontal
direction (when the elevation angel is 0°), viewed from the front of the antenna, the
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forward direction is parallel with the antenna elevation axis, the Y axis points to the
vertex, and the Z axis is vertical with the antenna aperture. The coordinate for
describing sub-reflector is same with the antenna system coordinate. Only in the Z
axis direction, some translation happens. The adjustment of sub-reflector uses six
DOF platforms, namely the translation in X, Y, and Z direction and the rotation
with each axis. The antenna system coordinate is shown in Fig. 4.1

4.2.2 The Influence of the Longitudinal Off-Set Focus
on Antenna Gain

When the sub-reflector defocuses alone the antenna axis direction, the radials
emitted by radiator is not a plane, but a quadric surface after being reflected by
reflector. The reflected radios are no longer parallel with each other and defocusing
happens, which can decrease the antenna gain and increase sidelobe. But the
maximum wave bam will not excurse and deviate the antenna axis direction. The
antenna gain loss and sidelobe increasing is not related with antenna aperture field
distribution. Take a large deep space detecting antenna as an example. Commercial
reflector antenna analysis software GRASP [20] is used to establish computation
model. The antenna is a shaped Cassegrain dual-reflector antenna with uniform
aperture field distribution. The diameter of main reflector, the diameter of
sub-reflector, focus diameter ratio, and the illuminating angle between feed and
sub-reflector are 35, 3.6 m, 0.325 and 8.9° respectively. The feed is a conical
corrugated horn. The illuminating taper at the side of sub-reflector is −22.7 dB. The
frequency 8.5 GHz is used to calculate the pattern of eleven positions with ± 1k
longitudinal off-set focus, as Fig. 4.2 shown. The results show that the off-set focus

ϕ

x
α

yα
Fig. 4.1 Sub-reflector
adjustment coordinates
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gain loss in forward direction is larger than that in reverse direction. The gain loss
of off-set focus ± 1k is 14.7 and 8 dB respectively.

4.2.3 The Horizontal Translation of Sub-reflector

The horizontal translation of sub-reflector can reduce the antenna gain, increase the
sidelobe level and make it asymmetry, and make the direction of the maximum
wave beam deviate the axis direction. Suppose the horizontal translation of the
sub-reflector is Dys. Its influence on the antenna wave beam pointing can be con-
sidered in two steps:

① Suppose the position of main reflector does not change. The position of feed
and sub-reflector changes along the y axis. The sub-reflector and feed are in
the same straight line of feed, which equivalent to the horizontal offset focus
of prime focus reflector. The caused antenna beam deflection angle is:

Dh1 ¼ Dys
Fm

� BF ð4:2:1Þ

② The feed move bake to the original position, and restore the state of only
having the horizontal translation of sub-reflector. The beam deflection angle
caused by feed translation is:

Dh2 ¼ �Dys
M � Fm

� BF ð4:2:2Þ
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In reality, the beam deflection caused by sub-reflector translation is the sum of
the above two defection angles, namely:

Dhsy ¼ Dh1 þDh2 ¼ Dys � M � 1ð Þ
M � Fm

� BF ð4:2:3Þ

where Fm it the antenna focal distance, BF is beam deviation factor, M is the
magnification of Cassegrain antenna.

BF ¼
1þ 0:36 Dm

4Fm

� �2

1þ Dm
4Fm

� �2 ð4:2:4Þ

The radiation pattern of sub-reflector alone the Y off-set focus ± 1k is calcu-
lated, as shown in Fig. 4.3a. According to the analysis, The relationship of gain and

horizontal off-set focus is G ¼ G0 � ea0 y�y0ð Þ2 . The beam peak position has linear

relationship with focal offset Dys. The slope is M�1ð Þ�BF
M�Fm

. Figure 4.3b gives the
relation curve of beam peak position and focal offset Dys, where, “o” is the sim-
ulation result of GRASP software. The full line represents the computation results
of formula (4.2.3). They are in good agreement with each other.

4.2.4 The Sub-reflector Rotates About the Vertex

Suppose the prime focus is the axis. The rotation angle of sub-reflector about x axis
is ax. The feed horizontal translation caused by the rotation is
Dxs ¼ Mþ 1ð Þ � Fs � tan axð Þ � Mþ 1ð Þ � Fs � ax. The method is same with the
analysis method of reflector translation. Substitute Dxs into (4.2.1) and replace Dys.
The beam deviation angle caused by sub-reflector rotating ax about x axis is:

Dhax ¼ ax � Mþ 1ð Þ � Fs

M � Fm
� BF ð4:2:5Þ

where Fs is the focal distance of sub-reflector. 0.2° is the step distance. The radi-
ation pattern after sub-reflector rotating about x axis with ± 1 is calculated by
GRASP software, as shown in Fig. 4.4a. In Fig. 4.4b, the formula (4.2.5) is
compared with the beam peak position simulated by GRASP. They are in good
agreement.
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4.3 Sub-reflector Posture Adjustment Model

The change of Sub-reflector posture can result in decrease of antenna gain, increase
of sidelobe level and pointing deviation from axial direction. Gravity is the main
factor affecting antenna sub-reflector posture. Antenna structural distortions
induced by gravity load are uncorrelated can be achieved by using algebraic sum
method of independent error term. Any independent error term is generated by
corresponding distortion. 3 main parts related with antenna pointing are main
reflector, sub-reflector and feed, can be denoted with 5 independent error terms
respectively: main reflector rotation, main reflector fixed-point translation,
sub-reflector rotation, sub-reflector translation and feed displacement. Stimulation
and examination show that decrease of gain induced by lateral displacement and
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translation. b The relationship of Grasp simulation results and beam peak position and
sub-reflector horizontal translation calculated according to formula (4.2.3)
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rotation of sub-reflector is much smaller than that of resulted from Z coordinate
displacement. For example, when sub-reflector off-focus in lateral and longitudinal
direction is 1k, gain loss is 1 and 14.6 dB respectively. Therefore, longitudinal
adjustment of sub-reflector is more important. Moreover, due to bilateral symmetry
of gravity distortion, displacement in X coordinate is very small. Hence, the fol-
lowing formula can be used to denote sub-reflector posture variable induced by
gravity distortion for Cassegrain antenna system.

DY ¼ Ay þBy � cos Eð ÞþCy � sin Eð Þ
DZ ¼ Az þBz � cos Eð ÞþCz � sin Eð Þ
Dax ¼ Aa þBa � cos Eð ÞþCa � sin Eð Þ

8><
>:

ð4:3:1Þ
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Fig. 4.4 a The relationship of rotation angle of sub-reflector about x axis and the beam peak value
and pointing deviation. b The relationship of Grasp simulation results and beam peak position and
sub-reflector rotation angle calculated according to formula (4.2.5)
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where EL is antenna elevation angle. Factors A, B, C can be obtained with mea-
sured or stimulated sub-reflector posture data varying with antenna elevation angle
by using least square method.

4.4 Project Realization of Sub-reflector Adjustment

4.4.1 Sub-reflector Adjustment Dimension Determination

The analysis described in Sect. 4.2 shows that longitudinal displacement of
sub-reflector has more severe effect on antenna performance than lateral displace-
ment and rotation. In practical engineering application, since gravity distortion is
symmetrical about YOZ plane, to simplify sub-reflector adjustment system, only
perform 3-D adjustment (that is, translation in Y and Z coordinate and rotation
about X axis), instead of translation in X coordinate and rotation about Y and Z
axis.

Translation in X, Y and Z coordinate and rotation about X and Y axis have been
performed to facilitate initial adjustment of sub-reflector for 35 m antenna for deep
space observation project. After sub-reflector is adjusted to the optimum position at
preadjustment angle, lock translation in X axis and rotation about Y axis, hence
simplifying the routine operation. According to theoretically analyzed sub-reflector
adjustment value, adjustment range, positioning accuracy and repeatability are
listed in Table 4.1.

4.4.2 Project Realization of Sub-reflector Adjustment

In the practical engineering application of antenna for large deep space exploration
TT&C station and radio astronomical observation, mathematical model or table
looking-up interpolation is often used to perform real-time adjustment for
sub-reflector to compensate effect of gravity distortion. Before RF system is
installed, measure and adjust main reflector accuracy at preadjustment angle with
digital photography to meet accuracy requirement. Afterwards, measure main
reflector distortion and sub-reflector posture at other elevation angles, perform best
fit for antenna distortion value obtained at other angles to get the optimum position
of sub-reflector. At the same time, sub-reflector posture variable varying with

Table 4.1 Sub-reflector adjustment range and repeatability requirement

X coordinate Y coordinate Z coordinate ax
Adjustment range ±80 (mm) ±80 (mm) ±100 (mm) ±2.5°

Adjustment speed 2 mm/s 2 mm/s 2 mm/s 0–4°/s

Repeatability 0.2 (mm) 0.2 (mm) 0.2 (mm) 0.002°

54 Y. Duan



antenna elevation angle is also obtained via measurement. Hence, sum of
sub-reflector position obtained with best fit method and measured sub-reflector
posture variable is final sub-reflector adjustment value. For actually measured
elevation angle is limited, substitute relation between final adjustment value and
elevation angle into (4.3.1), getting factors A, B and C with least square method.

In a 35 m antenna for deep space observation project, we performed pread-
justment for main reflector at 40° of elevation angle, then respectively measured
main reflector distortion and sub-reflector posture coordinate at 0°, 15°, 30°, 40°,
60°, and 75° of elevation angles with digital photography. Perform best fit for main
reflector distortion value measured at above angles to get sub-reflector adjustment
value. Superpose it with measured sub-reflector displacement at corresponding
angles induced by sub-reflector support leg distortion, getting final adjustment value
of sub-reflector at corresponding angles. Substitute it into mathematical model, use
least square best fit to obtain factors in formula (4.3.1):

Ay ¼ �28:78 Az ¼ 1:150 Aa ¼ 0:340
By ¼ 34:120 Bz ¼ �2:95 Ba ¼ �0:33
Cy ¼ 4:8900 Cz ¼ 1:400 Ca ¼ �0:13

8<
:

Substitute above factors into (6), calculated sub-reflector adjustment value and
measured results can be seen in Fig. 4.5a, b and c. Where o represents measured
value, dotted line represents calculated value with mathematical model.

4.4.3 Practical Examples

The above section gives factors A, B and C in sub-reflector adjustment mathe-
matical model with 40° of elevation angle as reference. However, it is difficult to
find source at 40° of elevation angle to calibrate null of sub-reflector. The following
method is often used to recalculate factors in sub-reflector adjustment model at any
elevation angles. Take 20° of elevation angle as example, the specific steps are as
follows:

Substitute 20° of elevation angle into mathematical model in Sect. 4.4.2, cal-
culate adjustment value DY20, DZ20 and Dax20, which are obtained by subtracting
adjustment value at 20° of angle from adjustment value at each angle, obtaining
sub-reflector adjustment value at corresponding angles with 20° of angle as
reference:

DY ¼ ðAy � DY20ÞþBy � cos Eð ÞþCy � sin Eð Þ
DZ ¼ ðAz � DZ20ÞþBz � cos Eð ÞþCz � sin Eð Þ
Dax ¼ ðAa � Dax20ÞþBa � cos Eð ÞþCa � sin Eð Þ

8<
: ð4:1Þ
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After reference elevation angle is determined, adjustment value at this angle is
known and unchanged. Factor A subtracts adjustment value at 20° of elevation
angle, keep other factors unchanged. The newly obtained factors are as follows:

Ay ¼ �23:84� DY20 ¼ �28:8919

By ¼ 29:960

Cy ¼ 2:1600

8><
>:

Az ¼ �1:480� DZ20 ¼ �0:8656

Bz ¼ �0:127

Cz ¼ 2:8800

8><
>:

Aax ¼ 0:337� Dax20 ¼ 0:3624

Bax ¼ �0:338

Cax ¼ �0:131

8><
>:

Subtract above factors into (4.3.1) to get sub-reflector adjustment model at real
time with 20° of angle as reference. Stimulate sub-reflector adjustment value at 20°
of angle and distorted main reflector data using GRASP software, through
sub-reflector position translation and rotation, the gains of X band and Ka band
antennas increase by 0.52 and 1.95 dB respectively. In real project, perform iter-
ative adjustment for sub-reflector with source at 20° of angle to find out the position
where the optimum gain and sidelobe level can be obtained. It is also the best
position of sub-reflector at this angle. Set it to null position to verify at other angles.

4.5 Conclusions

The effect of gravity load on gain and beam peak pointing of antenna for large deep
space TT&C station and radio astronomical exploration is presented here. Actually
measured distorted data of antenna main reflector and sub-reflector support struc-
ture for 35 m large deep space exploration station are best fit, obtaining the initial
data for compensating gravity distortion by adjusting sub-reflector at real time.
Sub-reflector adjustment mathematical model is also given. Least square method is
used to obtain factor in sub-reflector adjustment mathematical model. Practical
application examples are also presented.
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Chapter 5
Experiment and Performance Analysis
of Iterative FX Correlation Combining
Algorithm for Arraying in Deep Space
Network

Youyong Liu, Hujun Geng, Suli Guo and Weijun Yang

5.1 Introduction

The multi-antenna received arraying technique is an effective alternative as the
future large-aperture antenna in deep space explorations [1, 2]. DSN studies deeply
on the combining method, the combining algorithm and so on. It gives several
feasible arraying methods such as FSC, BC, SSC, etc. [2, 3], and then successively
puts forward the SIMPLE, SUMPLE and wideband frequency combination as the
combining algorithms [4, 5]. Many domestic units conduct thorough research to the
arraying correlation technique [6, 7], and have carried out relevant experiments in
the CE mission and got good results, whereas their research mainly focus on the full
spectrum combining (FSC) method and SUMPLE combining algorithm proposed
by DSN. At a Martian distance, however, due to the far transmission, the signal
degrade seriously and the received signal of single antenna is weaker, thus the
performance of the traditional combining methods (such as FSC etc.) will worsen
sharply.

The key of the arraying signal combining is the alignment of the time, frequency
and phase difference of the received signal for each antenna. Serving as an
open-loop frequency-domain implementation architecture in the VLBI interfer-
ometry [8], FX correlator has a high precision in measuring the multi-antenna time,
frequency and phase differences and correlation coefficient, which is adapt to
various signal types. Based on the “one-to-more” correlating processing idea of FX
correlator and SUMPLE algorithm, therefore, an iterative FX correlation combining
algorithm in frequency domain is proposed for the combination of the weak
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received signals. The performance analysis and the comparison with the FSC
arraying method are carried out. Finally, the combining results of the algorithm for
the data-transmission signals of a 4-antenna arraying in CE-2 mission are present.

5.2 The Principle of FX Correlation Algorithm

FX correlator is the master method to measure the multi-antenna delay difference in
the VLBI interferometry, which aims to get the baseline-projected delay difference
coming from the same transmitted wave. The basic processing architecture is shown
in Fig. 5.1.

Without loss of generality, based on the signals of two stations located at one
baseline, the measuring principle of the multi-antenna delay and phase differences
is illuminated in detail. Assuming the modulation of detectors is BPSK, the
bandwidth of the IF filter is Bn, the sample rate is fs, and the reference signal is the
received signal of station 1, the received IF signals of two channels can be
respectively given by

r1ðtkÞ ¼
ffiffiffiffiffi
P1

p � dðtkÞ � expðj� ð2pfIF tk þu0ÞÞþ n1ðtkÞ
r2ðtkÞ ¼

ffiffiffiffiffi
P2

p � dðtk � sg12ðtkÞÞ � expðj� ð2pfIFtk � 2pfRFsg12ðtkÞþuLO12 þu0ÞÞþ n2ðtkÞ

(

ð5:1Þ

where P1 and P2 are the received signal powers, dðtkÞ is the modulation data, fRF
and fIF are the RF and IF frequencies, sg12ðtkÞ is the multi-antenna real delay
difference, uLO12 is the local oscillator initial phase difference between station 1 and
station 2, u0 is the initial phase of the detector’s downlink signal, and niðtkÞ is the
band limited white noise with one-sided spectrum density level N0 and noise
variance N0Bn.

FFTcoarse delay 
compensation

fringe
rotation

precise Delay 
compensation

cross
spectrum

residual time, 
frequency
and phase 
differences

IF1

IF2

FFT

orbit
prediction

Fig. 5.1 Implementing architecture of FX correlator in VLBI
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The orbit prediction based on baseline can be utilized for station 2 to compensate
the delay and rotate the fringe. The multi-antenna delay difference of orbit pre-
diction, sgc, is assumed as

sgcðtkÞ ¼ sgcðt0Þþ s0gcðtkÞ � ðtk � t0Þ
¼ sgc�Iðt0Þþ sgc�Fðt0Þþ s0gcðt0Þ � ðtk � t0Þ

ð5:2Þ

where sgc�Iðt0Þ and sgc�Fðt0Þ are the corresponding integer bit delay and fraction bit
delay of the time t0 and s0gcðt0Þ is the corresponding delay rate at the time t0.

The residual between thee predicted value and real one is assumed as
Ds ¼ sg � sgc. After compensating the integer bit delay of the IF signal of station 2,
we obtain

r2IðtkÞ ¼ r2ðtk þ sgc�Iðt0ÞÞ
¼ ffiffiffiffiffi

P2
p � dðtk � ðsg12 � sgc�Iðt0ÞÞÞ � expðj� ð2pfIFtk
þ 2pfIFsgc�Iðt0Þ � 2pfRFsg12 þuLO12 þu0ÞÞþ n2ðtk þ sgc�Iðt0ÞÞ

ð5:3Þ

The local constructs a frequency signal and rotates the fringe of the received
signal to reduce the multi-antenna signal dynamic, which is given by

rFSðtkÞ ¼ expðj½2pfIFsgc�Iðt0Þ � 2pfRFsgcðtkÞ�Þ ð5:4Þ

After rotating the fringe, the signal is given by

r2FSðtkÞ ¼ r2IðtkÞ � r�FSðtkÞ
¼ ffiffiffiffiffi

P2
p � dðtk � ðDsþ sgc�Fðt0Þþ s0gcðt0Þ � ðtk � t0ÞÞÞ
� expð2pfIFtk þ 2pfRFDsþuLO12 þu0Þ

ð5:5Þ

Executing the FFT to the reference signal of station 1 and the fringe-rotated
signal of station 2, we obtain

R1ðfkÞ ¼ ffiffiffiffiffi
P1

p � Dðfk þ fIFÞ � expðju0Þþ n1ðfkÞ
R2FSðfkÞ ¼

ffiffiffiffiffi
P2

p � Dðfk þ fIFÞ � expðjð�2pfkðDsþ sgc�Fðt0Þ
þ s0gcðt0Þ � ðtk � t0ÞÞÞþ ð2pfRFDsþuLO12 þu0ÞÞÞþ n02ðf Þ

8<
: ð5:6Þ

Constructing a phase vector and compensating the fraction bit delay of the
frequency signal of station 2, we obtain

R2FcðfkÞ ¼
ffiffiffiffiffi
P2

p � Dðfk þ fIFÞ � expðjð�2pfkDsÞ
� expðjð2pfRFDsþuLO12 þu0ÞÞþ n02ðfkÞ

ð5:7Þ

Calculating the multi-antenna cross-spectrum, we obtain
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R12ðfkÞ ¼ R1ðfkÞ � R�
2FcðfkÞ

¼ ffiffiffiffiffiffiffiffiffiffi
P1P2

p � Dðfk þ fIFÞj j2� expðjð2pfkDs� Du12ÞÞþ n12ðfkÞ
ð5:8Þ

where Du12 ¼ 2pfRFDsþuLO12 þu0 and n12ðfkÞ is the equivalent noise. The
cross-spectrum phase is given by

U12ðfkÞ ¼ 2pfkDs� Du12 þ n0ðfkÞ ð5:9Þ

So the residual delay and phase differences are given by

Ds ¼ dU12ðfkÞ
dfk

DU12 ¼ imag
P

R12ðfkÞð Þ
real

P
R12ðfkÞð Þ � U12ðfkÞ fk¼0

�� ð5:10Þ

Due to the fringe rotation based on orbit prediction could largely eliminate the
multi-antenna dynamic, the multi-antenna residual frequency difference is obtained
by fulfilling least square fitting of the residual phase difference from the observation
time, i.e.,

Df ¼ dDu12ðtÞ
dt

ð5:11Þ

The spectrum of the equivalent noise is given by

n12ðfkÞ ¼
ffiffiffiffiffi
P1

p � Dðfk þ fIFÞ � expðju0Þ � n0�2 ðfkÞ
þ ffiffiffiffiffi

P2
p � Dðfk þ fIFÞ � expðjð�2pfkDsÞ

� expðjðu12 þu0ÞÞ � n0�1 ðfkÞþ n1ðfkÞ � n0�2 ðfkÞ
ð5:12Þ

The effective in-band noise power in the time range of TNFFT is given by

r212 ¼ ðP1N02Bs þP2N01Bs þN01Bs � N02BsÞ � TNFFT ð5:13Þ

where Bs is the effective bandwidth of correlation processing, and TNFFT ¼ NFFT=fs.
Assuming that the integration time is T seconds, statistical average is replaced by
the time averaging operation over T seconds, which could reduce the variance of
the equivalent noise by a factor of N, N ¼ T=TNFFT ¼ ðT � fsÞ=NFFT . The in-band
SNR at the output of the accumulator is given by

SNR12 ¼ EðR12Þj j2
varðn12Þ ¼ NP1P2

P1N02Bs þP2N01Bs þN01Bs � N02Bs

¼ N
1

SNR1
þ 1

SNR2
þ 1

SNR1
� 1

SNR2

ð5:14Þ
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To the deep space weak signal, the bandwidth of the received signal is in the
range from a few kHz to MHz. The in-band SNR is commonly negative and easily
satisfies 1

SNR1
þ 1

SNR2
� 1

SNR1
� 1

SNR2
. The in-band SNR of the output signal, thus, is

given by

SNR12 � N � SNR1 � SNR2 ð5:15Þ

When the in-band combining SNR12 satisfies SNR12 [ 6 dB, the phase estima-
tion satisfies Gaussian distribution with the precision r2u12

¼ 1
SNR12

.

5.3 The Iterative FX Correlation Combining Algorithm

Based on the SIMPLE algorithm, SUMPLE algorithm is a method that is used to
improve the precision in estimating the phase weighted value of the weak arraying
signals by DSN. On the basis of the alignment of the multi-antenna delay differ-
ence, the algorithm regards the weighted sum of all other antenna signals except
itself as the reference antenna, and then gets the phase difference between each
antenna and the reference antenna by the correlating processing of two antennas in
time domain. Through the iterative processing of the weighted value in a period of
time, the weighted value for each antenna can achieve stable convergence. The
essence of the algorithm, therefore, is to improve the SNR of the reference antenna
by utilizing the correlation of each antenna signal and summing the weighted
values, which could get a better performance than SIMPLE algorithm in lower SNR
circumstance.

The iterative FX correlation combining algorithm is a novel frequency-domain
combining method based on the “one-to-more” weighted iterative method of FX
correlator and SUMPLE algorithm. The processing scheme is shown in Fig. 5.2.

In the algorithm, the correlating processing is done in frequency domain. By the
FX correlation of each antenna with the reference antenna composed of the weighted
sum of all other antennas, the multi-antenna parameters (such as the residual delay,
phase and frequency differences) are estimated on the basis of the signal spectrum
characteristics. The algorithm is similar to an implementing architecture of the
combination of FSC and match filters in frequency domain, which could get a better
combining performance than FSC.

In the iterative FX correlation combining algorithm, the cross-spectrum is given
by

Riref ðfkÞ ¼ Rref ðfkÞ � R�
iFcðfkÞ

¼ ffiffiffiffiffiffiffiffiffiffiffiffi
Pref Pi

p � Dðfk þ fIFÞj j2� expðjð2pfkDsiref � Duiref ÞÞþ niref ðfkÞ
ð5:16Þ

5 Experiment and Performance Analysis of Iterative FX… 63



Similarly, the in-band SNR at the output of the corresponding accumulator for
each antenna is given by

SNRiref � N � SNRref � SNRi ¼ N � ðSNRSUM � SNRiÞ � SNRi ð5:17Þ

where SNRSUM is the in-band SNR of the combining signal, and SNRi is the in-band
SNR of the ith antenna signal. The precision in estimating the phase difference
satisfies r2uiref

¼ 1
SNRiref

.

The combining signal of all M antennas is given by

YðtkÞ ¼
XM
m¼1
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ð5:18Þ

Assuming that the weighted value bi makes the performance of the output SNR

best, thus, the weighted value should satisfies bi ¼
ffiffiffiffi
Pi
P1

q
� N01

N0i
. The noise variance of

the combining signal is r2Y ¼ Bs
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the received signal carrier-to-noise ratio of each antenna to the reference antenna.
The total power of the combining signal, thus, is given by

PY ¼ ½
XM
m¼1

bmð
ffiffiffiffiffiffi
Pm

p
ejð2pfIF tk þDumref ðtkÞÞÞ�

�����
�����
2
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bmbnð
ffiffiffiffiffiffi
Pm

p ffiffiffiffiffi
Pn

p
ejðDumnðtkÞÞÞ�

�����
�����
2

¼
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m¼1
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n¼1
n 6¼m
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p ffiffiffiffiffi
Pn

p
CmnÞ�

¼ P1½
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m¼1
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n 6¼m

cmcnCmn�

ð5:19Þ

where the correlating phase is DumnðtkÞ ¼ Dumref ðtkÞ � Dunref ðtkÞ. The signal
decay function, Cmn, is given by

Cmn ¼ EðejDumnðtkÞÞ ¼ e�
r2
Dumref

þr2
Dunref

2 ;m 6¼ n;
1 ;m ¼ n

(
ð5:20Þ

The SNR of the combining signal is given by

SNRSUM ¼ PY
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The combining gain and loss is respectively given by

GainSUM ¼ 10 � log 10
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From the results, the combining loss of the iterative FX correlation combining
algorithm is a function of the antenna number, the signal-to-noise spectrum density
ratio of single antenna, the signal bandwidth and the integration time.

5.4 The Simulation Results and Analysis

5.4.1 The Algorithm Performance Under Various Input
Conditions

Under the precondition of aligning delay and frequency differences, the perfor-
mance curve of the iterative FX correlation combining algorithm versus the antenna
number, the integration time and the signal bandwidth, as shown in Fig. 5.3a–c.
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From the figure above, the antenna number is not a master factor in influencing
the performance loss of the iterative FX correlation combining algorithm, whereas
the signal-to-noise spectrum density ratio of single antenna, the signal bandwidth
and the integration time are the master factors in influencing the combining
performance.

5.4.2 The Performance Comparison of Various Combining
Methods

To illuminate the performance and applicability of the iterative FX correlation
combining algorithm in the deep space multiple antenna arraying, the performance
comparisons of the algorithm with various arraying methods based on the SUMPLE
algorithm (such as FSC, BC, SSC and the combination of BC and CA) are simu-
lated. The simulation conditions are shown in Table 5.1.

The performance curve of various arraying methods is shown in Fig. 5.4.
The figure above shows that: firstly, the combining performance of all arraying

methods is similar under a high input SNR; secondly, FSC and SSC require a better
input SNR, and their performance would degrade rapidly under a low SNR; thirdly,
compared with the FSC, SSC and BC methods, the iterative FX correlation com-
bining algorithm has a better performance under various input SNR, and its per-
formance is similar to the combination of BC and CA.

Table 5.1 Simulation conditions

Antenna number 20 antennas with the
same aperture

IF filter bandwidth 200 kHz

Signal type telemetry signal Integration time 5 s

SNR of the
received signal

15– 40 dBHz Precision of delay prediction <50 ns

RF frequency 8.4 GHz Precision of frequency
prediction

<1 kHz

IF frequency 70 MHz Precision of frequency
difference prediction

<0.05 Hz

Subcarrier
frequency

65,536 Hz Length of FFT 1024

Subcarrier data
rate

100 bps Sample rate 56 MHz

Modulation 30° Length of integrate and dump 64
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5.5 Conclusions

In allusion to the problem of the efficient combination of the weak signal in Mars
arraying, a novel frequency-domain iterative FX correlation combining algorithm is
proposed. Through the “one-to-more” correlating processing in frequency domain,
the algorithm could precisely obtain the correlating phase between each antenna
and the reference antenna in the signal bandwidth, and get the estimation and
compensation of the multi-antenna residual delay and frequency differences. The
algorithm is similar to a FSC implementing architecture combined with match
filters, which could get a better performance than the FSC, BC and SSC combining
methods in the weak signals. Compared with the combination method of BC and
CA with the similar performance, the iterative FX correlation combining algorithm
has a simpler algorithm structure and a lower implementation complexity. The
algorithm, therefore, is a good implementation scheme for the Mars antenna
arraying.
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Chapter 6
Research on RF Link Management
Technology of Telemetry Network System

Xinglai Wang, Kun Lan, Guojiang Xia and Ming Han

6.1 Introduction

It is often needed to measure the parameters of the aircraft in the process of flight
test, and the measurement results will be transmitted to ground stations by radio
waves. This technology is called telemetry [1]. Telemetry system covers a series of
key technologies including the sensor, information collecting, electromagnetic
compatibility, wireless communication and so on, and it is an important part of
aerospace military system. Ground stations can gain aircraft data accurately and
timely through telemetry system and guarantee the experiment safety and efficiency
effectively.

In the process of telemetry technology development, the IRIG-106 telemetry
standard is the most classical achievement. The standard requires that telemetry
system is unidirectional from aircraft to ground station with the information in the
form of PCM/FM, in S or L band for point-to-point transmission. The vast majority
of telemetry systems use or reference IRIG-106 telemetry standards all over the
world [2]. In recent years, with the rapid development of electronics, new materials,
computer technology, the craft systems are always changing, but their telemetry
system architecture has little change. The traditional IRIG-106 system cannot meet
the growing demand of the flight test.

The United States began to develop integrated Network Enhanced Telemetry
(iNET) in 2004, which can manage multiple test articles (TAs) and ground stations
and realize telemetry network. At present, the iNET standard has been published
and improved continuously. Telemetry Network System (TmNS) is the main part of
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the iNET. The Radio Frequency (RF) link has not only the original IRIG-106
function, but also realize connection the test articles network and ground stations
network [3]. So, TmNS RF network management is extremely important and need
to coordinate the allocation of resources to meet the performance requirements of
new telemetry network system.

Released in February 2010, «iNET RF Network Element Standard» (V0.7) has
comprehensive specifications on the RF network information, interface, security
and other issues, and specifically introduces the link management protocol. Link
management protocol ensures multiple TAs interoperability in the same range or
different ranges and concludes the main specification of wireless link establishment,
release, capacity management, forward within TmNS and between TmNS, power
control, and so on. The protocol makes the order and behavior of the message
transmission clear. Link management protocol is still improved at present.

After simple introduction of TmNS architecture,RF link management technology
is elaborated and analyzed in this paper.

6.2 iNET TmNS Architecture

As the core of iNET, TmNS is mainly divided into three parts: the Test Article
Segment (TAS), Ground Station Segment (GSS), Radio Access Network Segment
(RANS), and also includes two support entities: system management, and metadata
(used to describe the Network equipment configuration, etc.). The overall archi-
tecture is shown in Fig. 6.1 [4, 5]. TmNS focuses on two networks: the vehicle
Network (vNET) and Radio Access Network (RAN). RAN can control one or more
radios and radios is the key to the RF communication. The Ground Network
(gNET) varies due to the range, and interfaces to the gNET are provided by TmNS.

TAS and GSS all have their own radios and antenna units, which implements the
RF interconnection between the vNET and gNET [6]. The RF link has two func-
tions: one is the classic IRIG-106 serial data stream transmission, the other is a new
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bidirectional data link (upward and downward) network in order to realize broad-
band network between the multiple TAs and multiple the ground stations.
Therefore, there will be data in two forms—the PCM data stream and IP packets in
TmNS. Compared with traditional telemetry, the function is greatly enhanced [7].
There is a set of special channel access methods in TmNS, which not only guar-
antee the reliability of the bidirectional link, but also achieve efficient use of
spectrum resources. RF Link Manager (LM) is a key element of the process and it is
very sensitive to the network connection, transmission queue and network man-
agement. LM can be adjusted according to the real-time wireless transmission
window and resources to improve TmNS performance.

6.3 RF Link Management

6.3.1 Overview of Link Management

TmNS uses channel access way based on TDMA to complete reliable information
interaction between TA and GS, as shown in Fig. 6.2. Time is divided into many
Epoches in each distribution frequency point, and the Transmission Opportunity
(TxOp) with a certain time interval in Epoch is assigned to each link. In this way,
time division multiplexing between uplink and downlink is implemented at the
same frequency. Communication equipment used in TmNS network bidirectional
transmission is the same as most of the serial data stream telemetry equipment [8].

Link capacity is also called link bandwidth, refers to the amount of data in a unit
time that a link can transmit. RF link management system can achieve the best use
of a given spectrum through the centralized link manager. LM is the control core of
radio TxOp to ensure that the resources can be shared network capacity by TmNS
in the range test distributing frequency. LM can allocate the TxOp according to link
capacity to achieve the low latency of sudden communication services and reduce
the possibility of information loss caused by a buffer overflow.
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The ground radios receive the control information that link manager sents to the
range ground network. The information provides the uplink transmission start and
end time accurately. At the same time, the link manager located in the ground also
sends control information to the TA in the air, and the exact time of the downlink
transmission of TA is specified to control the data flow of the transmission to the
ground equipment. The downstream data transmission process as shown in Fig. 6.3.

The data obtained from TA source is classified and queued according to the
Quality of Service (QoS) to transmit. TA radios select packets from the QoS queues
that need to transmit and sent them into the transmission windows, which are
assigned by the LM. The queue level information in the radio signal is sended to
LM in the ground. Queue manager level information to LM and transmission
window control information to the TA, this dynamic control loop is the basic
process of RF link management.

To achieve the best access to the RF channel, radios and LM use a specific
Differentiated Services Code (DSCP) to flag data streams. Radios use the QoS to
supervise and rank data flow in the RF channel directly. LM distributes channel
capacity through making use of the mark of data flow and each queue level of
radios, and based on traffic demand [9]. That is to say, the priorities of data
transmission in TmNS are decided by the radios internal queue rules and TDMA
network link manager. LM periodically receive queue rating report of each wireless
device and compute capacity distribution and adjust the link transmission capacity
according to the radio and the network environment to realize QoS data flow control
of the whole range.
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LM uses low-latency control information and can be free to dynamically adjust
the capacity of each link in order to satisfy the unpredictable demands of multiple
TAs. When a sudden flow of data to improve the capacity of the link, the LM must
make rapid response to new capacity distribution to decrease the increase of time
delay and avoid the queue overflow. LM ensures TmNS normal operation of RF
environment, but under different network environment, how to improve the effi-
ciency of the distribution of capacity, how to maintain the QoS of data flow
effectively, are the practical problems that are necessary to consider.

6.3.2 Dynamic Capacity Allocation Algorithm

In multiple access TmNS, It is necessary to allocate capacity for multiple tasks with
different priorities to guarantee QoS so that physical dispersion nodes share RF link.
This function is part of the link management and shall be the responsibility of the
LM. The capacity allocated by link manager consists generally the minimum
capacity based on the running needs (fixed part) and the allocated capacity based on
the current demand (dynamic). The minimum capacity sets minimum capacity
value allocated and the shortest transfer time of every link. Every task in the
network has its own requirements and minimum capacity must meet these
requirements. The allocated capacity is related to the steady state level and the
actual average demand shall generally be below this value. Various dynamic
capacity allocation algorithm are all for the latter.

All kinds of QoS level queues are determined “class weight” according to the
DSCP, while the RF link are determined “link weight” according to Mission
Service Level Profile (MSLP) priority/weight. LM gets requirements and queue
depth of the current each task/QoS level data flow from TA and ground network
node, as shown in Fig. 6.4. As TDMA controller, LM uses these inputs to allocate
time slots through specifying the RF channel capacity, and generate TxOp infor-
mation and build uplink and downlink based on packets and task priority.

iNET Management and Operations with the Policy Controls (iMANPOL) project
has developed some technologies, which are committed to provide end-to-end QoS
for advanced telemetry network. Especially iMANPOL capacity allocation algo-
rithm, it can help LM to deal with severe congestion and existing bad behavior
users or data flow. Its fundamental purpose is to protect the “good” link (not at the
expense of the other links, not cause system overload operation) and punishment
“bad” link (i.e., overload link). The goal of capacity allocation is when traffic is
beyond the capacity of radios, it can minimize the delay. If capacity can be adjusted
according to the requirements of data flow, data loss caused by queue overflow or
timeout can be reduced.

Now Baseline Algorithm and Enhanced Algorithm is dynamic capacity alloca-
tion Algorithm with high recognition,respectively B-LM and E-LM Algorithm for
short [10].
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(1) B-LM Algorithm

B-LM algorithm can allocate the required capacity based on queue class weight
and demand ratio, and demand ratio refers to a proportion that the demand of a
given queue accounted for each class data flow demand of all links. After minimum
capacity is distributed to each link (guarantee basic communication), the remaining
total capacity Ctotal is assigned to each class data flow, According to the demand
radio:

Rdemand ¼ Wlink �Wclass � ðDclass=DtotalÞ ð6:1Þ

Callocation ¼ Ctotal � Rdemand; ð6:2Þ

where Rdemand is demand ratio, Wlink is link weight, Wclass is class weight, Dclass is
the demand of this class data flow, Dtotal is the total demand of all class data flows,
Callocation is allocated capacity.

B-LM can be applied to most of the data flows and the performance is good.

(2) E-LM Algorithm

E-LM stems from iMANPOL project. There is “guaranteed” part of the total
available bandwidth in each class data streams which be referred to as “Quota”.
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Quota is proportional to the class weight and it can be dynamically adjusted
according to the proportion of current effective demand capacity.

If applied to the high priority data flows, Quota can prevent low priority from
capacity shortage problem to ensure the fair. The Quota allocated to high priority
flows (abbreviated to Q) is higher than that of low priority flows, which is pro-
portional to class weight (W), namely

Qhigh=Qlow ¼ Whigh=Wlow ð6:3Þ

If the “bad” flow exceeds Quota, it could be downgraded, but it should not cause
negative influence on other class data flows. If the traffic of a data flow is below the
Quota, the balance will be shared with other class data flows. If the traffic of a data
flow is higher than the Quota, but some other class flows is less than the Quota, the
capacity requirements can still be met. These principles are applied in the envi-
ronment where multiple data streams of different classes and multiple links exist,
and network performance will be effectively improved.

E-LM algorithm process is shown in Fig. 6.5.
In the first step, the allocated capacity is min (Quota, Demand), where

Quota = total capacity � link weight � class weight/all weight, Demand for
capacity demand. It is important to note that, with the same as B-LM algorithm, the
total capacity also here refers to remaining capacity after the minimum capacity
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distribution for each link. Quota depends on the link/class weights (fixed) and
usable capacity (different), but it does not depend on demand to prevent the greed
flow from gaining too much capacity in the overload condition.

The second step, the remaining capacity will be assigned to other queues
according to the demand and weight.

(3) Comparison and Analysis between B-LM and E-LM

B-LM algorithm configuration is simple, while E-LM is relatively complex with
more parameters. As for performance, if the link capacity load does not exceed the
total demand, there is no difference between B-LM and E-LM algorithm generally.

However, B-LM deals with “good” flow and “bad” flow in the same way and it
leads to risk. When the queue experience accumulate overmuch, link capacity may
be incorrectly assigned to “good” flow and “bad” flow may occupy capacity of the
same class flow in other tasks or links, and it will lead to too much delay. In
addition, the capacity may not be made full used. If the links loaded different class
flows are orthogonal (that is, each class flow has a separate link), it will reduce the
overall throughput of the system.

Because Quota ensures each communication queue, so no matter what the
overload condition is, E-LM can work normally. Only when “bad” data flow
capacity is over Quota, some disadvantages will appear. E-LM protects the “good”
data flow. If the “bad” data flow capacity is less than the Quota, their needs may be
met. Visible, regardless of the existence of “bad” data flow, E-LM will greatly
reduce the delay of good queues.

B-LM algorithm and E-LM algorithm can coexist in LM. LM can use static
configuration or dynamic switching according to the data flow. When the additional
logic components monitor the serious overload or highly unbalanced traffic pat-
terns, E-LM will be activated; when traffic/mode is back to normal operation
system, B-LM will be reactivated.

6.3.3 The Link Manager Software Architecture

LM support Linux, Windows and OPNET platform and usually run as a daemon.
At present the mainstream of the LM development is based on Linux, because
Linux has the advantage of real-time process and it is more advantageous to gain
high performance. Logically speaking, LM software architecture can be divided
into four functional areas: LM external interface layer, LM layer, LM operating
system (OS) concept layer and LM universal service layer [11]. Representative LM
software architecture as shown in Fig. 6.6, this framework can minimize depen-
dence among components and improve the scalability and reliability. It provides a
flexible implementation scheme for LM deployed on different platforms.

78 X. Wang et al.



6.4 Conclusion

As a new network telemetry system, TmNS shares limited spectrum channel and
enhances the efficiency of the telemetry task of range test through bidirectional
communication link. To implement multiple TAs and multiple GS of the wireless
network connection, centralized link manager is the key equipment. Wireless
transmission window can be coordinated and the resources can be allocated
according by LM according to the network situation. There is important reference
value and practical significance to research and development with Chinese char-
acteristics of a new generation of network telemetry system that RF link manage-
ment principle and process, dynamic capacity allocation algorithm, software
architecture are researched and discussed.
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Chapter 7
Analysis of Radar Signals Induced
by Symmetric Antenna Interference
Region of Transponder

Bo Yang, Lianwen Meng, Yunfeng Liang,
Yongsheng Zhang and Hui Zhou

7.1 Introduction

The velocity measurement radar (VMR) [1] can measure aircraft radial velocity
using the Doppler frequency shift in Telemetry, Track & Command (TT&C) field.
In the paper, a kind of high-precision velocity measurement radar is researched of
which major station can launch ft1(xxx5) or ft2(xxx7.9) one of the two kinds of
carrier frequency waveform, which both major and slave stations (no transmitter)
can receive fr1(xxx8) and fr2(xxx9.6) two kinds of carrier frequency waveform at
the same time. To extend radar detection distance, the transponder on the aircraft
can be used to improve radar receiver’s signal noise radio (SNR). When the aircraft
flying smoothly, transponder’s antennas located at the surface of the aircraft can
receive the signal from radar transmitter and forward signal to radar. Due to the
target’s rotation and other micro motion including such as vibration, coning motion
of the target, the signal discontinuity [2] is generated by antenna gain directivity
restrictions of the transponder. The solution to separate the problem has been
studied by FENG with multiple antennas [3, 4]. Therefore, symmetrical antennas of
the transponder are usually used to solve the discontinuity in engineering practice.
However, signal synthesis and signal interference which affect radar received sig-
nals obviously will happen when the deviation of radar-target direction and
transponder’s symmetrical antennas are near 90° [2]. In this paper, we analyzed the
effect of the signal interference with velocity measurement radar (VMR) for rotating
targets based on the analysis of Automatic Gain Control (AGC) of received signal,
Doppler, micro-Doppler, error voltage and so on, especially radar signals in sym-
metric antenna interference region.
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7.2 The Oretical Analysis of Returned Signal Induced
by Symmetric Antenna Interference Region

7.2.1 Analysis of Transponder’s Antenna

A kind of transponder [5] of the VMR can both receive ft1 and ft2 uplink frequency
signal and forward fr1 and fr2 two kinds of downlink signal; the transponder also can
generate two kinds of downlink frequency signal by using its high-stability crystal
oscillator when no radar transmitted signal. The transponder has three kinds of work
mode, first is duplex measurement in same source, that is, the major station launch
signal, the transponder forward, and the major station receive signal; Second is
duplex measurement in differ source, that is, the major station launch signal, the
transponder forward and the slave stations receive signal; Final mode is simplex
measurement, that is, transponder generate downlink signal by itself, radar stations
receive signal.

Considering rockets or missiles are usually cylinder-shaped, transponder on the
target uses conformal microstrip antennas generally [6], namely the plane or
cylindrical microstrip antennas. The gain pattern of the plane antenna can be rep-
resented by formula (7.1) according to engineering experience and relative theory
[3]; Where r is radius of target aircraft, k is the wavelength of the radar wave, a is
the angle of rotation from antenna located position to the current position in the
equatorial plane with a range of [0,360]. Every antenna effective radiation range is
limited in an angle ±90° from its located position due to the shade effect of
cylindrical target because shade of the target can decrease radiation intensity when
the transponder antenna is back to radar antenna.

F að Þ ¼ cos p
2 sin að Þ� �

p: cosðaÞ � e�j2pk r ð7:1Þ

The radiation of the symmetric antennas of the transponder will synthesis under
the condition of radar far field, the references of signals synthesis of symmetric
antennas are rare in open literature. The synthesis gain pattern of the signal is
related to factors such as antenna type, size, material and diameter of target.
Considering the radar tracking distance is far greater than the distance between the
symmetric antennas in the far field region, the symmetric antennas can be con-
sidered as a binary antenna array approximately. Through the simulation of antenna
directivity function [7], the pattern of the symmetric antennas can be shown in
Fig. 7.1; where the circle angle denotes the angle of space direction and the radius
denotes the radiation intensity of the electric field.
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7.2.2 Analysis of the AGC

For instance, in the tracking mission of rotating target, the transponder [5] of VMR
is located at the fore cabin of the aircraft. One pair of symmetric antennas were
located at am1 ¼ 47° and am3 ¼ 227° for a carrier frequency signal (fr1) and the
other pair of symmetric antennas were located at am2 ¼ 137° and am4 ¼ 317° for
the other carrier frequency signal (fr2). The experiments show that the Relationship
between the gain pattern and the angle of b can be shown in Fig. 7.2 [8] when the
radar antenna aimed at the antenna of the transponder (a Angle difference is 0°) or
in Fig. 7.3 when the radar antenna aimed at the interference region of the
transponder (a Angle difference is 90°); where b denotes the angle between the line
of longitudinal axis of the target and the line of radar to target. Received signal gain
of the transponder antenna was shown using the solid line while the transmitted
signal gain was shown using the dotted line. In addition, two typical cases of the
gain pattern were listed in Figs. 7.2 and 7.3 to compare with each other to show the
difference between the maximum and the minimum. The gain values of the signal
are almost above 0 dB with a maximum value of 4 dB when the b angles are in the
range of 40°–120° and a angle difference is 0 in Fig. 7.2; while the gain values of
the signal are almost below −10 dB with a minimum value of −17 dB when the b
angles are in the range of 40°–120° and a angle difference is 90° in Fig. 7.3. The
gain difference between Figs. 7.2 and 7.3 is in the range of 10–21 dB.

The distance compensation is necessary to deduct with the formula of
20 lgðk=4pRÞ to improve the accuracy of the AGC value of received signal; where
k is the wavelength of radar signal, R is the radar to target range. The AGC with the
offset value represents the gain characteristics of the transponder antennas more
precisely. Assuming that transponder forward power is 1 W, atmospheric attenu-
ation and polarization attenuation [9] are both 5 dB. Because the tracking sensi-
tivity of VMR is −160 dBW, the received antenna gain is about 38 dB, the range
attenuation L is −167 dBW when target from radar at the precision tracking range
1000 km, attach the transponder antenna gain [−17,4], the radar receiver’s signal
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power is in range [−156,−135], which is higher than the tracking sensitivity, as a
result, the interference region of transponder can’t lead to signal discontinuity when
rotation in precision tracking range.

Fig. 7.2 The gain pattern versus b angle [0,180] where a angle is 47°

Fig. 7.3 The gain pattern versus b angle [0,180] where a angle is 137°
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The fluctuant AGC can affect the error voltage of antenna azimuth (UA) and the
error voltage of elevation (UE) when the target rotates. The error voltage is deter-
mined by the antenna angle error signal which is related to the angle of deviation,
difference scope of deviation gain pattern and the amplitude of the sum signal
(AGC) [10] considering the synthesis of error voltage (UD) can be calculated by
formula (7.2).

UD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

A þU2
E

q
ð7:2Þ

7.2.3 Analysis of Doppler and Micro-Doppler Induced
by Symmetric Antenna Interference Region

Two stations of VMR track the target with one transponder and four transponder
antennas including A, B, C and D in Fig. 7.4. The antenna A and C are used for one
radar signal (f1) while B and D are used for the other radar signal (f2). The point O
is the center of target; the path P1 D is actual path of the microwave signal of the
station P1 while the path P1O is necessary path in theory. The relationship of P1 D
and P1 O can be shown in formula (7.3) as the geometrical shape of target and the
radar theory of far field region; where r represents the radius of the cylinder-shaped
target, x represents the rotation speed, h represents the initial angle of the antenna
location, t represents the time.

Assuming that target’s rotation is the only consideration without the factors of
yaw angle and pitching angle. The phase of the received signal, difference of the
phase and difference of Doppler can be represented by formula (7.4); where DU
represents the phase difference of the received signals between before and after the
moment when the transponder antenna switch from one to the other; U1 andU0

1
represent the phase and the difference of phase of signal before the switch of the
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Fig. 7.4 Two radar station
P1, P2 tracking spinning target
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transponder antenna while U2 andU0
2 represent after the switch of the transponder

antenna; DU0 denotes the difference of Doppler which is the difference of phase.

P1D ¼ P1O� r cosðhþx tÞ ð7:3Þ

DU ¼ U1 � U2 ¼ 0
DU

0 ¼ U0
1 � U0

2 ¼ 2
k ½rx sin hþxtð Þ

þ rx sin h� xtð Þ� ¼ 4rx
k sinðhÞ

8<
: ð7:4Þ

It was shown in Fig. 7.4 that the bistatic Doppler is the difference of the sum of P1
O and O P2 and the bistatic micro-Doppler [11] was generated with rotation of target
represented in formula (7.5); where fDBR represents the bistatic micro-Doppler, f
represents the frequency, c represents the velocity of light, u represents the angle
between the line of station P1 to target and the line of station P2 to target.

fDBR ¼ 2f
c
½x� rðtÞ� cosðu=2Þ ð7:5Þ

A frequency of VMR f1 is xxx8 MHz. Assuming that the radius of the target is
0.7 m, the speed of target rotation is 0:4p rad=s; as a result, the difference ofDoppler in
symmetric antenna interference region is around 4rx=k 63 Hz by formula (7.4) when
h is 90°. In peculiar case for micro-Doppler, the major station plays the roles of P1 and
P2 at same time, then u ¼ 0 the cos u

2

� � ¼ 1, the peak value of the micro-Doppler
induced by target rotation is about 34 Hz by formula (7.5). The amplitude of
micro-Doppler is closely related to the radius and rotation speed of target and radar
frequency, In addition, the bistatic micro-Doppler (slave station) also depends on the
triangulation geometry of the transmitter, the target, and the receiver.

7.3 Analysis of Data Gathered by Radar Stations Based
on AGC, Error Voltage, Doppler and Micro-Doppler

7.3.1 Data Analysis of AGC and Error Voltage

Focus on the tracking mission mentioned in Sect. 7.2.2, we analysed the data
gathered by radar station A, B and C which including time, Doppler, angle of AZ
and EL, UA and UE and so on with a sampling rate of 20 Hz; where A station is
major station with transmitter and receiver and station B and C with receiver only.
The AGC value versus the angle of rotation ɑ was shown in Fig. 7.5. The results in
Fig. 7.5 show that the AGC values fluctuate from trough to crest with a range of
10–20 dB and a period of 2.5 s around when the target rotates periodically. The
crests of the AGC are correspond with the moments when the radar antenna aimed
at the transponder antenna; while the troughs of the AGC are correspond with the
moments when the radar antenna aimed at the antenna interference of the
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transponder. However, the minimum value of AGC is above the receiver sensitivity
of radar which is the minimum value of the received signal by receiver.

The integrated error voltage (UD) can be calculated by formula (7.2) using
recorded data, The UD versus the AGC value was shown in Fig. 7.6. The results in
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Fig. 7.6 show that the value of UD rise and fall more obviously in the rotation
period of time than other period of time.

7.3.2 Data Analysis of the Doppler and the Micro-Doppler

According to the gathered data, the crest of the difference of the Doppler is more
about from 50 to 100 Hz, which is accord with the theoretical value 79 Hz cal-
culated by the formula (7.3) in 7.2.3 section. The micro-Doppler can be obtained
from the recorded Doppler using Daubechies 3 wavelet transform [12]; the
micro-Doppler versus the angle of rotation is shown in Fig. 7.8 where the
micro-Doppler of f1 was shown using the solid line and f2 was shown using the
dotted line. The results in Fig. 7.8 show that micro-Doppler generated by target
rotation will reach its peak value in antenna interference region with plus and minus
two peaks before and after interference region; in addition micro-Doppler period is
twice the target rotating period; the micro-Doppler amplitude of the major station
were in range of [20, 40] Hz and the micro-Doppler amplitude of slave stations
were more smaller by the triangulation geometry of the transmitter, the target, and
the receiver (Fig. 7.7).

The auto-correlation [13] is the common method of period detection [14] of the
signal. In this case, it is necessary to remove the both edges of the data because the
wavelet transform causes the false data at the edges. The auto-correlation of B
station versus the data point was shown in Fig. 7.9. The period of micro-Doppler
can easily estimate with 50 points which is 2.5 s as the sampling rate is 20 Hz. The
theoretical period of the micro-Doppler is half of the period of the rotation because
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there is twice signal interference in one period of rotation; So, the truly period is
accord with a half of theoretical period of rotation which is 5 s in Sect. 7.2.3 as the
speed of rotation is 0:4pi rad=s.
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7.3.3 The Summary of Results

Transponder symmetric antennas will form the interference region when VMRs
track rotating targets; the interference region is around in the middle of symmetric
antennas with a range of �20� where the amplitude and phase of radar received
signal vary greatly.

The AGC of signal will reach its positive peak value when the radar antenna
aimed at the antenna of the transponder; while reach its low peak value when the
radar antenna aimed at the antenna interference of the transponder. The AGC value
changed periodically which amplitude is in the range of 10–20 dB. The value of UD

rise and fall more obviously in the rotation period of time than other period of time
and reach its peak value when in interference region.

A step of Doppler and micro-Doppler are generated by target rotation and
interference region. The step of Doppler will reach its peak value when the radar
antenna in interference region. The micro-Doppler will reach plus and minus two
peaks before and after interference region. Micro-Doppler period is twice the target
rotating period; Micro-Doppler amplitude is closely related to the radius and
rotation speed of target and radar frequency, In addition, the bistatic micro-Doppler
depend on the triangulation geometry of the transmitter, the target, and the receiver.

7.4 Conclusion

Focus on the issue of signal interference of the VMR induced by symmetric
antennas of the rotating target, we analyzed the interference effect in theory based
on the factors of AGC, Doppler, micro-Doppler and error voltage in this paper; then
confirmed theoretical results with processing results of the data gathered by radar
stations. The research conclusions are contributed to understand the effect of signal
interference with the VMR and the characteristic of the signal induced by rotation
and signal interference.
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Chapter 8
Deep Learning for Mid-term Forecast
of Daily Index of Solar 10.7 cm Radio Flux

Xin Wang

8.1 Introduction

For the low-earth orbit space objects, atmospheric density is the vital factor for the
accuracy of orbit determination and prediction. In recent years, with the huge
amount of data collected by the space exploration, the modelling of atmospheric
density improved rapidly. However, these improvements do not bring about sig-
nificant increase in the accuracy in the various applications of astrodynamics, such
as the orbit prediction problems [1]. The reason is due to the physical mechanism of
the atmospheric density, especially the coupling of magnetosphere and thermo-
sphere is not clear yet. And on the other hand, the density of the atmosphere is
strongly influenced by the space environment and the uncertainty in the prediction
of space environment parameters have great impact on the forecast of density.

Solar 10.7 cm radio flux (F10.7) is a classical parameter for the solar activity
proxy as well as a key index for the space environment forecast. As F10.7 index has
a very long history of measurement and recording, nearly all empirical atmospheric
density models use it to derive the variation of solar activity [2]. So the forecast of
F10.7 index attracts many interests in the field space environment prediction
especially in the atmospheric density prediction. The forecast of F10.7 has much
difficulties because though it has strong relationship with solar cycle and rotation,
but the full law is not complete known yet.
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Many studies are carried out at home and abroad. Each team developed their
own method because of the different goals. In general, the forecast method can be
divided into two types. One is to expand F10.7 index to a trigonometric series and
another uses the auto-regression of time series analysis to express the F10.7 index
as the linear combination of historical values. Autoregressive method is the
mainstream in the practice of short- and mid-term forecast nowadays.

Both methods come down to the construction of the function between input
values and output predictions, and the parameters of the function are obtained by
fitting the historical data. No matter the method, the leading time, input values and
fitting span should be determined. For trigonometric series method, time is the only
required input. While for auto-regression, the input value is the previous values, so
the number of the previous values which is called the order of auto-regression,
should also be determined. For different purpose, these parameters differ from each
other in references. Reference [3] uses trigonometric series method, the measure-
ments of previous 135 days are fitted to generate the prediction of following
54 days. Reference [4] uses 54 order autoregressive model to give a 27-day pre-
diction, while the fitting span is 750 days. Reference [5] uses 27 order to predict
next 3 days and parameters are solved with previous 135 days.

Machine Learning is a rising star in data processing, especially for big data and
high dimensional data, and is also more and more widely used in the space envi-
ronment predictions [6, 7].

There are several studies in the forecast of F10.7 index utilizing machine
learning. Reference [8] uses artificial neural network in the prediction of monthly
mean F10.7 index and input values considered the previous values as well as the
statistical information of last 11-year solar cycle. Reference [5] solves the autore-
gressive problem with Support Vector Regression (SVR). And Ref. [9] trained a
network with one hidden layer of only 2 neutrons with the data of a full solar cycle
and realized a static model for 1-day-ahead prediction with previous 11 days.

It is worth noting that, in addition to Ref. [9], all the models are updated in a
rolling way, model parameters have to be re-estimated with new measurement, the
parameters are not fixed and only effective for the forecast at that time. As we
known, the estimation of parameters is much more complicated than the prediction
itself, these characteristic causes inconvenient in application.

The autoregressive model is adopted in this study. According the computing
ability, a forecast method with deep learning is explored. Following the same idea
as Ref. [9], the model is completely fixed after training, and with the new measured
value, forecast can be directly done. Beneficial to today’s computing power, this
paper uses much more number of input units and hidden units, and the data of over
50 years are used for a thorough test of the proposed method.
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8.2 Methodology

8.2.1 Model of Forecast

Autoregressive model is the mainstream method in the forecast of F10.7 index,
which expresses the forecast value as a linear combination of previous values:

yt�1þ a ¼ a1yt�1 þ a2yt�2 þ � � � þ apyt�p ð8:1Þ

where yt is the F10.7 value of day t, a is the leading time of the forecast, p is the
order of auto-regression. For stationary time series, ai are constant. While the series
of F10.7 index is not stationary, so the previous N (N > p) values are used to solve
ai in practice, which cause the estimated ai is only effective for the next day
prediction.

Linear model has many advantages, but it is only a simple approximate to the
real model. Considering the complex of solar activity, linear model is replaced by a
non-linear model, the output prediction is as:

yt�1þ a ¼ f ðyt�1; yt�2; . . .; yt�pÞ ð8:2Þ

The model is represented by the function f. Deep learning is very suitable for this
kind of problem. The function can be learned from the historical data
non-parametrically, in other words without defining certain expression of the
function. Then the problem can be solved in minimum assumptions.

As deep learning has a very strong ability to express functional relationship,
auto-regressive and mean average model is employed, both the previous values and
previous prediction errors are taken as the input, as:

yt�1þ a ¼ f ðyt�1; . . .; yt�p; et�1; . . .et�pÞ ð8:3Þ

where et is the a-day-ahead prediction error of the day t. As the model is not update
in a rolling way, taking account of previous prediction errors will give auto-repair
ability to the model.

The forecast of 27 days is carried out in this study, which meets the requirement
of most of the applications and the result is easy to be compared with references.

8.2.2 Model of Learning

Multi-layer perception (MLP) is one of most classical models in deep learning. It
was proposed very earlier, but because of the lack of effective training algorithm, it
was not widely used for a long time. In recent years, some new training algorithm is
invented and this model is widely used in many fields in a very short time [10].
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MLP simulates the human brain and the structure is shown in Fig. 8.1. Every circle
in the figure stands for a neutron or unit.

A classical 3-layer network is employed in this study, including one input layer,
one hidden layer and one output layer. According to universal approximation
theorem, a network with one hidden layer can express any continuous function
defined in a bounded closed interval with finite number of hidden units. Input layer
stands for the input values of the prediction, and output layer is the prediction result.
Hidden unit hi is calculated with Eq. (8.4).

hi ¼ U
XM

j¼1

wð1Þ
ij xj

� �
þwð1Þ

i0

 !
; i ¼ 1; 2; . . .M ð8:4Þ

And output unit is computed with Eq. (8.5).

Yi ¼ U0 X
M

j¼1

wð2Þ
ij hj

� �
þwð2Þ

i0

 !
; i ¼ 1; 2; . . .K ð8:5Þ

where P, M, K are the total number of units for each layer. For the problem
discussed here, we have P = 2p, K = a and

Fig. 8.1 Structure of a neural
network
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X ¼ ðyt�1; . . .; yt�p; et�1;. . .et�p;Þ ð8:6Þ

Y ¼ ðyt; ytþ 1; . . .; yt�1þ aÞ ð8:7Þ

In the following numerical experiment, M takes the value of 90. Ф and Ф′ are
activation functions, which implemented the non-linear representation of the model.
Rectified linear units function [11] are chosen for both Ф and Ф′.

UðxÞ ¼ U0ðxÞ ¼ maxð0; xÞ ð8:8Þ

The training is to estimate the parameters wij. As the prediction with different
leading time are independent to each other, the problem of Eqs. (8.6) and (8.7) can
be reduced to a one-dimension output sub-problems separately, as Y = (yt−1+i),
i = 1,2,…,a and K = 1.

8.2.3 Evaluation Criteria

To evaluate the performance of the prediction with proposed model, the same
criteria defined in Ref. [4] is chosen. The criterion of mean relative error (MRE) is
the mean of the daily absolute relative error in the 27-day prediction timespan,
defined as Eq. (8.9).

Ef ¼ 1
27

X27

t¼1

Ft � Otj j
Ot

ð8:9Þ

where F is the forecast value and O is the real observation value. Another criterion
is the MRE of different leading time, which is the mean absolute relative error of
predictions with same leading time as Eq. (8.10).

EdðaÞ ¼ 1
N

XN

t¼1

Fa
t � Ot

�� ��
Ot

ð8:10Þ

where Ft
a is the predict value with leading time of a day.

8.3 Experiment

From the internet [12], the real measurements of F10.7 index are collected, and
Fig. 8.2 gives the full dataset of historical daily F10.7 values since Oct. 1 1957.

The full dataset is divided into 3 sets. The full 55-year data between Jan. 1 1959
and Dec. 31 2013 is as the training dataset. The data before this interval is tagged as
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test dataset 1 and the data after is tagged as test dataset 2. From Fig. 8.2, both of
two test datasets are in solar active period and test dataset 1 is located in the solar
maximum. So the test datasets can ensure the validation of the model.

Training and prediction computer programs are written in Python language with
Keras packages. Keras encapsulates most of the modern models and algorithm for
deep neural networks and enables fast experimentation after defining the structure
of the network [13].

The networks for leading time of 1–27 days are trained with full training dataset
separately. After the training, the networks are fixed. The prediction is done with
corresponding fixed networks. Figure 8.3 gives the MRE for each datasets with
each leading time. As the training dataset covers 5 full 11-year solar cycle, the
model is not easy to be over-fitted. Though the result of training dataset is better
than test datasets and test dataset 2 has a better performance, the difference is still in
a reasonable range. While considering the difference of solar flux level for the
datasets, the training and validation can be regarded in the same error level.
Figure 8.3 also clearly shows the same phenomenon as mentioned in some refer-
ences. With the increase of leading time, the accuracy decreases and the error is
saturated after 9 days and the accuracy is much more stationary during solar quiet
period.

Figure 8.4 gives the yearly MRE of 27-day prediction since 1958. As year 1958,
2014 and 2015 are fully in test datasets, the result of these years is not divergence
and proves that the trained model is not over-fitted. Compared with the result of
overlap years in Refs. [3, 4], the performance of proposed method is better,
especially during solar maximum.

Table 8.1 shows the yearly MRE of short-term prediction of 1- to 3-day ahead
from year 2003 to 2006. The SVR in the table indicates than the results are from

Fig. 8.2 Historical daily F10.7 index since Oct 1, 1957
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Fig. 8.3 Mean relative error of different leading time

Fig. 8.4 Yearly mean relative error of 27-day prediction

Table 8.1 Yearly mean relative error of short-term prediction

Year 1-day (%) 2-day (%) 3-day (%)

SVR DL SVR DL SVR DL

2003 5.56 3.46 7.62 5.30 9.32 6.84

2004 3.69 3.43 4.95 5.45 7.28 6.90

2005 4.58 3.41 5.99 5.08 6.83 6.48

2006 2.71 2.46 3.60 3.61 4.48 3.87
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reference [5] and obtained with SVR method. DL means the results of this paper
with deep learning. Obviously DL results are better in nearly all cases.

In summary, proposed method has a very significant improvement in short- and
mid-term forecast of daily F10.7 index. Fixed parameters can represent time series
as long as over 55 years, which shows the advantage of deep learning method for
similar problems.

8.4 Conclusion and Discussion

With deep learning, the assumptions are not required for the relationship between
the input and output value of the prediction. The neural network has a very strong
ability in describing the complex solar activity. According to the experiment, the
model has significant improvement with convenient implementation with current
computer power. Though the parameters are much more than other methods, but the
value are fixed, the model is easier to be embedded in other applications.

Research shows than other solar activity proxies, such as the number and area of
sun spots have positive sense in the forecast of F10.7 [14]. With deep learning,
these values can be directly integrated in the model. The underlying relationship can
be learned from the data automatically. The fusion is much easier than with the
traditional methods. Further study may be carried out.
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Chapter 9
The Analysis of the Semi-major Axis
Changed by the North–South Control
of the Beidou GEO Satellites

Quanjun Li, Rui Xue and Dalin Kong

9.1 Introduction

The BeiDou navigation constellation is composed of GEO satellites, IGSO satellites
and MEO satellites. And the GEO satellites play an important role in the navigation
service [1–6]. In the process of telemetry, track and command (TT&C), the orbit
control will make the GEO satellites cannot provide navigation services. Due to the
impact of the solar and lunar gravitational perturbations, the north–south control of
the GEO satellites is required [7, 8]. In the north–south control of the GEO satel-
lites, the influence of gyro drift, attitude control, orbital plane changes and other
reasons changes the semi-major axis [9, 10]. It is hard to accurately estimate the
effect of north–south control on the semi-major axis in practice.

It is often need to control semi-major after orbit determination of the north–south
control. The extra control affects the continuity of the GEO satellites navigation
services.

9.2 The North–South Control Mode of the BeiDou GEO
Satellites

The GEO satellites position holding mode is used for attitude and orbit control.
There are four types of the position maintenance mode. The differences between
these four types are the selection of the gyro angular velocity and the yaw reference,
as shown in Table 9.1. The time of the sun in the solar sensor field of view is related
to the location of the GEO satellites. And the time is fixed. The time of the

Q. Li (&) � R. Xue � D. Kong
Xi’an Satellite Control Center, Xi’an 710043, China
e-mail: 13572965391@163.com

© Tsinghua University Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Shen and G. Dong (eds.), Proceedings of the 28th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 445,
DOI 10.1007/978-981-10-4837-1_9

103



north–south control is mainly related to the initial orbit and the target orbit. The sun
may not be in the solar sensor field of view at the time of the nortvouth control.
Therefore the fourth position maintenance mode is generally used in the north–
south control. In this mode, the three axis angular velocity and the yaw angle are
measured by the gyro and the attitude is controlled by the thrusters.

9.3 The Analysis of the Influence of the North–South
Control on the Semi-major Axis

According to position maintenance mode of north–south control, the model of
various influencing factors on the semi-major axis is established by stripping the
factors, such as gyro drift, attitude control and orbital plane change.

9.3.1 The Influence of Gyro Drift on the Semi-major Axis

Gyro drift is the change of the angle with respect to the reference axis of the gyro in
the unit time. It is an important indicator of the gyro performance. In practical
application, due to the influence of the disturbance torque, the electronic circuit
noise, the frequency monitoring error and other factors, the gyro drift is inevitable
[11, 12]. With the increase of time, the attitude error caused by drift will gradually
increase. The north–south control time of GEO satellite is longer. The long time
gyro drift causes the deviation between the measured yaw and the actual yaw. The
deviation makes the normal direction of the velocity increment generate the com-
ponent in the tangential direction. It makes the semi major axis change.

During the north–south control, the yaw angle will be controlled in the vicinity
of zero. And the yaw angle measured by the gyro is approximate to zero. If _w refers
to the rate of the gyro drift and t0 refers to the north–south control ignition time,

Table 9.1 Definition of the position maintenance mode

Position maintenance mode Definition

First No angular velocity

Measure the yaw angle by solar sensor

Second no angular velocity

Measure the yaw angle by gyro

Third Measure angular velocity by gyro

Measure the yaw angle by solar sensor

Fourth Measure angular velocity by gyro

Measure the yaw angle by gyro
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then the change of the yaw angle caused by the gyro drift can be presented as
follow:

wðtÞ ¼ � _w� ðt � t0Þ

The pulse ignition mode is used in the north–south control. In order to facilitate
the establishment of the model, a simplified model of the equivalent thrust is
adopted. The equivalent thrust is as follow:

�F ¼ Fton=tp

F is the actual thrust, ton is the ignition pulse width, tp is the ignition cycle.
The velocity increment in tangential direction component caused by the gyro

drift is as shown in formula (9.1).

DvT1 ¼ � 1
m

Z t

t0

kSN�F sinðwðtÞÞdt ð9:1Þ

m is the mass of the satellite, kSN is the calibration coefficient of the thruster used
in the north–south control.

Make t0 ¼ 0, formula (9.1) simplifies to formula (9.2).

DvT1 ¼ 1
m
kSN�F
_w

ð1� cosð _wDtÞÞ ð9:2Þ

Dt is the control time length.
During the north–south control, _wDt can be considered as a small amount.

Formula (9.2) can be changed as follow:

DvT1 ¼ kSN�F _wDt2

2m
¼ kSNF _wDt2ton

2mtp

The semi-major axis variation caused by gyro drift is as follow:

Da1 ¼ DvT1 � 27:4 ¼ 27:4kSNF _wDt2ton
2mtp
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9.3.2 The Influence of Attitude Control
on the Semi-major Axis

Attitude control during the north–south control is controlled by the switch modu-
lation. The velocity increment of the tangential direction is mainly caused by the
thrust of the tangential direction while controlling the attitude. Without considering
the change of the attitude, the velocity increment of the tangential direction is as
follow:

DvT2 ¼
XN
i¼1

kiFDti cos ai=m

n is the number of thrusters for attitude control, ki is the calibration coefficient,
Dti is the working time of the thruster for attitude control, ai is the angle between
the thrust direction and the tangential direction.

The semi-major axis variation caused by attitude control is as follow:

Da2 ¼ DvT2 � 27:4 ¼ 27:4F
XN
i¼1

kiDti cos ai=m

9.3.3 The Influence of the Orbital Plane Change
on the Semi-major Axis

In the fourth position maintenance mode, the yaw angle is measured by the gyro.
The yaw angle is relative to the inertial space. The actual yaw angle of the satellite
in the north–south control is based on the orbital coordinate system. During the
control period, the orbital coordinate system changes with the change of the orbital
plane. And it causes the change of the actual yaw angle. It causes the thrust of the
north–south control to generate the component in tangential direction. And
the semi-major axis has been changed. The thrust direction is always the same in
the inertial space, and is perpendicular to the initial orbital plane. With the change
of the orbital plane during the control, the thrust direction is no longer perpendicular
to the instantaneous orbital plane, as shown in Fig. 5.1. The tangential component
is generated. The magnitude of the tangential component is related to the angle
between the instantaneous orbital plane and the initial orbital plane (Fig. 9.1).

The angle between the target orbital plane and the initial orbital plane is as
follow:
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DI ¼ arccosð� cosð180� i0Þ cos im
þ sinð180� i0Þ sin im cosðX0 � XmÞÞ

i0 is the initial inclination, im is the target inclination, X0 is the initial ascending
node, Xm is the target ascending node.

The equivalent thrust is still used to simplify the model. The velocity increment
in tangential direction component caused by the change of the orbital plane is as
shown in formula (9.3).

DvT3 ¼ � 1
m

Z t

t0

kSN�F sinDItdt ð9:3Þ

DIt is the angle between the tar instantaneous orbital plane and the initial orbital
plane.

Make t0 ¼ 0, formula (9.3) can be changed as follow:

DvT3 ¼ kSN�FDIDt
2m

¼ kSNFDIDtton
2mtp

The semi-major axis variation caused by the orbital plane change is as follow:

Da3 ¼ DvT3 � 27:4 ¼ 27:4kSNFDIDtton
2mtp

Tangential 
component

Target orbital plane

Instantaneous 
orbital plane

Initial orbital plane

Equatorial plane

Thrust direction

Normal component

Fig. 9.1 The component of
the thrust direction during the
north–south control
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9.3.4 The Influence of Other Factors on the Semi-major
Axis

In addition to the above reasons, other factors also have an impact on the semi-major
axis, such as the installation error of the thrusters, the satellite gravity variation and the
performance changes of the thrusters. These factors are difficult to establish models.
These factors can be analyzedby stripping the influencing factors. In the previous north–
south control of the GEO satellites, the effect of gyro drift, attitude control and orbital
plane change on the change of the semi-major axis is eliminated. The remaining change
of the semi-major axis is considered to be caused by other factors. The change rate of the
semi-major axis caused by other factors in the north–south control is as follow:

D _�ai ¼ D�ai=DTi

D�ai is the actual change of the semi-major axis caused by other factors, DTi is the
control time.

The influence factor of other factors on the semi-major axis is as follow:

D _�a ¼ 1
n

Xn
i¼1

D _�ai

n is the number of the north–south control.
The semi-major axis variation caused by other factors is as follow:

D�a ¼ D _�a� Dt

9.4 The Practical Verification

The north–south control situation of three GEO satellites in orbit is as shown in
Table 9.2. By using the above model, the theoretical value of the semi-major axis
variation caused by various factors affecting is calculated. The parameters of the
satellite in the calculation are as follows:

F ¼ 10
ton ¼ 2:56
tP ¼ 5:12
N ¼ 4

cos a1 ¼ cos a2 ¼ 0:96595
cos a3 ¼ cos a4 ¼ 0:76552
k1 ¼ k2 ¼ k3 ¼ k4 ¼ 0:95

kSN ¼ 0:8056
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9.4.1 The Coupling of the Semi-major
Axis Caused by Gyro Drift

Gyro drift is calculated according to the change trend of the gyro integration after
the final calibration of the north–south control. The coupling of the semi-major axis
caused by gyro drift is less than 1 km, as shown in Table 9.3. Its magnitude is
mainly related to the effect of gyro calibration.

9.4.2 The Coupling of the Semi-major
Axis Caused by Attitude Control

The working time of the thrusters is the actual telemetry parameters of the satellite.
Attitude control has a great influence on the coupling of the semi-major axis, as
shown in Table 9.4. The impact is not the same each time.

Table 9.2 The north–south control situation of GEO satellites in orbit

The satellite The time of control The mass of satellite (kg) The time of ignition (min)

GEO-1 First 1709 83.02933

GEO-1 Second 1709 77.60667

GEO-1 Third 1670 91.22133

GEO-3 First 1651 86.69867

GEO-3 Second 1690 89.79333

GEO-3 Third 1662 97.36533

GEO-4 First 1731 105.0133

GEO-4 Second 1703 51.456

Table 9.3 The coupling of the semi-major axis caused by the gyro drift

The satellite The time of control the gyro drift (degree/min) The coupling (km)

GEO-1 First −0.0002 −0.09324

GEO-1 Second 0.0007169 0.292009

GEO-1 Third 0.0005273 0.303668

GEO-3 First −0.00106 −0.55775

GEO-3 Second −0.001027 −0.56633

GEO-3 Third −0.001547 −1.0196

GEO-4 First 0.0003333 0.245429

GEO-4 Second 0.0011 0.197654
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9.4.3 The Coupling of the Semi-major Axis Caused
by the Orbital Plane Change

The coupling of the semi-major axis caused by the orbital plane change is as shown
in Table 9.5. Because of the long control period of the GEO satellites, the change of
the orbital plane is larger, and the coupling of the semi-major axis is larger.

9.4.4 The Coupling of the Semi-major Axis Caused by Other
Factors

The coupling of the semi-major axis caused by other factors is as shown in
Table 9.6.

Table 9.4 The coupling of the semi-major axis caused by attitude control

The satellite The time of control The working time
of the thrusters (s)

The coupling (km)

1 2 3 4

GEO-1 First 38.30 0.06 0.19 6.91 4.775

GEO-1 Second 17.00 0.01 3.00 1.72 1.925

GEO-1 Third 0.83 53.24 6.84 0.57 7.188

GEO-3 First 0.095 69.66 0.06 8.74 9.472

GEO-3 Second 36.27 0.06 0.22 8.92 4.315

GEO-3 Third 3.04 6.46 6.08 1.28 0.545

GEO-4 First 1.82 3.77 0.06 11.45 −0.513

GEO-4 Second 0.76 11.73 2.01 1.82 1.396

Table 9.5 The coupling of the semi-major axis caused by the orbital plane change

The
satellite

The
time of
control

The initial
inclination
(degree)

The initial
ascending
node (degree)

The target
inclination
(degree)

The target
ascending
node (degree)

The
coupling
(km)

GEO-1 First 1.53 8.48 1.54 351 2.626

GEO-1 Second 1.67 8.63 1.6 353 2.356

GEO-1 Third 1.71 11.77 1.55 355 3.162

GEO-3 First 1.67 12.64 1.55 356 2.931

GEO-3 Second 1.76 35.70 1.4 23 3.072

GEO-3 Third 1.67 33.98 1.32 19 3.531

GEO-4 First 1.23 52.89 0.7 40 4.020

GEO-4 Second 0.92 49.90 0.7 39 0.954
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9.4.5 Brief Summary

According to the above analysis, the comparison of estimated value and actual
value is as shown in Table 9.7. The estimation error of the model is less than 1 km.
The estimation error of GEO-1 satellite is less than 500 m except the third time. The
estimation error of GEO-3 satellite is less than 400 m. The estimation error of
GEO-3 satellite is less than 100 m.

9.5 Conclusions

This paper analyses the influence factors of the north–south control on the
semi-major axis. The estimation model of each factor is established. The model is
verified by the actual data in orbit. And the results show that the accuracy of the
semi-major axis coupling is less than 1 km. The model can be used to compensate
the semi-major axis in the north–south control of the BeiDou GEO satellites. The

Table 9.6 The coupling of the semi-major axis caused by other factors

The satellite The time
of control

Actual coupling
(km)

The coupling
(km)

The impact
factor (km/min)

GEO-1 First 8.6 1.203 0.014487

GEO-1 Second 6 1.124

GEO-1 Third 11 1.322

GEO-3 First 13.6 1.256 0.050189

GEO-3 Second 11 4.507

GEO-3 Third 8.3 4.887

GEO-4 First 6.9 3.055 0.029088

GEO-4 Second 4 1.497

Table 9.7 The comparison of estimated value and actual value

The satellite The time
of control

The actual
value (km)

The estimated
value (km)

The estimation
error (km)

GEO-1 First 8.6 8.511 −0.089

GEO-1 Second 6 5.699 −0.301

GEO-1 Third 11 11.976 0.976

GEO-3 First 13.6 13.102 −0.498

GEO-3 Second 11 11.328 0.328

GEO-3 Third 8.3 7.944 −0.356

GEO-4 First 6.9 6.807 −0.093

GEO-4 Second 4 4.046 0.046
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estimated accuracy of different GEO satellites is not consistent, mainly because the
model does not consider the error caused by the semi-major axis control after the
north–south control. Other GEO satellites can learn from this method. Due to the
difference of the satellite platform, it is needed to re-establish the model.
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Chapter 10
Autonomous Orbit Determination
of Satellites Around Triangular Libration
Points in the Earth–Moon System

Bin Liu, Xiyun Hou, Jingshi Tang and Lin Liu

10.1 Introduction

The Nowadays, due to support from many navigation satellite systems around the
Earth (GPS, GLANASS, BeiDou, etc.), performance of satellite navigation close to
the Earth has been greatly improved. However, due to limitations of existing
navigation satellite constellations, they can not provide powerful support for lunar
satellites or deep space probes which are far away from the Earth. An interesting
idea is to utilize the collinear libration points (CLPs) of the earth–moon system [1].
Due to uniqueness of these points, AOD between the navigation satellite and the
lunar satellites is feasible by utilizing the inter-satellite range data. Recently, this
idea is generalized to the distant retrograde orbits around the Moon [2] and the
TLPs of the earth–moon system [3]. For the TLPs in the earth–moon system, due to
the Sun’s perturbation, motions close to them are unstable [4], but the instability is
much weaker than that of the collinear libration point [5], so they can be used to
locate navigation satellites [6]. Moreover, even with the Sun’s perturbation, large
stable orbits exist around the TLPs [7]. These orbits are ideal places to locate
navigation satellites because theoretically no station-keeping is needed.

Due to unique positions and dynamical properties of the CLPs and TLPs, AOD
between the satellites around them and the lunar satellites is possible [1, 3, 8, 9–11].
However, these studies are limited to the simplified circular restricted three-body
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problem (CRTBP). The current work generalizes the study to the real earth–moon
system where the Sun’s perturbation is considered and the orbits of the Moon and
the Sun are given by the JPL numerical ephemeris DE 405. In this work, our
concern is not the AOD between the lunar satellites and the navigation satellites
around the TLPs, but the AOD between the navigation satellites around the TLPs.
The main idea to drive us to carry out this study is plain: if the navigation satellites
move on stable orbits around the TLPs and can autonomously determine their orbits
by utilizing the inter-satellite range data, then the navigation constellation can
autonomously execute their missions.

The paper is organized as follows. Section 10.2 is devoted to the force model
description on the real earth–moon system. Section 10.3 introduces the DSs around
the TLPs and their nearby orbits. Section 10.4 deals with trivial issues of the AOD
process in this paper. Section 10.5 shows the numerical results and analysis. Two
cases are studied. Section 10.6 concludes the study.

10.2 The Force Model

In our work, two force models will be used. The first model is the Sun–Earth–Moon
system, and the second model is the full force model which also incorporates the
other seven planets and Pulto in the solar system. The first model is used to obtain
the dynamical substitutes, the second model is used as the force model during the
AOD of the dynamical substitutes (Fig. 10.1).

10.2.1 The Sun–Earth–Moon System

The motion of a spacecraft, P, of mass m, under the gravitational attraction of three
primaries, Earth of mass mEarth, Moon of mass mMoon, Sun of mass mSun, is con-
sidered, and the actual distance satisfy R;R2;RM � RS;DS;D.

The orbits of the small body in the Earth-centered inertial fame along with the
Sun and the Moon are integrated.

Fig. 10.1 The relative
geometry between the Earth,
the Moon, the Sun and the
small body P in the
Earth-centered inertial frame
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Equations of motion (EOM) for the small body can be written as

€R ¼ � lER
R3 � lM

R2

R3
2
þ RM

R3
M

� �
� lS

D

D3 þ RS

R3
S

� �
ð10:1Þ

And EOMs for the Moon and the Sun are

€~RS ¼ � lE þ lSð ÞRS

R3
S

� lM
DS

D3
S

þ RM

R3
M

 !
ð10:2Þ

€RM ¼ � lE þ lMð ÞRM

R3
M

þ lS
DS

D3
S

� RS

R3
S

 !
ð10:3Þ

where lE ¼ 1 is the mass parameter of the central body. The model here is used to
obtain the dynamical substitutes.

10.2.2 The Full Force Model

The force model here is used when we study the problem of the AOD of the
dynamical substitutes around the TLP in the Earth-centered inertial frame corre-
sponding to the epoch J2000.0.

Where Mi is the mass of the third bodies in the solar system and li ¼
Mi=MEarth ; i ¼ 1. . .11; i 6¼ 3 is the gravitational parameter of the third body, here,
the third bodies considered include the Moon, the Sun, Pluto and the seven planets
except the Earth.

And Equations of motion (EOM) for the small body can be written as

R ¼ � lER
R3 �

X11
i¼1;i6¼3

li
Di

D3
i

þ Ri

R3
i

 !
ð10:4Þ

where R;Ri is the position vector of the small body and the third body respec-
tively,Di is the position vector of the small body with respect to the third body.

Di¼ R� Ri ð10:5Þ

Equation (10.1)–(10.4) is formulated with dimensionless time and space units,
that is, the total mass of primaries, their distance and their angular velocity are taken
as unity. With the new dimensionless units, the value of the gravitational constant G
is 1.0.
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10.3 Two Special Kinds of Orbits Around the TLPS

There are stable orbits around but far away from the TLPs, For an observer on the
Earth, there are only a few days in one month that these orbits are located in the
proximity of the libration points.

10.3.1 Dynamical Substitutes Orbit

Two special stable quasi-periodic orbits called dynamical substitutes around each
TLP in the earth–moon system are computed in the spatial sun–earth–moon system
introduced [6]. The dynamical substitutes have long-term stability characteristics
however the periodic or quasi-periodic orbits obtained in the circular restricted
three-body problem (CRTBP) model become unstable in the real force model
mentioned in (2.2). Beside, the dynamical substitutes are far away from the TLPs
compared to the special stable quasi-periodic orbits obtained in the circular
restricted three-body problem (CRTBP) mode is close to the TLPs.

In the real force model mentioned in (2.2), starting from the epoch J2000.0.
The four dynamical substitutes is obtained by integrating the initial state of the

dynamical substitutes corresponding to the epoch J2000.0 in the Earth-centered
J2000.0 equatorial coordinate, lasting for 1000 days, and then transform the state
from the Earth-centered inertial frame to the synodic frame.

Figure 10.2 shows the long-term stability characteristics of the dynamical sub-
stitutes, and the orbits here can provide navigation orbit for the constellation.

10.3.2 Orbit Around the Dynamical Substitutes

As seen from Fig. 10.2, the dynamical substitutes have along-term stable charac-
teristic with a large stable range of 0.1 to 0.2 of the average distance between the
earth and the moon. The distance from the orbit of the translational point of the
farther, the stability of the worse, but within a certain distance is stable, orbit around
the dynamical substitutes is also very useful in aerospace applications.
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10.4 Orbit Determination Issues

10.4.1 OD Process

The batch filter without a priori estimation is used. The criterion for the iteration
process to terminate is the change in the residual between the estimated orbit and
the observations is smaller than a threshold [12].

The AOD process is carried out in the full force model.

10.4.2 OD Data Generation

Usually, the dynamical substitutes are described in the synodic frame. We transform
the state of the dynamical substitutes to the Earth-centered inertial frame consid-
ering the fact that it is more convenient to implement the perturbations in the real
force model.
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Fig. 10.2 Dynamical substitutes L4–1and L4–2 around TLP L4 (upper) and L5–1 and L5–2
around TLP L5 (lower) in the Earth-centered J2000.0 equatorial coordinate, starting from the
J2000.0 and lasting 1000 days, transform the state from the Earth-centered inertial frame to the
synodic frame
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To generate the simulated data, we first transform the initial conditions of the
dynamical substitutes orbit to the Earth-centered inertial frame and integrate its
orbit simultaneously with the other the dynamical substitutes or the orbit around the
dynamical substitutes. At each “observation” epoch, the inter-satellite range data
are taken as the differences between their positions. In order to simplify our studies,
only white-noise errors (with a threshold) are considered to simulate the accuracy of
the observation data. In our numerical simulations, three white-noise error thresh-
olds of 1, 10 and 100 m are considered. Generally, the OD accuracy is proportional
to that of the observation data. To save space, only the results of the threshold of
1 m are reported in our work. In the following simulations, without specifications,
the sample interval is taken to be 60 min. One remark should be made. Different
sample data with different intervals may lead to different OD results, but will not
change the results qualitatively [8].

The orbit around the dynamical substitutes are Marked as L4–1_around, two sub
problems are considered. They are (1) AOD of one dynamical substitutes orbit
probe L4–1 and L4–1_around. (2) AOD of two dynamical substitutes orbit probes
L4–1 and L4–2 of the same TLP. (3) AOD of two dynamical substitutes orbit
probes of the different TLP. To simplify our discussion, the results of the orbit
determination for probe (a) (with L4 point as an example) and case (c) are given
here. For case (b) we have also made numerical simulations with the same results as
cases (a) and (c), and are not given here.

10.5 Numerical Simulation

The AOD problem of two dynamical substitutes is the most important and the most
basic one in our studies. Here, the dependence of the OD accuracy on the length of
data, the initial point, out of plan component.

10.5.1 L4–1 and L4–1_around

10.5.1.1 Position of L4–1_around

The length of data is taken to be 100 d. Initial point on dynamical substitutes is the
orbit point corresponding to the JD = 2,451,595.0.

Tables 10.1 and 10.2 show the results for the L4–1 and L4–1_around respec-
tively, the OD accuracy of the dynamical substitutes is expressed by the radial (R),
transverse (T) and normal (N) error.
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Our studies show that:

(a) The AOD of the L4–1 and L4–1_around based on the inter-satellite range data
is feasible.

(b) For dynamical substitutes orbit, the OD accuracy is unsatisfactory for position
of L4–1_around is located at the place in Z direction away from the L4–1 less
than 10 km, but improves when the distance between the L4–1 and the
L4–1_around increase.

(c) For a short distance of between the L4–1 and the L4–1_around, the OD
accuracy in R and T direction of the dynamical substitute is the same magni-
tudes but is one or two magnitudes better than that in N direction, However, the
difference improves for a long distance of between the L4–1 and the L4–
1_around, the OD accuracy reach the same level of accuracy of the observation
data in all direction (R, T, N) when the L4–1_around is located at the place
5 � 104 km away from the L4–1 in Z direction.

(d) When the L4–1_around is selected in the X, Y direction of dynamical substitute
L4–1, the result is similar to the Z direction, Here is not repeated again.

Table 10.1 The relation between the OD results of the L4–1 satellite and the position of the L4–
1_around

rR (m) rT (m) rN (m) r (m) r (m/S) Z (m)

337.2798 507.8141 15,384.3593 15,396.4328 0.0301 5d3

168.9262 254.2050 7690.3237 7696.3780 0.0150 1d4

17.0207 25.5347 768.3218 768.9344 0.0015 1d5

1.7994 2.6452 75.5501 75.6178 0.0001 1d6

0.4131 0.5807 10.4004 10.4248 0.0000 5d6

0.3980 0.7958 2.7484 2.8889 0.0000 1d7

0.0552 0.1518 0.6406 0.6534 0.0000 5d7

Table 10.2 The relation between the OD results of the L4–1_around satellite and the position of
the L4–1_around

rR (m) rT (m) rN (m) r (m) r (m/S) Z (m)

337.3146 507.9464 15,384.6145 15,396.6929 0.0301 5d3

168.9609 254.3370 7690.5789 7696.6381 0.0150 1d4

17.0556 25.6654 768.5768 769.1944 0.0015 1d5

1.8338 2.7607 75.8026 75.8750 0.0001 1d6

0.4327 0.5860 10.5815 10.6065 0.0000 5d6

0.4846 0.7598 2.8596 2.9982 0.0000 1d7

0.0652 0.1218 0.7406 0.7534 0.0000 5d7
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10.5.1.2 Length of Data

We set the L4–1_around at 10 km in Z direction away from the L4–1, the initial
point of dynamical substitutes orbit corresponding to the epoch 2,451,695.0
(Tables 10.3, 10.4)

Our studies show that:

(a) The AOD of the dynamical substitutes based on the inter-satellite range data is
feasible.

(b) For Dynamical Substitutes Orbit, the OD accuracy is unsatisfactory for a short
length of data less than30-day, it can be improved when then length of data is
increases, until reach the same level of accuracy of the observation data.

(c) For a short length of data, the OD accuracy in R and T direction of the
dynamical substitute is the same magnitudes but is one or two magnitudes
better than that in N direction, but the difference improves for a long length of
data.

(d) When the L4–1_around is selected in the X, Y direction of dynamical substitute
L4–1, the result is similar to the Z direction, Here is not repeated again.

Table 10.3 The relation between the OD results of the L4–1 satellite and the length of data

rR (m) rT (m) rN (m) r (m) r (m/S) Time (day)

16.4144 14.7662 217.0990 218.2188 0.0005 30

4.2277 2.8062 76.9190 77.0862 0.0001 40

2.7667 2.2680 11.8590 12.3869 0.0000 50

0.4218 0.6929 8.1188 8.1592 0.0000 60

0.4293 0.8491 11.3040 11.3440 0.0000 70

0.3563 1.1074 7.4879 7.5777 0.0000 80

0.4255 0.7749 1.2318 1.5162 0.0000 90

0.4086 0.7993 2.9304 3.0648 0.0000 100

Table 10.4 The relation between the OD results of the L4–1_around satellite and the length of
data

rR (m) rT (m) rN (m) r (m) r (m/S) Time (day)

15.0876 18.8442 218.9440 220.2708 0.0006 30

4.4857 3.2209 78.1304 78.3253 0.0001 40

3.0610 2.8357 11.8985 12.6089 0.0000 50

0.4635 0.7738 8.2610 8.3101 0.0000 60

0.5019 1.0130 11.5287 11.5840 0.0000 70

0.3654 1.2100 7.5398 7.6450 0.0000 80

0.5196 0.7926 1.1808 1.5141 0.0000 90

0.4959 0.7641 3.0521 3.1851 0.0000 100
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10.5.1.3 Initial Point

In the following, the point from which we start the observation will be called the
initial point. It is also the point for which we estimate its state vector in the OD
process. However, the geometry between the L4–1 and the L4–1_around is con-
stantly changing in a fixed arc. Different initial points are chosen, so different OD
results can be expected.

The figure (a–h) in the Figs. 10.3, 10.4 and 10.5 corresponding to the relation
between the OD accuracy and the initial point of dynamical substitute L4–1 when
the lengths of data is 30, 40, 50, 60, 70, 80, 90 and 100 days.

We draw the following conclusions:

(a) The OD accuracy with respect to the initial point and for a longer length of
data, the vibration becomes smoother and the vibration width also reduces. The
reason for this difference lies in the fact that a short length of data can only
cover a small portion of dynamical substitutes and the OD accuracy is sensitive
to different initial points, but a long length of data can cover nearly the whole
dynamical substitutes orbit.
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Fig. 10.3 The AOD results of L4–1 in R and T direction corresponding to different initial points
of dynamical substitutes and the lengths of the data
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(b) For the same length of data and initial point, the OD accuracy in R and T
direction of the dynamical substitutes is the same magnitudes but is one or two
magnitudes better than that in N direction. But the difference improves for a
long length of data. thus makes the OD accuracy less sensitive to different
initial points.

(c) The result of the OD between L4–1and L4–1_around is similar to the Z
direction when the L4–1_around is selected in the X, Y direction of dynamical
substitute L4–1, the result, here is not repeated again.

10.5.2 L4–1 and L4–2

10.5.2.1 Length of Data

We take dynamical substitutes corresponding to the epoch 2,451,695.0 as the initial
point of dynamical substitutes orbit. The out-of-plane amplitude of the dynamical
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Fig. 10.4 The AOD results of L4–1_around satellite in R and T direction corresponding to
different initial points of dynamical substitutes and the lengths of the data
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substitutes is taken to be −123,699.745654622762231 km for L4–1,
−56,495.351467153588601 km for L4–2.

Tables 10.5 and 10.6 show the results for the L4–1 and L4–2 respectively.
Our studies show that:

a) The AOD of the dynamical substitutes based on the inter-satellite range data is
feasible.

(b) For dynamical substitutes orbit, the OD accuracy is unsatisfactory for a short
length of data less than 20-day, but improves when the data length more than
20-day data. However, it can be improved when the length of data is increases,
until reach the same level of accuracy of the observation data;

(c) For a short length of data, the OD accuracy in R and T direction of the
dynamical substitutes is the same magnitudes but is one or two magnitudes
better than that in N direction, but the difference improves for a long length of
data.
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Fig. 10.5 The AOD results of L4–1_around in N direction corresponding to different initial
points of dynamical substitutes and the lengths of the data
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10.5.2.2 Initial Point

In our numerical simulations, five hundred initial points are taken,the length of the
data is Set as 50, 60…100 (day). Figures 10.6 and 10.7 show the OD results for the
L4–1 satellite and L4–2 satellite in the direction of T and R respectively with

Table 10.5 The relation between the OD results of the L4–1 and the length of data

rR (m) rT (m) rN (m) r (m) r (m/S) Time (day)

103.9321 964.7830 30,771.0654 30,786.3618 0.0522 20

67.9650 276.2265 6841.7295 6847.6407 0.0583 25

18.3132 37.0322 3129.5498 3129.8225 0.0136 30

4.3705 11.2337 155.4333 155.9000 0.0003 35

2.0924 4.2881 9.6136 10.7326 0.0001 40

0.5161 1.0887 89.5648 89.5729 0.0003 45

0.6772 3.2448 89.8757 89.9368 0.0003 50

0.5283 2.0321 59.7148 59.7517 0.0002 55

0.1838 0.3074 5.6792 5.6905 0.0000 60

0.1864 0.3795 12.3092 12.3165 0.0000 65

0.1446 0.2924 13.1118 13.1159 0.0000 70

0.1383 0.3832 12.9540 12.9605 0.0000 80

0.0978 0.1774 4.0067 4.0118 0.0000 90

0.0743 0.1215 2.1359 2.1407 0.0000 100

0.0767 0.1227 1.9585 1.9639 0.0000 120

Table 10.6 The relation between the OD results of the L4–2 and the length of data

rR (m) rT (m) rN (m) r (m) r (m/S) Time (day)

254.7289 1099.5556 83,457.5380 83,465.1697 0.0598 20

6.3853 67.4737 2320.1770 2321.1667 0.0204 25

10.7985 26.8982 343.3903 344.6114 0.0019 30

3.5845 18.0660 81.1445 83.2085 0.0003 35

1.7841 7.4664 79.4377 79.8078 0.0001 40

0.0702 1.4936 67.5923 67.6089 0.0002 45

0.6566 0.7563 20.0142 20.0393 0.0000 50

0.3898 0.3972 22.4746 22.4815 0.0000 55

0.0657 0.5529 9.0585 9.0756 0.0000 60

0.1059 0.3530 4.9496 4.9633 0.0000 65

0.0772 0.3255 4.2745 4.2875 0.0000 70

0.0955 0.0985 8.3633 8.3644 0.0000 80

0.0966 0.1897 3.4676 3.4742 0.0000 90

0.0638 0.1257 1.4235 1.4305 0.0000 100

0.0668 0.1304 1.6415 1.6480 0.0000 120
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respect to different initial points on L4–1 and L4–2 when the length of data is
changing, Fig. 10.8 show in the direction of N.

The figure (a–f) in the Figs. 10.6, 10.7 and 10.8 corresponding to the relation
between the position and the initial point of dynamical substitutes when the lengths
of data is 50, 60, 70, 80, 90 and 100 days.

We draw the following conclusions:

(a) For a short length of data, the accuracy of orbit determination is influenced by
the initial point, the fluctuation of the position error is more intense, while for
the longer length of data, the orbit accuracy is less affected by the initial point
and the fluctuation of the position error is gentler.

(b) When the length of data increases, a longer length of data can increase the
effectiveness of measurement data. The sensitivity of the orbit determination to
the initial point is reduced and the influence of the initial point selection is
reduced

(c) For the same length of data and initial point, the OD accuracy in R and T
direction of the dynamical substitutes is the same magnitudes but is one or two
magnitudes better than that in N direction. But the difference improves for a
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Fig. 10.6 The AOD results of L4–1 in R and T direction corresponding to different initial points
of dynamical substitutes and the lengths of the data
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Fig. 10.7 The AOD results of L4–2 in R and T direction corresponding to different initial points
of dynamical substitutes and the lengths of the data
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Fig. 10.8 The AOD results of L4–2 satellite in N direction corresponding to different initial
points of dynamical substitutes and the lengths of the data
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long length of data. and thus makes the OD accuracy less sensitive to different
initial points.

(d) The result of the OD between any two of the dynamical substitutes L4–1, L4–2,
L5–1, L5–2 is Similar to that of L4–1 and L4–2.

10.5.2.3 Vertical Displacement

Here, we study the effects of the amplitude of the dynamical substitutes on the AOD
results.

The length of data is taken to be 40 day. Initial point on dynamical substitutes is
the orbit point corresponding to the JD = 2,451,595.0 (Fig. 10.9).

Figure 10.10 shows the relation between the OD accuracy and the out-of-plane
amplitude of the dynamical substitutes. Obviously, the OD accuracy of the
dynamical substitutes is generally on the level of the observation data (� 1 m) for
both L4–1 and L4–2. However, the OD accuracy for the dynamical substitutes
shows an obvious tendency to reduce (from several meters to be less than 1 m)
dynamical substitutes.

We draw the following conclusions:

(a) The OD accuracy improves when out-of-plane amplitude of the dynamical
substitutes increases.

Fig. 10.9 The relations between the OD accuracy of the L4–1 and the out-of-plane amplitude
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(b) When the amplitude of one of dynamical substitutes is changed in Z direction,
the Z direction amplitude needs to be changed a lot to meet the orbit precision
requirement, however, the Z direction amplitude of the two dynamical substi-
tutes can be changed at the same time, so that the two directions Z direction
change Not much to the case of autonomous orbit determination accuracy
requirements.

(c) When changing the Z-direction component of the orbit, the orbit accuracy can
be achieved when the sampling arc length is short. Therefore, the Z-direction
amplitude can be adjusted and the arc-length parameter combination can be
sampled to achieve more accurate orbit determination.

10.6 Conclusions

Two kinds of special orbits are mentioned in this paper, one kind is the four
dynamical substitutes around the TLP L4 and L5 in the earth–moon system; the
other is the orbit around the dynamical substitutes. the AOD problem between a
dynamical substitute and another one or the orbit around the dynamical substitutes
is studied, and we have same conclusion

Fig. 10.10 The relations between the OD accuracy of the L4–2and the out-of-plane amplitude
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(a) The AOD of the dynamical substitutes based on the inter-satellite range data is
feasible. The dependence of the OD accuracy on the length of data, the initial
point, out of plan component.

(b) For a short length of data, the OD accuracy in R and T direction of the
dynamical substitutes is the same magnitudes but is one or two magnitudes
better than that in N direction, but the difference improves for a long length of
data.

(c) The OD accuracy with respect to the initial point and for a longer length of
data, the vibration becomes smoother and the vibration width also reduces. The
reason for this difference lies in the fact that a short length of data can only
cover a small portion of dynamical substitutes and the OD accuracy is sensitive
to different initial points, but a long length of data can cover nearly the whole
dynamical substitutes orbit.

(d) FOR a shorter length of data, the OD accuracy may reach the same level of
accuracy of the observation data when Z-direction component of the orbit

(e) The accuracy of orbit determination can be determined by sampling arc, initial
point selection and Z direction amplitude parameter, and the orbit determination
can be carried out automatically and efficiently.
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Chapter 11
Orbit Maneuver Detection Based
on Space-Based Angle Innovation

Lei Liu, Jianfeng Cao, Ye Liu, Songjie Hu and Geshi Tang

11.1 Introduction

Space is becoming crowded as the human activities in the outer space dramatically
grow. According to the space target catalog of the United States Space Command,
the LEO and GEO space objectives have been more than 10,000 in 1997 [1]. In the
crowded outer space, the threats of collision and malicious attacks are more fre-
quent than ever, e.g., the US-Russian satellite collision occurred in 2009. In order to
reduce the probability of occurrence of such event, large space targets must be
monitored in a real-time or nearly real-time style for awareness of orbit changes,
including the sudden change of failure spacecraft because of disintegration or
collision. As for the monitoring means, in addition to the traditional ground-based
surveillance, the space-based surveillance is highly valued and widely used in
recent years due to no limitations of ground light, weather and geographic condi-
tions [2–5]. Therefore, the space-based surveillance probably plays a significant
role in the future space surveillance. Furthermore, the space-based optical obser-
vations may become the principal means of space-based surveillance for quite a
long time in the future [6].

The maneuver detection is generally modeled as an issue of binary hypothesis
test [7–11], which is currently solved with the prevalent Chi2 method of sliding
window significance test and the corresponding improvement methods. The Chi2
research is focused on the input sequence hypothesis, length selection of sliding
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window, determination of test statistic and so on. Chan et al. proposed the IE (input
estimation) method of maneuver detection (Chi2_IE) [10], one of the most typical
Chi2 method of sliding window significance test based on the input estimation.
Bogler put forward an estimation algorithm of maneuver starting time based on the
criterion of maximum likelihood (Chi2_EIE) [11]. With four typical scenes
including sharp maneuver, slight maneuver, CT maneuver and random maneuver,
Ru et al. used the ROC curve tool to compare the performance of six sliding
window detectors (Chi2_MR, Chi2_IE, Gauss_IE, GLRT, MLRT, sliding window
CUSUM), and investigated the influence of window length on detection perfor-
mance [9]. Therefore, on the one hand, the maneuver detection researches are
presently focused on the atmosphere targets such as aircraft and missile, while the
maneuver detection of space targets using the space-based angle measurements is
rarely addressed; on the other hand, some issues are still to be resolved for the
maneuver detection of space targets, such as the influences of sliding window
length on false alarm probability and detection accuracy, together with enhanced
methods of the single detector structure.

Therefore, for the awareness requirement of the space orbit changes in real-time
or near real-time, the method of orbit maneuver detection is investigated using the
space-based angle innovation in the paper. The real-time motion estimation model
for space targets is build using the space-based angle measurement. Finally, several
methods of orbit maneuver detection are studied with the selection of the
space-based angle innovation as the hypothesis test variable. The preferable
methods are determined according to the numeric simulations and comparison.

11.2 Mathematic Model

11.2.1 Space-Based Angle Tracking

Space target tracking using space-based angle measurements is shown Fig. 11.1, in
which S is the space-based platform and T is the space target. The geocentric radius
vector of S and T is r and R, in sequence. The distance between S and T is q, while
the unit vector from S to T is L. So

ir

iR

i iL

O

S

T

Space-based
Platform

Space TargetFig. 11.1 Space target
tracking using space-based
angle measurements
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r ¼ Rþ qL ð11:1Þ

Equation (11.1) is the measure model of the space-based angle tracking. The
measure data can be the right ascension a and declination d, which gives L

L ¼ cos a cos d sin a cos d sin d½ �T ð11:2Þ

The real-time tracking algorithm adopts the Kalman filter and the corresponding
improvement method, e.g., EKF [12] and UKF. Following the tracking algorithm,
the sate equation and measurement equation are derived to realize the real-time state
estimation of space targets.

The state vector X consists of position and velocity of the space target. With the
orbit dynamics, the state equation can be derived from the FG series [13]

X kþ 1ð Þ ¼ F G
_F _G

� �T
XðkÞþWðkÞ ð11:3Þ

where WðkÞ is the state estimation error supposed to be a white noise with a zero
mean.

The observable Y directly takes the space-based angle measurement.
Consequently, the measurement equation is derived from the combination of
Eqs. (11.1) and (11.2). The linearized measurement equation is

y ¼ DY ¼ H � DXþV ð11:4Þ

where V is the measurement error supposed to be a white noise with a zero mean.
H is the partial derivative matrix of the observable to the state, which is calculated
from Eq. (11.2), i.e.,

H ¼
@a
@r 01�3
@d
@r 01�3

� �
;

@a
@r

¼
�dy
dx
0

2
4

3
5 1
d2x þ d2y

;
@d
@r

¼
�dxdz
�dydz
d2x þ d2y

2
4

3
5 1

d2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2x þ d2y

q ;

d ¼ r� R:

11.2.2 Maneuver Detection Based on Innovation

As the important information in the state estimation, the innovation can accurately
reflect the estimation precision and the real-time changes of the estimated state.
According to the EKF model, the innovation tk of each state estimation for a linear
system is
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tk ¼ Yk �HkX̂k=k�1 ð11:5Þ

It can be proved that the innovation sequence tkf g of the optimal linear filtering
is a white noise with a zero mean [12]. If the motion state is changed, the innovation
sequence after the change does not turn to be a white noise with a zero mean.
Therefore, an orbit maneuver is inferred. There are two specific detection styles,
one detecting whether the innovation sequence is a normal distribution and the
other detecting whether the distribution parameters of the innovation sequence
deviates from the normal situation. The two styles all use the hypothesis test of the
probability distribution.

11.2.2.1 Hypothesis Test Method

The hypothesis test methods are selected for the research including the v2 test
method and KS (Kolmogorov–Smirnov) test method [14, 15].

The v2 test method checks the following relationship

v2 ¼
Xk
i¼1

ni � npið Þ2
npi

� v2 k � r � 1ð Þ ð11:6Þ

where pi is the probability of Ai i ¼ 1; 2; � � � ; kð Þ that are k mutually exclusive events
of the whole sample. ni=n is the appearance frequency of Ai. r is the number of
estimated parameters.

The v2 test method has a large probability of committing Type II error when it is
used to test the normal distribution. Therefore, the KS test method is frequently
used to test the normal distribution. The KS test method checks the sample by
comparing the whole distribution with the standard normal distribution [14]. The
relationship for the KS method is [15]

KS : xKS ¼ max FðxÞ � GðxÞk kð Þ ð11:7Þ

where FðxÞ and GðxÞ are the empirical cumulative distribution function and the
standard normal cumulative distribution function, in sequence. SCDFðxÞ is the
empirical cumulative distribution function estimated from the sample. CDFðxÞ is
the normal cumulative distribution function having the same mean and stand
deviation with the sample.

11.2.2.2 Maneuver Detection Method

Based on the above hypothesis test methods, four methods of orbit maneuver
detection are presented, including the innovation and noise comparison method,
distribution parameter detection method, innovation comparison method and
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normalized innovation method. The first method is the weighted fusion method of
two hypothesis test methods. The last three methods only use a single hypothesis
test method. Therefore, in the following section, the four methods are divided into
two groups, i.e., the multi-test weighted fusion group and the single test group. For
each group, the sample of orbit maneuver detection is taken with a sliding window.

Innovation and Noise Comparison Method

The innovation at the moment of k is supposed to be tk. The length of sliding
window takes n, which gives the sample tif g, i ¼ k � nþ 1; k � nþ 2; � � � ; k. With
the significance level taking a, the test result is

The innovation and noise comparison method tests the innovation sample dis-
tribution to be the same with that of the measurement noise or not. If the test result
shows that they are not the same, the orbit maneuver is inferred. The method
consists of the v2 method and KS method. Define the integrated distribution test
result as

mc ¼ j1mðKSÞþ j2m v2
� �

: ð11:9Þ

Distribution Parameter Detection Method

The distribution parameter detection method tests the mean or standard deviation of
the innovation sample is the same with that of the measurement noise or not. If the
test result shows that they are not the same, the orbit maneuver is inferred.

The measurement noise is a white noise with a mean of l0 and a standard
deviation r0. With the hypothesis precondition that the innovation sample tif g has
the same but unknown standard deviation with the measurement noise, tif g is
tested to have the same mean with l0 or not, or the same standard deviation with r0
or not. There are altogether three methods called l1, l2 and r test method, in
sequence, with the test relationships and rejection regions as

z ¼ �x� l0
r=

ffiffiffi
n

p �N 0; 1ð Þ; zj j � za=2 ð11:10Þ

t ¼ �x� l0
s=

ffiffiffi
n

p � t n� 1ð Þ; tj j � ta=2 n� 1ð Þ ð11:11Þ

(11.8)
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v2 ¼ n� 1ð Þs2
r20

� v2 n� 1ð Þ; v2 � v2a=2ðn� 1Þ or v2 � v21�a=2ðn� 1Þ: ð11:12Þ

Innovation Comparison Method

Since the distribution characteristic of innovation is approximately the same as the
measurement noise, the distribution characteristics of the innovation of each dimen-
sion should be approximately the same when the noise characteristics of each mea-
surement are equal. Therefore, the distribution characteristics of the innovation on
each dimension can be compared to determine whether themaneuver occurred. As the
angle measurements in the research are two-dimensional, the innovation comparison
method tests that the innovation samples on two dimensions have the same mean or
standard deviation or not. If they are unequal, an orbit maneuver probably occurs.

Thus, the innovation comparison method is similar to the distribution parameter
detection method with the approximately same hypothesis test procedures used.
With the significance level a and the mean or standard deviation selected for test,
there are still three specific ways called l1ad, l

2
ad and rad test method, in sequence,

with the test relationships and rejection regions as

z ¼ �xa � �xdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2a þ r2dÞ=l

q �Nð0; 1Þ; zj j � xa=2 ð11:13Þ

t ¼ �xa � �xdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs2a þ s2dÞ=n

q � tð2n� 2Þ; tj j � ta=2ð2n� 2Þ ð11:14Þ

F ¼ s2a
s2d

�F(n - 1,n - 1); F�Fa=2ðn� 1; n� 1Þ or F�F1�a=2ðn� 1; n� 1Þ:

ð11:15Þ
Normalized Innovation Method

With the fact that the innovation sequence tkf g of the optimal linear filtering is a
white noise with a zero mean, i.e., tk �Nð0;HkPk=k�1HT

k þRkÞ, the normalized
innovation ck is defined as

ck ¼ tTk ðHkPk=k�1H
T
k þRkÞ�1

tk ð11:16Þ

then ck is a v2 distribution with a degree of freedom equal to the tk dimension m,
i.e., ck � v2ðmÞ. ck can be regarded as the sum of innovation on every dimension,
which is tested to detect an orbit maneuver in the normalized innovation method.

When the length of sliding window is n, the sample consists of n independent
data. Each data has a v2 distribution with the degree of freedom m, i.e., ck � v2ðmÞ.
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Consequently, the sum cn of the normalized innovation of all data has a v2 dis-
tribution with the degree of freedom km, i.e.,

cn ¼
Xn
k¼1

ck � v2ðkmÞ ð11:17Þ

Equation (17) is used to test the distribution characteristic of all sample data with
the significance level q2. The orbit maneuver is inferred when cn [ v2aðkmÞ.

11.3 Numerical Simulation

The space-based observation platform has a circular orbit with a height 1600 km and an
inclination 54°.The space target has a circular orbitwith a height 20,000 km, inclination
30°, right ascension 0° and true anomaly 40°. There exists a 1 h visible arc between the
space-based platform and the target. Based on the current performance of space-based
optical loads, the observation interval takes 1 s. The measurement error is the white
noise with a zero mean and a standard deviation of 5″. The initial position and velocity
errors are the white noise with a standard deviation 50 km and 50 cm/s, respectively.
The significance level takes 0.01 for all hypothesis tests. The orbit maneuver of the
space target is supposed to be 1, 5, 10, 20 and 50 m/s in the simulations. In the
simulations, when an orbit maneuver is detected before the actual maneuver moment,
the detection is considered to be a false alarm which is invalid. Meanwhile, with
consideration of the observation random noise and uncertainty of the maneuver
direction, theMonte Carlo methodwith 100 simulations is used for all hypothesis tests.

11.3.1 Test of Innovation Distribution

Innovation sequence meets the white noise characteristics when the state estimation
stabilizes, which is an essential prerequisite for the orbit maneuver detection method
based on innovation. With 100 numerical simulations, the maximum, minimum and
average values of the measurement innovation are shown in Fig. 11.2.

Figure 11.2 shows the maximum innovation of every estimation is basically 15″,
approximately three times of the standard deviation 5″ of the measurement error
given in the simulation conditions. Given the significance level 0.01, the distri-
bution of a and d innovation are tested with the v2 method. The test results show
that the a and d innovation are all normal distributions in the 100 simulations. The
results reflect that the innovation and observation error have the same distribution
characteristics and the state estimation accuracy is high.

The interval estimation method is used to calculate the confidence interval of the
mean and standard deviation of a and d innovation. The results show that the mean
range is 0 ± 0.5″ and the standard deviation range is 5″ ± 0.3″ for the a and d
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innovation. Therefore, the characteristics of innovation and observation error are
the same, which verifies the theoretical analysis of the innovation characteristics.

For the orbit maneuver case, the maneuver of 1 and 10 m/s occurring at the
moment of 500 s are taken for example to show the innovation change, shown in
Fig. 11.3. Figure 11.3 indicates that the innovation change is not intuitively
obvious when the orbit maneuver is 1 m/s, but the innovation is significantly no
longer a normal distribution when the maneuver increases to 10 m/s.
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Fig. 11.2 Measurement innovation of an orbit without maneuver

0 1000 2000 3000 4000
-20

-10

0

10

20

t /s
0 1000 2000 3000 4000

-20

-10

0

10

20

30

t /s

0 1000 2000 3000 4000
-30

-20

-10

0

10

20

t /s

0 1000 2000 3000 4000
-30

-20

-10

0

10

20

t /s

Fig. 11.3 Measurement innovation of orbits with maneuver
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11.3.2 Multi-Test Weighted Fusion Group

The multi-test weighted fusion group is the innovation and noise comparison
method. With the significance level given, the detection results are decided by the
integrated distribution test result and the length of sliding window n. The detection
conditions of orbit maneuver are shown in Table 11.1 for the multi-test weighted
fusion group.

In Table 11.1, A, B, C and D are the detection conditions with the different
combination of the sliding window and integrated distribution test result.
Obviously, the results of A and D have the minimum and maximum credibility, in
turn. B and C have the results with a medium credibility. However, A and B
qualitatively have a higher detection sensitivity and a less amount of calculation
than C and D.

With the detection conditions in Table 11.1, the detection result of orbit
maneuver for the multi-test weighted fusion group is listed in Table 11.2 as the
detection success rate. The orbit maneuver is inferred when the innovation change
on any dimension is found.

Table 11.2 shows that D achieves the highest detection success rate, over 85%.
B and D have a success rate greater than A and C, which illustrates the accuracy of
the v2 method and KS method is the same. Furthermore, it is evident that C has a
higher success rate than A and the similar case of D and B, which indicates the fact
the greater length of the sliding window, the better detection effect, i.e., a larger
number of samples is more in line with the overall distribution.

11.3.3 Single Test Group

The single test group includes the distribution parameter detection method, the
innovation comparison method and the normalized innovation method. The first

Table 11.1 Detection conditions of orbit maneuver for the multi-test weighted fusion group

Sliding window mc = 1 mc = 2

n = 60 A B

n = 120 C D

Table 11.2 Detection results of the multi-test weighted fusion group

Dv (m/s) A (%) B (%) C (%) D (%)

1 10 74 31 89

5 17 70 41 85

10 11 67 37 87

20 11 72 30 94

50 11 72 30 85
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and second method include three detection modes that take 120 as the sliding
window length from the viewpoint of calculation burden. The normalized inno-
vation method still takes different sliding window lengths, i.e., 30, 60, 120 and
180 s. The detection success rate of all three methods in the single test group is
shown in Table 11.3.

Table 11.3 reveals that the success rate of the distribution parameter detection
method is greater than 70%. The l2 test mode is preferable for a little orbit
maneuver while the r test mode is more suitable for a large orbit maneuver.

For the innovation comparison method, the test modes using mean have a higher
success rate than the mode using standard deviation. The former achieve a success
rate greater than 80%, while the latter has a success rate lower than 80%.
Furthermore, the cases with a sliding window length of 60 and 180 are also sim-
ulated. The simulation results show that three test modes have an approximately
same success rate higher than 70% when the sliding window length is 60. When the
sliding window length is 180, the test mode using mean has a success rate
approximate 90%, while the test mode using standard deviation has a success rate
among 60 and 90%.

For the normalized innovation method, the sliding window length 120 and 180
have a success rate approximate or higher than 90%, except for the case of 1 m/s
orbit maneuver with a success rate or about 70%. Furthermore, the cases with a
significance level 0.05 are also simulated. The simulations show that the success
rate is lower than 50% for the sliding window length of 30 and 60 but higher than
60% for the window length of 120 and 180. The result indicates a larger signifi-
cance level produces more false alarms that affect the detection accuracy.

Finally, the detection results of the above four methods are listed in Table 11.4
for a brief comparison.

Table 11.3 Detection results of the single test group

Dv
(m/s)

l1

(%)
l2

(%)
r
(%)

l1ad
(%)

l2ad
(%)

rad
(%)

30
(%)

60
(%)

120
(%)

180
(%)

1 74 78 74 85 88 71 60 74 71 68

5 74 75 73 86 85 75 72 85 92 98

10 79 78 72 85 83 77 66 78 90 97

20 78 81 76 86 87 76 67 80 86 93

50 73 72 86 81 82 88 65 78 89 94

Table 11.4 Detection results of all methods

No. Method PARAMETERS OR MODE g (%)

1 Innovation and noise comparison method D: m ¼ 2, n ¼ 120 85–94

2 Distribution parameter detection method l 72–81

3 Innovation comparison method lad 82–88

4 Normalized innovation method n = 180 68–98
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11.4 Conclusions

The orbit maneuver detection methods based on space-based angle innovation are
investigated in the paper. Four methods of orbit maneuver detection are presented
based on four hypothesis test methods, including the innovation and noise com-
parison method, distribution parameter detection method, innovation comparison
method and normalized innovation method. The research shows that the angle
innovation contains the information of orbit change and can be used to detect the
orbit maneuver. The two specific detection styles that test the innovation distri-
bution or distribution parameters can detect the orbit maneuver with a high success
rate. A success rate larger than 80% can be achieved by three methods, i.e., the
innovation and noise comparison method, the innovation comparison method and
the normalized innovation method. Furthermore, the method of normalized inno-
vation can achieve a success rate larger than 90% for a not too little maneuver. The
research is beneficial to the construction of our space situation awareness system.
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Chapter 12
A Simulation Study of Orbit
Determination for Lunar Probe
via Relay Satellite

Jianfeng Cao, Lei Liu, Ye Liu, Weigang Su and Songjie Hu

12.1 Introduction

Chang’E-4 lunar exploration mission will be performed in 2018. The mission plans
to achieve a soft landing on the far-side of the moon. Due to the synchronous
rotation of the Moon, it is impossible to build a direct link between an Earth-based
ground tracking station and a lunar probe over the far-side. As a result, the only way
to build a link between the ground station and the probe on the far-side is to use
relay satellites [1, 2]. The point at the Earth–Moon L2 Region is always visible to
both the Earth and the far-side of the Moon at the same time. Relay orbits about the
Earth–Moon point have great value on the exploration of lunar far-side and
the kinetic character is complex. Liu studied the orbit maintenance technology of
the relay orbit about the Earth–Moon L2 point, and pointed out that the Lissajous
style is suitable for the orbit maintenance [3], which is quite favourable for the
implementation of the exploration project. In Chang’E-4 mission, the Lissajous
orbit around Earth–Moon L2 point is adopted for relay satellite to support the soft
landing on the far-side.

Lunar prospector is the first lunar exploration mission planning to map the
far-side gravity field utilizing relay satellite. Unfortunately, the utilization of relay
satellite was cancelled due to the reduction of project funding [4]. In September of
2007, the Japanese SELENE mission consisting three separate satellites was
launched. It was designed to track the main orbiter on the far-side with four-way
Doppler tracking data, which made SELENE the first application using relay
satellites in lunar exploration [5, 6]. Gravity Recovery and Interior Laboratory
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adopted a modified version of the inter-satellite tracking system used on the Gravity
Recovery and Climate Experiment (GRACE) mission. During the normal mission
phase, the orbital height is about 50 km, and GRAIL is about 30 km high above the
lunar surface during the extended mission, the Ka band measurement data with high
accuracy was obtained [7].

Although relay satellites have been applied in the precedent lunar exploration,
the early mission only selected lunar orbit for relay satellite. Chang’E-4 (CE-4)
would be the first attempt to adopt orbit around libration point for relay satellite.
The earth–moon libration point has a lot of characteristics, such as poor observation
geometry of relay satellite and it is difficult to determine its own orbit accurately.
The geometric configuration for lunar probe and relay satellite is quite different
from that of satellite-to-satellite orbiting the moon. And, the orbital error propa-
gation is unknown. The orbit determination capability using relay satellite is studied
based on the Chang’E-4 mission, and it can provide a theoretical support for the
pre-research of the mission.

12.2 Basic Measurement Principles

12.2.1 Observation Equation

The relay satellite is a type of tracking satellite that provides four-way ranging or
Doppler measurement, and it can also support communications. When the relay
satellite is working, the ground station up-links ranging signals, and the relay
satellite transponder relays the carrier waves to the spacecraft. Then the transponder
on the spacecraft receives the signals and returns to the relay satellite, and
down-linked to the ground station [8, 9] (Fig. 12.1).

Fig. 12.1 Configuration of
four-way measurement
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According to the measurement principle, four-way ranging can be written as,

q4w ¼ q1 þ q2 þ q3 þ q4 þ qD þ e

¼ ~rRELAYðt2Þ �~rSTAðt1Þj j þ ~rSATðt3Þ �~rRELAYðt2Þj j
þ ~rRELAYðt4Þ �~rSATðt3Þj j þ ~rSTAðt5Þ �~rRELAYðt4Þj j þ qD þ e

ð12:1Þ

where, qi; i ¼ 1; 2; 3; 4ð Þ represents the geometric distance for each link, qD is the
delay introduced by path propagation, e is measurement noise.~r is the coordinate of
the spacecraft and the relay satellite in geocentric celestial reference system, and the
subscript STA refers to the ground station, RELAY refers to the relay satellite and
SAT refers to the target spacecraft.

Relay satellite can also build satellite-to-satellite link with a target spacecraft.
The basic principle is that the relay satellite transmit signal to the target spacecraft,
and the target spacecraft transponder return the signal to the relay satellite. The
satellite-to-satellite tracking measures the round trip travel time between the relay
satellite and the target spacecraft.

The observation equation of satellite-to-satellite can be written as,

q ¼ q2 þ q3 þ qD þ c � sclk þ e ð12:2Þ

where, qi; i ¼ 2; 3ð Þ represent the geometric distances for each link, qD is the delay
introduced by path propagation, e is measurement noise, sclk is clock error, and c is
velocity of light.

12.2.2 Measurement Error

The four-way ranging measures the sum of distances of four links, which also
includes the tropospheric and ionospheric delay, equipment delay. In general, the
tropospheric delay can be calibrated accurately by the water vapor radiometer, and
the ionospheric delay can be calculated by ionospheric model, such as international
reference ionosphere [10]. The instrumental error from the ground station can be
calibrated before each tracking task, and the error may be treated as a constant for
each arc tracking. Transponder delay varies depending on the device, but the delay
is more stable, and can be calibrated during the ground test phase [11]. In summary,
the largest uncertainty of four-way ranging measurement is the path propagation
delay, and other delay can be considered as a constant during each tracking path,
and can be estimated in orbit determination.

Different from the four-way measurement, the propagation path of the
inter-satellite links is relatively “clean”. The measurement accuracy of inter-satellite
link is affected mainly by satellite clock error, which includes two aspects: (1) error
of time stamp; (2) systematic error. Because of the instability of the satellite clock,
the time difference should be calibrated. Usually, the error is calibrated when the
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clock error is larger than 0.5 ms. The clock error of the relay satellite will also
directly introduce the random error, which will enlarge the measurement noise. For
the time stamp effect, a calibration before the tracking task will reduce its effect.

12.3 Simulation and Analysis

In reality, visibility is such that the relay satellite can transmit signal to the target
spacecraft and receive the transmitted signal. In this section, the visibility is ana-
lyzed and the orbit determination is performed by simulation. In the analysis, only
the Lissajous orbit is considered for relay satellite. And because the relay satellite
on the Lissajous orbit can remain stable for at least two weeks, the effects intro-
duced by orbit maneuver are ignored.

12.3.1 Tracking Performance for Lunar Probes

The most important thing to carry out a tracking task of a lunar probe with relay
satellite is the visibility between the relay satellite and the target spacecraft. The
long tracking arc can ensure the reliable orbital accuracy. Ignoring the satellite
attitude caused by the antenna pointing requirement, the only influence factor is the
obstruction of the Moon.

For the lunar probe at a height of 200 km, the full-arc continuous tracking with
relay satellite can be achieved if the relay satellite to the Moon connection is
perpendicular to the orbital plane. If the connection is parallel to orbital plane, the
duration of continuous tracking is the shortest. Even though, a tracking coverage of
approximately 64.5% can be obtained. Compared with the ground stations, relay
satellites will not be affected by the Earth’s rotation, and can point to the Moon for
the full time.

12.3.2 Orbit Determination Analysis Based on Four-Way
Ranging

Based on current tracking capability, the random error of 3 m for the four-way
ranging is considered. The orbit of relay satellite will not be discussed here.
According to the orbit analysis of the early Chang’E-5 Test vehicle, it is expected
that the accuracy of the orbit around the earth–moon L2 point is better than 100 m.
If the long-arc segment can be observed continuously, the orbital accuracy is
expected to be further improved. In this section, an orbital error of 10/100 m for
relay satellite is considered. The simulation considers three types of error settings:
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(A) only the measurement random errors; (B) measurement random errors and the
orbital errors of the relay satellites with 100 m; and (C) measurement random errors
and the orbital errors of the relay satellite with 10 m.

The increase of continuous tracking arc is helpful to improve the precision of
orbit determination, especially for short arc condition. The analysis in this section
considers tracking arcs of 1–6 h per day (Table 12.1).

If the orbit error of relay satellites is not taken into account, the orbital precision
is gradually improved with the increase of the tracking arc. When the tracking arc is
increased to 5 h, the orbital accuracy of the lunar probe can be better than 10 m.
Once the orbit error of the relay satellite is taken into account, the situation will be
changed. When the tracking arc length reaches 5 h, the orbit accuracy tends to be
stable, and the increase of tracking arc is not conducive to improving the accuracy
of the orbit. In this case, the relay satellite orbital error has become the main error
source that affects the orbit solution of lunar probe. Moreover, the orbit error of the
relay satellite has a linear effect on the orbit accuracy of the lunar orbiter. The result
of the stabilized orbit determination is about one order of magnitude lower than that
of the relay satellite itself.

Table 12.1 Statistics of orbital error based on relay tracking data

Error Setting Tracking arc (h) Orbital error statistics (m)

x y z Position

A 1 11.798 897.404 367.654 969.8

2 3.873 109.388 46.293 118.8

3 1.162 15.210 6.073 16.4

4 0.909 11.297 4.577 12.2

5 0.850 7.982 3.198 8.6

6 0.739 7.622 3.058 8.2

B 1 91.455 4254.021 1690.433 4457.8

2 51.115 3448.061 1419.852 3729.3

3 147.084 470.526 215.387 537.9

4 146.545 546.927 239.671 614.8

5 140.596 777.989 337.126 859.4

6 137.844 796.055 341.380 877.1

C 1 14.881 989.064 402.980 1068.1

2 6.401 361.576 149.270 391.2

3 14.754 49.426 22.370 56.2

4 14.682 55.836 24.396 62.6

5 14.085 78.203 33.862 86.3

6 13.804 79.966 34.273 88.0

12 A Simulation Study of Orbit Determination for Lunar Probe 147



12.3.3 Analysis of Orbit Determination Based
on Inter-satellite Tracking Data

If the measurement error of the relay satellite is not taken into account, the simu-
lation result is almost the same as the simulation result of the four-way measure-
ment. This is because the ground station to the satellite link is very similar to the
four-way measurement. The geometrical relationship between the relay satellite and
the ground station does not change for the orbit calculation.

More detailed simulation analysis needs to consider the influence of the insta-
bility of the star clock on the orbit calculation. Ranging measurement error corre-
sponding to the clock error is about 3 m. Long-term stability of satellite clock
affects the time stamp and it can be calibrated by the difference between satellites
overpasses and ground observation. After calibration, the error can be reduced to
10 ls, which is equivalent to a ranging error of several centimetres and can be
ignored for orbit determination. The analysis in this section considers a random
error of 10 m with a time stamp error of 10 ls.

The results of the orbit determination using only inter-satellite links are shown in
the Table 12.2. Under the ideal conditions (without considering the orbital error of
the relay satellites), the orbital accuracy of the lunar probe is improved with the
increase of the tracking arc, and the accuracy is stable up to 20 m when the tracking
arc is up to 5 h. Considering an orbital error of 100 m for relay satellite, the best
orbit solution for lunar probe is about 1.5 km, and the increase of tracking arc will
no longer improve the accuracy. If the relay orbit accuracy reaches 10 m, the orbit
solution will be greatly improved, and will have an accuracy of 100 meters.

12.3.4 Analysis of the Short-Arc Ground-Based Auxiliary
Tracking Data

For the actual mission implementation, the ground station will routinely track the
probe each day. In this section, 1 h auxiliary ground station tracking is considered,
and the noise of the ground-based two-way ranging is 3 m (Table 12.3).

The orbital accuracy is greatly improved with the assistance of ground station
tracking observations. However, the error of the relay satellite is still an important
factor that limits the accuracy of the orbit determination. Ignoring the orbital error
of relay satellite, an orbital accuracy of better than 100 m can be obtained with 2 h
tracking. If the tracking arc reaches 5 h, the orbit accuracy can be better than 10 m.
The orbital error of relay satellite is still an important limitation. Although the
auxiliary measurement of ground station can increase the orbital accuracy, the best
orbit accuracy is several times that of relay satellite. Considering an accuracy of 100
for the relay satellite, the orbit solution can reach 300 m, if the orbital accuracy of
relay satellite is 10 m, the orbital accuracy can be better than 100 m.
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Table 12.2 Statistics of orbital error based on inter-satellite tracking data

Error setting Tracking arc (h) Orbital error statistics (m)

x y z Position

A 1 23.1 1758.9 720.6 1900.8

2 7.5 214.4 90.7 232.8

3 2.2 29.8 11.9 32.1

4 1.7 22.1 8.9 23.9

5 1.6 15.6 6.2 16.8

6 1.4 14.9 5.9 16.0

B 1 149.9 6976.5 2772.3 7310.7

2 83.8 5654.8 2328.5 6116.0

3 241.2 771.6 353.2 882.1

4 240.3 896.9 393.0 1008.2

5 230.5 1275.9 552.8 1409.4

6 226.0 1305.5 559.8 1438.4

C 1 27.6 1839.6 749.5 1986.6

2 11.9 672.5 277.6 727.6

3 27.4 91.9 41.6 104.5

4 27.3 103.8 45.3 116.4

5 26.1 145.4 62.9 160.5

6 25.6 148.7 63.7 163.6

Table 12.3 Statistics of orbital error based on inter-satellite tracking data and ground-based
tracking data

Error setting Tracking arc (h) Orbital error statistics (m)

x y z Position

A 1 10.1 100.4 107.6 147.5

2 1.2 50.3 21.3 54.6

3 1.3 14.2 4.1 14.8

4 0.9 10.2 4.5 11.1

5 0.8 5.9 3.1 6.7

6 0.7 5.6 3.0 6.3
(continued)
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12.4 Conclusions

To realize a soft landing on the far-side of the moon, relay satellites will be used in
CE-4 mission. The relay satellite enables four-way measurement and inter-satellite
link measurements to provide support for the orbit determination. In this paper, the
support ability of relay satellites is analyzed, and the following basic conclusions
are drawn.

1. The relay satellites located at the earth–moon L2 point can achieve a better
tracking of the lunar probe. The tracking coverage can reach at least 64.5%,
and in some special phase the relay satellite can track the probe all the time.

2. The orbital accuracy of the lunar probe based on the relay measurement is
limited by the orbital accuracy of the relay satellite itself and cannot be com-
pensated by the increase of the tracking arc. When the tracking arc reaches 5 h,
the accuracy tends to be stable, and is of an order of magnitude worse than that
of relay satellite.

3. The inter-satellite link between the relay satellite and lunar probe can also be
used for orbit determination. Under this condition, the stability of the relay
satellite clock directly affects the accuracy of the measured data and the accu-
racy of the time stamp. The orbit error of relay satellites is also the main error
source which restricts orbit accuracy of lunar probe. Using inter-satellite
tracking data, the orbital accuracy of the lunar probe is much less than that using
four-way ranging.

4. The orbit accuracy of the lunar probe will be improved with the auxiliary of
ground-based tracking data. Under current condition, an orbital accuracy of
better than 100 m can be reached with the assistance of 1 h ground-based
tracking data.

Table 12.3 (continued)

Error setting Tracking arc (h) Orbital error statistics (m)

x y z Position

B 1 81.4 1143.0 1010.2 1527.6

2 41.3 918.0 889.2 1278.7

3 85.4 373.3 194.3 429.4

4 91.3 243.1 182.5 317.3

5 100.8 273.4 187.3 346.3

6 97.7 261.5 141.8 313.1

C 1 13.2 289.0 201.5 352.5

2 5.4 191.5 101.3 216.7

3 7.3 38.4 21.5 44.6

4 7.2 46.2 22.4 51.8

5 7.3 51.4 28.5 59.2

6 7.5 53.3 27.3 60.3
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Chapter 13
A Multi-dimensional Genetic Algorithm
for Spacecraft TT&C Resources Unified
Scheduling

Jian Bai, Huili Gao, Xiaosong Gu and Huiying Yang

13.1 Introduction

Genetic algorithm (GA) was promoted by Prof. Holland [1] of the University of
Michigan from the end of 1960s to the beginning of 1970s. After developed by
many scholars, the GA has become the most successful intelligent optimal algo-
rithm in the application. It simulates the reproduction law that the adapted one
survives in the nature environment. The GA constructs a fitness function according
to the object of the problem, performs evaluating, calculating, selecting on a
population containing multiple chromosomes that each chromosome stands for a
solution of the problem. After many reproductions, it takes the solution with best
fitness value as the most optimal solution for the problem.

The spacecraft tracking, telemetry and command (TT&C) resources scheduling
(STRS) problem aims to satisfy the requirements of TT&C services from versatile
satellites, space probes, spaceships, and space stations, and schedules the resources
rationally. Along with the aerospace industry development, the amounts and types
of spacecraft are increasing more and more. They have been applied widely in
many different scopes, such as communication, navigation, resource detection,
meteorological observation, environmental observation, military affairs and etc.
How to use the limited TT&C resources to support their TT&C events, namely
solving the STRS problem, becomes a research hotspot for the industry.

STRS is a combination optimal problem with multi-constraints and high con-
flicts, its calculation is complex and costly, and now so far does not have signifi-
cantly effective algorithm. Usually, it adopts algorithms such as linear programming
[2, 3], heuristic algorithm [4–6], neighbourhood search [7], ant colony [8], GA
[9–14], hybrid algorithm [15–17], etc. [18–20]. Many research results showed that
the GA is the most effective one for the STRS relatively. In current researches,
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common GA adopts penalty function to decrease the fitness of the solution which
includes conflicts. Under the circumstances of the resources shortage in the TT&C
scheduling, the conflicts happen seriously and the solution gotten by penalty
method could whether or not be sure with conflict. It is necessary to solve the
conflict during the transform from the searching space to the result space, whereas
the transformed result may not be the best optimal one. On the other side, the
current researches are developed mainly on the scheduling of spacecraft in the low
earth orbit (LEO), there is few researches explored on the high earth orbit
(HEO) spacecraft.

This paper designed a GA based on gene repair method. At the same time, a
multi-dimensional gene encoding method is specialized for the situation that it is
not all the visible pass that requires TT&C support for the mission such as HEO
spacecraft. This is much practical with the domestic status that the space TT&C
network is developed and utilized integrated.

13.2 Hybrid Genetic Algorithm with Multi-dimensional
Encoding

13.2.1 Two Methods of One-Dimensional Encoding

For the STRS problem of LEO, a visible arc has only two statuses: to be tracked or
not to be tracked. So it is suitable to adopt binary encoding. When we sort all the
visible passes according to the time of acquisition of signal (AOS), we get a queue
in sequence: V ¼ ðv1; v2; . . .; vnÞ. We set the corresponding chromosome as
C ¼ ðg1; g2; . . .; gnÞ, in which gi is the i-th gene where 1 means that the visible pass
i will be tracked, and 0 means that the visible pass i will not be tracked.

Assume there are m genes conflicts with gene gk, which means that the pass gk
can’t be tracked with the other passes at the same time. The corresponding mission
weight of gene gi is xi, where i ¼ 1; . . .;m. Thus the penalty function for gk is as
following:

PlðkÞ ¼
Xm
i¼1

xi ð13:1Þ

The penalty for the whole chromosome is as:

Pl ¼
Xn
k¼1

PlðkÞ ð13:2Þ

For the STRS of HEO, the basic requirement is to select a sector with satisfied
duration to track in a long visible pass, so it is suitable to adopt real decimal
encoding. In the real number encoding situation, it is difficult to design a repair
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method for decoding. So the penalty method is a good option for fitness function.
When the conflict happens, the penalty value is determined by the ratio conflicted
duration to the required tracking length. If the required length could be compressed,
it could be decided based on randomization.

Assume that the length of the gene gk is Lk, and there are m genes conflicts with
gk. The i-th conflicted gene is gi and its length is Li. The Lk overlapped length with
Li is Oki. Thus the penalty function for gk is as following:

PhðkÞ ¼
Xm
i¼1

xi � Oki

Li
ð13:3Þ

where xi represents the weight of gi.
The penalty for the whole chromosome is as:

Ph ¼
Xn
k¼1

PhðkÞ ð13:4Þ

13.2.2 Multi-dimensional Encoding

To unify these two methods of encoding described above, simplify the calculation
and standardize the GA operator, a multi-dimensional encoding is designed which
can unite the different requirements from both LEO and HEO.

13.2.2.1 Encoding Rules

A chromosome C corresponding to a solution for the problem is made up by
L genes, where L is the number of visible passes to be scheduled in the STRS
problem. Every gene gi, i ¼ 1; . . .; L, includes 3 code ðC1

i ;C
2
i ;C

3
i Þ, which indicates

whether the pass will be tracked or not, the beginning of the tracking and the length
of the tracking.

C1 is the tracking flag. Its value is in the set of [0,1] which indicate whether the
pass will be tracked, where 1 is Yes, and 0 is No.

C2 is the beginning time of the tracking, namely tb. Its value is in the scope of
½Tb; Te � Lmin�. Tb is the beginning of the pass and Te is the end of the pass. Lmin is
the minimum length that the tracking length requirement could be compressed.
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C3 is the length of the tracking. Its value is in the scope of ½Lmin; Lmax�. Lmin is the
minimum length that the tracking length requirement could be compressed and Lmax

is the required tracking length.
When the value of tracking flag (code C1) is 0, the code C2 and code C3 does not

effect in decoding, as they will be meaningless.
For the LEO scheduling, only the C1 is changed. The C2 and C3 is fixed real

decimal. It means that the tracking can’t be compressed or moved. Thus the
beginning of the tracking is the beginning of the visible pass.

13.2.2.2 Encoding

(1) Encoding

To search and index data conveniently, the one-dimensional gene code
ðC1

i ;C
2
i ;C

3
i Þ is expanded to a two-dimensional matrix, which includes the necessary

parameters for decoding.
Every gene is represented with a matrix as following:

gi ¼
c11i c12i c13i
c21i c22i c23i
c31i c32i c33i

0
@

1
A ð13:5Þ

where, the first line of the matrix represents the code of resource selection:

c11i Indicates whether the pass will be tracked. 1 is Yes and 0 is No
c12i Indicates whether it permits the tracking beginning moving. 1 is Yes and 0 is No
c13i Indicates whether it permits the tracking length compressed. 1 is Yes and 0 isNo.

The second line of the matrix represents the code of the tracking beginning time:

c21i Indicates the tracking beginning time. Its value is a real number. Its integer
part is a simplified Julian calendar date number, and its fraction part is the time
ratio of day

c22i Indicates the possible tracking beginning time. Its representation is same to c21i
c23i Indicates the possible tracking end time. Its representation is same to c21i .

The third line of the matrix represents the length of the tracking:

c31i Indicates the scheduled tracking length. Its integer part is the number of days,
and its fraction part is the time ratio of day

c32i Indicates the minimum length of the required tracking. Its representation is
same to c31i

c33i Indicates the maximum length of the required tracking. Its representation is
same to c31i .
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(2) Decoding

Every TT&C facility lines up in the chromosome, and the visible passes of each
facility line up in the chromosome according to their beginning times.

In the decoding process, the three codes ðC1
i ;C

2
i ;C

3
i Þ of the gene gi are translated

to whether the visible pass is tracked, the beginning time of the tracking and the
length of the tracking.

13.2.3 Fitness Function

In our research we use the multi-object integrated evaluation function promoted by
BAI [21] as the fitness function, which is as following:

f ¼ 0:630 2f ð1Þ þ 0:051 7f ð2Þ þ 0:213 8f ð3Þ þ 0:102 5f ð4Þ ð13:6Þ

The definitions of each sub-function could be found in the reference document
[21], where f ð1Þ indicates the task fulfillment, f ð2Þ the resources plentifulness, f ð3Þ

the term conformity and f ð4Þ the duration satisfaction.

13.2.4 Constraints Process

Because of the encoding method, although the chromosome generated in the pro-
cess may be valid in code, its corresponding solution exceeds the feasible scope and
becomes invalid. In the STRS problem, when the corresponding solution contains
tracking conflicts, which means that it breaks the tracking capability constraints of
the facility, the solution would be invalid. In order not to contaminate the popu-
lation, the invalid solution needs to be processed.

In general, the constraints processes of GA include following methods:

• Rejection
• Repair
• Penalty
• Special encoding and reproducing strategy

Rejection: This strategy rejects all the infeasible solutions produced in the
evolution. It is the simplest and most inefficient method. When a feasible solution is
not easy to achieve, even the initial population will be difficult to be built.

Repair: this strategy fixes the infeasible solution and transforms it to a feasible
solution. It is easy to construct a repair process for the combination optimal
problem, but it may decrease the versatility of the population. The repair methods
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include partially mapped crossover, sequential crossover, cyclic crossover, trans-
position mutation, shift mutation, and etc.

Penalty: this strategy is a commonest process method for constraint satisfaction
problem (CSP). It transforms the constrained problem to an unconstrained problem
via setting penalty into the infeasible solution. Any violation of the constraints
should add the penalty item to the objective function. By using penalty function, the
fitness of the infeasible solution decreases and the possibility of its reproduction
decreases too. But it require the appropriate penalty function, an inappropriate
penalty function will cover up the optimal of the objective function.

In this paper special repair strategy is designed to fix the chromosome with
conflicts. The strategy is as following:

1. Random correction

(a) Put the passes which conflicts to each other into the same set, so to make
multiple isolated conflict sets.

(b) Select a set, draw a pass randomly from the set by its possibility, and
process the pass according to its characteristic.

(c) If this pass tracking is compressible, search if its free part could satisfy the
scopes required by C2 and C3. If the answer is Yes, correct the gene to the
feasible code value which could satisfy the requirement, then go to step (e).

(d) If this pass tracking is uncompressible and unmovable, or it is compressible
or movable, but it is not possible to find a free slot to insert it into the facility
working queue even it is compressed to the minimum length, set this pass to
Not be tracked, then go to step (e).

(e) Check this set, remove the passes without conflicts.
(f) If this set is empty now, go to step (b) to process another set.
(g) When all the sets are already processed, the correction is finished and a

feasible solution is produced. Go to the next process of calculating the
fitness.

2. Heuristic correction

Considering the random correction strategy would not promote the fitness of the
chromosome in the best way, a new step is added into the above strategy after the
step (b):

(b)+ If the section with the drawn pass already has enough tracks to satisfy the
task requirement, set the drawn pass to Not be tracked, then go to step (e); otherwise
go to step (c).
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13.3 Algorithms Comparison

GA has been taken as a better algorithm for the STRS commonly. Parish [9]
presented a heuristic hybrid GA. It queued the task requirements, adopted per-
mutation encoding method, and optimized the requirements sequence by GA. After
the queue determined, heuristic algorithm is used according to the sequence to
select the best scheme in the usable resources in turns, so that a scheduling result is
built. When all of the requirements are processed, the result is evaluated with
evaluation function to get its fitness value. The number of unsatisfied task is used as
the evaluation function in [9]. To compare with the algorithm promoted in this
paper, the formula (6) is taken as fitness for the GA. The modified algorithm is
tagged as PGA.

To optimize the TT&C scheduling for LEO spacecraft, Wu [12] designed a GA
using fitness function with penalty strategy. We referred the penalty method of his
research, and expanded the encoding to multi-dimensional. The fitness function is
as following:

f 0ðPÞ ¼ f ðPÞ
NcðPÞ ð13:7Þ

where NcðPÞ represents the conflicts number of the scheme P.
If there is any gene fault in the chromosome, the conflict should be corrected

before the output. This modified algorithm is tagged as pmGA.

13.3.1 Simulation Descript

To compare the effectiveness of different GAs, a simulation ia designed as fol-
lowing. Multiple combinations of different spacecrafts and facilities are selected
from the database of in-orbit spacecrafts randomly. The spacecrafts requirements
are same to their real work content. The number of spacecrafts and facilities of each
combination is decided randomly also. The drawn data is shown in Table 13.1.

Three algorithms are performed on the same data sets of Table 13.1 separately
and the scheduling results are compared.

The GA using multi-dimensional encoding and repair strategy designed in this
paper is tagged as hmGA. The second algorithm tagged as pmGA is using penalty
strategy for gene conflicts and the others are same to hmGA. The third algorithm
tagged as PGA is the heuristic hybrid GA using requirements permutation
encoding.

The population of each algorithm is 100. The regeneration number is 100. The
crossover possibility is 0.6 and the mutation possibility is 0.002.
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13.3.2 Simulation Result

Three algorithms are performed on each data set and repeated 10 times. The 10
results of each set by each algorithm are evaluated and the evaluations are averaged
in order to eliminate the bias raised by the data random nature.

The simulation results are shown in Tables 13.2, 13.3 and 13.4.

Table 13.1 Test data sets Set Spacecraft/number Facility/number Pass/number

1 8 3 76

2 13 3 130

3 19 2 154

4 12 5 185

5 13 5 189

6 9 6 190

7 11 5 199

8 10 6 212

9 15 5 262

10 19 4 268

11 14 5 302

12 14 6 384

Table 13.2 Time cost of the
algorithms

Set hmGA pmGA PGA

1 1006.8580 966.2508 266.7033

2 1771.6820 1769.3874 369.8194

3 2845.7818 3041.8636 1025.0877

4 2037.7986 2021.8077 597.2369

5 2596.5050 2684.4705 867.9778

6 1743.0325 1739.4050 570.6584

7 2005.4621 2080.9163 592.5237

8 1968.0996 1952.2419 608.2113

9 3021.4783 3062.2001 949.8157

10 3587.0092 3887.7756 1770.0946

11 2921.7663 2114.2176 657.7892

12 2430.0314 2435.0056 880.9915
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13.3.3 Simulation Result

Generally, the hmGA has best evaluation value, the PGA better, and the pmGA has
the lowest value. On task fulfillment value, the hmGA and the PGA are at similar
level, the both are better than pmGA.

In most situations, the results evaluation of the hmGA are better than PGA,
which indicated that the hmGA is better in searching solution. But under the
condition with significantly insufficient resources (e.g. 2 facilities support 19
spacecrafts), the result of PGA is better than hmGA. It indicates that in this con-
dition the heuristic method has more guidance capability.

The time cost of hmGA and pmGA are similar, but the result of hmGA are much
better than pmGA. It indicates that the repair strategy is more efficient in promoting
scheduling result than the penalty strategy. The time cost of hmGA are around 3

Table 13.3 Result
evaluation of the algorithms

set hmGA pmGA PGA

1 0.8760 0.8506 0.8520

2 0.8606 0.8544 0.8280

3 0.8076 0.7178 0.8296

4 0.9194 0.9030 0.8600

5 0.9240 0.8348 0.8570

6 0.8726 0.8652 0.8640

7 0.9040 0.8926 0.8750

8 0.9074 0.8770 0.8720

9 0.9006 0.8314 0.8690

10 0.8590 0.7996 0.8436

11 0.9220 0.9106 0.8730

12 0.9068 0.8954 0.8718

Table 13.4 Task fulfillment
of the algorithms

Set hmGA pmGA PGA

1 1.0000 0.9708 1.0000

2 1.0000 0.9952 1.0000

3 0.9678 0.8752 1.0000

4 1.0000 0.9912 1.0000

5 1.0000 0.9464 1.0000

6 1.0000 0.9942 1.0000

7 1.0000 0.9916 1.0000

8 1.0000 0.9810 1.0000

9 0.9910 0.9240 0.9910

10 0.9880 0.9396 1.0000

11 1.0000 1.0000 1.0000

12 1.0000 1.0000 1.0000
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times comparing with that of the PGA, which suggests that the calculation time of
hmGA costs mainly on the processing of encoding and decoding.

13.4 Conclusion

This multi-dimensional encoding GA could describe and solve the STRS problem.
It transforms the scheduling result evaluation method into effective chromosome
fitness function, so that it transforms the resources allocation problem into the
optimal solution searching problem in the solution space with chromosome. The
hmGA promoted by this paper could solve the general scheduling problem
including LEO and HEO, and maybe also applying to other kind of spacecraft such
as deep space probe. It ensures the validation of the solution via special gene repair
strategy, thus it can be applied to STRS better than the others.
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Chapter 14
Research on Health State Evaluation
Method of Ground-Based TT&C Network

Tao Wu, Huili Gao, Junchao Chen, Yindi Wang and Huiying Yang

14.1 Introduction

The ground-based TT&C network [1, 2] is a global distribution network for aircraft
services, including three interconnecting modules, which are the control center
module, the TT&C node module and the communication link module, as shown in
Fig. 14.1. With the rapid development of the space industry, the sharp increase in
the number of on orbit spacecraft and the TT&C equipment, and the continuous
improvement of technical complexity higher requirements are put forward for the
use and management of the ground-based TT&C network. The management per-
sonnel of the ground-based TT&C network must grasp the health state of the
ground-based TT&C network, especially when its health state become deteriorated,
they should be able to timely corresponding measures, to ensure that the
ground-based TT& C network can operate in a reliable and stable and continuous
way. Therefore, it is necessary to evaluate the health state of the ground-based
TT&C network.

Since the experts in the U.S.A, the United Kingdom, etc. proposed the concept
of Prognostics and Health Management (PHM) [3–6] in 1990s, the health state
evaluation as a primary function of the PHM technology has been widely used in
the fields of bridge, electric power, ships, air-crafts, etc. [7–20] after years of study
and practice. However, there has been fewer studies on the large open system with
complementary system node function like the ground-based TT&C network. In the
paper, we established a health assessment mode based on the characteristics of the
ground-based TT &C network.
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14.2 Health Evaluation Model for the Ground-Based
TT&C Network

14.2.1 Overall Evaluation Design

In this paper, we classified the health state levels of the ground-based TT&C control
network into four levels: Excellent, Good, Medium and Poor, proposed to use the
health indexes of the ground-based TT&C network (N) to reflect the health level of
the ground-based TT&C network (it is specified that when N < 50%, it belongs to
“Poor”, when 50% � N < 70%, it belongs to “Medium”; when 70% � N < 90%,
it belongs to “Good”; when 90% � N, it belongs to “Excellent”) and determined
the health level of the ground-based TT&C network using the quantitative calcu-
lated health index.

The ground-based TT&C network in China is a star network composed of a
large number of TT &C Nodes connecting to the control center by corresponding
communication links. The health state of the whole TT&C network is determined
by the health state of the control center, the control nodes and the communication
links. Considering the control center cannot be replaced, and the functions of each
control node are complementary and have certain differences, each TT&C node and
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TT&C nodes 2

TT&C nodes 
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TT&C nodes 3
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Communication
 link 1
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Fig. 14.1 Schematic diagram of the ground-based TT&C network
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its communication link jointly determine the health level of the TT&C node of this
communication link, so we designed Formula (14.1) to calculate the health index of
the ground-based TT&C network.

N ¼ C �
Xn
i¼1

pi � Di � Li

 !
ð14:1Þ

where, N is the health index of the ground-based TT&C network; C is the health
index of the control center; Di is the health index of the ith TT&C node; Li is the
health index of the link between the ith TT& node and the control center; for N is
within [0,1], C is within [0,1], Di is within [0,1] and Li is within [0,1], “0” represent
the system is completely damaged and can not be used, “1” represents that the
system is entirely healthy, without any fault; “n” represents the number of the
TT&C nodes; “pi” represents the weight coefficient of the ith TT&C node, and the
sum of the weights of all the nodes shall be 1.

To carry out the overall health evaluation of the ground-based TT&C network, we
needed to study the influence factors of the health state of the three modules (the
control center module, TT&C nodes module and communication links module), and
calculated the value of “C” (the health index of the control center), “D” (the health
index of the TT&C node), “L”(the health index of the communication link) and “p”
(the weight of the TT&C node) respectively using an appropriate method, then the
overall health index of the ground-based TT&C network can be obtained, as shown in
Fig. 14.2.
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Fig. 14.2 Health evaluation plan chart for the ground-based TT&C network
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14.2.2 Module Evaluation Design

A lot of similar studies had been carried out for the three Modules C, D and L and
the typical studies included the bridge system health state evaluation [11, 12] and
the aircraft system health state evaluation [17–20]. In this paper, we determined the
health index through calculating the special indexes influencing the health state of
the module, as shown in formula (14.2).

H ¼
Xm
i¼1

qi � Ii ð14:2Þ

where, H is the health index for single module, such as the control center module,
the TT&C nodes module, and the communication link module, Ii is the ith index to
evaluate H and Ii is within [0,1]; m is the number of indexes to evaluate H; qi is the
weight coefficient of the ith index, and the sum of the weights of all the nodes shall
be 1. Therefore, evaluated the health state of the various modules of the
ground-based TT&C network, namely analyzing of the indexes affecting the health
state of each module and calculating it according to Formula (14.2).

In addition, according to the idea of setting the health state standard value in
reference documentation [15], this paper set the standard value of evaluation
indexes for each module, as shown in Fig. 14.3. The Ii index was evaluated by the
difference between the measured value and the standard value. When the measured
index value was equal to the standard value, Ii was equal to 1; when the measured
index does not meet the standard value, evaluated Ii according to the difference,
making Ii within [0,1); in order to achieve dimensionless processing on the eval-
uation indexes, integrated the real-time data, periodic data and other data and
achieved a comprehensive evaluation of the health state of each module.
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H
ealth index 3
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ealth index n
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ealth index n-1
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value histogram for each
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14.3 Implementation of Ground-Based TT&C Network
Health Condition Evaluation

Based on the module described in Sect. 14.2, the implementation of ground-based
TT&C network health condition evaluation requires the following 4 steps:

1. Establishment of an indicator system for each evaluation module.
2. Determination of the weights of various kinds and standard values of the

indicators in the indicator systems involved in the evaluation program.
3. Collection of various kinds of measured indicator data in the evaluation cycle.
4. Calculation of the health indicator of the ground-based TT&C network and

evaluation of the health level of the ground-based TT&C network.

14.3.1 Indicator System Establishment

14.3.1.1 Control Center Indicators

A control center is a complex information management center that can process
multi-spacecraft tasks parallelly and complete the life-cycle management of
spacecraft task preparation, implementation and long-term in-orbit movement.
There are numerous factors influencing the health of the control center. In this
paper, the control center is evaluated as an overall information system mainly in
terms of the load, stability and reliability of the control center, with the following
evaluation indicators designed:

1. Task resource load. It reflects the control center’s ability to support TT&C tasks,
task resource load = the quantity of spacecrafts being supported by the control
center/the maximum quantity of spacecrafts supported by the control center.

2. Equipment resource load. It reflects the control center’s ability to support TT&C
equipment, equipment resource load = the quantity of equipment being sup-
ported by the control center/the maximum quantity of equipment supported by
the control center.

3. Storage resource load. It reflects the control center’s ability to store information,
storage resource load = the used storage capacity of the control center/the
maximum storage capacity of the control center.

4. Real-time traffic load. It reflects the control center’s ability to transmit infor-
mation, real-time traffic load = actual data traffic of the control center/the
maximum data traffic supported by the control center.

5. Mean time between failures (MTBF). It reflects the control center’s stability,
MTBF = working hours of the control center/number of failures of the control
center within working hours.

6. Mean time to repair (MTTR). It reflects the control center’s reliability,
MTTR = total time required for repairs of the control center/number of failures.
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14.3.1.2 TT&C Node Indicators

TT&C nodes refer to a single set of TT&C equipment and are basic units that
provide TT&C support for spacecrafts. In this paper, from the angle of the TT&C
network’s administrator, key attention is paid to the equipment statuses of TT&C
nodes. The TT&C equipment statuses fall into three statuses, i.e. normal use of
equipment (including normal TT&C, emergency TT&C, ground station-satellite
compatibility, task joint debugging), equipment unavailability (including equipment
transition, equipment transformation, equipment maintenance, equipment fault,
adverse weather) and equipment idleness. Therefore, the following evaluation
indicators are designed in this paper.

1. Equipment availability. It reflects the degree to which TT&C equipment is
available for TT&C tasks in the evaluation cycle, equipment availability = ac-
tual available working hours/evaluation cycle. The actual working hours refer to
the actual available working hours of equipment in the evaluation cycle,
excluding equipment maintenance, transition, transformation and faults.

2. Equipment plan completion rate. It refers to the degree to which TT&C
equipment completes a TT&C plan in the evaluation cycle, equipment plan
completion rate = actual number of tracked laps/arranged number of laps in the
TT&C plan. The arranged number of laps in TT&C plans involve the arranged
number of laps in conventional TT&C plans and the arranged number of laps in
emergency TT&C plans. The actual number of tracked laps refers to the total
number of laps actually tracked by equipment, also including the number of laps
involved in emergency tracking.

3. Equipment failure index. It refers to the degree to which TT&C equipment
suffers hardware and software failures, equipment failure index = number of
equipment hardware and software failures/equipment working hours, in which
the unit time of equipment working hours is generally 1,000 h.

4. Environmental impact index. It reflects the degree to which TT&C equipment
affects TT&C tasks due to environment-related reasons (such as typhoons and
thunders) in the evaluation cycle, environmental impact index = number of
environment affecting TT&C tasks/equipment working hours, in which the unit
time of equipment working hours is generally 1000 h.

5. Equipment work load. It reflects the use of TT&C equipment in the evaluation
cycle, equipment work load = the actual equipment tracking work hours/the
theoretical equipment tracking work hours.

14.3.1.3 Communication Link Indicator System

TT&C nodes refer to a single set of TT&C equipment and communication links are
data channels connecting TT&C nodes and control center. Currently, all commu-
nication links for ground-based TT&C networks feature biplane communication
and mutual backup, contributing to the communication link health index
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Li = (Lia + Lib)/2, where Lia is the ith communication link and a is the plane health
index; Lib is the ith communication link and b is the plane health index, with the
calculation mode still being Formula (14.2). The indicators for evaluating the health
state of communication links are mature, mainly as follows:

1. Data transfer rate, which is used for evaluating the actual data transfer rate.
2. Data transfer band width, which is used for evaluating the channel capacity, and

describing the maximum data transfer rate of a channel, the limit of data transfer
capacity of the channel.

3. Data transfer delay, which is used for evaluating data transfer delay, transfer
delay = channel length/data transfer rate in the channel.

4. Data transfer bit error rate, which is used for evaluating the reliability of data
transfer, bit error rate = number of bits involving errors/number of bits of
transferred data.

14.3.2 Determination of Weights

Weight refers to the relevant importance degree of indicator items in the evaluation
system, and such methods as the Delphi method, analytic hierarchy process (AHP),
fuzzy comprehensive evaluation method, variation coefficient method and entropy
method [21–23] are commonly used for determining the weights of indicator items.

14.3.2.1 Weights of Module Indicators

AHP is used in this paper to determine the weights of indicator items, with the
specific method as follows:

1. Judgment matrix construction. Based on Formula (14.2), the judgment matrix
P is constructed, in which uij refers to the value of relative importance of
Indicator Item Ii to Ij, as shown in formula (14.3).

P ¼
u11 u12 . . . u1n
u21 u22 . . . u2n
..
. ..

. ..
.

un1 un2 . . . unn

2
6664

3
7775 ð14:3Þ

2. Calculation importance ranking. Based on the judgment matrix, the character-
istic vector of its maximum characteristic root kmax corresponds to is obtained,
with the equation as follows:
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Pw ¼ kmaxw ð14:4Þ

Upon normalization, the obtained characteristic vector w is the weight of indi-
cator items.

3. Consistency check. Whether the obtained weight assignment is rational requires
the consistency check of the judgment matrix, with the formula used in the
check as follows:

CR ¼ CI=RI ¼ ðkmax � nÞ=ðn� 1Þ
RI

ð14:5Þ

where, RI is the average random consistency indicator of the judgment matrix,
which can obtained by checking the table. In the case of CR < 0.1, it is thought
P has satisfactory consistency, otherwise the elements in P call for adjustment to
make it have satisfactory consistency.

In this paper, based on the indicator system, 10 experts have been invited to
construct a control center judgment matrix, a TT&C node judgment matrix and a
communication link judgment matrix respectively. After data processing and test-
ing, the weight of each module indicator is obtained, as shown in Table 14.1. Due
to the limited space in this paper, the data operation process is omitted here.

14.3.2.2 Weights of TT&C Nodes

The functions of the TT&C nodes in the TT&C network are not only similar but
also different to a certain degree, with the differences mainly shown in three aspects,
i.e. position (Si), feature (Ti) and years of use (Yi), where the position of TT&C
nodes determines the visible duration for different spacecrafts, the features of
TT&C equipment (such as supported frequency band, supported TT&C system,
multi-objective design) determine the spacecrafts that can be served, the years of
use of TT&C equipment influences the performance of such equipment. The setting
of TT&C node weights is intended to correct the differences between TT&C nodes.
Different from common weight determination, a weighted mean idea is used in this
paper, and Formula (14.6) is used for calculation.

Table 14.1 Weights of indicators

Module Indicator
1

Indicator
2

Indicator
3

Indicator
4

Indicator
5

Indicator
6

Control center 0.154 0.151 0.056 0.198 0.230 0.211

TT&C nodes 0.214 0.266 0.165 0.158 0.197 –

Communication
link

0.211 0.199 0.269 0.321 – –

Difference factor 0.237 0.699 0.064 – – –
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gi ¼ k1Siþ k2Tiþ k3Yið Þ=3 ð14:6Þ

where, k1, k2, k3 are the weights of TT&C node difference factors, with the
determination method stated in Sect. 14.3.2.1, the result as shown in Table 14.1;gi
is the calculated weight value of the ith TT&C node and after normalization
treatment, the weight value pi of each TT&C node can be obtained.

14.3.3 Determination of Standard Values

The standard values of evaluation indicator items are the indicator criteria that the
system should meet and the basic requirements for the sound operation of the
TT&C network. Some indicators involved in this paper lack similar definite
requirements, which are given based on the authors’ experience.

1. It is required that the task resource load shouldn’t be greater than 80%.
2. It is required that the equipment resource load shouldn’t be greater than 80%.
3. It is required that the storage resource load shouldn’t be greater than 50%.
4. It is required that the real-time traffic load shouldn’t be greater than 50%.
5. It is required that MTBF should be more than 4000 h.
6. It is required that MTTR should be less than 3 h.
7. It is required that the equipment availability should be greater than 90%.
8. It is required that the equipment plan completion rate should be greater than 95%.
9. It is required that the equipment failure index rate should be smaller than 3‰.

10. It is required that the environmental impact index should be smaller than 3‰.
11. It is required that the equipment working load should be smaller than 80%.
12. It is required that the data transfer rate shouldn’t be smaller than 64 kbps.
13. It is required that the data transfer band width shouldn’t be smaller than

128 kbps.
14. It is required that the data transfer delay shouldn’t be longer than 1 s.
15. It is required that the data transfer bit error rate should be smaller than 10−6.

14.3.4 Data Collection and Evaluation

At the data collection and evaluation stage, it is necessary to determine the scope of
data collection first, then followed by the collection of data about indicators of
various kinds based on the constructed evaluation system, with evaluation result
obtained through calculation based on the formula provided by the model and the
evaluation report given finally.

14 Research on Health State Evaluation Method… 173



14.3.4.1 Evaluation Scopes

The evaluation scopes in this paper are as follows:

1. Time scope: the whole year 2015 is selected as the scope of this evaluation.
2. TT&C data scope: This evaluation is aimed at the spacecrafts in S Frequency

Band.
3. TT&C node scope: This evaluation is aimed at 34 TT&C nodes that can be used

in S Frequency Band.

14.3.4.2 Indicator Calculation

Based on the differences in the evaluation indicator items, real-time calculation and
regular calculation modes are adopted respectively to obtain these data evaluation
indicators. Individual indicator items involves a case where a real-time indicator
value (obtained through real-time calculation) and a mean indicator value (obtained
through regular calculation) coexist. It is stipulated in this paper that in the case of
the real-time indicator value not exceeding the allowed limit, the mean indicator
values should be used; in the case of the real-time indicator value exceeding the
allowed limit, the real-time indicator value should be used, with the calculation of
various kinds of data as follows:

1. Control center health index: C = q1I1 + q2I2 + q3I3 + q4I4 + q5I5 + q6I6 =
94.83%.

2. TT&C node health index: after normalization of the measured data of each
TT&C node based on the indicator standard value, Formula (14.2) is used to
calculate the health index of each TT&C node, such as
D14 = q1I1 + q2I2 + q3I3 + q4I4 + q5I5 = 95.97%, with the calculation results
of the 34 sets of TT&C equipment as shown in Table 14.2.

3. Communication link health index: the equipment health index is referred to,
such as Lia = q1I1 + q2I2 + q3I3 + q4I4 = 100%.

14.3.4.3 Health Evaluation

Based on Formula (14.1) in the evaluation model, coupled with the actual situation
of the TT&C network involved in this evaluation, the ground-based TT&C network
health index can be obtained through calculation based on Formula (14.7).

N ¼ C �
X34
i¼1

gi
P34
j¼1

gj

� Di � Lia þ Lib
2

0
BBB@

1
CCCA ð14:7Þ
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Table 14.2 Equipment health index calculation

Equipment
serial no.

Measured
value of
equipment
availability

Measured
value of
equipment
completion
rate

Measured
value of
failure
index/(‰)

Measured
value of
environment
index/(‰)

Measured
value of
equipment
load

Equipment
health
index/(%)

1 0.899 0.984 2.740 1.090 0.636 99.97

2 0.650 0.993 2.450 1.840 0.709 91.28

3 0.868 0.947 2.790 3.090 0.709 98.63

4 0.633 0.946 2.670 2.890 0.790 90.57

5 0.860 0.987 1.440 1.150 0.436 98.60

6 0.868 0.994 0.620 0.000 1.000 69.18

7 0.866 0.963 2.610 6.270 0.685 93.01

8 0.949 0.999 0.300 0.000 0.702 100.00

9 0.735 0.971 1.910 0.000 0.607 94.24

10 0.920 1.000 0.000 0.000 0.659 100.00

11 0.879 1.000 0.000 0.000 0.482 99.27

12 0.982 1.000 0.000 0.000 1.000 70.30

13 0.909 0.976 0.750 3.940 0.782 98.18

14 0.806 0.979 1.130 3.390 0.694 95.97

15 0.522 1.000 0.000 0.000 0.512 86.81

16 0.950 0.998 0.320 0.000 0.966 75.35

17 0.668 0.993 2.620 1.570 0.478 91.91

18 0.847 0.995 1.310 1.310 0.482 98.15

19 0.973 1.000 0.000 0.000 0.688 100.00

20 0.973 0.998 0.000 0.000 0.852 92.23

21 0.979 1.000 0.000 0.000 1.000 70.30

22 0.979 1.000 0.000 0.000 1.000 70.30

23 0.967 1.000 0.000 0.000 1.000 70.30

24 0.112 0.974 2.760 0.000 0.731 72.51

25 0.868 0.988 2.930 2.510 0.619 98.88

26 0.691 0.970 1.670 3.330 0.665 92.07

27 0.567 0.975 1.640 1.640 0.654 88.38

28 1.000 1.000 0.000 0.000 1.000 70.30

29 1.000 1.000 0.000 0.000 1.000 70.30

30 1.000 1.000 0.000 0.000 1.000 70.30

31 1.000 1.000 0.000 0.000 1.000 70.30

32 1.000 1.000 0.000 0.000 1.000 70.30

33 1.000 1.000 0.000 0.000 0.800 100.00

34 0.934 0.997 2.290 0.000 0.604 100.00
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The TT&C network health index, 88.32%, is obtained based on calculation by
substituting the control center health index, and health index and weight value of 34
TT&C nodes and the communication link index into Formula (14.7), indicating
good health level of the ground-based TT&C network and the overall good health
condition of the ground-based TT&C network.

At the same time, it is found that individual indicators exceed the allowed limit,
which reflects certain hidden health risks involved in the ground-based TT&C
network, with specific information as follows:

1. In Table 14.2, the measured values of the environment indexes of Equipment 3,
7, 13, 14 and 26 exceed the allowed limit, reflecting these sets of equipment are
significantly influenced by the environment.

2. In Equipment 6, 12, 16, 21, 22, 23, 28, 29, 30, 31 and 32 (11 sets of equipment
in all) in Table 14.2, the measured equipment load values of 10 sets of equip-
ment are 100% (indicating full-load operation) and measured equipment load
value the remaining 1 set of equipment is 96.6%, showing too heavy load of
these sets of equipment, involving hidden health risks.

3. In Table 14.2, the measured equipment availability value of Equipment 24 is
merely 11.2%, so this equipment went through nearly 300-day transformation in
2015, severely influencing its availability.

14.4 Conclusions

The result shows that the foundation TT&C evaluation model presented in this
paper features strong operability, easy engineering implementation, intuitive
reflection of the ground-based TT&C network health index and health level and
effective solution to the actual difficulties involved in the overall foundation TT&C
management. At the same time, based on the information about indicators
exceeding the allowed limits, hidden health risks of various kinds can be found
early so that measures can be taken in a timely manner to eliminate or minimize or
delay such risks, which can provide scientific basis for TT&C resource maintenance
decisions.
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Chapter 15
Space-Ground TT&C Resources
Integrated Scheduling Based
on the Hybrid Ant Colony Optimization

Zexi Li, Jing Li and Wenting Mu

15.1 Introductions

With China’s regional navigation system began to service, China’s GNSS is
developing rapidly. Thus, the number of satellites in orbit is growing with great
speed and the disadvantages of ground-based TT&C network become impossible to
ignore. Inter-satellite links (ISLs) in Global navigation constellation have the ability
of complete coverage and high manoeuvrability, which can provide effective sup-
port for making up for the deficiencies of the ground-based resources and emer-
gency uses. How to tackle the multi-satellite scheduling problem with considering
the increasing constraints and the integrated space-ground TT&C resources
becomes difficult [1].

TTCRISP is a kind of large combinatorial optimization problem belonging to the
aerospace field, which has been proved to be a NP-complete problem [2]. It spe-
cializes how to assign integrated resources (i.e., time windows) to tasks properly
over a time period, which plays a vital role in the management of satellite network.
A lot of works have already been done on satellite scheduling problems. In general,
we may divide the methods used to tackle this kind of problems into three groups:

• deterministic methods based on programming model,
• general heuristic methods based on rules and constraints,
• metaheuristics.

Conventional deterministic methods can rarely find an optimal solution to a given
NP-hard problem in reasonable time, and general heuristic methods do not guarantee
finding a solution with good quality. So, many researchers have been engaged in
metaheuristics, mainly include ant colony optimization (ACO) and genetic algorithm
(GA), to solve it by taking the efficiency and performance into account. GA was first
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proposed by Parish et al. [3]. for the satellite TT&C resources scheduling problem to
obtain a 24-h scheduling plan of Air Force Satellite Control Network (AFSCN). In
order to maximize the number of assigned tasks, Soma et al. [4] designed a GA based
software, named IMPACT, for a broad range of satellite scheduling problem
instances. Facing a large scale multi-satellite scheduling problem, Li et al. [5] pre-
sented the improved GA by designing the proper operators of crossover and
mutation, and the numerical computational results showed its good performance.
Xing et al. [6] analyzed the features of the multi-satellite observation scheduling
problem and proposed a knowledge based ACO method which improved the effi-
ciency of ACO dramatically. Aiming to minimize the working burden as opti-
mization objective, Zhang et al. [7] built a complex independent set model based on
visible arcs and working periods, and then an ACO approach combined with a
guidance solution based pheromone updating strategy was proposed to solve it. The
experimental results demonstrated that the novel approach was competitive. Chen
et al. [8] founded two types of solution construction graph based model for satellite
data transmission scheduling problem and proposed an ACO method to deal with it,
the results verify the feasibility and effectiveness of the algorithms.

In recent years, ACO has been demonstrated in solving hard combinatorial
optimization problems effectively. ACO represents an optimization problem by
using a construction graph and letting amount of artificial ants walk on the graph.
But the basic ACO also has several disadvantages such as trapped into local optimal
easily and its poor efficiency [9, 10]. Due to this, the hybrid algorithms which
combined ACO with other optimization mechanisms were developed. In the field of
combining ACO with GA [11–21], Abbattista [18] first proposed an ACO-GA
hybrid algorithm for TSP and achieved competitive results on instance
Oliver30TSP and Eilon50TSP. White [19], Pourya [20] and Nemati [21] proposed
another kind of ACO-GA hybrid algorithms for a variety of optimization problems
in both discrete and continuous domains. Specially, White [19] used GA to opti-
mize the parameters of ACO. Pourya, Nemati ran ACO and GA in parallel in each
iteration, and the good solutions were selected as the initial population into the next
iteration. As far as we know, there isn’t any research on using ACO-GA hybrid
algorithms in the field of satellite range scheduling, so two types of ACO-GA
algorithms with different fusion mechanisms, that is, static sequential fusion
mechanism and dynamic sequential fusion mechanism respectively, were presented.

15.2 Space-Ground TT&C Resources Integrated
Scheduling System

In this section, A schematic representation of the process of TTCRISP is give in
Fig. 15.1 based on the structure of the conventional TT&C resources scheduling
system [22]. The grey parts are needed to be modified due to the newly increased
space-based TT&C resources.
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Scheduling module is the core of the system. It coordinates the communication
between satellites and ground stations so as to keep the orbiting satellites working
effectively. The scheduling module responses to serve requests of the satellites with
considering the constraints, space-ground integrated resources and task information
together, resulting an optimal scheduling plan at last.

Integrated visible arcs are composed of the inter-satellite and ground-satellite
visible arcs, which are generated according to the visibility between entities.
Inter-satellite visibility depends on both the topology and the predicted ephemeris
table of satellite network.

In contrast to the other modules work in an offline manner, link monitoring
module works online. It is response for monitoring the state of ISLs. When an ISL
breaks, the monitoring module sends a feedback message to the scheduling module,
and then the scheduling module relocates the resources to ensure that the follow-up
tasks can be served.
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Fig. 15.1 Space-ground TT&C resources integrated scheduling system
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15.3 Space-Ground TT&C Resources Integrated
Scheduling Model

For the sake of simplify, we make the following assumptions in terms of practical
conditions:

• both satellite failure and facility failure are not in consideration,
• dysfunction of satellites and facilities are not in consideration,
• each visible arc cannot be preempted once it have been assigned to the corre-

sponding task,
• each satellite involves only one antenna for establishing ground-satellite link,

and every antenna used for establishing ISLs has the same configuration,
• the time delay of multi-hop ISLs is always unacceptable, so we assume that a

ground station cannot serve a satellite via more than one relay satellite.

15.3.1 Preliminaries

The notations for elements of TTCRISP in the context are as following:

(1) A set of satellites S ¼ fs1; s2; . . .; s Sj jg, 8si 2 S; si ¼ ðsNoi; sOi; sNiÞ; where Sj j
means the number of satellites needed to TT&C support in the scheduling
period, sNoi is the identifier of satellites, sOi is the sign of the orbital charac-
teristics, namely, sOi 2 sO = {1,2,3,4} = { early orbit phase, orbiting segment,
transfer orbit segment, return segment}, sNi is the minimal numbers that a
satellite needs to be served in the scheduling period.

(2) A set of TT&C equipments E ¼ fe1; e2; . . .; e Ej jg, where Ej j means the number
of TT&C equipments in the scheduling period.

(3) For each ðsi; ejÞ 2 S� E; the visibility period can be expressed as a set
Aðsi; ejÞ ¼ fa1; . . .; a Aðsi;ejÞj jg of disjoint visible arcs which are made up of

direct visible arcs (i.e., corresponding to ground-based resources) and indirect
visible arcs (i.e., corresponding to space-based resources). Each visible arc ai is
characterized by the following parameters:

• aSi, the (unique) satellite establishing communication in ai;
• aEi, the (unique) ground station establishing communication in ai;
• aJi, the service which can be processed with aSi;
• ½aSsi ; aWe

i �; the time window of ai;
• relay sati, the relay satellite. If it is the same as aSi, aSi is a direct visible arc

(i.e., aEi applies service to aSi directly), otherwise an indirect visible arc
(i.e., indirectly service via relay sati is executed.);

• aPri, the profit of ai.
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(4) A set of tasks J ¼ fJ1;J2;. . .;J Jj jg have to be scheduled for the requirement of
satellite control operations. Each task Ji specifies a minimal communication
duration tlasti and can only be processed in a given time window JWini. Each
task Ji belongs to a unique satellite JSi. Once a task is assigned with a legal
visible arc aj, the corresponding profit aPri will be got. Moreover, the interval
of any two successive services of each satellite must be between the minimum
and the maximum interval time, denoted as tmax; tmin, respectively.

(5) The decision variable of the TTCRISP is V ¼ fxi; tsj ; tej g; i ¼ 1; . . .; Aj j; where
Aj j is the number of the visible arcs in the scheduling period; xi is a binary
decision variable, xi ¼ 1 if and only if the visible arc is assigned to a corre-
sponding task Jj; tsj ; t

e
j denote the actual start time and end time of executing

task Jj, respectively.

15.3.2 Constraints

During the process of determining whether a task is scheduled, a set of domain
constraints must be satisfied. In general, they are temporal constraints, resource
constraints, ground facility exclusivity constraints, quality of service constraints and
mission requirements, which are formalized as follows [23–27]:

(1) Temporal constraints

Temporal constraints is a pair of fixed metric times related to a visible arc, only
during which period the visible arc is available and scheduled. For example, if a
visible arc ai is assigned to a proper task Jj, the succeeding constraints must be
satisfied:

C1 ¼ fxj8ai 2 A; 9Jj 2 J; aSi ¼ JSj; aW
s
i � tsj � tej � aWe

i ; if xi ¼ 1g ð15:1Þ

(2) Resource constraints

Compared with ISLs (i.e., space-based resources), ground-satellite links (i.e.,
ground-based resources) have higher reliability, stability and accuracy when
transmitting data. Due to this, the space-based resources are only used in the
orbiting segment during which segment the satellite is stable. In summary, the
resource constraints can be expressed as follows:

C2 ¼ fxj8ai 2 A; sOðaSiÞ ¼ 2; if ðxi ¼ 1Þ ^ ðaSi 6¼ relay satiÞg ð15:2Þ
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(3) Ground facility exclusivity constraints

Each ground facility can serve only one satellite at a time, so any two
time-overlapping visible arcs which belong to the same ground station conflict with
each other. The ground facility exclusivity constraints can be expressed as follows:

C3 ¼ fxj8ai; aj 2 A; xi þ xj � 1; if ðaEi ¼ aEjÞ ^ ð½aWs
i ; aW

e
i � \ ½aWs

j ; aW
e
j � 6¼ uÞg

ð15:3Þ

(4) Mission requirements

The ground stations must serve the orbiting satellites several times a day to
receive information from or transmit commands to the antennas in order to keep
satellites working effectively. Each service may satisfy the shortest duration,
maximal and minimal interval time constraints. The tasks that the satellite sk
required are denoted as sJk ¼ fJij8Ji 2 J; JSi ¼ skg .

Service number constraints is as follows:

C1
4 ¼ fxj8sk 2 S; sJkj j � sNkg ð15:4Þ

Serve time constraints is as follows:

C2
4 ¼ fxj8Jm 2 sJk; 9ai 2 A; tmin � tsn � tem � tmax; tem � tsm � tlastm;

ten � tsn � tlastn; if ðxi ¼ 1Þ ^ ðaSi ¼ JSmÞ^
ðn ¼ minfn0j9Jn0 2 sJk; 9aj 2 A;

xj ¼ 1; aSj ¼ JSn0 ; n0 � m[ 0gÞg

ð15:5Þ

(5) Quality of service constraints

In order to improve the accuracy of orbit determination, the number of ground
stations which provide TT&C services must be as many as possible; the distance
between ground station and satellite must be less than 49,000 km. Every kind of
resource utilization strategies must subject to management. Quality of service
constraints is marked as C5.

(6) Task execution constraints

Each task can be executed at most once. Task execution constraints can be
expressed as follows:

C6 ¼ fxj8ai; aj 2 A; aJi 6¼ aJj; if ðxi ¼ 1Þ ^ ðxj ¼ 1Þg ð15:6Þ
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15.3.3 Scheduling Model

The TTCRISP aims to find a feasible schedule plan X in which the visible arcs are
assigned to as many preferential tasks as possible such that the total received profits
F are maximized. Hence, the TTCRISP can be stated as follows:

max FðXÞ ¼
X
Aj j

xi � aPri ð15:7Þ

s:t: X ¼ ðx1; x2; . . .; x Aj jÞ; ð15:8Þ

xi 2 f0; 1g; 8ai 2 A; ð15:9Þ

X 2 C1 \C2 \C3 \C1
4 \C2

4 \C5 \C6 ð15:10Þ

Formulation (15.7) states the objective function. Constraints (15.8) and (15.9)
impose the restriction on decision variables. Constraints (15.10) are intersection of
the domain constraints.

15.4 GA-ACO Hybrid Algorithm

One of the issues that probabilistic optimization algorithms might face in solving
global highly non-convex optimization problem is premature convergence. One of
the causes of premature convergence is the lack of diversity, the other reason is
related to their lack of advanced search capability around the global solution.
Several studies have shown that incorporating some knowledge about the search
space can improve the search capability of evolutionary algorithms
(EAs) significantly. In order to eliminate the shortcomings and the insufficient
robustness of the global search ability of the ACO algorithm, an hybrid algorithm
which combines ACO with GA is proposed in this paper for two reasons:

(1) It costs so much time for basic ACO to initialize and update pheromone. In the
new method, part of the updating work is handled by GA in advance. This
causes GA generally affects the searching process since it can accelerate the low
optimization efficiency and quickly find the near-optimal solution.

(2) The performance of hybrid algorithms which combined with a variety of
optimization mechanism is better than any of the original algorithms which
only use a single optimization mechanism.
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15.4.1 Algorithm Framework and Hybrid Strategy

The flowchart of the hybridization plan is illustrated in Fig. 15.2. Due to the
advantages of ACO, GA is performed to generate feasible solutions for initializa-
tion and updating pheromone until the distribution of pheromone is up to a stan-
dard, followed by the further optimization and getting a near-optimal solution by
ACO since it has the characteristics of positive feedback, distributed computation
and constructive greediness for example.

The optimization performance comparison of GA and ACO is shown in
Fig. 15.3. The lack of pheromones in stage ½t0; ta�; makes searching speed slow.
Only with pheromone accumulation, can accelerate solving process. While GA
could find acceptable solution after short period, the overall precision of solution is
relatively low. If invited at the static point tb, ACO would slow down the searching
speed due to the lack of pheromone; if invited at the static point tc, GA would slow
down the searching speed due to its late phase slow speed disadvantage. Therefore,
the key to optimal solution is to find the dynamic optimal combining point ta of two
algorithms. The steps to determine the dynamic combining point are as below:

(1) Set the lower and upper bound of GA iterations (such as tb and tc);
(2) Count offspring population evolution rate in the iterative process of GA, and set

minimum offspring evolution rate accordingly;
(3) In the specified range of the number of iterations, if offspring population

evolution rate is less than the minimum evolution rate for N generations, we
think the efficiency of GA is lower. Then terminate process of genetic algorithm
and enter the stage of ant colony algorithm.

15.4.2 Pheromone Initialization Process Based
on the Genetic Algorithm

To use genetic algorithm, the three key problems are tackled as follows:

15.4.2.1 Coding and Population Initialization

Chromosome coding is the foundation of GA. A design of genetic coding requires
completeness, integrity and non-redundancy. The paper takes chromosome binary
code as decision variable and encodes all the visible arcs as binary code.

Individuals in initial population are generated randomly. But the search per-
formance is closely related to initial population diversity, so initial population is
generated from excessive random population and then sampling by certain distri-
bution function.
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Fig. 15.2 The flowchart of GA-ACO
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15.4.2.2 Genetic Component Design

In consideration of coding method and this specific issue of space-ground TT&C
resources integrated scheduling, this article applies single-point crossover operator
and multi-point random mutation operator. Fit value functions bridges optimization
problem and genetic algorithm. The quality of corresponding feasible solution is
evaluated by calculating the fit value. Design of fit value function should be geared
to the needs of specific issues. In this paper, with reference to the optimization
target given by space-ground TT&C resource integrated scheduling model, takes
the earning of task scheduling as the fit value function of GA. GA simulates the
population evolution phenomenon of “survival of the fittest” by selecting the
operator. It has effect of reducing the population diversity monotonously and
guarantees the global convergence of GA. With considering the balance between
the performance and the efficiency, this article designs a hybrid selective factor
based on region partition to make the population diversity. All the chromosomes are
partitioned and sorted by its fitness at first, then a hybrid selective factor combined
with a roulette strategy and a elite presentation strategy is used in each partition.
The selection phase is as follows:

(1) Compute the individual fit value of generation k, f ðXmid
i ðkÞÞi ¼

1; 2; . . .; 2 � N(N is population quantity) and sort by descending order;
(2) Divide the sorted individual fit value into m regions and sort these m regions in

descending order of their individual fit value.
(3) In every set of these m regions, according to the proportion of fit value, apply

roulette wheel selection method to pick N
m individuals independently and ran-

domly to compose a new population XnewðkÞ: To ensure that optimal solution of
old population is preserved, elite preservation strategy applies.

In the roulette strategy, the probability of selecting a individual is proportional to
its fitness. Specially, calculate the fitness of each individual and generate a random
number n 2 ½0; 1� at first. Then, if the following formula is satisfied, the individual
xi will be chosen.

Fig. 15.3 Comparison of
solving speed-time
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where fi is the fitness of the individual xi.

15.4.2.3 Decoding

Decoding refers to allocating visible arc with gene value true to corresponding task
in a fixed order to generate scheduling plan.

15.4.3 The Solving Process of ACO

Provided the initial solution set from GA, ACO continues the solving process. The
graph based space-ground integrated scheduling ACO consists of three key steps:

15.4.3.1 Construction Graph

This paper adopted the idea of Gutjahr, he presented a construction graph based
ACO framework which takes C ¼ \V ;E[ for searching space of ACO, and
function U for mapping the route of ants in the directed graph to the set of feasible
solution.

The rule of constructing the visible arc timing graph is as follows: The visible
arcs are abstracted as nodes and each node corresponds to a Boolean decision
variable which represents whether the visible arc is chosen. When two nodes have
no TT&C conflict (i.e. requiring services from the same ground equipment), con-
nect them with directed line which points from early starting arc to late starting arc.
The rule ensures the traversing of ants. Each visible arc subset in ArcS ¼
fas1; as2; . . .; as ArcSj jg transforms into a sub graph.

15.4.3.2 Solution Construction

It takes two steps to construct a solution. First, ArcSj j groups of ants walk on the
ArcSj j directed graphs independently. Then link the subset together to generate
scheduling plan. In the process of traversing, ants choose next node according to the
pseudo-random state transition rule expressed in formula (15.12). When ant takes
step from node ai to aj in step k, probability can be calculated by formula (15.12):
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PijðkÞ ¼
½sijðkÞ�a�½gijðkÞ�bP

u2JðiÞ ½siuðkÞ�
a½giuðkÞ�b

; j 2 JðiÞ
0; otherwise

(
ð15:12Þ

where sij is pheromone trail; gij is heuristic information; a and b are the weight of
pheromone trail and heuristic information; JðiÞ is the set of nodes which can be
reached directly from ai and is not visited by ants.

From the experience of pragmatic situation, scheduling prefers to concentrate
TT&C tasks into a relatively short time span in each divided span. For efficiency,
that is, to pursue the max parallel degree, so the heuristic rule designs as:

gij ¼ 1= aWs
i � aWs

j

��� ��� ð15:13Þ

Formula (15.13) denotes that ant would prefer node which is nearest to the node
that has TT&C service already.

15.4.3.3 Pheromone Trail Update

The distribution of pheromone will finally determine the quality of solution. This
paper designs a local update strategy,which is based on elitist ants, for pheromone
to lead the ant colony to search and find the optimal solution. Set the i iterations of
paths as fT1

lgðiÞ; T2
lgðiÞ; . . .; Tm

lgðiÞg, and arrange the corresponding objective func-
tion values according to the order from ideal to non-acceptable. Then the updating
mechanism of local update strategy is as below:

sij ¼ ð1� qÞ � sij þ
Xemj j

k¼1

Dskij ð15:14Þ

Dskij ¼ ðCk
lgÞ�1; ði; jÞ is on path Tk

lg
0; otherwise

�

where emj j is the number of elitist ants, q is pheromone evaporation rate.

15.5 Simulation Example and Result Analysis

15.5.1 Scene Design

Compass GNSS consists of 30 satellites: 24 MEO satellites which form a
Walker24/3/1 constellation, 3 Geosynchronous Earth Orbit (GEO) satellites, and 3
Inclined Geosynchronous Satellite Orbit (IGSO) satellites, the layout of
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Compass GNSS is shown in Fig. 15.4, red, violet, and blue squares represent the
MEO satellites, IGSO satellites and GEO satellites respectively.

We consider two instances designed for the orbit determination services
scheduling of the MEO satellites in Compass GNSS. The basic information is given
in Table 15.2. To meet the accuracy requirement of orbit determination, a MEO
satellite must be served 4 times which are evenly distributed throughout a day. For
this reason, a scheduling period is always partitioned into four equal time slots and
the visible arcs are often divided into four clusters. Without loss of generality, a
long visible arc of a MEO satellite is divided into short arcs by the standard of the
minimum duration of all services in order to make well use of these visible arcs.
Moreover, all short visible arcs are divided into 4 clusters corresponding 4 time
slots. In summary, within each time slot, every satellite needs to be served with not
less than 30 min duration. The profit of visible arcs are shown in Table 15.1.

Fig. 15.4 Layout of compass
GNSS

Table 15.1 The profit of
resources

The resource type Profit

Satellite-ground visible arc 1.00

Inter-orbit plane inter-satellite visible arc 0.95

Intra-orbit plane inter-satellite visible arc 0.90
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15.5.2 Parameter Settings

The parameter settings of the hybrid GA-ACO are shown in Table 15.3.

15.5.3 Simulation Result

To find the best combining point of GA-ACO, it is necessary to determine the
proper iteration range of GA. Therefore, firstly, we study the effect of iteration
number of GA on optimization performance of hybrid algorithm. To find out the
best combining point, only the parameter NGA is varied while others are fixed. For
each instances, our algorithm was executed 10 times independently.

The effect of iteration number of GA in the hybrid algorithms is shown in
Fig. 15.5. As seen from Fig. 15.5, for the instance of ground-based TT&C
resources integrated scheduling, the median and the maximum value are the largest
and the dispersion degree of the scheduling results is small when NGA ¼ 150: Due
to this, the lower and the upper bound of the GA iterations are set as 50 and 200,

Table 15.2 Scheduling scene configuration

Problem
instance
scale

#
satellites

Scheduling
period

TT&C
resources

#
visible
arcs

#
ground
stations

Design purpose

Small 24 2012/7/1–2 Ground-based
TT&C
resources

1773 4 It is used to verify
the feasibility and
effectiveness of the
algorithm

Large 24 2012/7/1–2 Space-ground
TT&C
resources

8865 4 It is used to verify
the robustness of
the algorithm

Table 15.3 Parameter settings of GA-ACO

Symbol Meaning Value

NGA Maximum number of iterations of GA NGA ¼ f50; 100; 150; 200; 250; 300g
NACO Maximum number of iterations of ACO NACO ¼ 300

Nchrom Population size of GA Nchrom ¼ 50

Nants Population size of ACO Nants ¼ 20

GA last Maximum stagnant generations GA last ¼ 30

PC Crossover probability PC ¼ 0:65

Pm Mutation probability Pm ¼ 0:08

q Pheromone evaporation ratio q ¼ 0:3

a Weight of pheromone trail a ¼ 1

b Weight of heuristic information b ¼ 1=3
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respectively. For the other instance, the median and the maximum value are both
the best when NGA ¼ 150; 200; 250; so the lower and the upper bound of the GA
iterations of space-ground instance are set as 150 and 250, respectively. The GA
iterations in static fusion GA-ACO for the two instances are set as 150.

We implemented four algorithms to check the performance of the hybrid ones.
The four algorithms are GA, ACO, static fusion GA-ACO, dynamic fusion
GA-ACO, respectively. Figure 15.6a, b shows the comparison results of the two
fusion strategies obtained for two instances. We can observe that the dynamic
fusion GA-ACO was able to find all best results of average solution values for both
the ground-based and the space-ground instances. The best average result for the
ground-based instance is 74.7, while for space-ground instance is 94.05.

Figure 15.6c, d presents the comparison results obtained for dynamic fusion
GA-ACO and GA for two instances. With respect to the average value, dynamic
fusion GA-ACO is better than GA on all instances. We can observe that although
the performance of GA-ACO was not as good as GA in the early optimization
stage, but GA was trapped into local optimal with the increase of iterations.

As shown in Fig. 15.6e, f, the performance of dynamic fusion GA-ACO is
competitive compared with ACO.
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Fig. 15.5 Computational
results obtained when
different number of iterations
are tested
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In summary, dynamic fusion GA-ACO can combine the advantages of GA and
ACO effectively, the performance and the efficiency of the hybrid algorithm is
better than any of the algorithm with single optimization mechanism.
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15.6 Conclusions

Motivated by a real-life application in China Satellite Control Center, this paper
considers a space-ground TT&C resources integrated scheduling problem. Two
hybrid algorithms which combine ACO with GA were proposed to tackle this
combinatorial optimization problem. The computational results obtained by four
proposed heuristics show that all the algorithms were able to get solutions with
good quality in reasonable time for the TTCRISP and the dynamic fusion GA-ACO
outperformed the others in this paper.

TT&C resource scheduling problem in dynamic uncertain environment and with
multiple objectives are the further research directions, and combining ACO with
other optimization mechanisms will be continuously explored.
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Chapter 16
Design and Realization of the Three
Layers Telemetry Data Transfer Software
Frame

Guanghui Ren, Xiangyu He, Shuangcheng Gao and Xin Zhang

16.1 Introduction

Data Transfer Equipment (DTE) is the data interface of telemetry equipments and
the center data disposal terminal [1]. In recent years, With the promotion of
Consultative Committee for Space Data Systems (CCSDS) standard, telemetry data
formats of spacecraft change continually and high density and normalization tasks
make DTE need to reduce workload of software maintenance and shorten prepa-
ration time as far as possible [2–4]. As the hub of telemetry system data, DTE
gradually is developing towards network, modularization, abstraction and gener-
alization. Therefore, many experts in the related areas do a lot of research: Haijiang
et al. [5] analyze feasibility of IP multicast technology used in the telemetry data
transfer deeply; André Weiskopf, Frank Weichert describes a system for data
acquisition and remote maintenance via wireless communication [6]; Wang Gang,
Guo Libing, Li Ru and Beijing telemetry technology institute develop respective
DTE software using plug-in or IceGrid technology [7–9]; Conceptions of “data
source”, “data channel” and “selection parameter table” are proposed by Bian
Changwan [10] who designs telemetry data and disposal method abstractly; Zhang
Caiyue, Chen Liang and other people [11] expound the idea of abstraction design in
the data transmission system based on database and implement it.

Based on above achievements, a new and highly abstract “three layers data”
transfer software frame is designed in this paper. Data received from outside are all
abstracted as “data pool”; methods, processes and results of data disposal are
abstracted as “data table”; interfaces of data towards outside and data storage are
abstracted as “data channel”. Through “data pool”-”data table”-”data channel” three
layers data which are encapsulated independently and work collectively, the DTE
software has higher generality, flexibility and adaptability. Meanwhile, the
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telemetry DTE software has been implemented and applied in the homebred Kylin
operation system based on this frame. Looking from the application effect, the new
DTE software shortens the time of task software maintenance and improves the
visual monitoring ability of real-time data which produces obvious benefits.

16.2 Functions and Features of DTE

The main functions of DTE are: in the process of preparing a task and the process of
tracking and measuring spacecraft, all telemetry data are real-time disposed,
selected, transmitted and saved and other data are received, disposed and sent as the
task configuration.

DTE sub-system needs to transfer information between the inside system and the
outside disposal display terminal. They have several features:

• A wide variety of receiving data: there are above ten kinds of data in the inside
system and the outside disposal display terminal and some new kinds of data
may be added along with task functions expanded.

• Numerous methods of data disposal: a mass of data need to be disposed before
sending; disposal methods are various and change as the different of species of
receiving data.

• Manifold sending data: the number of base band telemetry flow, the disposal
display number of sending towards outside, the frame frequency and the format
of framing change with the needs of different tasks.

From the above features, it is known that the highly abstract and low coupling
software frame must be designed if generality, flexibility and adaptation of DTE are
improved. On the basis of meeting current demands, the software should be abstract
and decoupling as much as possible to meet possible changes and demands in the
future.

16.3 The Original Design Frame of Telemetry Transfer
Software

16.3.1 The General Frame of Telemetry Transfer Software

Most DTE software are written by object-oriented C++ or C#. A general method of
telemetry transfer data disposal process is described in Fig. 16.1 and it is a natural
train of thought with reception, disposal and sending data. For example: data
received from network are classified according to the data format and framed
according to different data types, disposed data are sent to destinations through the
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network. Although this kind of software is simple, efficient and has a strong
understandability, there are many problems in aspects of flexibility and adaptation.

• Poor adaptability and insufficient abstraction when the software is designed

The flexibility and adaptation of software depend on abstract degree. Although
the software is written using the object-oriented languages, the abstract degree of
data and the data disposal are not enough [5]. Common problems in the data disposal
process are not extracted which is a disposal of process in essence. Once there are
large demand changes occurring (such as the number of base band changes, desti-
nation of sending data increases, format and standard of transmitting information
change and the disposal method changes), designers need to amend the software.

• There are heavy workload and high difficulty when maintaining software

Because of poor adaptation, when facing on ordinary demands change, the
software could not work using visual configuration methods and code must be
modified. When facing on big demands change, the software frame and disposal
process need to be modified which lead to heavy workload and high standard to
maintainer. It is difficult to establish task state quickly in the situation of high
density task.

16.3.2 The Frame of Telemetry Transfer Software
Based on “Data Source”

Conceptions of “data source”, “communication channel” “parameter disposal
method” and “disposal parameter table” are proposed by Bian Changwan who
designs telemetry data and disposal method abstractly on the basis of summarizing
many kinds of DTE software. A new thought of generalization and modularization
of data is proposed. The frame of transfer software is described in Fig. 16.2 based
on this thought.

Dispose data of 
Others

Receive Data Yes

Send result 
Data

Begin

Dispose data 
of Telemetry 

Stream

Dispose data 
of GNSS

Send result 
Data

Send result 
Data

Classify Data

Fig. 16.1 Disposal flow diagram of DTE using general method
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“Data source” in the frame is a logic conception which indicates any data
inputted into the module of software disposal transmission. All “data source” are
considered as a (n, m) planar data block. The new data block which has been
disposed can be used by other software modules. “Communication channel” is an
approach through which data are transmitted and receiving and sending any data are
through “communication channel”. “Parameter disposal method” is an abstraction
of different data disposal methods. “Disposal parameter table” includes “parameter
disposal method” and “communication channel” which takes different kinds of
parameter disposal results to frame as configurations and sends framing data
through “communication channel”.

This frame is an abstraction of telemetry data and disposal methods. The
adaptation of software is improved obviously, the workload of software mainte-
nance is reduced and the efficiency of maintenance is improved. But there are some
shortcomings:

• Part of data are abstracted irrationally and some couplings exist. “Data source”
and “communication channel” overlap in the function. In order to reduce codes
repetition, the conception of “extended data source” is proposed in the “data
source” which leads to couplings of software structures and goes against the
modularization of software.

• The conception of “data source” is divided too small which leads to complicated
structures and difficult codes. In order to solve the problem of single data source
existing several kinds of data, two layers data are used in the frame to guarantee
the oneness of data in the data source. Although complexity of structures and
difficulty of codes are improved, efficiency is improved limitedly.

• Part of data are abstracted halfway and the design thought that data is center
isn’t carried out completely. Data sending and saving are based on communi-
cation channels in the frame which leads to some inconveniences such as data
types difficult to identify in the storage and can’t control data directly when
sending data.
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Fig. 16.2 Software frame of
DTE based on “data source”
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16.4 Software Frame Design

16.4.1 Software Frame Design of “Three Layers Data”

Aiming at problems of the current design frame, task demands and future devel-
opment demands, the current software frame of “data source”, “communication
channel”, “parameter disposal method” and “disposal parameter table” is analyzed,
reconstructed, improved and optimized. The conception of three layer data of “data
pool”, “data table” and “data channel” is formed. A new highly abstract transfer
software frame is proposed as shown in Fig. 16.3.

The design thought is: the data pool receives DTE external data and pre-disposes
data through different methods. Then uniform format data are formed. Pre-disposed
data and external data in the transfer system are disposed as target data through
different data disposal methods. These target data after combination form the “data
table” which accomplishes different kinds of framing work of sending data. Finally,
data channels and data tables establish corresponding relations and data tables are
sent to target addresses through the grouping method.
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16.4.2 Detailed Disposal Flow of “Three Layers Data”
Frame

The detailed disposal flow design of “three layers data” frame is shown in Fig. 16.4.

• According to current task demands, data pool objects K, R and M are created.
When objects K and M receive corresponding data, the related parameter dis-
posal objects K1, K2……Kn and M1, M2……Mn are disposed. Objects Kn and
Mn have the function of control data tables sending;
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• These data are filtered and then disposed, the results are laid in the corre-
sponding data buffer of selection parameter table.

• After parameter disposal objects with the function of control data tables sending
are disposed, parameter disposal objects which are not related with non-data
pool are disposed and form “data table”.

• When data tables can be sent and groups are opened, data can be sent through
corresponding data sending objects.

In addition, for timing sending data, after selection data tables gather data, data
are sent through data channels using timing intermit.

16.4.3 Advantages of “Three Layers Data” Frame

16.4.3.1 Reasonable Data Abstraction, Reduce the Coupling
of Different Links

As shown in Fig. 16.5, external data are abstracted, concluded and form “data
pool”. The communication channel forms “data channel”.

In the new frame, on the one hand, objects of “data pool” and “data channel” can
be created independently which don’t overlap in the function of receiving data. On
the other hand, the key “data table” can flexibly dispose data in “data pool” and
send results to the external system through “communication channel”. The coupling
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of conception in three is avoided which is very beneficial to design modular soft-
ware, reduce coupling in modules and improve the adaptation, maintenance and
expansibility.

16.4.3.2 Efficiently Filter and Judge Data, Simplify the Frame
to Improve Efficiency

In the software frame based on “data source”, “sub-data source” is added in order to
distinguish different kinds of data in the single data source. Every “data source”
creates a thread of receiving data. Data sources are judged by “sub-data source” in
this thread which doesn’t improve the software operation efficiency. Data in “data
pool” are not partitioned directly, but using the regular expression judge data
whether or not need to dispose which simplifies the software frame and improves
readability of code and disposal efficiency of data.

16.4.3.3 Flexible Data Grouping, Improve Visual Operation Ability

Because there are many kinds of data tables and data channels in the process of
executing the task, in order to increase operability, sending data is not only con-
trolled by two methods of controlling data tables and data channels, but also group
to data tables in the new frame. As shown in Fig. 16.6.

Every data table binds a “sending group”, each sending group is named as
“Persist group”, “Forward group”, “Fixed group”, “Measure group”, “Simulation
group”, “Backup group” and so on.
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In the normal state, each data table is in different sending groups. When the
group switch is opened, data tables are sent immediately after disposed data.
According to joint debugging procedure in different phases, open different groups
and complete joint debugging requirements. In the emergency circumstance, special
requirements are completed by controlling every “data table” and “data channel”
which increases flexibility of sending data and improving operability of users.

16.5 The New Frame Software is Completed
in the Kylin Operation System

16.5.1 The Realization of DTE

The telemetry transfer software based on the new frame in the Kylin operation
system using C++ program language on QT flat is completed. The timeboard
supported Kylin operation system is used. DTE software in the new frame is
divided to seven modules: Task configuration and management module. Visual task
state configurations and other management works are completed based on
eXtensible Markup Language (XML) and regular expression; Time disposal
module, which collection highest to 200 Hz are completed using the system signal
waiting mechanism; Task disposal and management module, which is in charge of
creating objects of data at all levels and completing the task process; Data pool and
management module, which is in charge of receiving and pre-disposing external
data and managing receiving data; “Data table” and management module, which is
in charge of managing data disposal methods in the data pool and sending data;
Data channels and management module, which is in charge of sending and saving
“data table” and managing sending data channels; Display modules, which is in
charge of displaying information of software configurations and tasks.

16.5.2 The Key Technology and Characteristics

16.5.2.1 Module Design Without Telemetry, Improve Generalization
of Transfer Software

This software is based on a highly abstract frame and all classes are out of the
natural attribute define of telemetry equipments. “Meta-object” system is used to
complete dynamically creating different kinds of objects. The generalization in the
process of data disposal and transfer using space measuring equipments is achieved.
For other measuring equipments, this software only need to use “meta-object”
system and increase corresponding data disposal methods.
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In view of current tasks demands, many kinds of data disposal methods are
designed, such as:

• Data selection class: telemetry selection, common selection, base selection,
GNSS selection, etc.;

• Data framing class: Packet Data Exchange Protocol (PDXP), calculating number
of days, count, telemetry state, servo state, etc.;

• Data conversion class: Global Navigation Satellite System (GNSS) Data,
instantaneous orbit, computer word, bite control parameter, telemetry time, time
transformation, etc.;

• Data simulation class: fixed value filling, simulation file etc.

16.5.2.2 The Process of Establishing the Task State like Building
Blocks, Improve the Efficiency of Maintenance

Using QT with flexible interface program technology, highly visual configuration
pages are made. Operators can assemble step by step to basal modules and con-
figurate parameters by visual and building blocks methods. Then complicated task
states are established. States of similar tasks are established just need to modify part
of parameters of original task configuration, the whole process of establishing task
state no longer need to modify codes. It improves the efficiency of software
maintenance and reduces the time of preparing tasks. Meanwhile, because of the
design of high abstraction, low coupling and building blocks, this software can
meet new demands which may appears in future. As shown in Fig. 16.7, corre-
sponding “building blocks” are dismantled, added or modified according to con-
tents of software maintenance.
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16.5.2.3 Data Display of Jigsaw, Focus on Key Data

In view of problems of various kinds, large amount of data and inconvenient
monitor of telemetry data, MIME (Multipurpose Internet Mail Extensions) tech-
nology is used which can drag, assemble, fold and delete display information of
different kinds of data expediently, quickly and visually. The most key data and the
most care states can be placed on the main window. Meanwhile, key data of
different kinds of data flows are judged real-time. The system would give an alarm
to abnormal states through indicator lights and widget colors which can improve
ability of operators monitoring real-time data and help operators carry out emer-
gency disposal.

16.5.2.4 The United Structure of Data Storage, Accelerate Data
Analysis After Tasks

Receiving and sending data in this software are saving according to objects which
are created, the name of data storage is same as the name of creating objects. In
addition, in order to accelerate the speed of disposing data after tasks, the format of
data storage is defined. In the frame head of data, the state of this task and the type,
structure, takeoff absolute time of this data are defined. Time code, data length and
end symbol are added in each frame data. It is convenient to divide data and analyze
key information of losing frames, frequency and sending time.

16.5.2.5 Long-Distance Order Interface, Adapt Future Automatic
Operation Demands

In order to adapt automatic operation demands, a suit of order format of transfer
software is designed. By judging the type of receiving data and according to order
type of receiving data control switch of data group and data storage, many operation
items are completed. It lays the foundation for DTE long-distance, equipment
one-click and automatic operation.

16.6 Conclusion

It indicates that the transfer software based on this frame has high generalization,
flexibility and adaptability which shortens the time of the software maintenance,
reduces the difficulty of the software maintenance and improves the visual monitor
ability of real-time data. It can meet the demand of DTE software in future tasks and
has the value of generalization and application in other space measurement
equipment DTE sub-systems.
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Chapter 17
Telemetry Communication in Complex
Attitude Conditions Based on Space-Time
Coding

Hongpeng Zhu, Jun Cai, Zhiqiang Li and Zhongwu Xiang

17.1 Introduction

For aircraft under complicated attitude conditions, when the aircraft’s position is
located between the sending and receiving antennas, the signal would attenuate
greatly and even been blocked. To solve this problem, there are generally two kinds
of method: one is to use steerable antenna with tracking-pointing mechanism for the
aircraft, but the antenna technology is too complicated, and the antenna
tracking-pointing range is limited. Another one is to use a pair of antenna on both
sides of the body, which ensures at least one antenna is visible to earth station.
Under certain attitude conditions, both two antennas are visible, but the distances
between the sending and receiving antennas are different. This leads to the phase
difference of two signals from different antennas, which manifests as the phe-
nomenon of destructive interference. While these two signals use different fre-
quencies, the above problem can be solved effectively but signal bandwidth is
doubled, and earth stations need to be equipped with a pair of receiving antennas.
Frequency resource is becoming more precious today and the solution requiring
double bandwidth is inappropriate.

With space-time coding [1] of these two signals, the reliability of telemetry
communication under complex attitude can be improved without extra bandwidth.
Space-time coding for aeronautical telemetry were studied by Rice [2, 3], but the
decoder is based on hard decision. With the development of channel coding
technology, turbo codes [4, 5], LDPC codes [6–8], Polar codes [9, 10] and other
advanced coding technologies have been widely used in telemetry communication.
These advanced coding are all based on soft decoding. If space-time codes are
hard-decoded, subsequent channel coding cannot give full play to their advantages.
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For ensuring the reliability of telemetry communication, the adoption of erasure
code technique was proposed in paper [11], while situations under complex attitude
conditions was not considered. Concatenated LDPC and space-time coding in
Rayleigh fading channel has been studied by Fang [12, 13], but they placed their
intersection construction and analysis of LDPC codes and didn’t illustrate how to
perform soft space-time decoding. There are also a number of other researches on
Concatenated LDPC and space-time coding [14–17], but they are not for the
telemetry communication under complex attitude conditions.

In this paper, space-time coding for telemetry communication under telemetry
communication are studied. We mainly focus on how to perform soft space-time
decoding based on channel estimation. The rest of this paper is organized as fol-
lows. Section 2 introduces the system model with concatenated LPDC space-time
codes and a 2 � 1 antenna system. Section 3 elaborates the channel estimation
algorithm and provides the parameters for space-time decoding. Section 4 proposes
an algorithm of space-time soft decoding. Section 5 gives the bit error performance
of telemetry communication based on the space-time coding. Finally Sect. 6 con-
cludes the paper.

17.2 System Model

The telemetry communication system includes one aircraft and an earth station, as
shown in Fig. 17.1. A pair of transmitting antennas is mounted on the aircraft. The
earth station is equipped with only one receiving antenna.

Assume s to be the transmitted information, and c is the corresponding LDPC
codes. With space-time coding, the codes denoted as x1 and x2 are generated.
After BPSK modulation, the two signals would be emitted by different antennas
respectively.

Earth station
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Encoding
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time
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s c
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Channel
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ion

Channel 
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Fig. 17.1 Adams model of stable-platform

210 H. Zhu et al.



Space-time coding is performed as follows [18–20].Break the LDPC codes into
several groups, and each group contains two symbols, as expressed below.

c0; c1jc2; c3jc4; c5jc6; c7j � � � jc2k; c2kþ 1j � � � ð17:1Þ

The space-time coding generates two vectors denoted as x1 and x2. x1;i and x2;i
are the elements of corresponding vector. The encoding rule is expressed as (17.2)
and (17.3).

x1;2k ¼ c2k; x1;2kþ 1 ¼ 1� c2kþ 1 ð17:2Þ

x2;2k ¼ c2kþ 1; x2;2kþ 1 ¼ c2k ð17:3Þ

The space-time codes are divided into blocks, with Lc symbols in each block,
where Lc is integer times of 2. As the receiver need channel information for
space-time decoding, pilot symbols of length Lp should be inserted before each
code block for channel estimation. The pilot symbols for two signals are inde-
pendent of each other.

When the mixed signals from two transmitting antennas arrive at the receiver,
synchronization should be performed to find out the pilot information. Then, we can
do the pilot-aided channel estimation to assist space-time decoding. Space-time
decoder is based on soft-in-soft-out (SISO) decoding algorithm and outputs soft
likelihood information to LDPC decoder. In this paper, we mainly focus on channel
estimation and space-time soft decoding.

17.3 Channel Estimation Algorithm

Pilot sequence in each block can be used for channel estimation by iterative
algorithm.

Assume baseband signals transmitted from two antennas to be s0 tð Þ and s1 tð Þ.
Parameters of the corresponding 2 channels are h0 ¼ h0j jejh0 and h1 ¼ jh1jejh1 .
Since two transmitting antennas are installed on the same aircraft which is distant
from earth station, frequency offset of two signals can be considered approximately
the same, denoted as x0. As the distances between two transmit antennas and
receiving antenna are different, there exists difference of propagation delay.
Suppose the propagation delay of the first signal is s0, and the second is s1. When
the difference Ds ¼ s1 � s0 is much smaller than the symbol period Ts, we consider
s1 � s0.

The baseband form of received signal is as follows.

r tð Þ ¼ h0s0 t� s0ð Þþ h1s1 t� s1ð Þ½ �ejx0t þ n tð Þ ð17:4Þ

where n tð Þ is the complex noise.
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The objective of channel estimation is to estimate the parameters h0, h1, x0, s0
and s1.The iterative estimation algorithm can be described as follows:

(a) Initialization: ĥ0 ¼ 1 , ĥ1 ¼ 1 , ŝ0 ¼ 0 , ŝ1 ¼ 0.
(b) Estimating frequency offset according to ĥ0, ĥ1, ŝ0 and ŝ1.
(c) Compute ĥ0, ĥ1, ŝ0 and ŝ1 based on x̂0.
(d) Go to step (b) for next iteration.

The maximum likelihood algorithm for frequency offset estimation is as follow:

x̂0 ¼ argmaxx0

XNp�1

n¼0

rðnTsÞ h�0s
�
0 nTs � s0ð Þþ h�1s

�
1 nTs � s1ð Þ� �

e�jx0nTs

�����
�����
2

8<
:

9=
;
ð17:5Þ

where Ts is the sampling period, and Np is the number of sample points in the pilot
segment. Suppose the up sampling rate is 4, that is Ts ¼ Td=4, where Td is the
symbol period, and Np ¼ 4Lp, where Lp is the number of symbols in the pilot
segment. Study shows that an appropriate increase of sampling rate can improve the
accuracy of the frequency estimation.x0 depends on the estimate h0, h1 and s,
which we use their estimated value ĥ0, ĥ1 and ŝ instead respectively. The above
estimation algorithm has no closed form solution. It can be solved by traversing
search.

Frequency offset can be compensated for the pilot segment based on frequency
estimation. The compensated signal can be written as

rc tð Þ ¼ h0s0 t� s0ð Þþ h1s1 t� s1ð Þ½ �ejDxtt þ n0 tð Þ ð17:6Þ

where Dx is the residual frequency offset.
The discrete form of rc tð Þ can be expressed as:

rc kTð Þ ¼ h0s0 kT� s0ð Þþ h1s1 kT� s1ð Þ½ �ejDxkT þ n0 kTð Þ ð17:7Þ

Define vectors rc, w, s0 s0ð Þ, s1 s1ð Þ and x as

rc ¼

rc 0ð Þ
rc Tð Þ
..
.

rc Lp � 1
� �

T
� �

2
6664

3
7775 ð17:8Þ

s0 s0ð Þ ¼

s0 �s0ð Þ
s0 T� s0ð Þ

..

.

s0 Lp � 1
� �

T� s0
� �

2
6664

3
7775 ð17:9Þ
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s1 s1ð Þ ¼

s1 �s1ð Þ
s1 T� s1ð Þ

..

.

s1 Lp � 1
� �

T� s1
� �

2
6664

3
7775 ð17:10Þ

x ¼
1

ejDxT

..

.

ejDxðLp�1ÞT

2
6664

3
7775 ð17:11Þ

rc can be written as:
rc ¼ h0s0 s0ð Þþ h1s1 s1ð Þð Þ: � xþw ð17:12Þ

Express s0 s0ð Þ and s1 s1ð Þ with a matrix

SðsÞ ¼ s0 s0ð Þ s1 s1ð Þ½ � ð17:13Þ

and h0 and h1 with a vector

h ¼ h0
h1

� �
ð17:14Þ

Thus rc can be rewritten as vector

rc ¼ ðS sð ÞhÞ: � xþw ð17:15Þ

The maximum likelihood estimation for channel parameter s is as follows:

ŝ ¼ argmins I� SðsÞ SH sð ÞSðsÞ� ��1
SH sð Þ

h i
rc

��� ���2
	 


ð17:16Þ

The solution of ŝ is the one that makes I� SðsÞ SH sð ÞSðsÞ� ��1
SH sð Þ

h i
r

��� ���2
	 


minimum,so we need to calculate the expression for all the possible values of s.
Since s has infinite possibilities, it is impossible to traverse all cases. We need to
design the resolution of s and quantify accordingly. Then we can calculate corre-
sponding results for each s and find the minimum value. The corresponding s for
the minimum is the estimated value ŝ.

The estimation of channel parameter h is as follows.
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ĥ ¼ SH ŝð ÞS ŝð Þ� ��1
SH ŝð Þr ð17:17Þ

Substituting (17.16) into above equation, we get

ĥ ¼ SH ŝð ÞS ŝð Þ� ��1
SH ŝð ÞððS sð ÞhÞ: � xþwÞ ð17:18Þ

Assume the impact of noise components is not considered, we get

ĥ ¼ SH ŝð ÞS ŝð Þ� ��1
SH ŝð Þ S sð Þ: � xð Þh ð17:19Þ

From the above equation, we can see that the residual frequency offset will cause
error of channel parameter estimation. But as long as the residual frequency offset is
small enough, the impact can be negligible.

17.4 Space-Time Soft Decoding Algorithm

Suppose the information to be sent is x1 and x2. After space-time coding, two
signals[x1, 1� x2] and [x1,x2] are generated.

Define s to be the transmitted signal for each code block.

s ¼ x1 1� x2
x2 x1

� �
ð17:20Þ

The channel parameter is denoted as h.

h ¼ h1 h2½ � ð17:21Þ

Received signal r can be written as:

r ¼ hsþ n ð17:22Þ

where n is the noise, n ¼ n1 n2½ � and r ¼ r1 r2½ �.
Space-time decoding outputs likelihood information.

LD xkjrð Þ ¼ ln
Probfxk ¼ 0jrg
Probfxk ¼ 1jrg ; k ¼ 1; 2 ð17:23Þ

According to the received signal r, the likelihood information of each trans-
mitted bit is determined, and the information is sent to the LDPC decoder.
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LD xkjrð Þ can be expressed as

LD xkjrð Þ ¼ ln

P
s2sþ p rjsð ÞProbfsgP
s2s� p rjsð ÞProbfsg ð17:24Þ

where sþ represents all sets of s corresponding to xk ¼ 0, and s� corresponding to
xk ¼ 1. Each code block contains two bits. Take the first bit of code for example.
sþ contains{0,0}and{0,1},and s� contains{1,0} and {1,1}.

The above formula can be converted to

LD x0jrð Þ ¼ ln

P
s2sþ p rjsð ÞðProb x0 ¼ 0f gProb x1f gÞP
s2s� p rjsð ÞðProb x0 ¼ 1f gProb x1f gÞ ð17:25Þ

LD x0jrð Þ ¼ ln
Prob x0 ¼ 0f g
Prob x0 ¼ 1f g þ ln

P
s2sþ p rjsð Þ Prob x1f gð ÞP
s2s� p rjsð Þ Prob x1f gð Þ ð17:26Þ

Suppose 0 and 1 have equal probability. The above equation can be further
simplified to

LD x0jrð Þ ¼ ln

P
s2sþ p rjsð ÞP
s2s� p rjsð Þ ð17:27Þ

where

p rjsð Þ ¼ 1

4p SNRð Þ�1
� �2 e

Tr r�hsð ÞH r�hsð Þð Þ
2 SNRð Þ�1 ð17:28Þ

LD x0jrð Þ can be simplified as

LD x0jrð Þ ¼ r1h�1 þ r�2h2
h21 þ h22

ð17:29Þ

LD x1jrð Þ ¼ r1h�2 � r�2h1
h21 þ h22

ð17:30Þ

(17.29) and (17.30) can be regarded as the log-likelihood ratio(LLR) output of
soft space-time decoder.
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17.5 Performance Simulation

In this section, the performance based on space-time coding under complex attitude
conditions is simulated. The system uses two transmitting antennas and one
receiving antenna. Assume that data is encoded with LDPC codes of length 512 and
rate 1/2. The threshold of Eb=n0 corresponding to BER < 10�5 for this LDPC codes
is 3 dB. Each sending frame is comprised of five coding frames. The length of
sending frame is 2560.

Perform space-time coding to frame to generate 2 signals. A pilot segment of
256 symbols is added in front of each frame. It is notable that 2 signals must have
uncorrelated pilots. Each signal is BPSK modulated. Assume the symbol rate is
512 K baud. The channel conditions are simulated by setting the signals’ channel
parameters h0 and h1. Doppler effect is simulated by adding a frequency offset Dx.
The receiver uses the above channel estimation algorithm and space-time decoding
method. It outputs LLR information to LDPC decoder. Bit error rate performance is
calculated by comparing LDPC decoder output with source data. The direct
transmission without space-time coding is also simulated and its performance is
compared with space-time coding. In the simulation, we assume 2 signals have the
same transmitting power. For each signal its’ signal to noise ratio Eb=n0 is 3 dB.
When the phase differences of two received signals changes from 90° to 180°, the
bit error rate performance is shown in Fig. 17.2.

In Fig. 17.2, the curve labeled with square represents BER performance without
space-time coding, while the curve labeled with star is based on space-time coding.
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Fig. 17.2 Comparison of bit error rate performance with and without space time coding under
complex attitude conditions
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As shown in the figure, if data is transmitted directly, these 2 signals appear to
cancel with each other while the phase difference changes between 90° and 180°.
The more closer to 180°, the signal cancellation phenomenon is more obvious, thus
the BER performance is much worse.

When the difference reaches 180°, the BER is close to 0.5. However, with
space-time coding, BER performance is not sensitive to the phase difference any
longer. The error performance almost remains unchanged while the phase difference
changes from 90° to 180°. The BER is less than 10�5 when Eb=n0 ¼ 3dB. This
simulation result justifies that space-time coding can improve the reliability of
telemetry communication under complex attitude conditions.

17.6 Conclusion

In this paper, telemetry communication under complicated attitude conditions is
studied. We mainly focus on how to improve the reliability of telemetry commu-
nication by adopting a dual antenna system and space-time coding. Based on
dual-antenna system, the high-gain LDPC coding and space-time coding, a
telemetry communication system model is established. A pilot-aided method for
channel estimation is stated. Then a soft space-time decoding algorithm based on
the channel parameter is proposed. The space-time decoder can output soft infor-
mation to subsequent LDPC decoder. The simulation result shows that the method
with space-time coding is not sensitive to the phase difference of 2 signals from 2
transmitting antennas. Its reliability is much better than transmitting signal directly
without space-time coding. The result is meaningful for solving the reliability
problem on telemetry communication under complicated attitude conditions.
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Chapter 18
Development of the Lunar-Earth and Deep
Space TT&C System with Several Key
Techniques

Haifeng Yang, Lin Chai, Ouxin Lu, Jianping Hu, Maoge Xu
and Hui Yan

18.1 Introduction

Deep space telemetry, track and command (TT&C) system, which refer to the
detection of the moon and further celestial bodies or space, is an important symbol
of both national strength and the development of science and technology.
Developing deep space TT&C can effectively drive the progress of space science,
technology and application. Meanwhile, it can promote a variety of significant
scientific researches, such as the influence of celestial activity, the origin of the solar
system, and the exploration of extra-terrestrial life [1, 2].

Under the circumstances of lunar-earth and even further deep space TT&C
system, it is difficult to improve the performance of traditional radio frequency
TT&C to satisfy the current need. At the same time, a series of new assignment
demands new technology and higher-performance. On the basis of analysis of the
current research status of the lunar-earth, deep space TT&C system at home and
abroad, and this paper summarizes the major difficulties and challenges to establish
the deep space TT&C system of our country. The recommendations of future
developments of the lunar-earth, deep space TT&C system have been proposed,
which can provide references for the development of the lunar-earth, deep space
TT&C system.
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18.2 Lunar-Earth and Deep Space TT&C Task
Requirements

18.2.1 Overall Demand for Lunar-Earth and Even Further
Deep Space TT&C System

In November 2000, Chinese government published “China’s space” white paper,
formally announced to launch the advanced study of moon-oriented deep space
exploration. In recent, the State Council of the People’s Republic of China pub-
lished “The Outline of National Medium and Long Term Science and Technology
Development Program”, in which deep space exploration is proposed as an inde-
pendent division. This explicitly implies the urgent demand of deep space
exploration.

At the same time of finalizing the plan of china lunar exploration project,
according to the general objective of deep space exploration, 9 exploration tasks
will be scheduled during the next 20 years. The aim of these tasks is to improve the
relative technology and expand the detection range.

The whole assignment is divided into three stages, and the time node of each
stage is 2020, 2025 and 2030. The TT&C tasks of each stage are as follows [3, 4]:

In the first stage: to expand the TT&C range from 1.5 million km to 400 million
km, and to improve both measurement accuracy and data rate, thus to support the
first Mars, Sun and Asteroid exploration task.

In the second stage: to expand the TT&C range from 400 million km to 1 billion
km, and to improve the measurement accuracy by one order of magnitude, thus to
support the first Venus exploration task, and second Mars, Sun and Asteroid
exploration task.

In the third stage, the goal is to complete the task of orbiting around the Jupiter,
and the task of returning the Mars sample. Further improve the measurement
accuracy, and improve the transmitted data rate to dozens of Mbps between 1
billion km. the deep space TT&C technology of our country is expected to reach the
international advanced level.

18.2.2 The Requirement of Deep Space TT&C System
to Ka Band and Optical Frequency Band

Based on all the long term planning and requirement listed above, improving the
frequency band is an effective approach to improve both the transmitted data rate and
measurement accuracy. Thus, Ka-band deep space TT&C and laser communication
technology is a powerful means for lunar-earth high-speed communication and
ultra-long-range TT&C. The detailed technical requirements are as follows [5–9]:

Take deep space exploration for instance, some foreign countries, especially the
Unites States, has completed the deep space exploration of Mars, Venus, Jupiter,
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Saturn, Uranus, Neptune and other planets and their moons. Meanwhile, the United
State has constructed a complete deep space TT&C system, which can fully utilize
the existing resources to support the implement of Ka-band deep space TT&C and
laser communication system.

China has been developing a great number of high-resolution earth observation
projects, including both the space science and aviation science projects. In the
future, there will be more related projects. What all these projects have in common
is the focus on proprietary intellectual property rights and real-time data trans-
mission. At present, limited communication bandwidth restricts the real-time
transmission of data and its application. As pointed out by “The Outline of National
Medium and Long Term Science and Technology Development Program”,
high-resolution data mainly depend on foreign agencies, while China has not
formed a complete earth observation system yet. However, since TT&C system is
an essential part of the earth observation system, the application of Ka-band deep
space TT&C and laser communication technology will be a strong support and
complement for earth observation system.

In the application of satellite & detector navigation and relay satellite commu-
nication, the integrated laser communication and ranging system can provide
cm-level, even mm-level ranging accuracy, and a transmitted data rate of tens of
Gbps. At the same time, it has a notable anti-interference ability. So it is regarded as
a very promising development trend.

Moreover, our country has launched a variety of large aperture ground-based
telescope station project. Meanwhile, deep space antenna array project is under
research and preliminary implementation, which effectively promote the develop-
ment of related industries. As a part of deep space TT&C system, Ka-band deep
space TT&C system and laser communication system can fully utilize the existing
resources to support their own implementation.

In the field of international advanced technology, quantum communication
system shares a similar structure with integrated laser communication and ranging
system. Thus, the integrated laser communication and ranging system can be
transformed to implement quantum communication. So far, there is no report on
successful quantum communication between the satellite and ground, while the
integrated laser communication and ranging system can provide a physical platform
for the experiments of quantum communication, which can effectively improve the
utilization of experiment platform to obtain both the technical and economic
benefit.

At the present, the TT&C system of our deep space exploration project mainly
relies on the radio frequency of S/X band. Considering the practical experience of
foreign deep space TT&C and laser communication, we need to construct some
TT&C station which based on Ka band or, even laser. At the same time, we need to
initiate the researches on integrated high-speed communication, ultra-long distance
communication, key technology of lunar-earth laser communication, as well as
principle prototype of small-size Ka-band TT&C equipment.

While analyzing and researching the technical requirement of the integrated laser
communication and ranging system and its the key technology such as ATP,
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according to our national conditions, we need to take a full advantage of existing
radio-frequency and optical TT&C station in order to satisfy the increasing demand
of space TT&C. It can be predicted that, in the next 20 or 30 years, the space
mission of our country will enter a brand new period in which the distance between
the spacecraft and the earth will be hundreds of millions of kilometers or even
further. Simultaneously, the requirement of data transmission will constantly
increase with the progress of detection payload. The application of Ka/laser TT&C
technology will satisfy not only the need for ranging and data transmission, but also
the need of data relay, thus maximize the benefits. Therefore, Ka/laser TT&C
technology is a highly-integrated and multi-functional technology which is in line
with the future trend.

18.3 An Overview of the Current Development Situation

18.3.1 The General Trend

Due to the tremendous path loss in deep space communication, improving the
intensity of received signal is an eternal technical problem. In order to solve the
problem, several measures have been adopted by space powers, such as increasing
the carrier frequency to optical band, using laser communication technology, even
integrated laser communication and ranging technology. In the aspect of radio
frequency, main measures are, enlarging the antenna aperture, increasing the carrier
frequency and reducing the noise temperature of receiving system. As for the uplink
channel, it is also crucial to improve the EIRP of antenna. In order to achieve this
goal, the relevant measures are, enlarging the antenna aperture, increasing the
carrier frequency and the capacity of transmitter and feed system, and utilizing the
technology of antenna array and low-temperature receiver.

Based on our existing condition, it is necessary to supplement the current TT&C
station with Ka uplink channel and transform its Ka downlink channel. Also, the
deep space TT&C antenna in the background of ultra-long distance tasks (like the
moon, Mars, and Jupiter exploration missions) need be illustrated. The Ka band
large aperture antenna channel technology, antenna array technology and the
advanced laser communication ATP technology is the necessary technical means.

In the face of ultra-long distance, weak signal, and longtime delay, deep space
TT&C has always been struggling to obtain high measurement accuracy and reli-
able high-speed data rate. In lunar-earth TT&C system, measurement and com-
munication are usually conducted on Ka band radio frequency, while laser
communication works as a complementary. As to the ultra-distant detection, take
Jupiter detector for instance, TT&C is completed via deep space antenna array
technology. In this case, radio frequency and laser link works interactively to take
full advantage of existing resources, and to improve the efficiency of ATP, as well
as the reliability and availability of the link channel. The overall composition
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diagram of the lunar-earth and deep space TT&C system, as shown in Fig. 18.1,
blue line represents Ka link channel, while the red one represents laser link.

In order to match the key technical requirements of one-billion-kilometer
ultra-distant deep space TT&C, it is not enough to rely merely on existing TT&C
pattern, the fundamentally new technology or system is essential.

18.3.2 Development of Deep Space TT&C System in Radio
Frequency Band

The research and construction of the deep space TT&C network have been vig-
orously developed in the world. At present, only the United States, the European
Space Agency and Russia have completed the construction of deep space network.
From the perspective of technical capability and coverage, the deep space network

Fig. 18.1 The overall composition diagram of the lunar-earth and deep space TT&C system

18 Development of the Lunar-Earth and Deep Space TT&C System… 223



of the United States (referred to as deep space network DSN) is the highest level in
the world. The Jet Propulsion Laboratory (JPL) of NASA is in charge of con-
structing and managing DSN, as well as the implementation of tracking, navigation,
measurement and control, communication tasks for deep space exploration space-
craft. As the largest and most sensitive scientific remote communication system in
the world, the control center of DSN is located at the JPL headquarter in California
Pasadena, and the whole system is composed of 3 deep space facilities in a lon-
gitude interval of 120°, which are located in the U.S. state of California, Madrid and
Canberra stone Australia respectively.

The deep space TT&C network of Russia is composed of 3 deep space ground
stations, 2 command centers and 2 ballistic centers. Its deep space station is also
equipped with 32-m and 70-m antennas. Japan, Germany and India are also con-
structing their own deep space TT&C stations, in which the facilities are basically
the models of DSN of the United States. At present, the developing trends of TT&C
deep space station in foreign countries are as follows:

Construction of reflector antenna with large aperture, normally the antenna with
35-m, 64-m or even 70-m aperture. The aperture of antenna is reaching the man-
ufacturing limit.

The signal frequency band is switching from S/X to Ka. The down link signal of
deep space network is extremely weak, to achieve longer transmission distance, Ka
band attracts more and more attention.

BWG antenna is adopted, and antenna feeds are moved to the ground to reduce
the feeder loss. Also, LNA and HPA are easier to install.

Low- noise technology is adopted to reduce the noise level of ground system,
and maximize the G/T value. At present, low noise level is guaranteed by LNA
ultra-low- temperature refrigeration technology.

China has completed the construction of 35-m deep space TT&C station in
Kashi, 66-m deep space TT&C station in Kiamusze. And the deep space TT&C
station in South America, which is under construction, will be completed by 2016.
Till then, China will accomplish the construction of its deep space network, and
possess the capability of global TT&C for deep space spacecraft.

18.3.3 Development of Deep Space TT&C System in Optical
Frequency Band

Inter-satellite laser communication and networking technologies have not been
widely promoted and used in civil space area. From the perspective of current
development of foreign countries, the experiments of laser communication link, and
network test, especially for the civil space, has not been reported. However, from
the previous trials, the development of optical communication technology is gen-
erally dependent on the mode of civil military integration. Here are some typical
laser communication systems in foreign countries [10–22]:

224 H. Yang et al.



Since 2000, nearly 20 foreign space laser communication experiments have been
conducted, most of which were led by the United States and Europe.

In 2000, 17 low-earth-orbit and ground laser communication link set-up tests
were conducted between the communication terminal of the United States space
technology research satellite No. 2 (STRV-2) and ground-based terminal, all failed.

In 2001, the United States geostationary orbit lightweight technology test
satellite (GeoLITE) conducted the earth orbit to ground (GEO-Ground) laser
communication test. The result has not been reported yet.

In 2008, the world’s first two-way inter-satellite coherent laser communication
link was successfully set up between NFIRE satellite of the United States and the
German TerraSAR-X microwave imaging satellite, the link distance was 4900 km,
and the data transmission rate was 5.625 Gbps.

In 2010, bi-directional coherent laser communication tests were conducted
between NFIRE satellite of the United States and the mobile optical ground station
located in Maui in Hawaii of Tenerife of Spain respectively. The link distance was
500 km; the data transmission rate was 5.625 Gbps. However, Test system is not
stable because of the high error rate.

Based on the establishment of complete the space TT&C system, NASA is more
and more aware of the value of laser communication technology, which can not only
improve the communication rate, but also greatly reduce power requirements com-
pared with radio frequency communication. In 2008, NASA started to develop the
lunar atmosphere and dust environment detector (LADEE). Since the satellite had the
ability to carry extra loads, NASA took the opportunity to conduct the laser com-
munication experiment (LLCD). In September 2013, LADEE were launched, and
soon enough the laser communication terminal equipped on it created the history,
realizing the data transmission between the moon and the earth, the distance of which
is about four hundred thousand kilometers. The downlink date rate historically
reached 622 Mbps, and the uplink data rate was up to 20 Mbps. The bidirectional
delay accuracy was 200 picoseconds, and ranging accuracy reached 1 cm.

The satellite-based terminal of LLCD project is known as LLST. As shown in
Figs. 18.2 and 18.3, it consists of optical module, modulation module and control
module. A reflecting telescope with 100 mm aperture is adopted as T/R antenna of
LLST. Downlink beacon light divergence angle is designed to be 15 lrad. The
telescope is installed on a 2-axis cardan joint through a Magnetic fluid inertial
reference unit (MIRU, which originated from technology of MLCD project). The
angle measuring device in the MIRU provides the angle error measurement for the
system, and restrains the interference though a group of voice coils motor. The
receiving and transmitting optical fiber is fused together at the end of the optical
path through an optical fiber coupler, and controlled by the piezoelectric ceramic to
achieve fine tracking and advanced targeting. In the ATP system of LLST, there is
only one detector, which is a four-quadrant detector. The transmitting and receiving
antennas of ground-based terminal LLGT adopts T/R arrays which are composed of
four telescopes. The aperture of the receiving telescope is 400 mm, and the
transmitting aperture is 150 mm.
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On June 5, 2014, NASA launched a laser optical communication sciences load
(OPALS) experiment, using OOK modulation, the equivalent transmission rate of
which reached 50 Mbps. The experiment accomplished the data transmission
between the international space station and ground, verified the communication
performance between the international space station and ground under the influ-
ences of joint jitter, atmospheric disturbance, background noise.

On the basis of LLCD, The United States deployed a laser communication relay
demonstration project (LCRD), which is expected to conduct the high-speed laser
communication test between the earth orbit and the ground (GEO-earth) in 2017. In
this experiment, the link distance is 40,000 km, data rate is 2.88 Gbps, using DPSK
modulation.

Fig. 18.2 Schematic of the lunar laser communication scenario (left) and the locations of the three
ground station (right)

Fig. 18.3 Schematic of the lunar-ground space laser communication link
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In 2001, an optical communication link was established between the
European ARTEMIS geostationary orbiting data relay satellite and SPOT-4 orbit of
earth observation satellite, successfully completing the inter-satellite laser com-
munication link test between the relay satellite and the LEO satellite for the first
time. The link distance is 45,000 km, data transmission rate are 50 Mbps.

In 2012, Russia performed a 400 km space station to ground laser communi-
cation experiment, with a bit-rate of 125 Mbps.

In 2013, the Europe data relay satellite Alphasat, with a coherent laser trans-
mitter, has orbited at longitude 25° east, and a space-to-earth laser acquisition and
tracking experiments have been conducted with Alphasat. The design path length
for the link is 45000 km, and the download bit-rate is 1.8 Gps.

ESA has launch two data relay satellite EDRS-A and EDRS-C in 2015 and
2016. EDRS-A orbited at longitude 9° east, and EDRS-C orbited at longitude 31°
east. These satellites are delivering data relay service for Europe countries,
America, and Japan, eta. It is estimated that, after 2017, ESA will accomplish the
networking of data relay satellites. The bit-rate of the backbone networks can reach
1.8 Gbps.

A lot of relevant theories of laser technology and studies for partial system have
been carried out in China. However, few projects of laser technology were con-
ducted. In view of the trends, new opportunities for development of laser tech-
nology are coming.

The relevant study for free-space laser communication was started from the
Ninth Five-Year plan. During the Tenth Five-Year plan, the second generation data
relay satellite has been studied. Systematic designing, simulation verification, ter-
minal designing and prototype developing were accomplished. During the Eleventh
Five-Year plan, space link Acquisition, Tracking and Pointing (ATP) system
demonstration experiments were conducted, and PAT system was integrated.

In 2008, BITTT (Beijing Institute of Tracking and Telecommunications
Technology, BITTT) of the General Armaments Department put forward the new
concept, namely, “unified laser TT&C system”. In 2014, BITTT conducted a
demonstration experiment of high-speed laser communication and precision rang-
ing based on coherent laser communication systems. The bit-rate is Gbps level and
the measuring accuracy is the millimeter level.

In 2012, aiming at the advanced world level, a 45,000 km LEO-GEO-earth
high-speed laser communication system with the bit-rate of 5 Gbps has been built.
Four kinds or two pairs of prototypes, which are the user equipment terminal, the
space-to-space laser terminal, the space-to-earth laser terminal and the earth ter-
minal were developed. Studies of high-speed coherent laser communication tech-
nology, unified laser ranging and controlling technology, space-based high-speed
optical switching networks technology, space-to-earth laser communication adap-
tive optics compensation technology, and large field high sensitivity high speed
laser detection technology have been conducted.

The Harbin Institute of Technology (HIT) has accomplished the confirmatory
experiment of space-to-earth laser communication. The cutting edge research of
quantum communication conducted by the Institute of Optics and Electronics, of
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Chinese Academy of Sciences (IOE), and the University of Science and
Technology of China (USTC) is world-renowned. The physical link of the quantum
communication is also based on the laser communication link. The experiment for
quantum communication was based on a 50 km horizontal path laser communi-
cation link experiment. In this experiment, the 700 mm aperture telescope’s
quantum entanglement receiver module was changed to a quantum key receiver
module, and a compound 2 axes closed-loop tracking scheme was employed.
A 96 km quantum encryption key distribution between the telescope and a satellite
payloads prototype has been achieved in this quantum communication experiment.
This achievement was published on “Nature Photonics”. This is the world’s first
successful comprehensive confirmatory experiment for space-to-earth quantum
encryption key distribution, the schematic of experimental set-up, as shown in
Fig. 18.4.

Compared with the foreign countries, the development for free-space laser
communication in China started late. The major institution developing free-space
laser communication technology includes the Institute of Optics and Electronics, of
Chinese Academy of Sciences (IOE), the Changchun Institute of Optics, Fine
Mechanics and Physics, of Chinese Academy of Sciences (CIOMP), Shanghai
Institute of Optics and Fine Mechanics, of Chinese Academy of Sciences (SIMO),
the Harbin Institute of Technology (HIT), the Changchun University of Science and
Technology (CUST), the Wuhan University (WHU), and the Xian branch academy

Fig. 18.4 Schematic of China’s full-scale experimental verifications towards ground–satellite
quantum key distribution
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of the China Academy of Space Technology (CASC), etc. However, Institutions
developing the unified laser communication and ranging technology are few.

The SLR stations in active use are shown in Fig. 18.5. The red triangles in
Fig. 18.5 represent the station are currently working (44 stations, from ILS). The
main results of space laser communication and ranging technology in recent years
are shown in Table 18.1.

Fig. 18.5 Distribution of satellite ranging stations

Table 18.1 Technology achievements of space laser communication and ranging

Parameters Terra-SAR LLCD OPALS Alphasat

Link type LEO–LEO lunar-earth LEO GEO–GEO

Link distance(km) 1000–5100 400,000 700 45,000

Emitting wavelength (nm) 1064 1550 1550 1064

Divergence angle (mrad) – – 1–1.6 –

Peak data rate 5.625 Gbps 622 Mbps 30–50 Mbps 1.8 Gbps

Antenna size (mm) 125 100 – 135

Weight (kg) 32 30 – 50

Power (W) – 140 – 160

Bit error rate 10−9 – 10−4 10−8

Ranging accuracy (cm) – 1 – –
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18.3.4 Summary of Development Trend in China
and International

The Domestic deep space exploration starts relatively late and the overall devel-
opment level are lagging behind that of the United States, Russia and other space
powers. So far, the United States has completed almost all of the planetary
exploration and other deep space activities within the solar system. The deep space
exploration activities in our country are mainly highlighted on the moon and we
have completed the phase targets of the round-moon flying and landing on the
moon. The following engineering plan is being carried out too.

As the prober will fly deep into the distant space, the deep space TT&C task has
confronted a series of problems, such as long-time period, long distance, long signal
delay and weak signal received and so on. Deep space TT&C stations must receive
signals from tens of billions of kilometers away in the distant deep space. Because
of the signal loss in the path, it will be very weak when arriving at earth. It is well
known that the power level of the microwave signal decays with the square of
transmission distance. When the transmission distance is increased by N times, the
power level will loss 20logN dB. Therefore, relative to the earth synchronous orbit
(GEO) distance which is 36,000 km, 2 million km distance defined by the deep
space is 55.56 times of it, so the path loss is increased by about 35 dB; The distance
of the moon’s orbit to earth is about 0.348 million kilometers which is 10.67 times
than it, so the path loss is about 20 dB; while the hot spot for deep space
exploration-Mars which is the nearest to earth is about 59 million kilometers to
earth and the farthest distance is about 400 million kilometers being 1655.56 times
to 11111.11 times to the earth synchronous orbit, so the minimum path loss will be
increased by about 65–81 dB. The distant between Jupiter in the deep space and the
earth is about 1 billion km 27777.78 times to the earth synchronous orbit, so the
path loss is even increased by about 89 dB.

For deep space exploration, the moon-earth deep space TT&C network for
communication construction has the following gaps:

(1) The measurement accuracy is still unable to meet the higher requirements of
scientific exploration

In terms of the angle measurement, although the DDOR interferometry is
introduced and the measurement bandwidth reached 40 MHz in X frequency, the
measurement accuracy of DOR is only 4 ns. Based on the measurement baseline of
4307 km from Kiamusze to Kashi, the position measurement error of the Mars
probe is expected to be 173.4 km, which requires building large-scale antenna array
or remote antenna array to support the demand for further deep space mission.

(2) The data transmission capability cannot meet the higher demands for data
transmission rate
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In terms of the data transmission, as deep space station in China with the largest
diameter of 66 m, its data transmission capacity at 400 million km distance is only
dozens of kbps.

At present, the foundation of deep space station is mainly based on the TT&C
mode of radio frequency control and measurement model of large parabolic of radio
frequency, it does not have the ability to carry out group array, deep space relay,
and the integration of the space and the earth, laser measurement, control and
communication and other new TT&C abilities.

(3) The key components/the autonomous control of components are relatively
weak

According to the deep space network development plan of the United States from
2010 to 2030, the characteristics of NASA deep space missions are undergoing
significant changes, so the deep space network must be adjusted to adapt to these
changes. It is estimated that the future of the task will require the downlink trans-
mission rate and increase its number to increase by 1 to 2 magnitude and the uplink
data rates may also increase by 10 to 100 times. In order tomeet the needs of rapid task
increasing of NAS, the jet propulsion laboratory has developed a series of develop-
ment plans and the key is highlighted on optimizing the structure, reduce the cost of
operation and maintenance on the condition that the budget is being cut and improve
the service ability. One of the essential parts of the development plan is to make the
deep space network implement the Ka band reconstruction plan to improve the data
transmission rate. When the development of the deep space network is carried out
toward the higher frequency and higher performance, upgrading the key devices,
realize the device independent shell and optimize the cost efficiency of the station is a
key factor. Therefore, the high-power receiver, low-temperature receiver will also
develop toward the direction of lower noise. Moreover, the development of super-
conducting nanowire single photon detector in optical communication has also
become a key device in deep space exploration [23].

In terms of the high-power receiver, with the constant increasing of the output
power of the transmitter, more and more difficult has been brought for the design of
the core component of the transmitter-speed regulating tube. At the same time, the
demand for the frequency quality of output signal and channel of transmission
power is becoming higher and higher, that is to say, the power capacity will become
a technical problem. It is expected in “13th Five-Year” period that the new
requirements for the working frequency and the power level of the transmitter are
put forward. In the Ka waveband, its emission power has been increased by nearly
three times compared to the mature technology previously. Therefore, the device’s
power density is higher and it is more difficult for R&D; at the same time, as the
device in the system will be closely connected with the antenna system, transmitter
system, on the one hand, the device must be in smaller size so that the system
integration is possible, on the other hand, it is required to increase the power density
of the system to a large extent. If the power capacity is not enough, it is extremely
easy to cause the spark discharge. In serious situation, it may cause damage to the
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transmitter. Therefore, in view of the above difficulties, careful planning must be
conducted with organized personnel to ensure the success of the device design and
pass power verification in one time [24].

In terms of the cryogenic receiver technology in Ka waveband and millimeter
wave, the domestic research starts late and due to the policies of restriction for
domestic technology industry and other reasons, there is a large gap between the
domestic and the foreign technologies in this regard. The technology gap is mainly
reflected in the aspect that the core device of the domestic transmitter-low tem-
perature amplifier has adopted the device of INP technology (there is embargo for
this device in China) and the low temperature receiver with higher frequency uses
SIS node technology (currently the experimental design is being made in China and
foreign films are being implemented). The noise temperature of cooled receiver of
JPL in Ka waveband is generally less than 20 K and the low temperature amplifier
module is about 8.5 K.

In terms of the single photon detector of superconducting nanowire, the recovery
time (20 ns) of unit detector developed domestically is relatively long, which
cannot meet the requirements of modulation and detection signal of high-speed
optical communication; moreover, the detector’s photosensitive surface is
small-sized (10 m) and it adopts the fiber coupling mode of single fiber with the
core diameter of the fiber being only 9 mu. For larger imaging spot, the efficiency of
light energy coupling is low and it is difficult to effectively receive the weak light
signal under the condition of ultra-long distance.

(4) The laser communication is of high precision and its fast acquisition method is
single. The orbit experience for satellite terminal design and the key tech-
nologies is less, so it is difficult to meet the actual demand and application of
deep space communication

It should be noted that that in view of the development of laser communication
technology at home and abroad, the development direction is to improve the system
reliability, based on which, the distance and rate of transmission is increased. At the
same time, it should be noted that foreign advanced technology has been supported
for a long time and verified in the field of deep space measurement, control and
communication. It can be predicted that in the future we will carry out a number of
tasks for deep space laser measurement, control and communication.

In moon-earth laser linkage, the distance between the two terminals is
400,000 km or longer with large beam propagation delay and large relative motion
of rate. Therefore, the strict requirements are put forward for the technology of
rapid establishment and stabilization of linkage. In the stage of linkage establish-
ment, the terminal uses the track, posture and other measurement data (such as
microwave guidance) to calibrate the targeted coordinate system to reduce the
uncertain angle of the acquisition. It also uses the bidirectional beam scanning
acquisition strategy and non-beacon acquisition technique to carry out bidirectional,
continuous and the synchronized scanning of laser to improve the acquisition ability
of inter-satellite linkage in the delay network.
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Based on the above key technologies, the R&D of the real-time coherent receiver
should be carried out and the key technologies are verified and improved in the system.
For the transmission terminal which requires a higher transmission power and signal to
noise ratio, the production of wide band laser light source with narrow line, quadrature
modulation and amplifier with high power and low noise should be further studied. The
receiver requires high sensitivity and large dynamic range. The main research contents
include the large dynamic range with function of automatic gain and control, low noise
optical preamplifier, frequency mixing of relevant light and photoelectric conversion
with high speed and response, high sampling rate and high resolution analog to digital
conversion and FPGA circuit design of high speed and large scale.

At the same time, it should be noted that in order to aim at the high precision
measurement and high data transmission. Each country has selected the
high-performance telescope to carry out advanced ground test and star-earth veri-
fication experiment. Because of the short wavelength and small emission angle of
the laser, we are required to consider more problems than that of the microwave
communication system in the construction of a free-space optical communication
system. In order to reduce the bit error rate caused by the alignment error and to
improve the communication rate and efficiency, the tracking error of the optical
ground station is required to keep a fraction of laser divergence angle. The diver-
gence angle of the signal light on the star is usually within ten to tens of micro arc
magnitude due to the limitation of the load volume, weight and power consumption
of the stars. It requires the tracking precision of laser communication, optical
ground station of ranging measurement integrated system and ATP system to
achieve a few radians. This tracking accuracy is not possible for the system which
uses a single telescope frame to realize the tracking. Therefore, each country has
upgraded the original optical ground station to make it equipped with compound
axis tracking system with acquisition, tracking and targeting functions.

Moreover, from the perspective of laser communication and the planning of
ranging optical ground station, each country has proposed that the performance of
the telescope should be improved by adding adaptive optics system, including
improving image quality, tracking accuracy and coupling efficiency. The research
of adaptive optics compensation mainly focuses on two aspects. The first aspect is
the measurement of the phase distortion and the phase reconstruction is usually
performed by measuring the wavefront slope. The second aspect is to implement
wavefront phase correction by using a deformable mirror. ESA optical ground
stations and JPL optical ground stations have carried out the corresponding adaptive
optics correction experiment in order to suppress the influence of atmospheric
turbulence and improve the link margin. JPL experiments show that the tracking
telescope with adaptive optics system can enhance more than 5 dB in terms of the
OOK laser linkage of 100 Mbps and the linkage margin.

Although China started late in this area, but after the investment and develop-
ment being implemented, the majority of the key technologies have been successful
or close to some breakthrough. We have also laid some certain foundation, so by
drawing on lessons from foreign experience, the leapfrog development can be
expected.
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18.4 Related New Concept and Technology

18.4.1 IROC Technology

NASA has put forward the IROC project (Integrated Radio and Optical
Communications, IROC) in its new version of 2015 technology roadmap (NASA
Technology Roadmaps TA 5: Communications, Navigation, and Orbital Debris
Tracking and Characterization Systems). Moreover, NASA GRC have researched
the principle prototype and engineering prototype in recent years. Recently, it has
also carried out a number of environmental adaptability experiments so as to use the
prototype in future deep space exploration (Mars Exploration) with its weight being
4 kg and the power consumption being about 30–50 W [25].

The system also contains a radio-frequency network antenna which targets
celestial bodies and whose diameter is 3 m and an optical antenna whose diameter
is 30 cm. Ka waveband and laser communication will share integrated modulation
and demodulation device defined by a software to break the bottleneck limitation of
the non-beacon tracking technique based on data fusion, dual-mode antenna tech-
nology based RF/optical common aperture, resource optimization being not suffi-
cient, targeting being difficulty, the transmission rate being low and weak
robustness of the corresponding satellite-carrier equipment. The integrated RF and
optical aperture, as shown in Fig. 18.6.

The technical parameters of IROC are summarized as Table 18.2.

Fig. 18.6 Integrated RF and optical aperture. Schematic view is on the top and mock-up is on the
bottom
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18.4.2 Stable Phase Transmission Technology
of Microwave Photonic RF Signals

At present, the TT&C stations in China are small-sized and the distance between the
equipment room of time-frequency signal and equipment is not more than 100 m. If
the distance between them is close, the transmission medium is mainly the coaxial
cable, but the stability of time-frequency signal transmission is poor. When com-
prehensively carrying out the deep space exploration mission, it is inevitable to
expand the TT&C station and the time-frequency signal should be transmitted to
other new equipment and computer room at long distance. The existing
time-frequency signal transmission system cannot meet the demand, which is a
bottleneck for the location of the antenna array, room construction, so it is difficult
to implement the ground station expansion task for deep space exploration. At the
same time, considering its future application, in terms of the downlink antenna
array, each antenna is manifested as paralleled and distributed linage, so there is
higher demand for the relative stability and space stability. The array system
requires all antenna signal phases are aligned, so the antenna front-end, distribution
link and signal processing center must have very stable and efficient signal pro-
cessing capabilities. Additionally, ESA and NASA have carried out a lot of
experiments on the technology in deep space network and project verification.
Japan, France and other developed countries have also exerted much effort in a
timely manner; however, China has not yet fully grasped the technology, so the
establishment of a new type of system for radio frequency signal transmission and
compensation is imminent.

Since the end of 1970s, some foreign countries have carried out the research on
the time frequency transfer by using the optical fiber with some important results
being obtained [26]. To sum up, the research on the time frequency signal of the
optical fiber transmission can be divided into two major aspects: the first category is
no-compensation optical transmission of radio frequency signals and the second

Table 18.2 The technical parameters of IROC

Index Optical Raidio

1 Peak data rate: 267 Mbps Peak data rate: 85 Mbps

2 Link Distance: 0.55 AU Link Distance: 0.55 AU

3 Modulation: SCPPM-16 Modulation: GMSK

4 Code rate: 2/3 Coding: LDPC or Turbo

5 Guard time: 4 Code rate: 1/2

6 Slot clock: 0.5 ns TWTA: 75 W

7 Antenna size: 0.3米 Antenna size: 3 m

8 Pulse repetition frequency: 10–100 MHz Bandwidth: 200 MHz

9 Peak power: 700 W Frequency: 32 GHz

10 Average power: 13 W –

11 Wavelength: 1550 nm –
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category is the high-precision RF signal light. The first category basically does not
consider the changes of the environment, machinery, transmission and the stability
degree of no-compensation transmission frequency is about 2 � 10−13. The second
category takes some compensation and control measures, the daily stability degree
of transmission are close to 10−17 magnitude. The uncertainty of the transmission
delay can be controlled at the sub-picosecond level. To divide them from the
perspective of methods, there are three categories which are respectively the stable
phase transmission of direct light signal, the stable phase transmission of radio
frequency signal light and the stable phase transmission by using the optical fre-
quency comb [27–31].

In the national “fifteen five-year plan” pre-research project, the microwave
photonic technology is used as a pre-research project with some research funds
being invested. However, the research is mainly carried out on the basis of the
application of radar while in the field of measurement, control and communication
field, there is few report. The research or testing is not much in the aspect of the
system level and the engineering application level, so there is a huge gap between
China and the foreign countries. Therefore, we must carry out relevant research in
this regard so as to support for the upcoming deep space exploration and lay the
foundation for the application of antenna array and other fields.

18.5 Conclusions

This paper makes a brief summary of moon-earth, the demand and task of
long-distance communication of moon-earth. It also introduces the development
trend of moon-earth, the long-distance measurement, control and communication of
moon-earth and some key technologies at home and abroad and summarizes the
current technology gap between China and the foreign countries. By combining
with the relevant technology situation in our country, it is suggested that the next
step should be carried out based on the following four points:

(1) The overall design of study on high speed communication scheme of
space-earth integration and ultra-long distance communication

The research is emphasized on high-speed TT&C and laser communication
system of 400,000 mile Ka waveband. On such basis, it also conducts research on
the deep space TT&C system with the effective distance being up to 6.47 AU. It
completes the demand analysis, performance demonstration; sorts out the following
month-earth deep space communication architecture with ultra-long distance. On
such basis, by combining with China’s national conditions, it carries out the overall
technology research and makes breakthrough in key technologies for the deep space
antenna array, self-controlled devices and so on.
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(2) Acquisition and tracking of narrow beacon for moon-earth laser communication
and high-sensitivity receiving technology

In moon-earth laser linkage, the distance between the two terminals is up to
400,000 km or more and the beam propagation delay is large, there are relative
motions with large rate. Strict requirements are put forward for the rapid estab-
lishment and stabilization of linkage. The highlight of the research is high precision
system of tracking, capture, targeting (ATP) in laser communication system of
400,000 miles system and high-sensitivity receiver technology. Moreover, it
completes the demand analysis, the performance index demonstration, sorts out the
follow-up overall plan and the structure design of ground, the satellite carrier
equipment, making breakthrough of the key technologies.

(3) Equipment design and principle prototype research on light and small-sized Ka
TT&C equipment

The main breakthrough to be made is lighted on the key technologies of light
and small-sizes equipment, signal processing and space environmental adaptability
of deep space transponder. According to the engineering conditions, the prototype
machine research is carried out and creates conditions for the development of
engineering products.

(4) Research on key devices and related new concepts of optical communication

We can draw lessons from the LLCD project of America and consider the
current situation of related technology in China. On such basis, the single photon
detector system of superconducting nanowire with high quantum efficiency, fast
response speed, large receiving area and high coupling efficiency of optical fiber
suitable for moon-earth laser signal detection. And it fully absorbs the integrated
microwave/optical TT&C technology which is the latest technology developed by
NASA for deep space exploration so as to further reduce the weight of the
equipment on the satellite, power consumption and improve its redundancy, reli-
ability of deep-space task.
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Chapter 19
An Improved MFSK Signal Detection
Algorithm for Mars Probe Entry,
Descent, Landing Phase

Tiansheng Zhang, Xiaolin Zhang, Zan Li and Junhai Bao

19.1 Introduction

The EDL (entry, descent, landing) phase of the Mars probe starts from the
beginning of entering into the Martian atmosphere to the landing. During the EDL
phase, it is very important to maintain communications from the spacecraft to the
earth. This is especially true in case of a mission failure, when the diagnostic data
would be very important. In 1999, the United States launched the “Mars Polar
Lander” (MPL), however, there is no communication system designed for EDL
process due to funding constraints. After the task failed, it is difficult to find the
prime reasons [1]. Since then, two mars rovers (MERs) were launched by the
United States in 2003, the Phoenix in 2007, and the Mars Science Laboratory
(MSL) in 2012, and all of them used a special form of MFSK modulation to send
messages from the spacecraft to the earth. Before Entry and until the lander is
separated from the backshell, communication is by a direct-to-Earth (DTE) X-band
(8.4 GHz) link. After separation the backshell antenna can no longer be used, and
communication is achieved using two links: a main UHF relay link to the Mars
Odyssey or Mars Global Surveyor spacecraft, and a backup DTE link using the
rover antenna. The DTE link uses the MFSK modulation to transmit one out of 256
possible data tones every 10 s.

To detect MFSK signal correctly, three main procedures are included, which are
consisted of carrier acquisition, carrier tracking and data tone calculation. The
carrier acquisition process is very important, because that the subsequent proce-
dures are depended on the results of the carrier acquisition. The carrier acquisition
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algorithms for processing signal with extremely low signal noise ratio and high
dynamics mainly include: ① Maximum likelihood (ML) criterion estimation
algorithm: the traditional ML algorithm is a nonlinear optimization problem based
on multi-dimension search, which is difficult to be applied in practice. A parameter
estimation algorithm based on the sum of weighted phase and 1-order or 2-order
phase differences is proposed in the paper [2], which simplified the traditional ML
algorithm. A discrete high-order phase function method is proposed in the paper
[3], which can be used for the signal estimation with higher-order Doppler
dynamics, but it is applicable only when signal noise ratio is not too low. ②
Maximum likelihood algorithm with FFT: The time-domain matching-average
periodogram algorithm (TDMAP) is proposed in the paper [4] and paper [5]. This
algorithm reduces the accuracy requirement of the Doppler rate matching as well as
the computation complexity, which is suitable for carrier acquisition. However,
when the dynamic range is expanded, the matching branch will increase corre-
spondingly, which will cause the computation complexity to be enlarged largely,
and make it more difficult to do real-time carrier acquisition. Aiming at the problem
that the computation complexity of the traditional time-domain matching algorithm
is high, an improved algorithm is proposed in the paper [6] and paper [7], which
decreased the computation complexity without performance loss by padding extra
zeros to the signal. By analyzing the ML algorithm, an algorithm named carrier
recovery enhancement for maximum-likelihood Doppler shift estimation
(CRE-ML) is proposed which takes into account the power in the data tones to
enhance carrier recovery. The algorithm reduces the signal detection threshold by
3 dB, but the complexity of the data processing is increased by about 2000 times.

In this paper, we studied the algorithm principle in paper [8] and paper [4], and
analyzed the relationship between the four search dimensions and carrier recovery
enhancement in CRE-ML algorithm. We applied the principle of 4-dimensions
search into the TDMAP and proposed the time-domain matching-average peri-
odogram algorithm based on 4-dimensions searching (4D-TDMAP). The compu-
tation complexity of 4D-TDMAP is only about 0.26% of that of CRE-ML
algorithm with the same signal detection performance. By adding two search
dimensions which are the data tone and the phase of data tone, we make full use of
the power in data tones as well as in carrier. The signal detection threshold using
4D-TDMAO decreased by about 3 dB compared with the traditional
TDMAP. Referring to the dynamics during EDL of Mars Science Laboratory, we
verify the performance of the 4D-TDMAP (computation complexity, signal
detection threshold) by doing experiments under the condition of high dynamics
and low signal noise ratio. The experiment results are in agreement with the the-
oretical analysis.
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19.2 The Analysis of MFSK During EDL

The DTE link uses the MFSK modulation to transmit one out of 256 possible data
tones every 10 s. The transmitted EDL signal is represented mathematically as
follows [4, 5]:

sðtÞ ¼
ffiffiffiffiffiffiffiffi
2PT

p
cos 2p � f 0c tþD � Sqr 2p

Z t

�1
ds � fdðsÞ

0
@

1
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0
@

1
A ð19:1Þ

where PT is the transmitted power, f 0c is the transmitted carrier frequency, fd is the
data tone frequency (1 of 256 possible tones transmitted every 10 s), D is the
modulation index, Sqrð�Þ is the hard-limited sine function.

SqrðxÞ ¼ 1; 0 \x� p
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SqrðxÞ ¼ Sqrðxþ 2pÞ ð19:3Þ

fdðtÞ ¼ fdinit þ ndðtÞ � finterval ; ndðtÞ 2 ½1; 256� ð19:4Þ

where fdinit is the initial data tone frequency, finterval denotes the frequency interval
between two data tones, ndðtÞ is the number of transmitted data tone.

The received EDL signal is represented mathematically as follows:
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where vðtÞ ¼ vIðtÞ cosð2pf 0c tÞ � vQðtÞ sinð2pf 0c tÞ is equal to Re ~vðtÞej2pf 0c t
n o

,

fcðtÞ ¼ f 0c þDfcðtÞ: The received signal rðtÞ is a bandpass signal with the center
frequency of f 0c . Its mathematical expression is:
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where ~rðtÞ is the lowpass equivalent of the received signal rðtÞ: ~vðtÞ is the lowpass
equivalent of the received signal vðtÞ: The variance of the complex ~vðtÞ is 2r2v .
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19.3 The Analysis of CRE-ML

We can express ~rðtÞ in Eq. (19.6) in discrete-time by sampling at the rate
Fs ¼ 1=Ts , and use ~rðnTsÞ; ~vðnTsÞ to refer to ~rðnÞ; ~vðnÞ repectively, then we can get
[8, 9]:

~rðnÞ ¼ AðnÞ exp j/ðnÞf gþ~vðnÞ ð19:7Þ

/ðnÞ, 2p
ZnTs
t0

DfcðsÞdsþD � Sqr 2p
ZnTs
t0

fdðsÞds
2
4

3
5:

We assume that data tone frequency is constant ðfdðtÞ ¼ fdÞ; so we can get:

Sqr 2p
ZnTs
t0

fdðsÞds
2
4

3
5 ¼ Sqrð2pfdn=Fs þuÞ ð19:8Þ

where u ¼ 2p
RmTs
t0

fdðsÞds� fdmTs
h i

is an unknown phase.

We assume: ① The noise ~vðnÞ is complex zero-mean circular Gauss with
variance is 2r2v ; ② The data is analyzed in segments of N �M samples. Typical
values are N ¼ 10000; M ¼ 10; and Fs ¼ 100kHz; therefore, an analysis segment
duration of T = 1 s. During each segment, we assumed that the Doppler shift f0 and
the Doppler rate _f are constant, and can model them as unknown parameters. ③
The complex amplitude AðnÞ can be modeled as piecewise constant deterministic
parameter. Assuming that AðnÞ is a constant in intervals of duration N samples, and
the amplitude corresponding to the mth segment is Am . In order to ensure an

average signal power of 2PR , the 1
M

PM�1

m¼0
Amj j2 ¼ 2PR is needed.

Under this assumption, the probability density function of the received signal is:

f~rð~rðnÞÞ ¼ f~vð~rðnÞ � AðnÞej/ðnÞÞ

¼ 1

ð2pr2vÞN�M � exp � 1
2r2v

XM�1

m¼0

XnNþN�1

n¼mN

~rðnÞ � Amej/ðnÞ
�� ��2( )

ð19:9Þ

By taking the natural logarithm, we arrive at the following log-likelihood
function:

� 1
2r2v

XM�1

m¼0

XnNþN�1

n¼mN

~rðnÞ � Amej/ðnÞ
�� ��2 � logð2pr2vÞN�M ð19:10Þ
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The maximum likelihood solution of Let the problem (19.10) is:

max
f0;_f ;fd;u

XM�1

m¼0

XmN þN�1

n¼mN

~rðnÞe�j2pðf0nFs þ
_f n2

2F2s
Þ�D�Sqrð2pfdnFs

þuÞ
�����

�����
2

ð19:11Þ

We will refer to (19.11) as the CRE-ML method. CRE-ML is more complex
because we have to search over the phase u and the data tone frequency fd besides
Doppler frequency f0 and Doppler rate _f ; which will increase the computation com-
plexity about 2000 times and also will decrease the threshold by about 3 dB.

In this paper, to solve the high computational complexity problem of CRE-ML,
we analyze the relationship between four searching dimensions and carrier recovery
enhancement, and propose the 4D-TDMAP algorithm which maintains the per-
formance of CRE-ML and reduces the computation complexity.

19.4 The Analysis of 4D-TDMAP

From the Eq. (19.5), we can see that the fcðtÞ is the time-varying carrier frequency,
which can be seen as the sum of initial carrier frequency f 0c and the unknown
Doppler frequency shift DfcðtÞ: The Taylor expansion of DfcðtÞ is [10]:

DfcðtÞ ¼ f0 þ _f � tþ€f � t
2

2
þ � � � ð19:12Þ

where f0 is Doppler frequency offset, _f is the first derivative of Doppler frequency, €f
is the second derivative of Doppler frequency.

xl;q;wðtÞ ¼ rðtÞ � exp �2pj _̂f
l
cðtÞ � t

2

2

� �
� j D � Sqr 2pf qd tþuw

� �� �n o
0� t� T ; 1� l�Nr; 1� q� 256; 1�w� 8

ð19:13Þ

where _̂f
l
cðtÞ is the l-th one of Nr hypothesized carrier frequency rate. T is the time

span of the segment. f qd is one of the 256 data tone frequencies which are searched
in formula (19.4). uw is unknown data tone phase in formula (19.8). Usually we
take 45° as step and search 8 phases in total. Each segment xl;q;wðtÞ is further
divided into M continuous sub-segments. The duration of each sub-segment is
DT ¼ T=M and the data length is NFFT ¼ Fs � DT: The magnitude-squared FFTs for
each l; q;w th rate, data tone and data tone phase are averaged together to form the
periodogram estimates Pl;q;wðfkÞ; 1� l�Nr , 1� q� 256; 1�w� 8;
fk � k=DTð Þ �NFFT=2½ � þ 1� k� �NFFT=2½ �ð Þ. At last, according to the branch and
position of the maximum value of Pl;q;wðfkÞ; we can get the estimated Doppler
frequency, Doppler rate of change and data tone. 4D-TDMAP Algorithm principle
is shown in Fig. 19.1.
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f̂k
_̂f l
f̂q
ûw

9>>=
>>; ¼ arg max

l;q;w;fk
Pl;q;wðfkÞ

	 
 ð19:14Þ

19.5 Simulation and Verification

19.5.1 Simulation Parameter Setting

According to the paper [12, 13], the range of Doppler frequency shift of the DTE
X-band (8.4 GHz) link during EDL is about 90 kHz. Positive Doppler frequency is
about 50 kHz. The maximum of Doppler rate is about 700 to 1200 Hz/s. The range
of the second derivative of Doppler frequency is about −25 to 40 Hz/s2. We assume
that one of 256 different data tones are transmitted every 10 s. The parameters of
received MFSK signal are shown in Table 19.1

Doppler frequency, Doppler rate, the second derivative of Doppler frequency
and other parameters all refer to the dynamics of MER and MSL in paper [4, 5].
Assume that the initial Doppler frequency is 20 kHz and initial Doppler rate is
−250 Hz/s. Generate received MFSK signal transmitted from spacecraft during
EDL according to the formula (19.5). Simulated Doppler dynamics profiles and
data tones during EDL are shown in Fig. 19.2.

The high dynamics between 150 s and 300 s is the result of intense atmospheric
friction when the Mars probe enters the Martian atmosphere. The spike around
500 s in Fig. 19.2b, c is a violent shake when the parachute is deployed. Detect the
received MFSK signal using CRE-ML in paper [8], TDMAP in paper [4, 5] and

Fig. 19.1 Algorithm of time domain matching based on four dimensional search algorithm
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4D-TDMAP in this paper respectively, and compare the performance of the three
algorithms.

19.5.2 The Simulation Results

Do simulation using the baseband signal. The sampling rate is Fs = 100 kHz,
NFFT ¼ 20000: The number of sub-segments is M ¼ 5: Doppler frequency reso-
lution is 5 Hz. The results of MFSK signal detection under the same dynamics

Table 19.1 Parameter setting of received signal in EDL process

Sampling rate 100 kHz

Doppler frequency 0–50 kHz

Doppler frequency rate −1000 to 1000 Hz/s

Second derivative of Doppler frequency −30 to 30 Hz/s2

Modulation index D 48°

Data tone 1–256

Initial data tone frequency 2000 Hz

Frequency interval of data tone 80 Hz
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Fig. 19.2 Simulated Doppler dynamics profiles and data tones during EDL
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using CRE-ML, TDMAP and 4D-TDMAP are shown in Fig. 19.3. We can come to
the conclusion that two algorithms of CRE-ML and 4D-TDMAP have the similar
threshold which is reduced by approximately 3 dB respect to TDMAP algorithm.

We divide the Doppler dynamics into four levels according to the value of
Doppler frequency rate during EDL. The ranges of absolute value of Doppler rate
for the four levels are 0–100, 100–300, 300–500 and 500–1000 Hz/s respectively.
The results of MFSK signal detection under the four-level dynamics using
4D-TDMAP and TDMAP are shown in Fig. 19.4a–d. We can come to the con-
clusions as follows. Firstly, The threshold of MFSK signal detection under
higher-level Doppler dynamics is greater than that under lower-level Doppler
dynamics using 4D-TDMAP and TDMAP respectively. Secondly, the threshold of
MFSK signal detection under four-level Doppler dynamics using TDMAP is larger
than that under the same Doppler dynamics using 4D-TDMAP by about 3 dB.

From Figs. 19.3 and 19.4, we can get that the experiment results for
4D-TDMAP are consistent with the theoretical analysis.

19.5.3 The Analysis of Computation Complexity
for CRE-ML and 4D-TDMAP

The sampling rate is Fs ¼ 100kHz; and the duration of each segment is 1 s. Each
segment will be divided into M sub-segments, thus the length of each sub-segment
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Fig. 19.3 The results of MFSK signal detection under the same dynamics using CRE-ML,
TDMAP and 4D-TDMAP
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is N ¼ Fs=M: Nf0 , N _f , Nfd , Nu represents Doppler frequency, Doppler rate,

number of total data tone and data tone phase. fres , _fres represents Doppler frequency
resolution and Doppler rate resolution. According to Eqs. (19.11) and (19.13), the
number of complex additions and complex multiplication for CRE-ML and
4D-TDMAP is shown in Table 19.2.

In the table, [N] represents the minimum 2n Greater than N. Let fres ¼ 5Hz;
_fres ¼ 10Hz/s; N ¼ 20000; Nf0 ¼ Fs=2 � fres ¼ 10000;N_f ¼ 57;Nfd ¼ 256;Nu ¼ 8:
We can get that the numbers of complex multiplications for CRE-ML and
4D-TDMAP are 11.6736 trillion times and 28.689 billion times. The numbers of
complex additions for CRE-ML and 4D-TDMAP are approximately 11.6736 tril-
lion times 30.835 billion times. So we can get the conclusion that the computation
complexity of 4D-TDMAP decreased to 0.26% of CRE-ML.

11 12 14 16 18
0

0.2

0.4

0.6

0.8

1

CNR / dB-Hz
(a) Doppler rate from 0 to 100Hz/s

P
ro

ba
lit

y 
of

 in
co

rr
ec

t d
et

ec
tio

n

11 12 13 14 15 16 17 18
0

0.2

0.4

0.6

0.8

1

CNR / dB-Hz

(b) Doppler rate from 100 to 300Hz/s

P
ro

ba
lit

ie
s 

of
 in

co
rr

ec
t d

et
ec

tio
n

11 12 13 14 15 16 17 18
0

0.2

0.4

0.6

0.8

1

CNR / dB-Hz

(c) Doppler rate from 300 to 500Hz/s

P
ro

ba
lit

ie
s 

of
 in

co
rr

ec
t d

et
ec

tio
n

TDMAP

4D-TDMAP
TDMAP
4D-TDMAP

TDMAP
4D-TDMAP

12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

CNR / dB-Hz

(d) Doppler rate from 500 to 1000Hz/s

P
ro

ba
lit

ie
s 

of
 in

co
rr

ec
t d

et
ec

tio
n

TDMAP
4D-TDMAP

Fig. 19.4 The results of MFSK signal detection under the four-level dynamics using 4D-TDMAP
and TDMAP

Table 19.2 The number of complex additions and complex multiplications for CRE-ML
4D-TDMAP

Algorithms Number of complex
multiplications

Number of complex addition

CRE-ML M � N � Nf0 � N _f � Nfd � Nu ðM � N � 1Þ � Nf0 � N _f � Nfd � Nu

4D-TDMAP M � ½N� � log½N�2 �N _f � Nfd � Nu M � ½N� � ðlog½N�2 þ 1Þþ
�

N � 1ð ÞÞ � N _f � Nfd � Nu
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19.6 Conclusion

The algorithm named 4D-TDMAP is proposed in this paper which searches over
the phase u and the data tone frequency fd besides Doppler frequency f0 and
Doppler rate _f : This algorithm can make full use of the power of data tone as well as
the carrier, which results in the threshold of MFSK signal detection using
4D-TDMAP decreased by 3 dB compared with TDMAP. The computation com-
plexity of 4D-TDMA decreased to 0.26% of CRE-ML with almost no performance
degradation. In spite of this, it is difficult to detect MFSK signal in real time, and
4D-TDMAP is still needed to be improved.
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Chapter 20
Robust Fault Detection for a Spacecraft
with Lipschitz Nonlinear System

An Liu, Zhibin Wu and Dong Han

20.1 Introduction

Observer is widely used in fault detection, isolation and reconstruction of dynamic
systems [1]. With the development of control theory, the control methods such as
sliding mode and adaptive control have been successfully applied to the fault
diagnosis method based on the observer [2]. Adaptive method can effectively
overcome the linear parameter uncertainty in the system, and sliding mode control
can be effectively used to deal with the external disturbance of the system.
Therefore, the observer based on the sliding mode is more suitable for the fault
diagnosis of the system with external disturbance.

For the linear time invariant system, sliding mode observer for fault detection is
proposed by Edwards et al. [3], they reconstruct actuator and sensor faults based on
sensor fault, however it is only suitable for slow time-varying sensor fault detection.
Alwi et al. build the augmented system based on sliding mode, and further extended
the slow time-varying fault detection to reconfigurable general time variable sensor
fault detection and isolation methods [4]. However, the literatures [3, 4] are not
taking into account a variety of inevitable external interference in the actual
application system. In view of the nonlinear system with external disturbance,
various Lipschitz nonlinear systems are discussed in the existing literatures. For a
class of Lipschitz nonlinear systems, the literature [5, 6] are proposed respectively
fault reconstruction methods based on the sliding mode observer for actuator. Yan
et al. obtain two subsystems by using the equivalent state transformation, one of the
subsystems including external disturbances and actuator fault, and the other
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subsystems decoupling from external disturbances and actuator fault; then, the
sliding mode observer is designed for the subsystem includes external disturbances
and actuator faults, and the actuator fault is reconstructed [5, 6]. However, a strong
mathematical hypothesis is needed in the state estimation to reconstruct the fault
mode in this method, which limits the use of proposed method in literatures [7, 8].

The results of fault detection for Lipschitz nonlinear systems with unknown
disturbances are not seen based on the sliding mode observer. Although proposed
method in [5, 6] can be directly used for fault detection, it is not necessary to
reconstruct assumptions. In this paper, a fault detection method based on sliding
mode observer is proposed for a class of Lipschitz nonlinear systems with unknown
input disturbances. Due to the difficulty of fault detection is less than fault recon-
struction, the proposed method has relaxed the mathematical hypothesis in [5, 6]
which is necessary for the state estimation.

In this paper, we use the idea of equivalent decomposition to decompose the
original system into two subsystems, in which the first subsystem is included
external disturbance and actuator fault similar to the [5, 6], while the other sub-
system does not contain external interference and contains the actuator fault which
is different with [5, 6]. According to the two subsystems, the sliding mode obser-
vers are respectively designed to track the state of the subsystem asymptotically
when the actuator fails to occur. Finally, we apply the proposed method to a
spacecraft actuator fault detection based on a simplified simulation model under
condition of high attack angle.

20.2 Problem Description

A class of Lipschitz nonlinear systems with external disturbances is considered.
The linear discrete system is considered as follows.

_x ¼ AxþU x; uð ÞþEgþDfa
y ¼ Cx

�
ð20:1Þ

In which, x 2 Rn is system state vectors, y 2 Rp is observable output, u 2 Rm is
the known input, g 2 Rr is the external disturbance of the system, fa 2 Rq is the
actuator failure. System matrix A 2 Rn�n, E 2 Rn�r, D 2 Rn�q, and C 2 Rp�n are
constant matrix. Matrix E and D are for full column rank, C is for full row rank, and
r� p� n.

In order to facilitate the subsequent analysis, the system (20.1) does the fol-
lowing assumptions [9, 10].

Hypothesis 1 The invariant zeros of A;C;Ef g are located in the left half plane of
the complex plane.

Hypothesis 2 rankðEÞ ¼ rankðCEÞ
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Hypothesis 3 Nonlinear term U x; uð Þ is to satisfy the Lipschitz condition, that is,
U x; uð Þ � U x̂; uð Þk k� LU x� x̂k k, LU is a Lipschitz constant, �k k is 2- norm of vector.

Hypothesis 4 External disturbance g is norm bounded, that is, the existence of
b1 [ 0 makes gk k � b1 set up.

For systems subject to external disturbances, assumptions 1 and 2 are necessary
conditions for the design of the observer. Without loss of generality, as shown in
the literature [3, 6], it is also assumed that the output matrix of the system (20.1) has
the following form C ¼ Ip 0½ �, there, Ip is a unit matrix with p order. For other
forms matrix C with full row rank can be turned into this special form through a
simple equivalent transformation.

Here the lemma is as following.

Lemma 1 (Gronwall-Bellman inequation) [11]
If a continuous function f : a b½ � ! R is not negative, and a continuous

function g : a b½ � ! R satisfies gðtÞ� cþ R t
a f ðsÞgðsÞds, then gðtÞ� ce

R t

a
f ðsÞds,

there, c is a constant.

Lemma 2 [12] Based on hypothesis 1 and 2, in view of the specific positive matrix
Q 2 Rn�n, there is a matrix L 2 Rn�p, F 2 Rr�p and positive matrix P 2 Rn�n, to
make the following equality holds.

A� LCð ÞTPþP A� LCð Þ ¼ �Q ð20:2Þ

ETP ¼ FC ð20:3Þ

20.3 Design of Sliding Mode Observer

In this section, a sliding mode observer is proposed to design for the system (20.1).
This observer is robust to external disturbance of the system, when the system has
no fault, it can guarantee the asymptotic convergence of the state observation error;
and the system fails, it can ensure the sensitivity of the system fault.

20.3.1 System Equivalent Decomposition and Sliding Mode
Observer Design

System (20.1) can be rewritten as following.

_x1 ¼ A11x1 þA12x2 þU1 x; uð ÞþE1gþD1fa
_x2 ¼ A21x1 þA22x2 þU2 x; uð ÞþE2gþD2fa
y ¼ x1

8<
: ð20:4Þ
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In which,x ¼ x1
x2

� �
, x1 2 Rp, U1 x; uð Þ 2 Rp and U2 x; uð Þ 2 Rn�p, were respec-

tively the pre p and post n� p components of U x; uð Þ.
System matrix blocks as following.

A11 A12

A21 A22

� �
¼ A

E1

E2

� �
¼ E

The matrix P and Q in the Lyapunov Eq. (20.2) is blocked out corresponding
partition. That is

P ¼ P11 P12

PT
12 P22

� �
Q ¼ Q11 Q12

QT
12 Q22

� �

From Eq. (20.3), may obtain

P11 P12

PT
12 P22

� �
E ¼ CTFT ¼ Ip

0

� �
FT

Thus,

PT
12 P22

� �
E ¼ 0 ð20:5Þ

Both sides of the equation and take the left by P�1
22 , note as K ¼ P�1

22 P
T
12, can

obtain,

K In�p½ � E ¼ 0 ð20:6Þ

Thus, the Eq. (20.2) can be written as follows block form

� �
� ðA22 þKA12ÞTP22 þP22ðA22 þKA12Þ

� �
¼ � Q11 Q12

QT
12 Q22

� �

Obviously,

ðA22 þKA12ÞTP22 þP22ðA22 þKA12Þ ¼ �Q22 ð20:7Þ

Because Q[ 0, then Q22 [ 0. And because (20.7) is the Lyapunov equation,
A22 þKA12 is stable.

Then introduced state transformation �x ¼ Tx, in which, T ¼ Ip 0
K In�p

� �
, �x1 2

Rp and �x2 2 Rn�p. Then (20.4) can be written as follows
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_�x1 ¼ A11 � A12Kð Þ�x1 þA12�x2 þU1 T�1�x; uð ÞþE1gþD1fa
_�x2 ¼ A22 þKA12ð Þ�x2 þ K A11 � A12Kð ÞþA21 � A22K½ �yþKU1 T�1�x; uð Þ

þU2 T�1�x; uð Þþ KD1 þD2ð Þfa

8<
:

ð20:8Þ

And y ¼ �x1.

In which, �x ¼ �x1
�x2

� �
, �x1 2 Rp.

At this point, the original system is decomposed into two subsystems. As can be
seen from (20.8), the first subsystem also contains external disturbance and actuator
faults, and the second subsystem contains the actuator failure without external
interference. The equivalent system (20.8), respectively, can design the following
formula (20.9) that contained two observers.

_̂�x1 ¼ A11 � A12Kð Þ�̂x1 þA12�̂x2 þU1 T�1�̂x; u
� �þ v

_̂�x2 ¼ A22 þKA12ð Þ�̂x2 þ K A11 � A12Kð ÞþA21 � A22K½ �y þKU1 T�1�̂x; u
� �þU2 T�1�̂x; u

� �
ŷ ¼ �̂x1

8>><
>>:

ð20:9Þ

In which �̂x ¼ y
�x2

� �
, input terms v that are equivalent output are defined as

v ¼ A11 � A12Kk k ey
		 		þ q E1k k� � ey

ey
		 		 ð20:10Þ

where ey ¼ y� ŷ, q is to be determined for sliding mode gain.
In order to alleviate the chattering phenomenon, the following definitions are

usually used in practice.

v ¼ A11 � A12Kk k ey
		 		þ q E1k k� � ey

ey
		 		þ e

There, e is a small positive constant.
Compared with the classical sliding mode observer given in [3], the sliding mode

control (20.10) is more complicated. This is due to the more complex Lipschitz
nonlinear system. Comparedwith the slidingmode observer in the literature [5, 6], the
proposed observer structure on (20.10) in this paper is relatively simple. In order to
reconstruct the fault in [5, 6], some special treatment means had to been add. In
addition, it also assumes that the interference g is Lipschitz to time t in the literature
[5, 6], which is a very strong restriction condition. External disturbances, however, are
random; the type of interference actually is not restricted. In this paper, a sliding mode
observer is used for fault monitoring on the assumption of interference g cancellation,
and the application range of the system is enlarged.
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20.3.2 Analysis of the Convergence and Existence
of Sliding Mode

Considering the sliding mode observer in (20.9), with the different assumptions in
the [5, 6], the design of sliding mode observer is also different. So the existence and
convergence of the observer are reanalysed as following.

Let e2 ¼ �x2 � �̂x2, the dynamic error equations based on (20.8) and (20.9) are as
follows.

_ey ¼ A11 � A12Kð Þey þA12e2 þU1 T�1�x; uð Þ � U1 T�1�̂x; u
� �þE1gþD1fa � v

_e2 ¼ A22 þKA12ð Þe2 þK U1 T�1�x; uð Þ � U1 T�1�̂x; u
� �� �þU2 T�1�x; uð Þ � U2 T�1�̂x; u

� �
þ KD1 þD2ð Þfa

8><
>: �hr

ð20:11Þ

By the structure of the matrix T, there are

T�1�x� T�1�̂x
		 		 ¼ T�1 �x� �̂x

� �		 		 ¼ T�1 0
e2

� �				
				 ¼ e2k k ð20:12Þ

Theorem 1 Considering the dynamic error system (20.11), based on the
assumption 1–4 and when fa ¼ 0, if

LU � k1
k2 K In�p½ �		 		 ð20:13Þ

Then e2 is bounded, in which k1 and k2 are both positive constants.
Proof When fa ¼ 0, the second equations of (20.11) can be written as

_e2 ¼ A22 þKA12ð Þe2 þ K In�p½ � U T�1�x; u
� �� U T�1�̂x; u

� �� � ð20:14Þ

From (20.14), there is

e2ðtÞ ¼ e A22 þKA12ð Þte2ð0Þ

þ
Z t

0

e A22 þKA12ð Þ t�sð Þ K In�p½ � U T�1�xðsÞ; uðsÞ� �� U T�1�̂xðsÞ; uðsÞ� �� �
ds

which, �̂x sð Þ ¼ y sð Þ
�̂x2 sð Þ

� �
.

Because A22 þKA12 is stable, according to the [13], at the same time consider
(20.12), there are k1 [ 0 and k2 [ 0, when,
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e2k k� k2e
�k1t e2 0ð Þk kþ

Z t

0

k2e
�k1 t�sð ÞLU K In�p½ �		 		 e2 sð Þk kds

¼ k2e
�k1t e2 0ð Þk kþ k2e

�k1tLU K In�p½ �		 		Z t

0

ek1s e2 sð Þk kds
ð20:15Þ

On both sides of the formula (20.15) multiplied by ek1t at the same time, there is,

ek1t e2 tð Þk k� k2 e2 0ð Þk kþ k2LU K In�p½ �		 		 Z t

0
ek1s e2 sð Þk kds ð20:16Þ

By lemma 1, as can be obtained

e2 tð Þk k� k2 e2 0ð Þk ke k2LU K In�p
� �		 		�k1

� �
t ð20:17Þ

Thus theorem 1 is proved. □
Theorem 1 shows that the dynamic error Eq. (20.11) is bounded when fa ¼ 0.

Then b2 [ 0, the equality e2k k� b2 holds.
In view of (20.11), taking into account the sliding surface

S ¼ ey; e2
� �

ey ¼ 0

� � ð20:18Þ

The conditions of satisfying the motion stability and reachability of sliding mode
are discussed as follows.

Theorem 2 Based on the assumption that 1–4 and fa ¼ 0, if

LU\
kmin Qð Þ
2kmax Pð Þ ð20:19Þ

q[ b1 þ b2 A12k kþ LUð Þ
E1k k ð20:20Þ

Hold at the same time, then the dynamic error Eq. (20.11) will reach the sliding
mode surface (20.18) in finite time and keep on the sliding surface, and the sliding
mode motion is asymptotically stable. There, kmin �ð Þ represents minimum eigen-
value of a matrix, kmax �ð Þ represents maximum eigenvalue of a matrix.

Proof Consider the Lyapunov candidate function V ¼ eT2P22e2, by (20.14) and
the definition of K can be obtained that
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_V ¼ 2eT2P22 A22 þKA12ð Þe2 þ 2eT2P22 K In�p½ � U T�1�x; u
� �� U T�1�̂x; u

� �� �
¼ eT2 P22 A22 þKA12ð Þþ A22 þKA12ð ÞTP22

� �
e2 þ 2eT2 PT

12 P22
� �

U T�1�x; u
� �� U T�1�̂x; u

� �� �

By (20.7) and (20.12) there

_V ¼ �eT2Q22e2 þ 2 e2k k PT
12 P22

� �		 		 U T�1�x; u
� �� U T�1�̂x; u

� �		 		
� � kmin Q22ð Þ e2k k2 þ 2LU PT

12 P22
� �		 		 e2k k2

� � kmin Qð Þ � 2LUkmax Pð Þ½ � e2k k2

When (20.19) holds, there _V\0, the dynamic error Eq. (20.11) is asymptotically
stable in the sliding mode motion on the sliding surface (20.18).

From the first Eq. (20.11) can be obtained

eTy _ey ¼ eTy A11 � A12Kð Þey þA12e2 þU1 T�1�x; u
� �� U1 T�1�̂x; u

� �þE1g� v
� �

ð20:21Þ

Let the first equations in (20.9) and (20.10) into the formula (20.21), it can be
obtained as follows.

eTy _ey ¼ eTy A11 � A12Kð Þey þ eTy A12e2 þ eTy U1 T�1�x; u
� �� U1 T�1�̂x; u

� �� �
þ eTy E1g� A11 � A12Kk k ey

		 		þ qE1
� � ey

ey
		 		

" #

It further can be gotten the following inequality by assuming 4

eTy _ey � A12k kþ LU1ð Þ e2k kþ E1k k gk k � qð Þ½ � ey
		 		

� b2 A12k kþ LUð Þþ E1k k b1 � qð Þ½ � ey
		 		

According to the literature [14], when the (20.20) holds, the dynamic error
Eq. (20.11) satisfies the reachability condition, which is it will reach the sliding
surface (20.18) in the finite time and keep on the sliding surface.

Remark 1 To make the hypothesis 3 in the literature [6] hold, the following
conditions must be met.

rank E D½ �ð Þ ¼ rank C E D½ �ð Þ
This condition is much stronger than the assumption 2 in this paper. It can be

seen that the method proposed in this paper is also applicable to dealing with
external disturbances in general sense. In this paper, in addition to the requirement
that the interference g is norm bounded, it is not required that its time t is Lipschitz.
Obviously, general external interference can meet such conditions.
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20.3.3 Application of Sliding Mode Observer in Robust
Fault Detection

Theorem 2 shows that output error signal ey is robust from external disturbance g.
In order to detect faults, let ey the residual signal, only need to ensure that the
residual ey is sensitive to the actuator failure. From (20.8) it can be seen, as long as
it holds as follows.

D1 6¼ 0; KD1 þD2 6¼ 0 ð20:22Þ

The residual ey will be affected by actuator failures. In fact, the condition (20.22)
is not difficult to meet.

In practice, the following judgment logic is used to determine whether or not the
system has an actuator failure:

ey
		 		\Th;when actuators are without failure
ey

		 		� Th;when one of actuator failure occurred at least

�

There Th is the threshold that can be set according to the specific application.

20.4 Simulation and Verification

In this section, a simplified model of a spacecraft in return with large angle of attack
is carried out for the fault diagnosis simulation [15]. The model represents the
following matrix form [6], in which, trim values for the Maher number: 0.8, height:
5000 feet. System matrix is as follows.

A ¼
�0:0367 �0:0318 0:0831 �0:0008

0 �0:0716 �1:4850 0:9848
0 �0:2797 �5:6725 �1:0253
0 0 0 1:0000

2
664

3
775;D ¼

0:0120 �0:0071
�0:3058 �0:0223
�22:4293 7:8777

0 0

2
664

3
775;

E ¼
0

2:0275
10
1

2
664

3
775; C ¼

1 0 0 0
0 1 0 0
0 0 1 0

2
4

3
5

Uðx; uÞ ¼
0:0120u1 � 0:0071u2

�0:3058u1 � 0:0223u2 þ Fe
M sin x3ð Þ= 1þ x2ð Þ

�22:4293u1 þ 7:8777u2
0

2
664

3
775

There, parameters Fe=M represent engine thrust per unit spacecraft mass. There
are 4 states in the system, respectively: x1-standard deviation of airspeed
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v� v0ð Þ=v0, in which v as the airspeed (unit: m/s), v0 is for the desired airspeed,
x2—attack angle (unit: deg), x3—pitch angular rate (unit: deg/s), x4—pitch angle
(unit: deg). The system has 2 inputs, respectively: u1—deflection angle of sym-
metrical horizontal stabilizer (unit: deg), u2—deflection angle of symmetric front
wing (unit: deg). It has 3 outputs, respectively: y1—standard deviation of airspeed,
y2—attack angle (unit: deg), y3—pitch angular rate (unit: deg/s). External distur-
bance of the system gk k ¼ 0:001 � yk k sin2 x4, which caused into model error by air
drag and lift term.

In the following simulation, a linear state feedback controller is used to configure
the closed-loop poles �2:5; �4:5; �4; �5f g. If selected

L ¼
1:9682 0:0609 0
�0:0716 0:0150 0:9848
�0:2797 �5:6725 0:9747
�27:2784 0:9086 0:9544

2
664

3
775

For

Q ¼
�1:0000 �27:2968 0:6058 �0:0228
�27:2968 �746:1127 16:5354 �0:6229
0:6058 16:5354 �1:3669 0:0138
�0:0228 �0:6229 0:0138 �1:0005

2
664

3
775

Then the Lyapunov Eq. (20.2) has a positive definite solution

P ¼
372:5563 �8:2621 0:3113 13:6392
�8:2621 0:5168 �0:0069 �0:3029
0:3113 �0:0069 0:2503 0:0114
13:6392 �0:3029 0:0114 0:5000

2
664

3
775

There

F ¼ 0 0:6758 2:5½ �

Figure 20.1 shows the state estimation when the fault occurs, and Fig. 20.2
shows the residual information when the actuator fails. There, fault signal is

fa1 ¼
0:25; 60� t� 80

0; others

�

fa2 ¼
0:25; 60� t� 80

0; others

�

The Figs. 20.1 and 20.2 shows that when there is no fault in the system, the
observer can track the state of the system asymptotically. When the system fails, the
residual error can be more sensitive to give alarm information. At the same time,
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Fig. 20.1 System state and observation value without fault

Fig. 20.2 The value of residual generation failure
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the residual can also roughly determine when the actuator failure occurs, when the
fault will disappear. It is seen that the effect of the fault detection and isolation
method is satisfactory in this paper.

20.5 Conclusions

In this paper, for a class of Lipschitz nonlinear systems with external disturbances, a
fault detection method based on sliding mode observer is proposed. This sliding
mode observer is robust to external disturbance. When the actuator is free of faults,
the state of the system can be asymptotically tracked. When actuator failure occurs,
the robust residual error can send alarm signal. The proposed method is applied to a
spacecraft reentry model with high angle of attack, and the simulation results show
the effectiveness of the proposed method.
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Chapter 21
Human Motion Capture Similarity
Control for Space Teleoperation

Zhong Shi, Xuexiang Huang and Tianjian Hu

21.1 Introduction

With the rapid development of space technology and the continuous deepening of
space exploration activities, the tasks of space operations including in-space
maintenance, planetary surface exploration and space scientific experiment are
gradually rising [1]. As one of the most important ways of executing tasks of space
operations, space teleoperation combines the intelligence of human beings and the
adaptability of space robots, to reduce the risk and cost of space operations and
improve the abilities of adapting to the space environment, which has been a new
hotspot in the research of space technology [2].

At present, the operator is mainly used to control the end pose of space robot,
and many domestic and foreign scholars have studied the Cartesian space feedback
control method: The scattering operator is proposed based on the passive theory in
[3]; On this basis, the wave variable method is proposed in [4]; Based on the H∞
optimal control theory, the two step adaptive controller for space teleoperation is
designed in [5]; A modified force position hybrid control method is proposed in [6]
for the ORU assembly processes of space teleoperation; The stability, transparency
and traceability of the bilateral PD control method are studied in [7] based on the
absolute stability theory; A fuzzy adaptive terminal sliding mode controller for the
teleoperation system is designed in [8]. The Cartesian space feedback control for
space teleoperation has advantages in overcoming the adverse effect of space
environment disturbances, and ensuring the stability and precision of the space
teleoperation. The terminal sliding mode controller is widely used in the complex
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robot control system due to its control characteristics of rapidity, robustness and
anti-interference [9, 10], so it is suitable for the space teleoperation system with
high real-time and accurate requirements. However, only using the Cartesian space
control method, the operator can not directly control the joint space of the robot,
and the flexibility of operation is limited, which will reduce the operator’s execu-
tion ability for the complex teleoperation tasks in unknown environment.

Motion capture technology has been used in introducing the human’s motion
information into the teleoperation control loop, which is an important way to
improve operational flexibility. [11, 12] use the position tracker based on the
magnetic field and the motion capture system based on the vision, respectively, to
capture the movement of the operator’s head, hands and chest for the use of
controlling the movements of the robot astronaut; The humanoid robots are flexibly
controlled based on the optical motion capture equipment and the inertial motion
capture device in [13, 14], respectively. However, most of space robots are
non-humanoid robots, whose linkage length and joint configuration are not strictly
the same as the body structure, so it is difficult to use the motion capture technology
in space teleoperation system.

Aiming at the deficiency of the traditional space teleoperation control method, an
ATSMS control method is proposed in this paper based on motion capture tech-
nology. Firstly, an ATSM controller is designed to ensure the accurate control of
the human arm to the end position of the robot; Secondly, a similarity control
method is designed to control the robot’s joint configuration to tend to the human
arm joint configuration, and achieve the direct control of the joint space;
Meanwhile, the space teleoperation time-delay system is transformed into a
non-time-delay system by the output predictor; Then, the accuracy of the end
position control and the similarity between the human arm and the robot joint space
are proved theoretically; Finally, the effectiveness of the ATSMS control method is
analyzed and verified by numerical simulation and ground experiments.

21.2 Adaptive Terminal Sliding Mode Similarity Control
Method

The nonlinear dynamic model for a free-flying space robot with n-degrees of
freedom can be described as

sr þ sd ¼ M qrð Þ€qr þC qr; _qrð Þ ð21:1Þ

where, qr, _qr, €qr 2 Rn are the joint angle, velocity and acceleration, respectively;
M qrð Þ 2 Rn�n is the inertia matrix; C qr; _qrð Þ 2 Rn is the coefficient matrix of
centrifugal, Coriolis and velocity damping; sr 2 Rn is the control torque; and
sd 2 Rn is the disturb torque.

For space teleoperation, the accurate control of the end position is the premise of
the fine operation; In addition, in order to improve the flexibility of space
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teleoperation, it is necessary to control the robot joint space directly. Thus, it is
needed to consider the coupling relationship between the joint space and the
Cartesian space of space robot, which can be expressed as

_pr ¼ J qrð Þ _qr ð21:2Þ

in which, _pr 2 Rm represents the end velocity of the robot; J(qr) 2 Rm�n represents
the Jacobian matrix, in general m < n and J is underdetermined.

By using the underdetermined characteristic of Jacobian matrix, it can be
effectively dealt with that the problem of controlling the joint space and Cartesian
space of the robot simultaneously [15, 16]. By differentiating formula (21.2) with
respect to the time, the differential relationship for accelerations can be obtained as

€pr ¼ J �qr þ _J _qr ð21:3Þ

By inversing formula (21.3), the joint acceleration of the robot can be expressed
as

€qr ¼ Jþ €pr � _J _qr
� �þ €qN ð21:4Þ

in which, J+ 2 Rn�m is the Moore-Penrose inverse of Jacobian matrix, and
J+ = JT(JJT)−1 generally; €qN 2Rn represents the component of the €qr in the null
space of Jacobian matrix J, i.e., J �qN ¼ 0.

Substituting formula (21.4) into formula (21.1), the following result can be
obtained

sr þ sd ¼ M qrð Þ Jþ €pr � _J _qr
� �þ €qN

� �þC qr; _qrð Þ ð21:5Þ

By using the computed torque method, the control torque can be calculated as

sr ¼ M̂ qrð Þ Jþ €ph þ u� _J _qr
� �þ/N

� �þ Ĉ qr; _qrð Þ ð21:6Þ

in which, M̂ qrð Þ 2 Rn�n and Ĉ qr; _qrð Þ 2 Rn represent the online identification
values of M qrð Þ and C qr; _qrð Þ, respectively; €ph 2 Rm is the end acceleration of
human arm, which can be measured by the motion capture device as the input of
space teleoperation; u 2 Rm represents the feedback control law; and /N 2 Rn

represents the arbitrary vector in the null space of Jacobian matrix J, i.e., J/N = 0.
Thus, an ATSMS control system is designed in this paper, and the control

system mainly includes three components of a output predictor, an ATSM con-
troller and a similarity controller, as shown in Fig. 21.1.
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21.2.1 Output Predictor

Time delay is an important factor affecting the stability of space teleoperation
system, and the output predictor based on tracking differentiator [17] can transform
the space teleoperation with time delay into an non-time-delay system. The discrete
form expression for output predictor is

f y ¼ fhan y2 kð Þ � y1 kð Þ; y3 kð Þ; r; h0ð Þ
y2 kþ 1ð Þ ¼ y2 kð Þþ hy3 kð Þ
y3 kþ 1ð Þ ¼ y3 kð Þþ hf y
y0 kð Þ ¼ y2 kð Þþ ayy3 kð Þ

8>>>><
>>>>:

ð21:7Þ

in which, y1 = [y1i]n�1 2 Rn represents the real joint angle of space robot of the
time-delay system; y2 = [y2i]n�1 2 Rn and y3 = [y3i]n�1 2 Rn represent the extended
outputs of the output predictor; y02Rn represents the non-time-delay joint angle
produced by the output predictor; ay represents the differential weight coefficient of
y0; fhan(y2 − y1,y3,r,h0) = [fhan(y2i-y1i,y3i,r,h0)]n�12Rn is the optimal control
synthesis function of discrete-time system, which can be expressed as

d ¼ rh20; a0 ¼ h0y3i; y ¼ y2i � y1i þ a0

a1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d dþ 8 yj jð Þp

; a2 ¼ a0 þ sign yð Þ a1 � dð Þ=2
fsg y; dð Þ ¼ sign yþ dð Þ � sign y� dð Þð Þ=2
a ¼ a0 þ yð Þfsg y; dð Þþ a2 1� fsg y; dð Þð Þ

fhan ¼ �r a
d

� �
fsg a; dð Þ � r � sign að Þ 1� fsg a; dð Þð Þ

8>>>>>>><
>>>>>>>:

ð21:8Þ

where h0 and r are the adjusting parameters of function fhan(y2 − y1,y3,r,h0).

21.2.2 Adaptive Terminal Sliding Mode Controller

Considering the uncertain disturbances including the environmental interference,
measurement noise and modeling error and the real-time requirements of space
teleoperation, the feedback control law needs to be robust, fast and
anti-interference, thus, an ATSM controller is designed to generate the feedback
control law and the sliding mode surface is designed as

S ¼ ep þ 1
k
sig1=a _ep

� � ð21:9Þ
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in which, represents the control error of end position; represents the control error of

end velocity; and sig1=a _ep
� � ¼ _ep1

�� ��1=asign _ep1
� �h

, _ep2
�� ��1=asign _ep2

� �
, …,

_epm
�� ��1=asign _epm

� �iT
, 0 < a < 1, k > 0.

Chattering is an inherent phenomenon of sliding mode control, and to eliminate
the chattering, the sliding mode reaching law is designed as:

_S ¼ �b1S� b2sig
g Sð Þ ð21:10Þ

in which, b1, b2 > 0; and the range of η is limited as (0.5, 1), in order to avoid the
chattering of sliding mode as far as possible while ensuring the convergence of the
system.

In order to overcome the uncertain disturbances of the space teleoperation
system, the adaptive terminal sliding mode control law is designed as

u ¼ kasig2�1=a _ep
� �þ b1Sþ b2sig

g Sð Þþ ŵ ð21:11Þ

in which, ŵ represents the adaptive estimation of the uncertain disturbances, and the
adaptive law can be calculated as

_̂
w ¼ kS ð21:12Þ

in which, k > 0 represents the adaptation gain.

21.2.3 Similarity Controller

In order to realize the direct control of the joint space, it is necessary to design a
similarity control method to make the robot joint space tend to the operator’s arm,
i.e., the joint velocity of robot meets the following relationship:

eqi � _qri [ 0; eqi [ ee
_qri ¼ 0; eqi

�� ��� ee
�eqi � _qri\0; eqi\� ee

8<
: ð21:13Þ

in which, _qri and eqi represent the joint velocity and similarity error of the i-th
(i = 1, 2,…, n) joint, respectively (Fig. 21.1); eqi > 0 represents the upper bound of
the i-th joint velocity; ee > 0 defines the size of the joint similarity region, and the
robot joint space is thought to be similar to the human arm when |eqi| � ee.

Considering the continuity and smoothness of the joint velocity of the space
robot, the clamping velocity is designed as the following:
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ui ¼

eqi�eeð Þ2 2eqi þ ee�3�eeð Þ
ee��eeð Þ3 umax �ee [ eqi [ ee

eqi þ eeð Þ2 2eqi�ee þ 3�eeð Þ
ee��eeð Þ3 umax � �ee\eqi\� ee

0 eqi
�� ��� ee

�umax eqi � � �ee
umax eqi ��ee

8>>>>>>>>><
>>>>>>>>>:

ð21:14Þ

in which, �ee represents the threshold of similarity error, and umax represents the
maximum clamping velocity. The relationship curve between the clamping velocity
and similarity error is depicted as Fig. 21.2. When |eqi| < ee, the calmping velocity
is set as 0; and when the similarity error of the i-th joint is out of the joint similarity
region, the i-th joint will be pushed toward the joint similarity region in the null
space of Jacobian matrix J by the clamping velocity ui. Meanwhile, ui is contin-
uously differentiable everywhere so that there is no jump to joint velocities and joint
torques become continuous.

ATSM
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Fig. 21.1 ATSMS control system for space teleoperation
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In order to avoid interrupting the accurate control of end position, the clamping
velocity U is projected on the null space of Jacobian matrix by designing /N as

/N ¼ I � Jþ Jð Þ _UþK_eN
� �� Jþ _JJþ þ _Jþ� �

J U� _qrð Þ ð21:15Þ

in which K 2 Rn is a positive-definite matrix; _eN 2 Rn are the errors between the
clamping velocity and joint velocity in the null space of Jacobian matrix, which is
defined as

_eN ¼ I � Jþ Jð Þ U� _qrð Þ ð21:16Þ

21.3 Performance Analysis of Control System

21.3.1 Stability Analysis

The convergence speed of adaptive estimation is increased as the adaptation gain k
increases, but the excessive adaptation gain k will destroy the stability of the control
system designed in this paper. The following theorem gives a further explanation
for the determination of k.

Theorem 1 The control system depicted in Fig. 21.1 is asymptotically stable and
the end position control error tends to zero, if the adaptation gain k in the adaptive
law (21.12) takes the following value

k ¼ min
i¼1;2;���;m

1
ak

_epi
�� ��1=a�1

� 	
ð21:17Þ

in which _epi is the i-th component of the end velocity control error _ep.
Proof Due to the effect of the output predictor, only consider the non-time-delay

systems here. Substitute formula (21.5) into formula (21.6), and the following
equality can be obtained

Jþ €ep þ u
� �þ/N � €qN ¼ M̂�1 M � M̂

� �
€qr þ C � Ĉ

� �� sd

 � ð21:18Þ

Due to J �qN ¼ 0m�1, and

J/N ¼ J I � Jþ Jð Þ _UþK_eN
� �� J Jþ _JJþ þ _Jþ� �

J U� _qrð Þ
¼ � _JJþ þ J_Jþ� �

J U� _qrð Þ ¼ � d
dt

JJþð ÞJ U� _qrð Þ

¼ � d
dt
I

� 
J U� _qrð Þ ¼ 0m�1

ð21:19Þ
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by multiplying J on the left of formula (21.18), the system error equation can be
obtained as

€ep þ u ¼ JM̂
�1

M � M̂
� �

€qr þ C � Ĉ
� �þD


 �
,w ð21:20Þ

in which w represents the uncertain disturbances of the control system, including
the unmolded dynamics and external disturbances.

The following Lyapunov function is defined to verified the stability

V ¼ 1
2
STSþ 1

2
~wT~w ð21:21Þ

in which ~w are the estimation errors of the uncertain disturbances, i.e.,

~w ¼ ^w� w ð21:22Þ

Differentiating V with respect to the time along the system trajectory, the fol-
lowing equality can be obtained

_V ¼ ST _Sþ ~wT _~w ð21:23Þ

Substituting formulas (21.9), (21.11), (21.20) and (21.22) into formula (21.23)
and after simplification, the following equality can be obtained

_V ¼ ST
1
ak

diag _ep
�� ��1=a�1
� �

�b1S� b2sig
g Sð Þð Þ

þ ST kIm � 1
ak

diag _ep
�� ��1=a�1
� �� 

~w� ~wT_w
ð21:24Þ

Since k ¼ min
i¼1;2;���;m

1
ak _epi
�� ��1=a�1

n o
, the following inequality can be obtained

_V � � kb1 Sk k � kb2 Sk kgþ 1 þ ~wT _w
�� �� ð21:25Þ

By adjusting the parameters b1 and b2, we can obtain _V < 0. Thus, the control
system is asymptotically stable, and the sliding mode surface S and the estimation
errors of the uncertain disturbances ~w converge to zero. Then, we can obtain

_ep ¼ �ksiga ep
� � ð21:26Þ

Hence, the end position control error ep will converge to zero, and the conver-
gence time of the feedback control system is
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tc ¼ 1
ka 1� að Þ ep tsð Þ�� ��1�a ð21:27Þ

in which ts is the time of system states reaching the sliding mode surface. □
Theorem 1 indicates that: the ATSMS method can effectively estimate the

modeling error and disturbance torque of the system, so that the system has good
robustness and anti-disturbance; the ATSMS method can guarantee the asymptotic
stability of the system, and the end position control error tends to 0; the clamping
velocity is projected on the null space of the Jacobian matrix, which has no dis-
turbances to the stability of the system.

21.3.2 Joint Similarity Verification

The clamping velocity can make the space robot joint position tend to the human
arm on the null space of the Jacobi matrix to realize the direct control of the robot
joint space. In order to verify the effectiveness of similarity control method, firstly,
the Jacobian matrix is decomposed by the singular value decomposition, which can
be expressed as

J ¼ UDVT ð21:28Þ

in which, U = [u1, u2, …, um] 2 Rm�m, V = [v1, v2, …, vn] 2 Rn�n, and D = diag
(r1,…, rs,0,…,0) 2 Rm�n with s � m as the rank of J and r1 � r2 � ��� �
s > 0 as the singular values of J. The joint velocity of the robot can be calculated as

_qr ¼
Xs
j¼1

1
rj
uTj _prvj þ _qNr ð21:29Þ

in which _qNr represents the joint velocity in the null space of the Jacobian matrix.
The ATSM controller can ensure the accurate control of the end position of the
space robot, so _ph can be used as a substitute for _pr to solve the robot joint angular
velocity.

To simplify the verification, assume that only the last joint locates outside the
joint similarity region, i.e. eqn > ee; while other joints locate inside the joint simi-
larity region, i.e. |eqi| � ee for i = 1, 2, …, n − 1.

Theorem 2 When eqn < −ee and |eqi| � ee (i = 1, 2, …, n − 1), the velocity of the
n-th joint will satisfy

_qrn [ 0 ð21:30Þ

which means a joint motion towards the similarity region of n-th joint, if the
maximum value of clamping velocity satisfies
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umax [

Ps
j¼1

1
rj
uTj _phvj nð Þ

��� ��� ee � �eeð Þ3

1�Ps
j¼1 vj nð Þ
 �2� �

eqn � ee
� �2

2eqn þ ee � 3�ee
� � ð21:31Þ

Proof Differentiating formula (21.16) with respect to the time, we can obtain

€eN ¼ I � Jþ Jð Þ _U� €qr
� �� _Jþ Jþ Jþ _J

� �
U� _qrð Þ

¼ I � Jþ Jð Þ _U� €qr
� �� Jþ _J _eN � Jþ _JJþ þ _Jþ� �

J U� _qrð Þ
ð21:32Þ

Derived from formula (21.6), the joint acceleration of the robot can be obtained
as

€qr ¼ Jþ €ph þ u� _J _qr
� �þ/N ð21:33Þ

Substitute formulas (21.14) and (21.33) into formula (21.32), yields

€eN ¼ � I � Jþ Jð ÞK_eN � Jþ _J _eN ð21:34Þ

Define the Lyapunov function as

V ¼ 1
2
_eTN _eN ð21:35Þ

Differentiating Lyapunov function V with respect to the time and substituting
formula (21.34) into it, yields

_V ¼ _eTN€eN ¼ � _eTN I � Jþ Jð ÞK_eN � _eTNJ
þ _J _eN ð21:36Þ

Substituting formula (21.16) into formula (21.36), yields

_V ¼ � _eTNK _eN ð21:37Þ

Since K is a positive-definite matrix, then _V < 0, satisfied the Lyapunov criteria.
Hence, the errors _eN converge to zero vector, i.e., (I-J+J)U tends to be equal to _qNr ,
and the robot joint velocity can be expressed as

_qr ¼
Xs
j¼1

1
rj
uTj _phvj þ I � Jþ Jð ÞU ð21:38Þ

Since eqn > ee, and |eqi| < ee for i = 1, 2, …, n − 1, the clamping velocity
satisfies
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un ¼
eqn�eeð Þ2 2eqn þ ee�3�eeð Þ

ee��eeð Þ3 umax �ee [ eqn [ ee
umax eqn ��ee

(
ð21:39Þ

and

ui ¼ 0 i ¼ 1; 2; � � � ; n� 1ð Þ ð21:40Þ

Then, the n-th joint velocity can be calculated as

_qrn ¼
Xs
j¼1

1
rj
uTj _phvj nð Þþ 1�

Xs
j¼1

vj nð Þ
 �2 !
un ð21:41Þ

in which vj(n) is the n-th element of vj, and

Xs
j¼1

vj nð Þ
 �2\Xn
j¼1

vj nð Þ
 �2 ¼ 1 ð21:42Þ

Since

un �
eqn � ee
� �2

2eqn þ ee � 3�ee
� �
ee � �eeð Þ3 umax [

Ps
j¼1

1
rj
uTj _phvj nð Þ

�����
�����

1�Ps
j¼1

vj nð Þ
 �2 ð21:43Þ

the n-th joint velocity satisfies

_qrn [ �
Xs
j¼1

1
rj
uTj _phvj nð Þ

�����
�����þ

Xs
j¼1

1
rj
uTj _phvj nð Þ

�����
����� ¼ 0 ð21:44Þ

21.4 Experimental Verification

21.4.1 Numerical Simulation

As a validation of the proposed method, a planar 3 DOF linkage non-humanoid
robot controlled by human motion is simulated numerically. The robot demo is
depicted in Fig. 21.3 and nomenclatures of the demo are shown in Table 21.1.

During the numerical simulation, the operator is simulated to execute an planar
arc motion, which can be expressed as qh1 = qh2 = qh3 = (45sin(0.2pt-p/2) + 45)
deg. The sampling time is set as Dt = 0.001 s, and the up and down time delay are
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set as tu = td = 1.1 s. The initial states of the robot are selected as qr = [0 0 0]T,
_qr = [0 0 0]T. The external disturbances considered are sd = [2sin(t) + 0.5sin
(200pt), cos(t) + 0.5sin(200pt), cos(2t) + 0.5sin(200pt)]T, in which the second
terms exhibit the effect of high frequency measurement noises. And the unmodeled
error is considered as a 30% estimation error of the linkage inertias. In addition, the
control system adopts PD, ATSM and proposed ATSMS methods, respectively, in
which, the parameters of PD controller [18] are set as kp = 26 and kv = 9; the
parameters of ATSM controller are set as k = 0.1, a = 0.6, b1 = 20, b2 = 20 and
η = 0.7; the parameters of ATSMS controller are set as: K is a 3-dimensional
identity matrix, r = 1, h0 = 0.01, ay = 0.5, and the other parameters are the same as
the ATSM controller.

The end position control errors between the human arm and robot are depicted in
Fig. 21.4, which show that the end position control errors of ATSM and ATSMS
method are about 0.01 m while that of PD method are about 0.05 m. In addition,
the end position control errors of ATSM and ATSMS control method are quite
similar, which indicates that the joint similarity control has no disturbances to the
end position control.

The joint similarity errors between the human arm and robot are depicted in
Fig. 21.5, and Fig. 21.6 shows the configuration changes of the human arm and
robot. It is clear that the joint space of the robot controlled by the ATSMS method is

1

2

3

O2

O3

m1, l1

 m2, l2

m3, l3

O1

Y

XO

O4
Fig. 21.3 Planar 3 DOF
linkage non-humanoid robot

Table 21.1 Nomenclatures
of the robot demo

Nomenclatures(unit) Specification

XOY World coordinate

O1, O2, O3, O4 Robot’s joints(O1, O2, O3)
End-effector(O4)

h1, h2, h3 Joint rotation angles

m1, m2, m3 Linkage mass(kg)
m1 = 30, m2 = 20, m3 = 10

l1, l2, l3 Linkage length(m)
l1 = 0.3, l2 = 0.2, l3 = 0.1
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more similar to the human arm compared to the PD and ATSM method, and the
joint similarity errors of ATSMS method are smaller than 10 deg.

In order to further compare the control effects of the three methods, the control
accuracy of end position is defined as

TA ¼ 1� 1
T

ZT
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eTp tð Þep tð Þ
pTh tð Þph tð Þ

s
dt ð21:45Þ
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and from the view of joint trajectory consistency, the similarity function and
average similarity for joint space are defined as

S tð Þ ¼ 1þ
Xn
i¼1

qhi � qri
qrimax � qrimin

� 2
" #�1

ð21:46Þ

and

�S ¼ 1
T

ZT
0

S tð Þdt ð21:47Þ

respectively, in which the running time T = 50 s, and qrimin and qrimax are the
minimal and maximal value of joint angles for i-th joint, respectively, which are set
as qrmin = [0, -90 deg, -90 deg]T and qrmax = [180 deg, 90 deg, 90 deg]T.

The curves of similarity function for joint space are depicted in Fig. 21.7. It is
obvious that with the processing of the numerical simulation, the joint space of the
robot controlled by PD and ATSM method gradually deviates from the joint space
of human arm while ATSMS can ensure the robot’s joint space tends to the human
arm all the time. The comparison results of end position control accuracy and
average similarity are shown in Table 21.2, which demonstrates the better perfor-
mance of ATSMS method in accurate controlling of end position and similarity of
joint space between the robot and human arm compared to the PD and ATSM
control method.

Human Arm PD

ATSM ATSMS

Fig. 21.6 The configuration
changes of the human arm
and robot
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21.4.2 Ground Experiments

The ATSMS control method can realize the simultaneous control of the end
position and joint space of space robot, therefore, in the complex and unknown
space environment, the operator can control the robot to carry out some complex
operations flexibly, e.g., obstacle avoidance. A teleoperation ground experimental
system based on human motion capture has been established, as shown in Fig. 21.8,
where the motion capture device is an inertial motion capture device based on
MEMS sensor and the controlled object is an industrial robot with 6 degrees of
freedom. The target of the teleoperation task is that the operator controls the robot
to avoid an unstructured obstacle based on the visual information and the
end-effector of the robot to arrive at the desired position. PD and ATSMS control
method are used in the teleoperation system, respectively.

The final state of the robot is shown in Fig. 21.9. It is obvious that, the PD
control method can only control the end position of the robot, and when the
operator finds the robot will hit the obstacle through the visual information, due to
its inability to control the joint space of the robot, it is difficult to control the robot
to avoid obstacles in order to control the end-effector reaches the designated
position; while the ATSMS control method can control the joint space of the robot
directly to avoid the obstacle without disturbances to the accurate control of end
position, thus, the operator can complete the teleoperation task.

0 10 20 30 40 50

0.4

0.5

0.6

0.7

0.8

0.9

1

Time (s)

S
im

ila
rit

y 
Fu

nc
tio

n

PD
ATSM
ATSMS

Fig. 21.7 The similarity function for joint space

Table 21.2 Comparison
results of control accuracy
and average similarity

Parameters PD (%) ATSM (%) ATSMS (%)

TA 91.12 97.43 97.58

S 78.04 96.70 99.06
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21.5 Conclusions

An ATSMS control method is proposed in this paper for the lack of flexibility of the
traditional space teleoperation control method. An ATSM controller is used to
guarante the accurate control of space robot end position due to its characteristics of
robustness and anti-interference; and a similar control method is used by designing
the clamping velocity to realize the direct control of space robot joint space and

Motion Capture Device

Industrial Robot

Fig. 21.8 A teleoperation ground experimental system based on human motion capture

Fig. 21.9 The final state of the robot controlled by two method: a PD control method; b ATSMS
control method
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improve the flexibility of operation. The results of numerical simulation showed
that, compared with PD and ATSM control method, ATSMS control method can
realize the higher control accurate of the robot’s end position (about 97.58%) and
higher joint similarity (the average similarity is up to 99.06%) between the human
arm and robot. Finally, the ground experiment shows that by using the ATSMS
control method, the operator can accurately control the robot end effector reach the
designated position, and can control the robot joint space to avoid obstacles.
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Chapter 22
Analysis and Design of the Stabilization
Loop for Ship-Borne Antenna Servo
System

Jianhui Jia and Shuyang Zhao

22.1 Introduction

When flying target is tracked by ship-borne antenna,the tracking accuracy is
reduced because of ship’s shaking,and the target is even loss in bad sea conditions
[1]. At this time, the stabilization loop that uses gyroscope as the feedback element
is the commonly used [2], block diagram of stabilization loop was shown in
Fig. 22.1[3], for AE type antenna, the gyroscope is installed on the elevation arm to
obtain the rates of azimuth axis and elevation axis. In order to complete the sta-
bilization loop design, the corresponding regulator is needed. In addition to the
regulator and gyroscope, the speed loop is the important part of stabilization loop,
and the bandwidth and the dynamic characteristics restrict the behavior of the
stabilization loop [4] and make the regulator of the stabilization loop difficult to
design. This paper is to provide a design method of the regulator and verify the
correctness of the method in the actual system.

22.2 The Design of the Stabilization Loop Regulator

The design of regulator of servo system includes form selection and parameter
debugging, and the form of regulator is generally determined in the early stage of
design, and the parameters are obtained through being repeatedly debugged in the
actual system.

In the servo loop, such as position loop, speed loop and current loop, PI regu-
lator is usually used. Because of the feedback element of the stabilization loop is
located on the load axis, it is especially sensitive to the noise, at the same time, the
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bandwidth of the stabilization loop is lower than the bandwidth of the speed loop,
and that makes it difficult or impossible to adjust the parameters for the PI regulator.

In servo system, the bandwidth of servo loop usually meets the following
relationship [5].

xb ¼ ð1:5� 2Þxc ð22:1Þ

xb is the closed-loop bandwidth and xc is the open-loop break frequency in the
servo loop. In addition, the bandwidth of the inner loop is generally higher than that
of the outer loop [6]. Because of speed loop is the inner loop of the stabilization
loop, the break frequency xc of the stabilization loop is less than the bandwidth xb

of the speed loop on the basis of the above relationship.
The Bode diagram of the speed closed-loop is generally consistent with the form

shown in Fig. 22.2a, the purpose of the regulator of the stabilization loop is to
transform it, so that the stabilization loop has good dynamic and steady state
characteristics. The integrator is added to the regulator to improve the type of the
stabilization loop. At this time, the form of the bode diagram that was transformed
is consistent with the form that is shown in Fig. 22.2b. In order to satisfy the
requirement of amplitude margin, the proportional gain is required, and the form of
bode diagram as shown in Fig. 22.2c. The break frequency xc of the stabilization
loop is more than the bandwidth of speed loop right now, and that does not accord
with the result of the previous analysis, to meet the requirement of the break
bandwidth of stabilization loop is lower than that of the speed loop, lag compen-
sation is needed by using the feature of attenuating the amplitude of high frequency
signal [7]. So far, the bode diagram is shown in Fig. 22.2d, and achieves the desired
expectation.

According to the above analysis, the equation for the regulator of the stabi-
lization loop is shown below.

GjzðsÞ ¼ Kðs1sþ 1Þ
sðs2sþ 1Þ ð22:2Þ

K is proportional gain, s1 and s2 are the coefficients of lag compensation, and s1 is
less than s2.

The output of 
the position loop

The speed 
of load axisThe speed 

colsed-loop

Conversion
coefficient between 

angle and radian

Reduction 
ratioRegulator

Gyro feedback 
coefficient

Fig. 22.1 Block diagram of stabilization loop
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In the practical system, the speed loop bandwidth is relatively low, and that
affects the width of the intermediate frequency signal of stabilization loop, fur-
thermore, the dynamic characteristics is impacted [7]. In order to improve that,
taking the regulator mentioned above and the speed loop as an object, then to adjust
it by adding the PID regulator that is often used and we have rich debugging
experience

22.3 The Realization of the Regulator

22.3.1 Specific Form of Regulator

According to the above analysis, the regulator designed in this paper is composed of
PID part and integrator + lag compensation.

The form of PID algorithm that is realizated by computer is shown in
formula (22.3).

uðkÞ ¼ Kp � eðkÞþKI�
Xk

i¼1

eðiÞþKd � ½eðkÞ � eðk � 1Þ� ð22:3Þ

e is error that output of position loop minus feedback of gyroscope, u is the output
of PID algorithm, Kp, KI , Kd is the proportional integral differential coefficient.

(a) Bode diagram of the speed 
closed-loop

 (b)  a+integrator

 (c) b+proportion (d) c+lag compensation

0
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ω
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( )jφ ω
ω

( )jφ ω

ω 0

( )jφ ω

ω

Add lag compensation

Fig. 22.2 The design flow diagram of the stabilization loop regulator
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The integrator + lag compensation corresponding formula (22.2) requires dis-
cretization before computer programming, and the difference equation is shown in
formula (22.4) [8].

yðkÞ ¼ a1 � yðk � 1Þ � a2 � yðk � 2Þþ b1 � K � uðk � 1Þ � b2�K � uðk � 2Þ
ð22:4Þ

u is the output of PID algorithm, K is the proportional gain that is equal to K of
formula (22.2) and a1, a2, b1, b2 are the coefficients of differential term.

22.3.2 Parameter Design

Parameters of the regulator discussed in the servo system are usually obtained in
final debugging process, while the initial values of the parameters need to be
determined at the beginning of design. In antenna servo system, the speed loop is
generally designed in the driver, whose bandwidth is fixed and not easy to be
changed. In this article, Parameters of the regulator of stabilization loop are eval-
uated based on this.

Assuming that xn is the bandwidth of speed loop, xgc is the break frequency of
stabilization loop, D is a technical index that reflects the ability of the servo system
to isolate the ship’s shaking and was put forward in the early design stage, and the
unit is dB, Kg is the open loop gain of the stabilization loop. To guarantee the
stability margin of the stabilization loop, the following relationships are generally
required according to the experience that are accumulated in engineering practice.

xgc ¼ xn

3
;D ¼ 20 lg

1
1þKg

ð22:6Þ

The s1 and s2 in formula (22.2) are designed according to the following equation.

s1 ¼ 3=xgc; s2 ¼ 3s1 ð22:7Þ

Combined with Fig. (22.1) and Kg in formula (22.6), K in formula (22.2) can be
calculated. Formula (22.2) can be discretized into the form of the formula (22.4)
after completion of the above parameters, future more,a1, a2, b1, b2 can be deter-
mined in debugging process.

The parameter design of PID algorithm is no longer described in this paper due
to being widely discussed in engineering applications.
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22.4 The Experiment and Analysis

22.4.1 Step Test of Servo Loop

In the servo system, the response speed of the loop is closely related to the
bandwidth [4], and the higher the bandwidth, the faster the response. Because the
stabilization loop bandwidth is between the speed loop and the position loop, and
the position loop bandwidth is less than the speed loop bandwidth, then the
response speed of the stabilization loop is slower than that of the speed loop and it
is faster than response speed of the position loop. The rise time of the step response
of the loop reflects the response speed in servo system. We take this as the basis for
the stabilization loop debugging.

Based on the above analysis, we have carried out experimental tests in our
system. The position loop step response curve is shown in Fig. 22.3a, the speed
loop step response curve is shown in Fig. 22.3b, and the stabilization loop step

Fig. 22.3 The step test curves of multiple loops
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response curve is shown in Fig. 22.3c. It can get that the rise time for the position
loop is about 300 ms, and it is about 100 ms for the speed loop, and it is about
200 ms for stabilization loop. The experimental measurements are in good agree-
ment with the above analysis result.

22.4.2 Test of Isolating the Ship-Swaying

After the stabilization loop design is completed, the ability of the servo system to
isolate the ship’s shaking is tested under two different conditions using and not
using the stabilizing loop by using sinusoidal signal that amplitude is 8° and cycle is
10 s to simulate the shaking of the ship [9, 10]. The test result is shown in
Fig. 22.4.

The test result is that the tracking error of azimuth axis is reduced from 0.1° to
0.05° and the tracking error of elevation axis is reduced from 0.24° to 0.49° after
adding stabilization loop. It shows that it can improve tracking accuracy and isolate
the disturbance that is caused by the shaking of the ship by adding stabilization
loop, at the same time. It also shows that the design method of the regulator that is
proposed in this paper is correct.

Fig. 22.4 Tracking angle error of antenna servo system in ship shaking disturbance
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22.4.3 The Application of the Stabilization Loop

To make the dynamic characteristic of the stabilizing loop satisfied, it is often
necessary to reduce the bandwidth of the position loop when the bandwidth of the
speed loop is not high, the previous parameters of the position are usually no longer
applicable, and they need to be re-adjusted. At the point, the response speed will
drop.

After all design is completed, the step test of the position loop is carried out
under two conditions using and not using the stabilizing loop. The test result is
shown in Fig. 22.5.

From this figure, you can see that the rise time of the position loop is slow when
the stabilization loop is used. If the flying target is highly mobile, the slow response
of the position loop also affects the tracking accuracy. So it is necessary to weigh
whether to use stabilization loop according to the feature of flying target and sea
state, while it is mainly rely on human experience at present.

Fig. 22.5 The position loop
step test curves before and
after adding the stabilization
loop
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22.5 Conclusion

The experiment result demonstrates that it can isolate the disturbance caused by the
shaking of the ship by adding stabilization loop in the ship-borne antenna servo
system, and shows that the design method of the stabilization loop regulator that is
presented in this paper is effective and has a certain engineering significance. In
addition, selection of the stabilization loop is mainly rely on human experience at
present, it is need to be further studied to give clear working conditions.
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Chapter 23
Target Recognition of Radar HRRP Using
the Envelope Reconstruction

Pengfei Zhang, Li Chan, Hongxi Zhou and Xiaguang Yu

23.1 Introduction

With the developing of wideband radar and signal processing technology, it can
easily obtain the high resolution range profile (HRRP). It contains important target
structure signatures, such as target size, scatterer distribution, etc. at that aspect.
Therefore, target recognition of radar HRRP has received intensive attention for a
real-time system from the radar automatic target recognition (RATR) community
[1–12]. Li and Yang [1] directly used HRRP as feature vectors and developed
matching scores as discriminate rule for target recognition. Feature transformation
is an efficient method for feature extraction. Zyweck and Bogner [2] extracted
magnitude by performing Fourier transform (FT) of HRRP to recognize the com-
mercial aircraft. and Kim et al. [3] presented some time-shift invariant features of
HRRP. Du et al. [4] utilizes the frequency domain feature with various higher-order
spectra. In order to overcome the limitation of the highly sensitivity to target-aspect
angle variation from radar, the consecutive range profile samples have to be divided
into several aspect-frames [5, 6]. And then statistical models are developed to
parameterize HRRP in a frame. Shi et al. [7] studied the two-phase model on local
factor analysis. Gaussian mixture distribution [8] is used to model the short-term
relation of consecutive HRRPs. Wang et al. [9] studied the T-mixture model for
radar HRRP target recognition. Since HRRP is typical high-dimensional distributed
signal, the traditional linear classify method often fail to gain good target recog-
nition. Liu et al. [10] proposed support vector machine (SVM) for HRRP-based
RATR. Lin et al. [11] applied support vector data description (SVDD) to the target
rejection. Fu and Yang [12] presented a kernel trick via multiclass synthetical
discriminant analysis for radar HRRP recognition. All the development trends
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shows that with well feature extraction of target, how to design a effective classifier
to measure test HRRP sample is also very important to HRRP target recognition.

Moments and various functions of moments have been extensively utilized as
pattern features to achieve invariant recognition of 2-D image patterns [13, 14].
Kim [3] introduced the central moments into HRRP-based recognition and pre-
sented some time-shift invariant features of HRRP. However, since the monomial
function of central moments is not orthogonal, the correlation of moment weighting
kernels directly results in information redundancy. To deal with these redundancy
contained in the central moments, the principal component analysis (PCA) is
applied to reduce and achieve more dimensionality reduction. Since the transfor-
mations of feature vectors in PCA are based on the training data samples only and
are applied to both the training and test feature vectors. When the training dataset is
small, the transformations often can’t effectively represent the intrinsic information
of the target. It becomes necessary to review those orthogonal moments which are
based on the theory of orthogonal polynomials. Different types of orthogonal
moments [15, 16] defined in a rectangular region have been investigated as the
unique image shape features. As one of the important orthogonal moments [17, 18],
the Legendre moments have near zero information redundancy and show potential
usefulness in the field of HRRP analysis.

In this paper, we propose a new algorithm of translation invariant feature
extraction based on Legendre moments. With preprocess of aspect-frames sepa-
rated, amplitude ‘1 normalized and range values mapped, the calculated Legendre
moments feature vectors are dependent not on the amplitude or position of HRRP
but only on its shape. Meanwhile, spectrum analysis (SA) was adopted to recon-
struct the real HRRP and extract principal information in order to further improve
recognition performance of HRRP obtained by inverse fast fourier transform (IFFT)
in low SNR environment. The recognition experiments based on measured data are
simulated to verify the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. In Sect. 23.2, we analyze the real
HRRP features. In Sect. 23.3, the detail target recognition scheme is described. In
Sect. 23.4, Several experiments based on measured data are performed to evaluate
the recognition performances of the proposed algorithm. Finally, conclusions are
made in Sect. 23.5.

23.2 Analysis of the Real HRRP Features

The moving toward range cells (MTRC) and noise effect are the most important
phenomena causing the target-aspect sensitivity of HRRP [4–6]. Therefore, how to
overcome this problem and establish a robust template database is a very important
issue, which will be discussed in this section.
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23.2.1 Signal Model of HRRP

Even for high resolution radar, the targets size is still much larger than the wave-
length of the radar, the electromagnetism characteristics of targets can be described
by the scattering center target model [4]. According to this model, a HRRP is the
vectorial summations of the returns from the target’s scattering centers projected
onto the radar line-of-sight (LOS) as show in Fig. 23.1 [7], which represents the
scattering centers distribution of a target along the radial distance.

In real applications radar, we can only collect limited discrete sample frequency
points N within a finite bandwidth of frequency B. Therefore, the returned echo in
frequency domain is described as formula (23.1).

XðkÞ ¼
XK
i¼1

ri exp �j4pkBRi=Nc½ � ¼
XK
i¼1

ri exp �j4pkRi=c � Mf½ � ð23:1Þ

where the frequency D f and the distance Ri constitute a pair fourier transform
(FT) variables. For each sample echo in a aspect angle, the K scatterers distribute in
N range cell. Suppose there are Kn scatterers in mth sample echo in the nth range
cell then echo signal in a range cell can be written as

xnðmÞ ¼
XKn

i¼1

rni exp �jð4pMrniðmÞ=kþ/ni0Þ½ �,
XKn

i¼1

rni exp �j/niðmÞ½ � ð23:2Þ

where rni represent the strength of the ith scatterer in the nth range cell, MrniðmÞ
denotes the radial displacement of the ith scatterer in the nth range cell /ni0 rep-
resent the initial phase.

Fig. 23.1 Illustration of
target HRRP [7]
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23.2.2 Properties of Real HRRP

As the above derivation, the mth sample real HRRP can be defined as

xðmÞ ¼ x1ðmÞj j; . . .; xnðmÞj j; . . .; xNðmÞj j½ �T

¼
XK1

i¼1

r1i exp ½�j/1iðmÞ�
�����

�����; . . .;
" XKN�1

i¼1

rni exp ½�j/niðmÞ�
�����

�����. . .;
XKN

i¼1

rNi exp ½�j/NiðmÞ�
�����

�����
#T

ð23:3Þ

One property as stated in [5] is that it is very sensitive to time-shift, target-aspect
and amplitude-scale variation and needs to deal with this three sensitivities. Another
property is that in a subset of HRRPs with the limitation of the target-aspect angle
avoiding the occurring of MTRC, HRRP has a statistical invariant.

Define the power of xnðmÞ in formula (23.3) as

xnðmÞjj 2¼ xnðmÞx�nðmÞ ¼
XKn

i¼1

r2ni þ 2
XKn

i¼1

Xi�1

k¼1

rirknnikðmÞ ð23:4Þ

The first term at the right side of formula (23.4) is referred as the scatterer auto term
(SAT), while the second term at the right side of formula (23.4) is referred as the
scatterer cross term (SCT). Without scatterers’ MTRC, the SAT can be considered
as a stable variable, and the SCT tends to be a random variable with zero mean
[4, 5]. Therefore, we can obtain the expectation of the power of xnðmÞ

E xnðmÞjj 2
x

n o
¼ E

XKn

i¼1

r2ni þ 2
XKn

i¼1

Xi�1

k¼1

rirknnikðmÞ
( )

¼
XKn

i¼1

r2ni ð23:5Þ

The result in formula (23.5) means that the average HRRP in a HRRP aspect-frame
is invariant therefore can be used to reduce the target-aspect sensitivity.

Considering the actual measured data affected by noise, the signal-to-noise ratios
(SNR) is defined as [5]

SNR ¼ 10� log10 Px
�
Pn

� � ¼ 10 � log10
XN
i¼1

PxðiÞ
,

N � Pn

 !
ð23:6Þ

where PxðiÞf g denote the power of the signal in per range cell,Px denotes the
average signal power, Pn¼w2

n denotes the power of noise, N denotes the number of
range cells.
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Aswith formula (23.3), the detailed SNR represents of a real HRRP can be given as

SNR ¼ 10� log10 1=N
XN
i¼1

xiðmÞj j2=Pn

 !
� 10� log10 1=N

XK
i¼1

r2i =w
2
n

 !

ð23:7Þ

In a HRRP aspect-frame, we can also some equalities of the average HRRP

PAve
x ðiÞ ¼ �xiðmÞj j2¼ 1=M

PM
m¼1

x1ðmÞjj 2
� �

P
Ave
x ¼ 1=N

PN
i¼1

PxðiÞ ¼ 1=MN
PM
m¼1

PN
i¼1

xiðmÞj j2

E P
Ave
x

n o
¼ E 1=MN

PM
m¼1

PN
i¼1

xiðmÞj j2
� 	

¼ 1=N
PK
i¼1

r2i

8>>>>>>><
>>>>>>>:

ð23:8Þ

Suppose the noise level keep stable w2
n, then the SNR of average HRRP in a

HRRP aspect-frame can be given as follow

SNR ¼ 10 � log10 P
Ave
x

.
Pn


 �
� 10� log10 1=N

XK
i¼1

r2i =w
2
n

 !
ð23:9Þ

Compare formula (23.7) with formula (23.9), we can easily get a consultation
that the SNR of average HRRP in a HRRP aspect-frame is equal to the original
SNR of any HRRP in that aspect-frame. That means the average HRRP contribute
to reduce the SCT, but do nothing improving the SNR.

23.2.3 Reconstruction of the Real HRRP with SA

It was noted that the HRRP obtained by IFFT in formula (23.1) often result in a
limited range resolution and ignore noise effect. The rewritten format from formula
(23.1) with measured noise is given as

XðkÞ ¼
XK
i¼1

ri exp �j4pRik=c � Mf½ � þx ðkÞ ð23:10Þ

In the above, conventional IFFT bring measured noise into HRRP. A great
number of different algorithm have been proposed, such as the MUSIC [19], Prony
[20], Relax [21],to provides super-resolved HRRP, but studies about their noise
effect relieve and application to target recognition are rare. Since our HRRP used
for recognition is real, we have adopted a method via spectrum analysis (SA) to
suppress noise and reconstruct the real HRRP.
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The real HRRP in formula (23.3) can be rewritten as

xðmÞ ¼ ½r1ðmÞ; . . .; rnðmÞ; . . .; rNðmÞ�T ð23:11Þ

where

rnðmÞ ¼
XKN�1

i¼1

rni exp ½�j/niðmÞ�
�����

�����
Considering noise effect, we operate formula (23.11) with FFT, the spectrum form
can be written as

Xðk;mÞ ¼
XN
i¼1

riðmÞ exp ½�j2pkri� þxðkÞ ð23:12Þ

It is noted that there are no difference in formats between formula (23.11) with
formula (23.3) and formula (23.12) with formula (23.10), but has completely dif-
ferent meaning. In formula (23.11) rnðmÞ no longer represent the strength of a
scatterer in a practical situation, but can be seen as one and only one equivalent
scatterer in a range cell and also changes with sample instant m. In formula (23.12)
ri no longer represent the distance between radar and the scatterer and just a
parametric variable related to the sequence of range cell. N represents the number of
range cell. For analysis conveniently, formula (23.12) can be written as matrix form

X ¼ Eaþx ð23:13Þ

In the above, the problem is considered as the estimation of the parameters
ri; rif g from the frequency data Xðk;mÞ for the noise model given in formula

(23.12). This problem can be solved by minimizing the following nonlinear
least-squares (NLS) criterion [21].

ri; rif g ¼ argminfri;rig X � Eak k2 ð23:14Þ

Actually, we can also apply Relax algorithm to (13)form the complex HRRP and
obtained all the parameters of K scatterers and then reconstruct the real HRRP,
which is equivalent to formula (23.12). In narrow radar, a first-order approximation
of RCS for a complex target can be obtained by summing the RCS components
given as

r ffi
XM
i¼1

ri exp ½�j4pri=k�
�����

����� ð23:15Þ
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Similarly, a range cell can be seen as a micro narrow radar for the Kn target
scatterers in that range cell as show in formula (23.11). Moreover, take the average
HRRP into consideration

�xðmÞ ¼ ½�r1ðmÞ; . . .; �rnðmÞ; . . .; �rNðmÞ�T ð23:16Þ

where-
where �rnðmÞ is the equivalent scatterer obtained by SA form real HRRP andPKn

i¼1
r2ni

� �1=2

is the average of all scatterers obtained by Relax from complex

HRRP. Above means to reconstruct the average HRRP, SA also can obtain the
same noise mitigate as Relax. SA can be seen as a first-order approximation of
Relax algorithm [21].

23.3 Target Recognition Scheme

Target recognition scheme consists of training (or learning) and testing (or recog-
nition) phases on data and also of feature extraction and classification phases on
procedure. Figure 23.2 shows a typical flow chart of HRRP-based recognition. In
the train phase, the training samples must be divided into several aspect-frames as

Fig. 23.2 Typical flow chart
of radar HRRP recognition

23 Target Recognition of Radar HRRP Using the Envelope Reconstruction 297



noted before to obtain templates. Then in order to extract features of templates and
test samples, a preprocessing is required to be applied to the data.

23.3.1 Preprocessing

Firstly, since it needs only to store the waveforms of HRRP as a function of aspect
to construct the database for target recognition, we and then normalize each HRRP
with amplitude ‘1 normalization.

~xðmÞ ¼ ½~x1ðmÞ; . . .;~xnðmÞ; . . .;~xNðmÞ�T ð23:17Þ

With the above ‘1 normalization, the desired amplitude-scale invariance has
been achieved and moreover the normalized HRRP can be seen as one-dimensional
(1-D) probability density function.

Secondly, the center of coordinate region ½1; 2; 3; . . .;N� is reset to

n0 ¼
XN
n¼1

n~xnðmÞ ð23:18Þ

where n0 is the 1th order origin moments, which can be seen as the mean of HRRP
associated with time-shift as shown in Fig. 23.3.

Thirdly, the new coordinate region is mapped into [−1, 1] by choosing the new
resolution as 1/N.

gðnÞ ¼ ðn� n0Þ=N ; n ¼ 1; 2; 3; . . .;N ð23:19Þ

The final region can meet to the orthonormal interval of Legendre function.

Fig. 23.3 Illustration of the
1th order origin moments n0
drift
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23.3.2 Feature Extraction Based on Legendre Moments

The mth order Legendre moments [15, 16] Lm of a function f ðxÞ are defined as

Lm ¼
Z
f
pmðxÞf ðxÞ dx ð23:20Þ

where PmðxÞ is the mth Legendre polynomial in the coordinate region f
After the preprocessing of HRRP above, its kth order Legendre moments can be

computed by

Lk ¼
XN
n¼1

pkðgðnÞÞ~xnðmÞ ð23:21Þ

The Legendre moments and the Central moments are related by [14]

Lk ¼ ð2kþ 1Þ=2
Xk
k¼1

akjlj ð23:22Þ

where

akj ¼ 2kþ 1
2

Pk
j¼0

k
j

� � ðkþ j� 1Þ=2
k

� �
lj¼

R
f ðx� gxÞ jf ðxÞ dx

gx¼
R
f xf ðxÞ dx

8>>><
>>>:

Using the Legendre moments in formula (23.21), since L1 	 0, we choose the
order form two to generate the feature vector

v ¼ ½L2; L3; . . .; Lm�T ð23:23Þ

where m denotes the maximum order of Legendre moments. There is no absolutely
right way of choosing optimum m. Considering the relationship between Legendre
moments and Central moments and also According to analysis in Sect. 1.2.3 and
experiments in, we choose m = 20, which is sufficient for classifying different
targets, to be discussed later.

To design a classifier, we need to construct a training database containing dif-
ferent aspect angles and targets. Suppose there are Nc targets and Na aspect-frame
corresponding to Q = Nc � Na average HRRPs, we can obtain the feature vector L
and the training database V as follows:
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V ¼ ½v1; v2; . . .; vQ�
vj ¼ L2; L3; . . .; Lm½ �T ; j ¼ 1; 2; . . .;Q

�
ð23:24Þ

23.3.3 Classification Algorithms Using SVM

With the final the training database V, how to improve the correct recognition rate
is an important problem to be considering in designing a favorable classifier. Using
the structure risk minimization criterion and the kernel trick, SVM can map features
from the original feature space to a high dimensional space feature space, only a
(typically small) subset of the training data, which is commonly called “support
vectors” [22] need to be used. Therefore, SVM is a promising candidate for HRRP
classification. Unfortunately, SVM are binary classifiers [23] and can’t generalize
naturally to the multi-class classification case. There are two approaches have been
suggested to perform multi-class classification. One is one-versus-all, Another is
one-versus-one. In this paper, we have only 4 different targets and focus on
studying the performance of target recognition based on Legendre moments
descriptors, there are not much significant difference between the two approaches
and choose one-versus-one here.

23.4 Experiment Results

23.4.1 Recognition Results for Measured Data

To demonstrate the classification performance of proposed algorithm, several
experiments are performed on continuously measured data of four different targets
recorded by a X-band ISAR experimental system. The system transmits 800-MHz
linear modulated chirp signal with 80-ls pulse width. The measured HRRP is a
1600-dimensional vector, for the length of IFFT is 1600 points. The measured data
of each target are divided into several subsets. The maximum angle difference
between any two adjacent sets is about 6 degrees. The training data set and test data
set are chosen from different data subsets respectively. For each target, 3072
HRRPs are chosen equidistantly from about 40,000 HRRPs for testing, and 72
average HRRPs are used for training, each of which is averaged by 128 HRRPs.
The adjustable parameter r in one-versus-one SVM classifier is set as 1. The
correct recognition rate can be estimated [3].

Pc ¼ Number of correct classifications
Number of test samples

ð23:25Þ
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We choose maximum order m = 20 and new feature dimension of Central moments
is equal to 7. Another maximum order m = 8 for Legendre moments is chosen for
the same dimension as Central moments. The experimental results are shown in
Tables (23.1, 23.2) and (23.3). Note that target-4 based on Central moments is
unable to recognize for its correct recognition rate Pc is lower than 30%, and using
Legendre moments descriptors it can achieve high correct recognition rate
Pc = 85% in Tables (23.1) and Pc = 72% in Table (23.3), while the corresponding
overall correct recognition rate is 81.5, 48.8 and 73.7% respectively.

Table 23.1 Confusion
matrix of Legendre moments
descriptors

Actual class Classification

Target-1 Target-2 Target-2 Target-4

Target-1 2831 42 24 175

Target-2 186 2144 693 49

Target-3 29 593 2424 26

Target-4 423 14 16 2619

The selected parameters are: maximum order m = 20, adjustable
parameter r = 1 (overall correct recognition rate pc = 81.5%)

Table 23.2 Confusion
matrix of Central moments
descriptors

Actual class Classification

Target-1 Target-2 Target-2 Target-4

Target-1 2085 293 309 385

Target-2 277 1519 1076 200

Target-3 283 842 1745 202

Target-4 1918 154 351 649

The selected parameters are: maximum order m = 20, new
feature dimension = 7, adjustable parameter r = 1 (overall
correct recognition rate pc = 48.8%)

Table 23.3 Confusion
matrix of Legendre moments
descriptors

Actual class Classification

Target-1 Target-2 Target-2 Target-4

Target-1 2659 21 32 360

Target-2 11 2173 852 36

Target-3 38 931 2006 97

Target-4 812 15 23 2222

The selected parameters are: maximum order m = 8, adjustable
parameter r = 1 (overall correct recognition rate pc = 73.7%)
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23.4.2 Recognition Performances of Legendre Moments
Versus Central Moments with Different Orders

Firstly, it is necessary review the moments’ noise sensitivity of HRRP. Let f ðxÞ be
the measured of a HRRP, a reasonable autocorrelation function for f ðxÞ is

Kff ðx; uÞ ¼ Kff ð0Þ exp ð�k x� uj jÞ ð23:26Þ

where Kff ð0Þ ¼ E ½f ðxÞ�2
n o

is the average energy of f ðxÞ, k is positive constants to

be chosen for representing the amounts of detail in HRRP. We can estimate the
approximate value of k. Experimental evidence indicates that k is often larger than
20, take Fig. 23.4 as instance. And also, the mapped coordinate region f is a subset
of the interval [−1, 1], which means the value f ðxÞ vanish outside f. These two
respects effect will be analyzed in detail bellow.

For conveniently, we define the Legendre moments and Central moments as
following general form:

Um ¼
Z
f
/mðxÞf ðxÞ dx ð23:27Þ

where /mðxÞ represent the moments kernel function and Um is the mth order
moments of f ðxÞ.

The noise nðxÞ is assumed zero mean and white with autocorrelation function

Knnðx; uÞ ¼ r2ndðx� uÞ ð23:28Þ

Fig. 23.4 Comparison
measured HRRP
autocorrelation function with
various parameters empirical
function
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where r2n is spectral density. Similarly the moments of noise is defined

Nm ¼
Z
f
/mðxÞnðxÞdx ð23:29Þ

Then we define the normalized SNR (NSNR) of mth order moments as

SNRm ¼ SNRm
r2n

Kff ð0Þ ¼
EfU2

mg
EfN2

mg
� r2n
Kff ð0Þ ð23:30Þ

The explicit NSNR for Legendre moments and Central moments are evaluate as
in formula (23.31).

SNRL
m ¼ 2mþ 1

2r2n

RR
pmðxÞpmðuÞKff ðx; uÞdxdu

SNRC
m ¼ 2mþ 1

2r2n

RR ðxuÞmKff ðx; uÞdxdu

(
ð23:31Þ

Considering the mapped coordinate region firstly, the ideal center in formula
(23.18) is zero and the ideal mapped coordinate region in formula (23.19) is [−0.5
0.5], and often drift as shown in Fig. 23.3 such as [−0.6 0.4] or [−0.1 0.9].
Experimental evidence indicates that the drifts large than 0.3 like [−0.3 0.7] or
[−0.7 0.3] appear sparingly. So we assume [−0.7, 0.7] is the drift bound.

For illustration purposes, we choose k = 1 and different coordinate region listed
in Table 23.4. The NSNR defined in formula (23.30) are plotted in Figs. 23.5
and 23.6.

Both figures show the general trend that noise sensitivity increase in higher
moments. Figures 23.5 a and 23.6a show that with effective coordinate region
decreasing, higher Central moments are extremely more sensitive, while higher
Legendre moments can maintain stable. Figures 23.5b and 23.6b show that with
coordinate region drifting around the ideal mapped interval [−0.5 0.5], higher
Central moments can be mitigated but still more sensitive than the drift bound
correspond to the absolute maximum for interval, while higher Legendre moments

Table 23.4 Interval set Symbol Interval

R1 [−1.0,1.0]

R2 [−0.9,0.9]

R3 [−0.8,0.8]

R4 [−0.7,0.7]

R5 [−0.6,0.6]

R6 [−0.5,0.5]

R7 [−0.6,0.4]

R8 [−0.7,0.3]

R9 [−0.4,0.6]

R10 [−0.3,0.7]
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can maintain stable. In addition, the NSNR are same for mirror coordinate region
since NSNR in (38) depend only on the absolute values, which can be seen in
Figs. 23.5b and 23.6b.

Further k = 20 is chosen, which is more precise to approximate the actual, is
computed as show in Fig. 23.7. One measured HRRP is also computed as show in
Fig. 23.8. All figures show the same conclusions as discussed above.

To demonstrate conclusion above, we choose different maximum order from 2 to
20 for Legendre moments named as case 1, and different maximum order from 2 to
20 with the same new feature dimension for Central moments named as case 1.

(a) Illustration of decrease coordinate region (b) Illustration of coordinate region 

Fig. 23.5 Illustration of different coordinate region for the Central moments (k = 1)

(a) Illustration of decrease coordinate region (b) Illustration of drift coordinate region  

Fig. 23.6 Illustration of different coordinate region for the Central moments (k = 1)
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Case 3 is defined as maximum order m = 20 with different new feature dimension
from 1 to 19 of transformation matrix for Central moments. We run twenty
Monte-Carlo simulations and the average resultants are show in Fig. 23.9.

Case 1 shows that the general trend of Pc for Legendre moments increase with the
increase of the maximum order but doesn’t change much more when the maximum
order beyond 10 sometimes however even increase slightly. It is obvious that the
higher order moments is more sensitive to noise and also considering the compute
complex and real time required, it is enough to make a choice between 10 and 15.
Case 2 shows that with low order moments Central moments can obtain the similar
recognition performance as Legendre moments. However with the increase of the
maximum order, the affection of information redundancy of the Central appears.
PCA is applied to obtain transformation matrix, eigenvector with low eigenvalue
can’t provide robust features therefore cause the decrease of Pc.

(a) Illustration of decrease coordinate region (b) Illustration of drift interval

Fig. 23.7 Illustration of different coordinate region for the Legendre moments (k = 20)

Fig. 23.8 Illustration of
different coordinate region for
the Central moments and the
Legendre moments of
measured HRRP
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Case 3 shows that with the increase of new feature dimension of transformation
matrix, more eigenvectors with low eigenvalue are chosen. With the new feature
dimension beyond 7, Pc decreases strictly as the same trend in case 2.

Compare case 1 with case 2 and case 3, we can see that Legendre moments
based on orthogonal basis circumvent the problem of information redundancy and
obtain better recognition results than Central moments. We can choose enough
order moments to construct feature vector if the SNR of high order moments is
acceptable.

23.4.3 Comparison Between SA and IFFT
with Various SNR

Although the SNR in the measured data by real radar is large, it is necessary to
performance the effect of noises since high Legendre moments are noise sensitivity.
Actually in our experimental data above, some HRRP’s SNR is found not satisfy
the index requirements affected by complex environment. For aerial targets, the
noises in the inphase and quadrature echoes of targets can be assumed to be
Gaussian white noises. Then we add this kind additional noise to our measured data
to evaluate the classification performance of the proposed algorithm in a noisy
environment. Note that the actual noise level contained in the additional data may
be somewhat higher than the desired noise level since the measurement noise level
was not considered in the process of desired noise addition.

The desired SNR of HRRP with desired noise addition is defined as

SNR ¼ 10 � log10
XN
i¼1

PxðiÞ=N � PA

 !
ð23:32Þ

Fig. 23.9 Pc of the Legendre
moments versus Central
moments
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where PxðiÞf g denotes the power of each measured range cell, PA denotes the
power of additive noise, N denotes the number of HRRP range cells. The desired
SNR is added from 5 to 40 dB with a 5-dB step in our experiments. We performed
twenty independent Gaussian white noises each SNR and obtained twenty’s aver-
age resultant, which provide more reliable results.

The average recognition rates Pc the Legendre moments with various SNR are
shown in Fig. 23.10. With SNR = 5 dB, Pc of different maximum order is less than
30%. Pc increases with the increase of SNR. With SNR = 40 dB, Pc of different
maximum order is higher than 70%. Given the same SNR, with the maximum order
increase more information offered and the average Pc increase thereby, but don’t
change much further as with Sect. 1.4.2 shows.

To improve the poor recognition in low SNR, we adopt SA proposed in
Sect. 1.2.3. Figure 23.11 shows a measured real HRRP obtained by IFFT and
reconstructed by SA. We can see that reconstructed HRRP can effectively mitigate
noise affect. The same measured data are used and the experimental results are
shown in Table 23.5. The corresponding overall correct recognition rate Pc is
65.73% lower than that used by IFFT directly in Table 23.1 and shows no any

Fig. 23.10 Pc of the
Legendre moments with
various SNR by IFFT

Fig. 23.11 Normalized
HRRP obtained by IFFT and
reconstructed by SA
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particular advantage. Since for assumed K scatterers, SA could extract the strongest
scatterers and ignored various weaker scatterers with their information. But when
we add additional noise to measured data, weaker scatterers polluted by the serious
noise can’t provide any useful information contrarily increase noise sensitivity of
higher moments. Meanwhile, reconstruct the real HRRP by SA, the average
recognition rates Pc versus the SNR are shown in Fig. 23.12. Even with
SNR = 5 dB, the average Pc of different maximum order is more than 60% double
than that obtained by IFFT. Comparing Figs. 23.11 and 23.12, it can be seen that
the SA could extract the strongest scatterers effectively even in low SNR therefore
much more robust to noise than IFFT, and has significant advantages in lower SNR
environment.

23.5 Conclusions

HRRP carry rich information about structural features of targets. A new target
recognition approach based on Legendre moments has been proposed and analyzed.
The proposed approach utilizes the average HRRP and Legendre moments feature

Table 23.5 Confusion
matrix of Legendre moments
descriptors

Actual class Classification

Target-1 Target-2 Target-3 Target-4

Target-1 2276 594 29 173

Target-2 292 1528 866 386

Target-3 30 152 2208 682

Target-4 121 523 363 2065

The selected parameters are: maximum order m = 20, adjustable
parameter r = 1,assume scatters K = 30 (overall correct
recognition rate pc = 65.73%)

Fig. 23.12 Pc of the
Legendre moments with
various SNR using SA
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in addition to the appropriate preprocessing. The SVM classifier recognizes target
using the proposed feature vectors. The experiment results based on the measured
data show that the proposed approach has significant advantages than that of
Central moments. In view of maximum order and noise sensitivity, it needs con-
sider the real-time and computation time to select the suitable orders. Moreover,
HRRP through the conventional IFFT for the measured echo signal data can’t
obtain much more robust result in lower SNR environment. Therefore we adopted
another method via spectrum analysis to reconstruct the real HRRP and make
Legendre moments more robust in a noisy environment. Other orthogonal moments
extensively used in image analysis will be investigated in the future work.
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Chapter 24
An Improved Adaptive SRCKF Algorithm
for Non-cooperative Target Orbit
Determination

Guangde Xu, Zhongqiu Gou and Bainan Zhang

24.1 Introduction

Tracking and orbit determination of space objects have two methods, based on
Earth and space. Compared with the cooperative tracking mode, the
satellite-to-satellite passive tracking system can obtain angles and frequencies by
means of optical or radioed measurements. Space based orbit determination using
bearings only measurements overcomes the limitation of ground station and is not
affected by the weather and national boundary. There has been literature that val-
idated the observability of orbit determination of space objects using bearings only
measurements [1, 2]. Research on passive tracking using bearings-only measure-
ments has great significance in space surveillance systems and space situation
awareness [3].

The accuracy of orbit determination of non-cooperative targets using bearings
only measurement mainly relies on the accuracy of the dynamics model, the
measurement error and the performance of the filter algorithm. As for the dynamics
model, present study generally used the spherical earth orbit dynamics model of J2
perturbation, ignoring the atmospheric drag perturbation, the sun gravitational and
light pressure perturbation, which are seen as system error. In 1997, Crassidis and
Markley presented a real-time nonlinear filter named nonlinear predictive filter
(NPF) [4], which has good ability to cope with model errors and has attracted wide
attention. Space based orbit determination is a typical nonlinear estimation problem.
The most classical nonlinear estimation method is the extended Kalman filter
(EKF), but high running complexity induced by the computation of the Jacobian
matrix limit its application [5]. Julier and Uhlmann proposed a new algorithm
named unscented Kalman filter (UKF) [6], which does not need to calculate
the Jacobian matrix. When the system state dimensionality is relatively high, the

G. Xu (&) � Z. Gou � B. Zhang
China Academy of Space Technology, Beijing 100094, China
e-mail: xuguangde.2007@163.com

© Tsinghua University Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Shen and G. Dong (eds.), Proceedings of the 28th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 445,
DOI 10.1007/978-981-10-4837-1_24

311



performance of UKF will obviously decrease. A kind of Monte-Carlo method,
Particle filter (PF) [7] greatly improves the estimation precision of the nonlinear
filter, but leads to tremendous computational complexity. Recently, the square-root
cubature Kalman filter (SCKF) was proposed by Arasaratnam and Haykin [8],
which uses the spherical cubature rule and radial rule to optimize the sigma points
and weights and clearly improves the estimation precision and stability. In the paper
I try to combine the NPF with the SCKF to solve the orbit determination problem of
non-cooperative target.

24.2 Problem Formulation

24.2.1 Orbit Dynamics Model

In this study, the satellite was modeled as point mass with a state vector x composed
of the satellite’s position r, velocity v in J2000.0 inertial coordinate. In this study we
have considered, taking in account the chaser orbital configuration, an orbital
dynamic with only two spherical harmonics [9], namely

_x ¼

_vx
_vy
_vz
� lx

r3 1þ 3
2 J2

Re
r

� �2
1� 5z2

r2

� �h i
� ly

r3 1þ 3
2 J2

Re
r

� �2
1� 5z2

r2

� �h i
� lz

r3 1þ 3
2 J2

Re
r

� �2
3� 5z2

r2

� �h i

8>>>>>>>>><
>>>>>>>>>:

ð24:1Þ

where l is the Keplerian constant, r is the length of the position vector of the target
from the center of the Earth, Re is the Earth radius, J2 ¼ 1:08263 � 10�3.

Equation (24.1) can be written as _x ¼ FðxÞ, if the state vector at tk is xk, then the
state vector at tk+1 is

xkþ 1 ¼
Ztkþ 1

tk

FðxkÞ dt ð24:2Þ

The above equation is written as

xkþ 1 ¼ f ðxkÞ ð24:3Þ
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24.2.2 Measurement Model

The measurement values are azimuth a and b pitching angle between the observer
satellite and the target [10]

a ¼ arctan
qy
qy

 !
þ va

b ¼ arctan
qzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2x þ q2y
q

0
B@

1
CAþ vb

ð24:4Þ

where va and vb are modeled as zero-mean white Gaussian noise with variances of

ra and rb, respectively. q ¼ qx qy qz
� �T is the relative position vector from the

observer to the target.
Supposing that the orbit of the observer satellite can be obtained using GPS or

other method, named as xc, then the relationship between q and state vector x is
described as q ¼ Roiðx� xcÞ, where Roi is the transformation matrix from the
inertial coordinate to the orbit coordinate of the observer satellite.

Define the measurement vector as z ¼ a b½ �T, then the measurement equation
is described as follows

z ¼ h ðxÞþ v ð24:5Þ

where v ¼ va vb
� �T

is the measurement noise, its covariance matrix R is
r2a 0
0 r2b

	 

.

24.3 Filter Algorithm

24.3.1 Nonlinear Predictive Filter

In the nonlinear predictive filter, it is assumed that the state and output estimates are
given by a preliminary model and a to-be-determined model error vector, given by [11]

_x
_ðtÞ ¼ f ðx̂ðtÞ; tÞþGðtÞ dðtÞ
ẑðtÞ ¼ h ðx̂ðtÞ; tÞþ v ðtÞ

ð24:6Þ

where x̂ðtÞ 2 Rn is the state estimation vector, dðtÞ 2 Rl is the model error vector,
GðtÞ 2 Rn is the model-error distribution matrix, ẑðtÞ 2 Rm is the estimated output
vector.
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A Taylor series expansion of the output estimate is given by

ẑðtþDtÞ ¼ ẑðtÞþZðx̂ðtÞ;DtÞþKðDtÞ Sðx̂ðtÞÞ dðtÞ ð24:7Þ

where Dt ¼ tkþ 1 � tk is the sampling interval.
Define ẑðtÞ as ðẑ1ðtÞ � � � ẑmðtÞÞT, then

_̂ziðtÞ ¼ @hiðx̂ðtÞ;tÞ
@x̂ðtÞ

_̂xðtÞ
€̂ziðtÞ ¼ @

@x̂ðtÞ
@hiðx̂ðtÞ;tÞ

@x̂ðtÞ
_̂xðtÞ

h i
_̂xðtÞ

8<
: ð24:8Þ

where i = 1,2,…m, pi is the lowest order of the derivative of hiðx̂ðtÞ; tÞ in which any
component of the model error dðtÞ first appears.

The ith element of Zðx̂ðtÞ;DtÞ is given by

Z ðx̂ðtÞ;DtÞ ¼
Xpi
k¼1

Dtð Þk
k!

Lk
f ðhiÞ; i ¼ 1; 2; . . .;m ð24:9Þ

Lk
f ðhiÞ is a kth Lie derivative, defined by

Lk
f ðhiÞ ¼ hi k ¼ 0

Lk
f ðhiÞ ¼

@Lk�1
f ðhiÞ
@x̂ f k� 1

(
ð24:10Þ

KðDtÞ 2 Rm�l is a diagonal matrix with elements given by

kii ¼ ðDtÞpi
pi!

; i ¼ 1; 2; . . .;m ð24:11Þ

S ðx̂ðtÞÞ 2 Rm�m is a matrix with each ith row given by

si ¼ ðLg1ðLpi�1
f ðhiÞÞ � � �LglðLpi�1

f ðhiÞÞÞ i ¼ 1; 2; . . .;m ð24:12Þ

A cost functional consisting of the weighted sum square of the measurement-
minus-estimate residuals plus the weighted sum square of the model correction term
is minimized, given by

J dðtÞ½ � ¼ 1
2
zðtþDtÞ � ẑðtþDtÞ½ �TR�1 � zðtþDtÞ � ẑðtþDtÞ½ � þ 1

2
dTðtÞW d ðtÞ

ð24:13Þ
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Minimizing Eq. (24.15) with respect to d(t) leads to the following model error
solution

d̂ðtÞ ¼ � KðDtÞSðx̂Þ½ �TR�1 KðDtÞSðx̂ðtÞÞ½ � þW
n o�1

� KðDtÞSðx̂Þ½ �T

R�1½Zðx̂;DtÞþ ẑðtÞ � ẑðtþDtÞ�
ð24:14Þ

24.3.2 Square-Root Cubature Kalman filtering

Consider a nonlinear continuous–discrete system with additive process and mea-
surement noises [12]

xk ¼ f ðxk�1; uk�1Þþwk�1 ð24:15Þ

zk ¼ h ðxk; ukÞþ vk ð24:16Þ

where xk and zk are the state vector and measurement vector of the system. wk and
vk are the process and measurement noise. f ð�Þ and hð�Þ are the state and mea-
surement function. wk and vk are uncorrelated white Gaussian noise with the
constant statistical properties, wk satisfies Nð0;QkÞ, vk satisfies Nð0;RkÞ.

In the standard CKF algorithm, the error covariance matrix may lose symmetry
and positive definiteness, causing unstable or even divergence behavior. To cir-
cumvent this problem, square-root cubature Kalman filter (SCKF) is introduced to
propagate the square root A of error covariance P, and the square root can also
preserve the symmetry and positive definiteness of the covariance matrix for
improving numerical stability of CKF. The specific SCKF algorithm process based
on the nonlinear system Eqs. (24.15) and (24.16) is given as follows.

(1) Initialization
The initial value Sk kj is the square-root factor of the error covariance matrix

Sk kj ¼ cholðPk kj Þ
� �T ð24:17Þ

(2) Time update
Evaluate the cubature points

Xi;k kj ¼ Sk kj ni þ x̂k kj ð24:18Þ

Evaluate the propagated cubature points

X
�
i;kþ 1 kj ¼ fkðXi;k kj Þ; i ¼ 1; 2; � � �m ð24:19Þ
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where Xi;k kj ; X
�
i;kþ 1 kj are the cubature points, m ¼ 2n; Sk kj is the triangle

square-root matrix of the error covariance matrix.
Evaluate the predicted cubature points

x̂kþ 1 kj ¼ 1
m

Xm
i¼1

X
�
i;kþ 1 kj ð24:20Þ

Calculate the triangular square-root matrix of the predicted error covariance
matrix Pk kj .

Skþ 1 kj ¼ Tria ð½X�
i;kþ 1 kj ; SQ;k�Þ ð24:21Þ

where Qk ¼ SQ;kSTQ;k; SQ;k is the square root factor of Qk , and the centered
matrix

X
�
kþ 1 kj ¼ 1ffiffiffiffi

m
p X

�
1;kþ 1 kj � x̂kþ 1 kj ;X

�
2;kþ 1 kj � x̂kþ 1 kj ; � � �X�

m;kþ 1 kj � x̂kþ 1 kj
h i

ð24:22Þ

(3) Measurement update
Recalculate the cubature points

Xi;kþ 1 kj ¼ Skþ 1 kj ni þ x̂kþ 1 kj ð24:23Þ

Evaluate the measured cubature points

Y i;kþ 1 kj ¼ hkþ 1 kj ðXi;kþ 1 kj Þ ð24:24Þ

Evaluate the predicted measurement vector

ẑkþ 1 kj ¼ 1
m

Xm
i¼1

Y i;kþ 1 kj ð24:25Þ

Estimate the square-root of the innovation covariance matrix

Szz;kþ 1 kj ¼ Tria ð½Ykþ 1 kj ; SR;kþ 1�Þ ð24:26Þ

where SR;kþ 1 denotes a square-root factor of Rkþ 1 and the weighted, centered
matrix

Ykþ 1 kj ¼ 1ffiffiffiffi
m

p ½Y1;kþ 1 kj � ẑkþ 1 kj ;Y2;kþ 1 kj � ẑkþ 1 kj ; � � �Ym;kþ 1 kj � ẑkþ 1 kj �

ð24:27Þ
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Estimate the innovation covariance matrix

Pzz;kþ 1 kj ¼ Szz;kþ 1 kj STzz;kþ 1 kj ð24:28Þ

Pz;kþ 1 kj ¼ Pzz;kþ 1 kj � Rkþ 1 ð24:29Þ

Estimate the cross-covariance matrix

Pxz;kþ 1 kj ¼ Xkþ 1 kj YT
kþ 1 kj ð24:30Þ

where the weighted, centered matrix

Xkþ 1 kj ¼ 1ffiffiffiffi
m

p ½X1;kþ 1 kj � x̂kþ 1 kj ;X2;kþ 1 kj � x̂kþ 1 kj ; � � �Xm;kþ 1 kj � x̂kþ 1 kj �

ð24:31Þ

Estimate the Kalman gain

Kkþ 1 ¼ ðPxz;kþ 1 kj =STzz;kþ 1 kj Þ=Szz;kþ 1 kj ð24:32Þ

Estimate the updated state as

x̂kþ 1 kþ 1j ¼ x̂kþ 1 kj þKkþ 1ðzkþ 1 � 1
m

Xm
i¼1

hkþ 1 kj ðXi;kþ 1 kj ÞÞ ð24:33Þ

Estimate the square root factor of the corresponding error covariance

Skþ 1 kþ 1j ¼ Tria ð½Xkþ 1 kj � Kkþ 1Ykþ 1 kj ;Kkþ 1SR;kþ 1�Þ ð24:34Þ

24.3.3 Adaptive Square-Root Cubature Kalman Filter

Supposing that the state estimation at time of k is x̂k=k; Sk kj , the measurement value
at time of k+1 is zkþ 1. The ASRCKF algorithm process is given as follows

(1) Calculate the predicted output at time of k

ẑk=k ¼ h ðx̂k=kÞ ð24:35Þ

(2) Using Eqs. (24.8)–(24.12) to calculate the parameters of predictive filter at time
of k Zðx̂ðtÞ;DtÞ、KðDtÞ、Sðx̂k=kÞ

(3) Using Eq. (24.14) to calculate the model error d̂k
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(4) Based on the nonlinear discrete system described by Eq. (24.35), use d̂k to
modify Eq. (24.19)

X
�
i;kþ 1 kj ¼ fkðXi;k kj Þ þGkdk; i ¼ 1; 2; � � �m ð24:36Þ

Using Eqs. (24.18), (24.32), and Eqs. (24.20)–(24.34) to get the estimation
x̂kþ 1 kþ 1j ; Skþ 1 kþ 1j .

24.3.4 Simulation and Results

The observer satellite is at the geosynchronous earth orbit (GEO) and the target
satellite is at low earth orbit (LEO), the initial orbit elements are:

Satellite a (km) e i (°) X (°) w (°) f (°)

Observer 42,000 0.1 120 30 45 0

Target 7171 0.1 30.0 75 60 29.784

Using STK to generate the standard emperies data of the observer satellite and
the target satellite. The simulation time is 6000 s, the sampling time is 1 s. The
Monte-carlo simulation times are 100. The average root mean square error (RMSE)
[2] is used to evaluate the result of orbit determination.

(1) Case 1

The measurement errors are set as follow. For the angle measurement, the
random error is 5″ and the system error is 5″. For the position measurement of the
observer satellite, the random error is 100 m and the system error is 50 m.
The initial errors are [300 300 300] km, [0.1 0.1 0.1] km/s, the results of EKF, UKF
and ASRCKF are shown in Figs. 24.1, 24.2 and 24.3.
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It can be seen from the simulation results that the ASRCKF algorithm has faster
convergence ability and higher tracking precision than EKF and UKF.

(2) Case 2

Compared with case 1, the measurement errors are increased to 50″ and 200 m,
the simulation results are shown in Figs. 24.4, 24.5 and 24.6.
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It can be seen that the steady estimation error of the EKF algorithm and UKF
increase clearly, while the tracking errors of ASRCKF keep at 8.2 km and 10 m/s.

By increasing the initial error and measurement error, the above simulation
results fully demonstrated the robustness and stability of the ASRCKF algorithm.

24.4 Conclusions

To solve the problem of inaccuracy of dynamic model in the orbit determination of
non-cooperative targets, the paper tries to combine nonlinear predictive filter with
square-root cubature kalman filter and propose an improved adaptive filter algo-
rithm, the simulation results show its superiority over traditional filter algorithm.
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Chapter 25
Influence Analysis of the High-Energy
Electrons on Geosynchronous Orbit
Satellite

Zhenghe Wang, Baosheng Sun and Shengpeng Liu

25.1 Introduction

Geosynchronous orbit is located above the earth’s equator about 36,000 km (from
the center of the earth is about 6.6 Re), where hundreds of all kinds of applications
satellites, which include the communications, meteorology, navigation and other
professional satellites are concentrated. With the wide application in the field of
satellite, the number of satellite continues to increase. The application of new
spaceborne high performance microelectronic devices increases the risk of fault
caused by space environment with complexity and changes, which is a serious
threat to the safety of the satellite in the orbit [1]. The statistical results from USA’s
National Oceanic and Atmospheric Administration (NOAA) about 200 abnormal
events on GOES satellites, shows that what leads to these abnormal events are
Single Event Upset (SEU) and electrostatic discharge caused by abnormal envi-
ronment [2–5].

Although the fault on orbit has been effectively corrected, which hasn’t influence
the service life of the satellite, it is of great significance to analyse the correlation
between the fault and the space environment, which can improve satellite design
level and the reliability of satellite mission, reduce the risk of long-term manage-
ment as well as personnel pressure and so on, also is an important part of space
situation awareness.
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25.2 Mechanism

In the solar system, the sun sent out high-speed charged particles, mainly including
protons and electrons, which are captured by the earth’s magnetic field, and format
charged particle aggregation region in a high altitude area from the surface of the
earth. At the beginning of the last century, Norway space physicist F.C.M. Stormer
observed and analyzed the high latitude auroral, and proved the theory that there is
a charged particle capture region around the earth (most of the region is found in the
earth’s radiation zone).

At the end of 1950s, American scientist Van Allen analyzed deeply the data
from the Explorer satellites, verified the F.C.M. Stormer theory with the measured
data, called the charged particles aggregation region, which formed by these par-
ticles captured by the earth’s magnetic field, the earth’s radiation belt and ascer-
tained it’s structure and scope. The earth’s radiation belt, whose outer edge gets a
range of about 10 earth radii from the center of the earth, has ringed distribution and
crescent cross section.

The earth’s radiation belt contains inner and outer radiation belts. The inner
radiation belt, whose core height is about 1–2 Re, limited to about 40° magnetic
latitude, has good stability. The outer radiation belt, whose core height is about 3–4
Re within the magnetic latitude about 60°, has weak stability, and can expand more
than 100 times under some special circumstances, which means that includes all
kinds of GEO communication satellites and scientific satellites which are exposed
to harmful radiation.

Constrained by solar activity, long-term geomagnetism variation, geomagnetic
storms and solar cosmic events, the changes in spatial distribution and intensity of
earth’s radiation belts are complex.

Ideally, with stable solar activity, without geomagnetic storms and other dis-
turbances, the earth’s radiation belts remained stable. Actually, the sun is always
active, the solar flares, sunspots, geomagnetic storms and other disturbances are
frequently active and drastically changed, that is difficult for the earth’s radiation
belts to keep stable. For the convenience of the study, the grade of activity intensity
of the solar flares, sunspots and geomagnetic storms is prioritized. The earth’s
radiation belts is considered approximately stable in the lower level and the shorter
interval. The GEO satellite is in the outer radiation belt, which is a relatively harsh
area in space, especially the high energy electrons and high energy protons in it.
The high energy electrons with high energy of 2–10 MeV, can penetrate the GEO
satellite shell, deposited in the electronic devices or circuits of GEO satellite. Local
strong electric field is formed due to high energy electrons accumulation over time,
which causes deep dielectric charging inside the satellite. When this charging
exceeds certain threshold, there will be internal charging and discharging, resulting
in signal voltage level flip, which causes satellite fault and abnormality [6–8].
Therefore, in the study of the space environment of the GEO satellite, it is mainly
concerned about the high energy electrons flux anomaly.
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25.3 Space Environment and Satellite Fault Analysis

25.3.1 Space Environment Situation

Statistical results show that the fault of the JPL’s GOES on orbit is caused by the
abnormal space environment with great probability. To explain the complexity of
the space environment near the GEO, this paper refers to space environment data in
2015 from SEPC and NSMC [9, 10], focuses on three space environment events,
which include geomagnetic storms, high energy electron flux anomalies and
energetic proton flux anomalies, and systematically analyzed. By analyzing and
refining, the space environment anomaly in 2015 can be seen in Table 25.1.

Tab 25.1 GEO satellite anomaly in 2015

Month Geomagnetic storm High energy electron
flux anomaly

Energetic proton flux anomaly

1 4, moderate
7, strong

2, exceed threshold Not reach hazardous level

2 18–24, moderate 4–5, exceed threshold Not reach hazardous level
3 17, extreme

18–20, moderate
22, moderate

19–28, exceed threshold Not reach hazardous level

4 11, moderate
15–17, moderate

Not exceed threshold Not reach hazardous level

5 11, moderate
13–14, moderate

14–18, exceed threshold Not reach hazardous level

6 8–9, moderate
22–23, extreme
25, moderate

10–13, exceed threshold
24, exceed threshold
26–30, exceed threshold

18, reach hazardous level
22–24, exceed hazardous level
26–27, reach hazardous level

7 5, moderate
13, moderate
23, moderate

1–3, near threshold
15–19, near threshold

Not reach hazardous level

8 15–17, strong
23, moderate
26–29, moderate

8, not exceed (exceed
threshold in short time)
11, exceed threshold
17–18, exceed threshold
20–22, exceed threshold
31, exceed threshold

Not reach hazardous level

9 8–10, moderate
11, strong
12, moderate
20, moderate

1, exceed threshold
12–17, exceed threshold

Not reach hazardous level

10 7, moderate
8, strong

8–15, exceed threshold
17, exceed threshold

29, reach hazardous level

11 7, moderate
10, moderate

4–17, exceed threshold Not reach hazardous level

12 20–21, moderate
31, moderate

7–8, exceed threshold
10–14, exceed threshold
23–25, exceed threshold
27, exceed threshold
30, exceed threshold

Not reach hazardous level
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There is some information concluded from Table 25.1:

(1) Moderate geomagnetic storm occurred throughout the year (inclusive) more
than 29 times, and it occurred in every month. It occurred 4 times in September.

(2) Daily integration of high energy electron flux achieved or exceeded threshold
more than 22 times. it occurred in each month except in April, and 5 times in
December at most.

(3) The number of high energy proton flux to the solar proton (burst) event level is
4 times in the whole year, and occurred 3 times in June.

It can be seen that the space environment of the GEO is very bad, whose
influence on the GEO satellite is objective and can not be ignored, which needs
high attention.

25.3.2 Analysis

In 2015, one GEO satellite occurs many faults on orbit. Analyzing the time of the
satellite fault and the space environment variation, it can be found that:

(1) Relationship between satellite fault and geomagnetic storm
Among more than 10 times of satellite fault in 2015, the occurrence of geo-
magnetic storm and the faults overlaps 2 times which is about 14% of the whole
faults, and other 86% doesn’t overlap. There is no time relationship between
geomagnetic storm and satellite faults. It suggests that satellite faults has no
necessary connection with geomagnetic storm.

(2) Relationship between satellite fault and high energy electron flux anomaly
Among more than 10 satellite faults in 2015, there are 11 time overlapping with
the high energy electron flux anomaly, the ratio of total faults is about 79%, and
the ratio of no overlapping is about 21%. This shows that the high energy
electron flux near GEO is higher than that of the warning threshold value, the
probability of the satellite fault is larger, and the correlation is about 80%.

(3) Relationship between satellite fault and high energy proton flux anomaly
Among more than 10 satellite faults in 2015, only one in June overlaps in time
with high energy proton flux, but there is also high energy electron flux
anomaly. All the other satellite faults and high-energy proton flux anomaly do
not overlap in time, which means there is no obvious connection between them.
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25.3.3 Summary

(1) the relation between high energy electron flux anomaly and satellite fault is
strong, and the time overlapping is about 80%;

(2) the relation between geomagnetic storms and satellite faults is weak, which
means that the guidance, that geomagnetic storm forecasts satellite fault, is
weak.

(3) the high energy proton flux anomaly and satellite fault are independent with
weak connection.

25.4 Research on High Energy Electron
Forecasting Technology

Due to the complexity of the space environment, the high energy electrons which
cause the fault of GEO satellite is the objective existence. To avoid the occurrence
of similar satellite fault, the fundamental strategy is to improve the design level of
satellite, and optimize satellite systems and stand-alone products, such as the circuit
resistance–capacitance filtration, cable shielding, which can improve the
anti-interference performance of satellite. When the satellite is operating on orbit, in
order to reduce the risk of long-term management personnel pressure, improve the
reliability of space mission and enhance the ability of space situational awareness,
more effective strategy is to strengthen the forecasting of energetic electron flux
anomaly.

25.4.1 Theoretical Analysis

The GOES series satellite of United States is located in the West Zone, including
GOES10, 11, 12, which are located in the West zone four, west zone nine and West
Zone five. Chinese FY-2D GEO satellite is located in the eastern time zone six. The
local time difference between FY-2D satellite and GOES10, 11 and 12 is 10, 15 and
11 h. When the FY-2D satellite local time is 20 h (evening), GOES10, 11 and 12
local time is 10 h (morning), 5 h (morning), 9 h (morning) respectively. Wang
Xinyue [11] compares and analyses the observations of FY-2D satellite and GOES
satellite with space particle, which comes to a conclusion that different satellite
observation data of the same area of high-energy electrons has good correlation.
High energy electron data from FY-2D satellite in local time of 20 h and high
energy electron data from GOES10 satellite in 10 h is relevant, which is to say that
the high energy electron data from FY-2D satellite can be used as a forecast for
GOES10 satellite after 10 h. Also, the high energy electron data measured by the
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GOES10 satellite can be used as the prediction value for satellite FY-2D after 14 h.
When the electron data can be real-time access to multiple GEO satellites,
according to the above characteristics, using multi-source data redundancy infor-
mation, establishes and improves the prediction model of GEO electron of 24 h or
longer, and releases the dynamic forecast information in roll.

25.4.2 Research on Conventional Forecasting

At present, the NSMC can realize real-time posting of GEO energetic electron flux
information through the network every 30 min, broadcast a UTC time of the
energetic electron flux values, by using space environment data acquisition at home
and abroad. It can be seen in Fig. 25.1.

Figure 25.1 is a screenshot from NSMC website, the lower right corner of the
red box shows the contents of the GEO orbital energy electron flux of the current
5 min value and daily integration value. For the user, you can browse the web page
regularly, record the UTC time corresponding to the high energy electron flux
value, and concern whether the high energy electron flux value exceeds the warning
threshold value. When the energetic electron flux exceeds the warning threshold,
and there is no other geomagnetic disturbances occurrence (the earth’s radiation

Fig. 25.1 Screenshot from SEPC website
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belts can keep stable within a short period of time) the user can conduct the time
conversion between UTC and local time based on fixed point position of the GEO
satellite, also can pre-warn fault on GEO satellite on orbit, or make fault prevention
of GEO satellite, and enhance the ability to space environment situation awareness.

25.4.3 Research on Special Forecasting

For special users, the need is to know the space environment situation of the GEO
satellite in real time, offline browsing can not meet the requirements.

In order to solve this problem, this paper puts forward the following ideas: setup
a data link which connects the special user and forecast center, to achieve real-time
sharing of space environment data. Special users use multi-source data redundancy
information real-time acquisition, establish and improve the automatic forecasting
and warning mechanism in GEO space environment for 24 h or longer, as an
important implementation of long-term management of satellite.

This procedure is: the space environment satellite measured high energy electron
data, data downloaded to the ground station via wireless channel in real time, then
transmitted to the satellite ground station through the ground center, the ground
center transmits the data which is received from the satellite ground station and
other domestic and international space environment data after comprehensive
treatment to the special user in real time [12]. Its flow chart is shown in Fig. 25.2.

The specific processes are as follows:

(1) when developing the GEO satellite, it is appropriate to consider particle
detector as payload on the GEO satellite;

(2) the space environment data acquired by each satellite is transmitted in real time
through the satellite-ground wireless channel;

Fig. 25.2 Chart of GEO environment data prediction
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(3) the ground station receives satellite data, adds the reception timing and other
information, stores and forwards received real-time data to the satellite ground
receiving station at the center; the ground calibration and satellite measured
environment data of the time difference need to provide as a prior calibration;

(4) detection satellite ground station receives data from the ground center, while
receives other domestic and foreign space environment data. Through com-
prehensive data processing, the data will contain the space environment data of
high energy electrons and forwards to special users in real time;

(5) establish real-time routing between special users and the ground station of the
detection satellite;

(6) special users receive data in real time, use the prediction model to deal with the
core calculation, forecast the information about the GEO satellite interfered by
high energy electron, and establish automatic forecast and warning mechanism.

25.5 Conclusion

Based on the space environment data and fault data of one GEO satellite, this paper
analyses the reasons of the satellite fault. Based on the mechanism analysis, this
paper analyzes the influence of high energy electron on the GEO satellite. In order
to enhance the accuracy of fault prediction and ability of space situational aware-
ness, reduce risk of the long-term management of satellite personnel pressure and
improve space mission reliability, the need to strengthen the work for high energy
electronic space environment real-time forecast, proposes detection satellites,
ground stations, satellite ground center and related special users the establishment
of real time routing between them, realize real-time sharing of space environmental
information including high energy electron data and long-term data accumulation,
establish and perfect the system of automatic forecasting warning satellites in GEO
space environment for 24 h or longer.
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Chapter 26
Image Fusion Method Based on Sparse
and Redundant Representation

Jianglin Shi, Changhai Liu, Rong Xu and Tao Men

26.1 Introduction

As the constant development and application of sensor technology, image fusion
has now become an essential research branch in image processing. The multi-frame
image, which contains complex information, of the same target or scene can be
obtained by one or more sensors. Image fusion is a process of examining the
characteristic feature in the original image and compound the detailed information
into one frame image. By the fusion of images, it benefits humans and machine
perception a lot that providing information about target and scene which is more
understandable. The main application field includes digital image, medical image,
remotely-sensed image and machine visual [1–5].

According to the difference of image fusion layer, it can be classified as: pixel
level fusion, characteristic level fusion and decisive fusion. Pixel fusion concen-
trates mainly to improve the image quality in order to the convenient the continued
image operation. Characteristic level image fusion is targeted at accurately
obtaining the objective features from the original image, which approve certain
evidence for the classification and examination of objective. The decisive one is to
improve the accuracy of classification of decision. Due to the variation in different
described methods, the image fusion can be classified roughly as: space based and
transform based image fusion. Image fusion based on spatial domain is directly
fused pixel intensity of source image into intensity value [6–9]. Image fusion based
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on transform domain firstly transforms the source image into a certain frequency or
time domain, and then uses the fusion rules to transform the image.

Assuming F �ð Þ represents “fusion operation”, then space range fusion methods
can be summarized as follows:

IF ¼ F I1; I2; . . .; IKð Þ: ð26:1Þ

The simplest fusion methods based on space range is to calculate the average of
the original image pixel, while this methods always has several side effect like
causing the decrease of contrast. If the original is not exactly suitable, the fake
images may appear using methods based on single pixel like the spacial gradient.

A much more prevalent method in researching image fusion in recent years is
multi scale transform methods. Commonly used multi scale transform methods
includes Laplace Pyramid fusion method (LAP), Discrete Wavelet transform fusion
method (DWT), Curvelet transform fusion method (CVT) and Non-subsampled
Contourlet transform fusion method(NSCT) [10–13]. The methods based on
transform domain can be summarized as follows:

IF ¼ T�1 F T I1ð Þ; T I1ð Þ; . . .; T Ikð Þð Þð Þ ð26:2Þ

Where T �ð Þ is multi scale transform, F �ð Þ is fusion rules.
In the field of image fusion, pyramid decomposition is the first multi-scale

transformation method, at the start it decompose the image into a series of pyramid
images in different resolution, and then fuse in different pyramid layers using
various fusion rules. At last, the fusion image can be received after the inverse
transformation of fused pyramid layers. The fusion methods based on wavelet
transform take similar schemes, while the multiple resolution decomposition
method is limited, because most of their collection procedure is not linear shift
invariance. However, discrete wavelet transform based on linear shift invariant
performance producing over-complete signals shows that, it’s suitable for image
fusion [14–16]. In recent years, many advanced geometric multi-scale transforms
like curvelet, ridgelet and contourlet, etc. begin to be researched, and have certain
improvement in performance [17–19]. However, since the fusion image obtained
based on the transform domain method is generated globally, a single coefficient
change on the transform domain will result in a change in all pixel values in the
spatial domain. Thus, several unsatisfactory artifacts may be generated in the fusion
process.

Obviously, an efficient and complete extraction of the implicit information from
the original image will make the fused image more accurate. Unlike the transform
domain approach, the sparse representation uses the overcomplete (redundant)
dictionary containing the signal atomic prototypes to describe the signal by sparsely
linear combinations of atoms [20–24]. The two major characteristics of sparse
representations is redundant and sparse. Over-completeness means the atom num-
ber in the dictionary is greater than the signal dimensionality, and sparsity means
the index in counter signal is sparse, that is, less non-zero element. Benefit from
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these two things, sparse representation has been applied successfully in many
occasions, including: compressing, denoising, feature extraction, and classification,
etc. This article applies the sparse and redundant representation in image fusion
field, and the fusion quality depends on the accuracy of the local features repre-
sentation, therefore in the article, “sliding window” technology is adopted to
acquire local features, and at the same time shift-invariance is maintained.

The methods used in this article is the partition of the original image firstly, then
separately express the image block using over-completeness dictionary, and the
larger counter index means including more characteristic information. As a result,
in the third step, adopting the fusion rule, choosing the bigger norm, to the coef-
ficient of the fusion to obtain the fusion coefficient. At last sparse reconstruct
combined with over-completeness to obtain the fusion image. In sparse represen-
tation, redundant dictionary is established through two ways: the first one is to
analysis dictionary, whose theory model is the primary function of all kinds of
transformation: DCT, Gabor, and ridgelet transformation etc. The second one is the
learning dictionary, which is obtained from the image samples through iterative
training, the common methods includes MOD and K-SVD, through comparative
analysis, this article prefer the K-SVD method to establish the dictionary.

This article is organized by the following ways: the second part is to briefly
introduce the basic theory of sparse representation. The third part introduces the
image fusion algorithm based on sparse and redundant representation. The exper-
iment result and discussion is presented in the fourth part and the fifth part illustrate
the summary of the algorithm and the further development.

26.2 Sparse and Redundant Representation Theory

The sparse representation theory is based on the assumption that a signal can be
represented or approximated as a linear combination of “minority” atoms in the
dictionary. For a given signal C � Rn, sparse representation theory suggests the
existence of a dictionary D 2 Rn�T , which contains T prototype signals that are
referred to atoms. For any signal x 2 C, there exists a linear combination of atoms
from D which approximates it well. That is,

x � Ds ð26:3Þ

Where s 2 RT is sparse coefficients. It usually assumes that T [ n, indicating
that the dictionary D is redundant. Looking for the smallest possible number of
nonzero components of s contains solving the following optimization problem:

min
s

sk k0 subject to Ds� xk k22 � e ð26:4Þ
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Where sk k0 denotes the l0 normal of coefficients s, that is the number of nonzero
components in s. e� 0 denotes tolerance error. Formula (26.4) is called sparse
representation model. (Fig. 26.1)

Sparse representation model solving is a critical matter in sparse representation,
however, the optimization of norm l0 is a combination question, it’s difficult to
solve it directly. Therefore, researchers has come up with a large amount of the
sparse representation approximation algorithm, the commonest one is the MP based
on greedy policy. This algorithm firstly calculate residual approximation and the
inner product of the atom to determine the correlation, then according to the cor-
relation, select the most correlated residual approximation atom in the dictionary
each time, and approximate the signal by selected atom, finally calculate the
approximation residual and perform the next iteration process, until it satisfies the
terminal condition. Although the algorithm performance of MP is limited, it’s the
initial prototype in greedy algorithm research development. OMP is a most rep-
resentative advanced MP algorithm, which introduces the least square problem to
solve the approximation signal in iteration process, the specific process of algorithm
is shown as follows. In OMP algorithm, both the selection of atom number and
approximation residual can be terms of the termination of algorithm (Fig. 26.2).

Algorithm 1: OMP

Input: Given initial sparse coefficient s0 ¼ 0, Residual r0 ¼ x, set C0 ¼ ;, counter k ¼ 1.
Step 2: Select most relevant atoms to the residuals and update the set
ik ¼ argmax

i
rk ; di
� ��� ��;Ck ¼ Ck�1 [ ik

� �

Step 3: Calculate the approximation sparse coefficient
sk ¼ argmin

s
x� DCk sk k22

Step 4: Update residual rk ¼ x� Dsk

Step 5: Update counter k ¼ kþ 1, repeat steps 2–4 until the termination condition is satisfied
Output: Sparse coefficient sk

Dictionary construction is another core problem in sparse representation theory.
Dictionaries are not only related to the validity of images, but also affect the
performance of sparse representation algorithms. Researchers have proposed a

Fig. 26.1 Sparse
representation of signal
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number of dictionary construction methods, which can be divided into two cate-
gories: (1) based on mathematical model construction (DCT dictionary). (2) based
on sample learning method construction (MOD and K-SVD dictionary). This paper
will compare the performance of the three dictionaries, and choose K-SVD dic-
tionary structure for sparse representation of the image.

26.3 Image Fusion Method

26.3.1 Sparse Representation of Image Fusion

Because sparse representation theory is the global processing of the whole image,
and image fusion depends on the local information of the source image, so sparse
representation can’t be directly used for image fusion. In this paper, a sliding win-
dow technique is adopted to divide the image with size M � N into image blocks
with size n � n by one pixel from the upper left corner to the lower right corner, and
these small image blocks are arranged in a column direction. So as to obtain the
column vector matrix Vk composed of image blocks, it can be expressed as

Vk ¼ DSk ¼ d1; d2; . . .; dT½ 	
sk1ð1Þ sk2ð1Þ � � � skJ ð1Þ
sk1ð2Þ sk2ð2Þ � � � skJ ð2Þ

..

. ..
. . .

. ..
.

sk1ðTÞ sk2ðTÞ � � � skJ ðTÞ

2
6664

3
7775 ð26:5Þ

Where k ¼ 1; 2; . . .;K is the number of frames of the original images. The
dimension of the dictionary D is n 
 nð Þ � T . The dimension of the sparse
coefficient matrix Sk is T � J. The dimension of the column vector of the image
blocks VK is n 
 nð Þ � J, and the number of the image block is
J ¼ M � nþ 1ð Þ � N � nþ 1ð Þ.

n

.

.

.
Image patch

Lexicographic
ordering vector

jv

2n

n
I

Fig. 26.2 The original image is decomposed into image blocks and arranged in a vector column
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26.3.2 Fusion Strategy

The flow of the fusion algorithm is shown in Fig. 26.3, The OMP algorithm is used
to solve the sparse model, and the sparse coefficient matrix Sk is obtained, The OMP
algorithm uses the approximation residual as the iteration termination condition.
The 1-norm of the k-th source image is

Akj ¼ skj
�� ��

1 ð26:6Þ

According to the rule of fusion with a large number of 1-norm to generate a
matrix of the fusion coefficients SF , and the j-th columns are obtained as follows

sFj ¼ sk
j ; k
j ¼ argmax
kj

Akj

� 	 ð26:7Þ

Then the vector matrix of the fused image is

VF ¼ DSF ð26:8Þ

Finally, the fusion image is reconstructed according to the inverse sliding
window technique shown in Fig. 26.2. The algorithm steps are shown in the fol-
lowing table.

.

.

.
.
.
.

1I
1S

1V

KI KS

KV

FV
FIFS

Segment and 
lexicographic

ordering

OMP sparse 
representation with 

given dictionary

Fused the 
sparse

coefficients

Restore
the fused 
vectors

Reconstruction
the fused 

image

Fig. 26.3 Flow chart of image fusion based on sparse representation
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Algorithm 2: Image Fusion Algorithm Based on Sparse Representation

Input: Source images Ik k ¼ 1; . . .;Kð Þ, redundant dictionary D;
Step 2: Divide Ik into image blocks with size of n 
 n by sliding window technique, and arranged
it in a column vector vkj j ¼ 1; 2; . . .; Jð Þ, all column vectors corresponding to Ik make up the
matrix VK ;
Step 3: Decompose VK sparsely in D to obtain sparse coefficient matrix Sk ,then Vk ¼ DSk ;
Step 4: Suppose the elements of the j-th column in Sk is skj , and the characteristic index of Sk is
calculated by l1 norm, select the sparse coefficients by maximization selection rule, that is
sFj ¼ sk
j ; k
j ¼ argmax

kj
Akj

� 	
;

Step 5: All of the sFj formed the sparse coefficient matrix SF of fused image, then fused image
matrix VF ¼ DSF ;
Output: And the output fused image IF is obtained from VF ;

26.4 Experimental Result

26.4.1 Dictionary Training

Redundancy dictionary is the basis of sparse representation method, its advantages
and disadvantages directly determine the sparseness of the coefficient matrix.
Sparse representation of the image fusion method is based on the sparsity of the
coefficient matrix, so the performance of the redundant dictionary directly affect the
performance of image fusion. In this section, we compare the performance of DCT,
K-SVD and MOD dictionary respectively, and draw some meaningful conclusions.

In general, a dictionary is well-performed if it is complete and redundant and can
sparse reconstruct any signal belonging to its defined space. We define the
reconstruction error E ¼ x� DAk k22 of the signal x, and assume that signal has been
accurately reconstructed when E� e. Then, we observe the non-zero element
number of coefficient vector A to measure the performance of the dictionary
D. Where, e is a threshold of the reconstruction error and assume e ¼ 21 for 8-bit
grayscale image block with size of 8� 8 (Figs. 26.4, 26.5).

Figure 26.6 shows the learning dictionary MOD and K-SVD training based on
OCNR5 image. It can be seen that the MOD dictionary atom is similar to the
K-SVD dictionary atom, which indicates that the performance of the two methods is
close.

Figure 26.7 shows the number of non-zero elements in the coefficient vector for
the OCNR5 image blocks when using three kinds of dictionaries. It can be seen that
the number of non-zero elements in the corresponding coefficient vector is generally
more than 15.65 when DCT dictionary is adopted, and the number of non-zero
elements in the corresponding coefficient vector when using MOD dictionary and
K-SVD dictionary relatively less, the former average of about 11.86, the latter an
average of about 11.99. This shows that the performance of the training dictionary
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is higher than the analytical dictionary for the actual image and the performance of
MOD dictionary and K-SVD dictionary is very close. (Fig. 26.8)

We construct a redundant dictionary corresponding to the Saturn image in a
similar way as before and then perform a sparse representation of the Saturn image
block on the corresponding dictionary. Figure 26.9 shows the number of non-zero
elements in the coefficient vector for the Saturn image blocks when using three

Fig. 26.4 DCT dictionary atomic

Fig. 26.5 Image data left is OCNR5 and right is Saturn
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kinds of dictionaries. The result is similar to the earlier when the OCNR5 image
was processed. That is to say, when the image blocks are sparsely represented by
the DCT dictionary, the number of non-zero elements in the corresponding coef-
ficient vectors is about 7.49, and when the MOD and K-SVD dictionary are
adopted, the number of non-zero elements in the coefficient vector is relatively
small, the former average of about 5.63, the latter an average of about 5.72.

So we can conclusion that the performance of MOD and K-SVD dictionary is
close and they are both better than DCT dictionary. Finally we select the K-SVD
dictionary in this paper because it is simpler and more efficient than MOD.

Fig. 26.6 OCNR5 Single-frame image learning dictionary atomic (left is MOD and right is
K-SVD)
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Fig. 26.7 The number of non-zero elements in sparse coefficients for OCR5 image blocks
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26.4.2 Parameter Determination

In this paper, the fusion data are shown as Fig. 26.10. They are multi focus images,
medicine image include CT and MRI and satellite visible and near infrared images.
The proposed algorithm involves two parameters that need tuning: (1) the size of
image blocks n, (2) approximation residual e. First, we fix the approximation residuals
to study the performance of algorithm and the time consumed under different size of
the image blocks. Then the image block size is fixed and the approximation residual is
adjusted to study the algorithm performance and time consumed under different
residuals. We adopted the nine performance evaluation indicators [25] for fusion
performance evaluation, they are QMI ;QTE;QNICE;QG;QSF ;QP;QS;QY ;QCB.

Fig. 26.8 Staturn single-frame image learning dictionary atomic (left is MOD and right is K-SVD
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Fig. 26.9 The number of non-zero elements in sparse coefficients for Saturn image blocks
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From Fig. 26.11a–d, we can see the influence of different image block size and
approximation residual on the time and performance of the fusion algorithm.
Obviously, we can conclude that the image fusion performance increases with the
increase of the image block and the decrease of the approximation residual, but the
time-consuming is also increasing. But with the rapid increase in the level of
computer hardware now, computing time-consuming will no longer be a problem.
Through the above experiment, we set the image block size n ¼ 8� 8, approxi-
mation residual e ¼ 1. (Figs. 26.12, 26.13)

26.4.3 Algorithm Comparison

If we compare the approved algorithm in this article with the five existed different
fusion algorithms (LAP, PCA, DWT, CVT and NSCT), whose perimeters are
measured according to the constant given in the document. The fusion image result
is illustrated as the followings(Due to the space limitation, only show the image
fusion result from multi-focus images and medical image), the performance eval-
uation index proposed by using literature 25 and eight different subjective perfor-
mance evaluation using three kinds in terms of varied fusion result is shown s
chart 1. Among this, the maximum in eight evaluation performance is expressed in
bold and black. From the chart, better performance is obtained by the method
proposed in this article, rather than the other five fusion methods.

Fig. 26.10 Fusion image data a, b multi focus image 1; c, d multi focus image 2; e, f medicine
image; g, h satellite image
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Source image Evaluation index LAP PCA DWT CVT NSCT SRR

Fig. 26.10a, b Q_MI 1.003 1.021 0.911 0.947 0.932 1.163
Q_TE 0.465 0.469 0.467 0.474 0.462 0.442
Q_NCIE 0.83 0.83 0.826 0.828 0.827 0.838
Q_G 0.635 0.622 0.592 0.579 0.618 0.695
Q_P 0.863 0.829 0.822 0.851 0.879 0.882
Q_S 0.937 0.905 0.933 0.935 0.9359 0.938
Q_Y 0.899 0.893 0.87 0.858 0.893 0.959
Q_CB 0.739 0.681 0.713 0.698 0.746 0.765

Fig. 26.10c, d Q_MI 1.025 1.06 0.924 1 1.037 1.178
Q_TE 0.492 0.45 0.475 0.491 0.494 0.453
Q_NCIE 0.831 0.833 0.827 0.83 0.832 0.839
Q_G 0.623 0.624 0.578 0.57 0.622 0.675
Q_P 0.844 0.775 0.786 0.818 0.842 0.845
Q_S 0.944 0.887 0.94 0.942 0.945 0.944
Q_Y 0.907 0.889 0.872 0.891 0.92 0.948
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Fig. 26.11 Time—consuming and performance of image fusion algorithm under different image
block sizes and approximation residuals
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(continued)

Source image Evaluation index LAP PCA DWT CVT NSCT SRR

Q_CB 0.68 0.723 0.726

Fig. 26.10e, f Q_MI 0.456 0.535 0.359 0.383 0.327 0.907
Q_TE 0.51 0.566 0.506 0.545 0.42 0.591
Q_NCIE 0.806 0.729 0.804 0.805 0.803 0.821
Q_G 0.646 0.845 0.571 0.449 0.301 0.877
Q_P 0.539 0.544 0.458 0.45 0.294 0.58
Q_S 0.805 0.534 0.725 0.717 0.631 0.851
Q_Y 0.673 0.672 0.644 0.596 0.443 0.946
Q_CB 0.411 0.335 0.382 0.402 0.455 0.47

Fig. 26.10g, h Q_MI 0.916 1.127 0.925 0.964 0.984 1.26
Q_TE 0.554 0.563 0.613 0.634 0.49 0.645
Q_NCIE 0.809 0.813 0.809 0.81 0.812 0.813
Q_G 0.602 0.594 0.517 0.505 0.439 0.662
Q_P 0.188 0.197 0.148 0.16 0.192 0.378
Q_S 0.824 0.825 0.83 0.821 0.813 0.834
Q_Y 0.812 0.816 0.772 0.782 0.896 0.982
Q_CB 0.255 0.218 0.223 0.204 0.24 0.297

(a) LAP                        (b) PCA (c) DWT 

(d) CVT (e) NSCT (f ) SRR

Fig. 26.12 Fusion results of different algorithm with multifocus images
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Based on the figures above, PCA methods can result in blur problem in fused
image, and from the result in the fusion of the satellite image, DWT, CVT and
NSCT fusion image may produce reconstruction artifacts, which is due to the
downsampling process. Although LAP fusion method has a reasonable fusion
result, but to some extent, the contrast in the fusion image decreases. Taking the
subjective visual evaluation together, the sparse representation fusion method
proposed in this article has the best performance.

26.5 Conclusion

This paper studies the image fusion methods based on sparse and redundant rep-
resentation theory. Meanwhile it works on the subject mainly in these two aspects:
firstly, apply the sparse representation in the image fusion field, secondly, ascertain
the dictionary training methods and parameterization approach in sparse repre-
sentation theory through experiment. By experimental analysis of comparison
between several varied fusion data types, the method in this article is more feasible
and effective than LAP, PCA, DWT, CVT and NSCT both in subjective and

(a) LAP (b) PCA (c) DWT 

(d) CVT (e) NSCT (f ) SRR

Fig. 26.13 Fusion results of different algorithm with CT and MRI images
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objective ways. Further steps in space objective image, a specific data type and
application field, demand intensive studies on the combination of image denoising
and fusion, which benefit much better visual effects.
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Chapter 27
An Improved Test Method to Study
the pBRDF of the Rough Surface
of Targets

Qing Liu, Yonghong Zhan, Di Yang, Yaping Wang and Change Zeng

27.1 Introduction

What we call the properties of the target are the attributes of the observed target
showed on the detection equipment. And there are different kinds of characteristics
according to different detection mechanisms, such as the optical characteristic of
target and the radar characteristic of target [1]. In the optic area, we try to improve
the abilities of target detection and recognition using the principle that surfaces of
different targets will perform different properties of polarimetric bidirectional
reflectance distribution. The polarimetric bidirectional reflectance distribution
function, which is called pBRDF for short, can describe the characteristics of the
intensities and polarization of the light reflected from the target surface in the upper
hemisphere space. Since that with pBRDF, we could study the overall relations
between the characteristics of reflectance light and the surface of target conve-
niently, pBRDF is one of the fundamental characteristic parameters to study the
optical characteristic of target [2]. Usually, we get the pBRDF data of surfaces of
different targets through experiments, and now it is an effective method to study the
law of the polarimetric characteristics of light reflected from the different rough
surfaces, which is the focus of this paper [3].

As consulted by other papers, a traditional method to measure the pBRDF data
should use four different polarization states of incident light, which would be
transformed into other polarization state by the Mueller matrix of the surface of the
targets, then calculate all of the parameters of pBRDF matrix according to the
algebra relations between them [4]. This kind of method need 16 times experiments
to measure the pBRDF data of single-point on the surface of target, which is such
complex and inefficiently, not to mention that the error is large. Considering this
problem, in this paper, we introduce a new measure method, which just needs only
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4 times experiments to get the all parameters of the pBRDF matrix of single-point.
The verification verifies the correctness of the method, and apparently its efficiency.

27.2 The Experimental Theory and Method

27.2.1 pBRDF Measuring Method

According to the definition of the Stokes parameters, we can get the polarimetric
result of the reflectance light by setting a polarization analyzer and some phase
retardations before the detection. But after all is said and done, the results of the
optical detection are intensities of the light, such as I 0�; 0

�� �
, I 45

�
; 0

�� �
, I 90

�
; 0

�� �
,

I 135
�
; 0

�� �
, which means the intensities of different analyzer angles and phase

retardation angles [5]. Then we can represent the Stokes parameters of the incidence
of reflectance in formulation like:

S00 ¼ Ið0�; 0�Þþ Ið90�; 0�Þ
S01 ¼ Ið0�; 0�Þ � Ið90�; 0�Þ
S02 ¼ Ið45�; 0�Þ � Ið135�; 0�Þ
S03 ¼ Ið45�; 90�Þ � Ið135�; 90�Þ

8>><
>>:

ð27:1Þ

When measure the S03 we used a ¼ phase retardation. After the measurement, we
get the normalized Stokes parameters by normalization processing of the results, as
follows.

S ¼ 1
S00

S00 S01 S02 S03½ �T¼ S0 S1 S2 S3½ �T ð27:2Þ

After that, we begin to calculate the pBRDF matrix of the rough surface. At this
point, there are three different methods to realize up to now, defining method,
comparing method and comparative monadic method [6]. Defining method means
to calculate pBRDF matrix according to its definition by the division operation
between the Stokes of the incident and scattered light. But this method imposes
restrictions on that the illuminant, the samples to detect, the detection and the
experiment system must be calibrated strictly. However, it is very difficult to
guarantee the accuracy of the calibration system and to avoid the interference noise
of the experiment, which leads to large errors of the results, so this method is
seldom used.

Comparing method needs to make a standard reflector, always taking advantage
of the material of the tetrafluoroethylene (TFE). Measure the Stokes parameters of
the scattering light reflected from the sample and the standard reflector under the
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same experimental condition, then make a division to calculate the pBRDF matrix
of the sample. This method can avoid the effect of the interference noise, but needs
double times experiments than other methods, which makes the work too huge. In
order to decrease the workload of the experiments, we try to measure the BRDF of
the standard reflector at some fixed incident angle in advance, then the pBRDF of
the sample to detect, make a division of them to invert the parameters of the PG
model. This method we create is called comparative monadic method. Making the
f00 of the pBRDF matrix as an example, its expression is as follow.

f00ðhi;ui; hr;urÞ ¼
Lððhi;ui; hr;urÞÞ

Eðhi;uiÞ
ð27:3Þ

Where, Lðhi;ui; hr;urÞ is the radiance of the scattering light, Eðhi;uiÞ is the
irradiance of the incidence, which means flux per unit area onto a surface and can
be expressed as

Eðhi;uiÞ ¼
dUðhi;uiÞ

dA?
¼ cosðhidUðhi;uiÞÞ

dA

¼ U
4pr2

cosðhiÞ ¼ Eð0�;uiÞ cosðhiÞ
ð27:4Þ

Then the f00 of the Eq. (27.3) can be expressed as

f00ðhi;ui; hr;urÞ ¼
Lðhi;ui; hr;urÞ

Eðhi;uiÞ
¼ Lðhi;ui; hr;urÞ

Eð0�;uiÞ cosðhiÞ
ð27:5Þ

If we just make a measurement at 30° incident zenith angle about the standard
reflector, then

f00bð30�;ui; hr;urÞ ¼
Lð30�;ui; hr;urÞ

Ebð0�;uiÞ � cos 30�
ð27:6Þ

At the same time, to standard reflector it has another expression as

f00bð30�;ui; hr;urÞ ¼
q
p

ð27:7Þ

Because of Esð0�;ui; kÞ ¼ Ebð0�;ui; kÞ, then the expression of the f00 of the
sample to detect is
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f00ðhi;ui; hr;urÞ ¼
Lðhi;ui; hr;urÞ

Ebð0�;uiÞ � cos hi
¼ Lðhi;ui; hr;urÞ

Lð30�;ui; hr;urÞ= f00 bð30�;ui; hr;urÞ � cos 30�½ �½ � � cos hi
¼ f00 bð30�;ui; hr;urÞ �

Lðhi;ui; hr;urÞ
Lbðhi;ui; hr;urÞ

� cos 30
�

cos hi

¼ q
p
� Lðhi;ui; hr;urÞ
Lbðhi;ui; hr;urÞ

� cos 30
�

cos hi
ð27:8Þ

Thus it can be seen that, if we adopt the comparative monadic method to acquire
the pBRDF matrix of the sample, we just need to measure the reflectance of the
standard reflector one time, for example, 30° of the zenith angle, to get all
parameters of pBRDF matrix of the sample to detect at any angle using Eq. (27.8).
Obviously, this method we create can not only avoid the interference noise, but also
increase the efficiency of the experiments.

27.2.2 The Angle Measuring Method

If we know the incidence angle, observation angle and relative azimuth angle, we
can calculate all angles parameters in the model using the equations as follows [7].

h ¼ arccos
cos hi þ cos hr

2 cos b

� �
ð27:9Þ

cosð2bÞ ¼ cosðhiÞ cosðhrÞþ sinðhiÞ sinðhrÞ cosðDuÞ ð27:10Þ

Incidence angle measuring method: make sure that the center of a circle of the
arc-shaped supporter must be at the center of the reference platform when the
illuminant supporter is installed, then the angle scale on the supporter is the incident
zenith angle. Make the plane that the supporter is in as the reference plane, then the
incident azimuth angle is 0°. Use the light intersection method to determine the
height of the reference platform and the center of a circle of the arc-shaped sup-
porter. In special, setting the laser at the 0° zenith angle of the supporter, the laser
beam is at the height of the reference platform; setting the laser at the 90° zenith
angle, the joint of the laser beam and the platform is the center of a circle of the
arc-shaped supporter. Move the center of the platform to the joint in order to make
sure the veracity of the angle measurement.

Observation angle measuring method: there are angle scales on the swivel
bearing. Make sure that the observation zenith angle is 0 when the detection is
above the center of the platform, then the reading on the scale of the detection stent
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is the observation zenith angle. When the detection stent is 90° relative to the
are-shaped supporter plane, the angle scale of the platform is 0, then spin
the platform to change the observation azimuth angle. When experimenting, (1) fix
the observation azimuth angle, spin the detection stent by 5°, (2) change the
observation angle by 15° one time, then repeat step (1).

Relative azimuth angle measuring method: set the plane that the supporter is in
as the x, y plane of the coordinate system, then the incidence azimuth angle is 0,
and the observation azimuth angle is the relative azimuth angle that the incidence to
the reflected.

27.2.3 pBRDF Matrix Calculating Method

As stated earlier, it is able to get all parameters of the pBRDF matrix of single point
on the rough surface through measurements if different states of the incident light
are accessible. Traditional methods need 16 times measurements to get all
parameters, so it is essential to improve. It is proven that, the Mueller matrix of the
isotropic material possesses symmetrical structure as follow [8].
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ð27:11Þ

Through analysis of the Eq. (27.11), we know that if set the polarization state of
the incident light as 45°/135° linear polarization or circular polarization, all the
parameters of the pBRDF matrix can be measured by least amount of measuring
frequency. If the incident light is natural light, we can deduce other parameters of
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the pBRDF model by inversing the complex refractive index of the sample, then
work out the pBRDF matrix. In theory, it just needs two points on the surface to be
measured when we want to construct the model, however it needs to measure some
more points in consideration of the inversing precision of the parameters.
Considering that, we design two different measuring methods, as showed in
Fig. 27.1.

There are two methods described in Fig. 27.1. One adopts the natural incident
light, measures several points to get the data of f00 and f01 under the same incident
conditions. After that, substitute the data of f00 and f01 into the pBRDF model to
inverse the complex refractive index and other factors, then calculate all parameters
of the pBRDF matrix. All of this is tested and verified in my other papers, the reader
can refer to the reference documents [9, 10]. The other one adopts the polarized
incident light, then all of the parameters of the pBRDF matrix can be measured
according to Eq. (27.9). This method can test and verify the correction of the factors
inversed, so it is a potential method.

In order to decrease the numbers of measuring cycles, all measurements can be
done at ten different azimuth and zenith angles without measuring all points on
hemisphere space. Since what stated before is only applicated to single point at
single condition, we need to move forward a single step to get all pBRDF models at
different conditions of incidence and observation. Then it is well-reasoned to study
the polarimetric characteristics of the rough surfaces.
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Fig. 27.1 The schematic diagram of the measuring and data processing of the pBRDF matrix
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27.2.4 The Equipment of Experiment

The polarization scattering characteristics test system consists of test turntable, data
acquisition processor, wide spectrum illuminant, fiber optical spectrometer, liquid
crystal polarization camera, optical elements and so on. The test turntable contains
an illuminant supporter, the reference platform and the control computer, while the
data acquisition processor contains a system of PXI acquisition unit, and the whole
system is equipped with two computer workstation. In one workstation which we
name it as workstation A runs the software to control the test turntable, in the other
workstation which we name it as workstation B runs the software to control the data
acquisition processor, whose specific functions are as follows: workstation A is
connected to workstation B by two serial ports, one serial port exports pulse signal
whether the turntable is in place, the other exports the location signal of the ref-
erence platform. In experiments, test turntable runs to the position according to the
instructions of the workstation A, when it is done, the workstation A will export a
pulse signal to workstation B through RS422, then workstation B triggers the
detection to collect the data and receive the location signal at the same time. Then
workstation B exports the experiment data into the database.

The illuminant supporter is fixe on the wall and is divided into ten sections by
10°. There is a mounting hole on every section in order to mount the illuminant at
fixed position, as showed in Fig. 27.2.

Choose a tungsten halogen lamp as the natural illuminant, and four laser devices as
the polarized illuminant. Their fundamental information is as follows. The natural

Illuminant supporter Test turntable

Natural illuminant 
and its opƟcal path

Reference 
plaƞorm

DetecƟon
Divergent lens

Object lens
Eye lens

Laser

Total reflector Tungsten halogen 
lamp

CollimaƟon 
objeƟve

Fig. 27.2 The photograph of the illuminant and test system to measure the pBRDF data of the
samples

27 An Improved Test Method to Study the pBRDF … 355



illuminant’s power is no less than 250 W and its power stability exceeds 97%. When
illuminating by collimation, the diameter of the natural illuminant is between 30 and
300 mm more or less. The laser illuminants have four kind of wavelength: 457, 532,
671, 1064 nm, and among them, the power of 457 nm laser is no less than 1 Wwhile
the others’ is above 1.5 W. In order to mount laser easily, we design a universal
interface, provide a piece of standard attenuation lens that the magnifications are 5, 10
and 20 dB. The weight of all illuminant devices is less than 5 kg.

The test turntable is a two axis turntable which can support the liquid crystal
polarization camera, fiber optical spectrometer and other detection devices to
measure the characteristics of the scattering light on different angles of zenith and
azimuth. The turntable consists of a reference platform, a detection cantilever
supporter and the control workstation, showed in Fig. 27.2.

The test turntable adopts vertical structure, and its azimuth rotating shaft of the
axis is perpendicular to the horizontal plane, while its pitch axis runs in the plane
perpendicular to horizontal plane too. The detection we used in the experiments is
mounted on the pitch axis by the cantilever supporter, and its measuring range
is ±180° in azimuth angle and ±90° in zenith angle. The angle-position precision is
better than ±0.02°. Both of minimum smooth angular velocities of azimuth and
zenith are better than 0.005°/s. The maximum angular velocity is more than 15°/s,
and the maximum angular acceleration is more than 15°/s2. The sample to detect is
set on the center of the platform, and its size is bigger than Æ500 � 300 mm. The
distance from detector to the surface of the sample can be changed, and its
adjustable extent is between 300 and 1000 mm.

The control computer workstation mainly controls the movement of the test
turntable. It has more than three channels of the serial port expansion card.
Meanwhile, the PXI data acquisition system can also control the turntable, and
receive the pulse signal of the movement in place. When experiment, test turntable
can work according to the command file of the azimuth and zenith angles
pre-decided, as well as according to the real-time command.

The liquid crystal polarization camera is produced by Bossa Nova Company of
USA named SALSA which can measure total polarization information correctly in
R, G, B wave band. Its precision of the degree of linear polarization is more or less
1.2%, the precision of the polarization angle is 0.4°, the precision of the degree of
circular polarization is less than 1.0%

27.3 The Experiments and the Results

27.3.1 Information About the Standard Reflector
and the Samples to Detect

The standard reflector we adopt in our paper is made up of the tetrafluoroethylene
(TFE). Its surface is quite smooth and uniformity without any obvious blemishes
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and imperfections. Measure the scattering characteristics of the standard reflector
under the natural illuminant, and calculate the criterion data of the measurements
according to the calibration results of the standard reflector, which serves as the
benchmark data of the after experiments and data processing.

The sample to detect in our paper is green coating on the surface of the alu-
minum plate. Because of that the thickness of the coating is 0.1 mm and the visible
light cannot penetrate it, the scattering characteristic of the surface is regarded as the
characteristics of the green coating.

27.3.2 The Experimental Results of the Standard Reflector

The standard reflector is relative ideal Lambert reflector, so its scattering light is
even distribution all over the twop hemisphere space, besides the light is more or
less unpolarized. According to this features, the data measured can be the bench-
mark data as well as can be the validation for the correction of the test system.
Specifically speaking, if the analysis of the data of the measuring standard reflector
demonstrates to be more or less lambert reflectance, the test system is reliable,
otherwise the test system cannot meet the precision requirements, and so it needs to
redesign the test system.

A tungsten halogen lamp is illuminated at 20° of the zenith angle, and detection
adopts the SALSA camera with a green wavelength filter before its lens working at
180° of the relative azimuth angle. The results of the measurement are showed in
Fig. 27.3 and Table 27.1. Figure 27.3 shows the result of the measuring at 180° of
the relative azimuth angle and the specular reflection direction which is 20° of

Fig. 27.3 The measurement result of standard reflector at the specular direction when incident
zenith angle is 20°
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observation zenith angle in this paper, while Table (27.1) shows measurement
results at other observation zenith angles.

From the figure and table we can come to some conclusion. Firstly, the scattering
energy of the platform is so small relative to the scattering energy of the standard
reflector that it can be ignored. Secondly, the measurement results of the S0 of the
standard reflector are very stable, more or less fluctuating around 4065 mV, but
they are decreasing little by little while the observation zenith angle grows, this
testifies that the standard reflector is an relative ideal Lambert reflector. Thirdly, the
polarization components such as S1,S2, S2, DoP etc. can be ignored when obser-
vation zenith angle is small, specifically, they are stable at 9.44, 5.24, 1.10 mV,
0.0027 respectively. However, when the angle is big, the polarization components
fluctuate severely, which is because of the noise reflected from the wall and other
things. All of the results of the experiments demonstrate the reliability of the test
system.

27.3.3 The Experimental Results of the Green Coating

The general process of the research about the pBRDF of the surface of the fun-
damental material is that: measure the scattering data of the samples at some
positions, then analysis the data to calculate other factors of the rest positions to
construct the pBRDF model. In this paper, we choose the green coating as the
representative. Same to the experiments of the standard reflector, the results of the
measurements showed in Fig. 27.4 and Table 27.2.

According to the analysis of the data we know that: Firstly, the maximum
reflected energy appears at the specular direction, and decreases when leaving the

Fig. 27.4 The measurement result of green coating at the specular direction when incident zenith
angle is 20°
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specular direction. Secondly, the backscatter of the green coating is not obvious,
and there is no mirror reflection peak. Thirdly, the polarization components of the
scattering light from the surface of the green coating are changing with the change
of the observation angles, and it changes violently, what accounts for the envisage
that there is an optimal observation angle of the polarization detection.

Make an interpolation operation to the data in the Table 27.2 to get data of all
the zenith angles, the results showed in Figs. 27.5 and 27.6.

From Figs. 27.5 and 27.6 we know that, the scattering intensity S0 of the green
coating is of normal distribution and the biggest S0 appears at the specular direction,
this illustrates the micro-facet theory that the direction of the micro-facet is about
Gaussian distribution. Meanwhile, polarization components S1 is of normal distri-
bution too, but the peak appears at the bigger zenith angle, this illustrates that
polarization detection can gain more information than gray-scale imaging because
of the noncoincidence of their peaks. In addition, the S2 component fluctuates
violently, and S3 is more or less normal distribution, but the data is so small
compared to the others, so it can be ignored. The curves of the index of the
polarization rise with the angles before 40°, while decrease with the angles after
40°, and arrive the peak at 40°. The experiment results have a bit of differences

Curves of the S0 by Cubic polynomial interpola on Curves of the S1 by Cubic polynomial interpola on
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S0 (m
w

)

S1 (m
w

)
Curves of the S3 by Cubic polynomial interpola onCurves of the S2 by Cubic polynomial interpola on

ObservaƟon zenith angles (rad) ObservaƟon zenith angles (rad) 

S2 (m
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Fig. 27.5 The measured data and interpolation curves of the S0, S1, S2 and S3 components of the
green coating
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compared to the simulation curves, this is because of that measurement at big
observation angles is effected by bigger noises from the wall and other
surroundings.

However, the experiments illustrate the correction of the measuring method we
design to measure the pBRDF data in high efficiency.

27.4 Conclusions

This paper described the theory and method to measure the polarimetric charac-
teristics of the rough surfaces in detail, as well as the experimental equipment,
experimental procession and the experiment results. It introduced a comparative
monadic method to measure the Stokes parameters, and the angle calculation for-
mula of the test system. It introduced a new test method to get the pBRDF matrix
through analysis the symmetry structure of the pBRDF matrix. It introduced the
composition of the pBRDF test system we designed, as well as the sample to detect
and the standard reflector. After experiments, we obtained the pBRDF data of the

Curves of the DoLP by Cubic polynomial interpola on Curves of the DoCP by Cubic polynomial interpola on
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Fig. 27.6 The measured data and interpolation curves of the DoLP, DoCP, DoP and Aop
components of the green coating
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standard reflector and the green coating, and analyzed the data that verified the
feasibility of our new method. Specifically, the standard reflector is more or less
Lambert reflector and can be regarded as the benchmark of the test. In addition, the
reflectance characteristics of the green coating illustrates that polarization detection
has better detection efficiency than gray-scale imaging detection at some angles. In
our subsequent work, we will do more experiments of the samples by the method
introduced in this paper, and analyze the pBRDF data to study the law of the
polarization characteristics of the scattering light from different fundamental
materials, then improve the pBRDF model.
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Chapter 28
Study on the Geometric Super Resolution
by Code Division Multiplexing Technology

Di Yang, Xinyue Liu, Change Zeng and Yonghong Zhan

28.1 Introduction

The spectrum, gray, and space resolution should affect the performance of the
optic-electric system [1]. The space resolution is the key specification for
non-spectrum imaging system and non-energy calibration imaging system. For
remote sense optic-electric imaging system, the instantaneous field of view was
small, so increasing the optical aperture should realize the high space resolution and
acquire the enough power to meeting the operating requirements easily [2, 3].
However, the size of the detective pixels may be about 10–30 lm, the limited
sample frequency should limit to increase the space resolution [4].

To resolve the problem, Jonathan Solomon in Tel Aviv college of Israel pro-
vided code division multiplexing method (CDMA) [5, 6]. The light from the object
should be encoded in frequency, and then be decoded in frequency after imaged on
the CCD. The method means that the origin image had been sampled twice, one is
in the frequency field, and another is in space field. Focus on the CDMA method
applied in practice, the simulation, analysis, and study should be provided on the
paper [7–9].
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28.2 Under-Sample Effect

Suppose that the focus length for some optical system is 300 mm, the entrance
aperture is 150 mm, and the image range is 10 km, the resolution on the object
space is 0.04 m for lens. However, if the pixel size is 10 lm, the acquired space
resolution should be only 0.33 m. About 10 times difference should exist between
the lens’ resolution and the system’s resolution. For the optical system approaching
the diffraction limit, the aperture might be larger, and the non-zero pixel should be
affecting the image performance seriously. The under-sample should limit the space
resolution for the optical system [10].

The effect could be analyzed in frequency field. For an ideal optical system in the
incoherent light illumination, optical transfer function (OTF) based on amplitude is
shown as formula (28.1). Where, q0 and f0 are radius and cutoff frequency. For a
circular aperture, as the formula shown, the optical transfer function is multiplex of
the two triangle functions in x and y coordinates.
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The detector could be expressed by comb function. The g(x,y) is the inverse
Fourier transformation of G(fx,fy). The sample course of the detector could be
expressed by formula (28.2). In the frequency field, the multiplex in space filed
could be transformed as convolution of comb function and G(fx,fy), which is shown
as in the right hand of the formula (28.2).
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The image system could be approximate line system. So the two dimension
sample could be multiplex by two samples in dimensions. Only one dimension was
considered for now, which is shown as Fig. 28.1. The right and left direction arrow
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Fig. 28.1 OTF and duplicated OTF in the frequency field
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in the figure means the course that the frequency gets closer caused by sample
interval distance larger, at last, the two frequencies get overlapped.

The interval between the pixels and the interval between frequencies are inverse
proportion. For ideal optical system, the sample frequency needs to be higher than
the lens cutoff frequency, which means that the sample frequency need to meet
the requirement of Whittaker–Shannon sample principle, so the overlap could not be
existed. If the under-sample is existed and the triangle function gets closer enough, the
frequency should be existed, which should effect the performance of the optical system.

28.3 Encoded and Decode Method

The basic method for encode and decode as follow: the virtual panel which is
Fourier transfer panel of object should be existed near by the aperture, if the Fourier
transfer panel could be encoded in frequency field, after the origin image have been
imaged in the CCD, we could decoded for restoring the origin image, which is
shown as Fig. 28.2.

The light of the object transferred by the lens before sampled should form a real
image. Based on the object-image conjugate relationship, the image could be rec-
ognized as an object, and then on the fore-focus panel a frequency image should be
existed, shown as formula (28.3).

Uf ¼ c �
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dx0dy0 ð28:3Þ

where, d0 is equal to f, and t0 is transmissivity. We can see that if the object is in the
infinite range, on the fore-focus panel an object frequency should be existed. Which
means the lens is a Fourier transfer. If a code panel is in the frequency panel, the
relationship between interval distance of the codes and of the pixels should be
shown as formula (28.4).

f

Object
Frequency Field Code Lens Image

f

Fig. 28.2 Basic scheme of code
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t � s¼k � f ð28:4Þ

To design the code, the detector sample frequency should be considered. If we
wanted to increase the resolution two times, the new sample unit needed insert the
center between two pixels, and the encode should be the most effective. The code
must be orthogonal for decode the original image. The code could be 01 code. For
simple 01 code, the transmissivity is 25% (50% of one dimension). In order to
increase the transmissivity, some special code needed to be design. For simulating
easily, in the paper only 01 code was considered. As we known the Fourier transfer
is line transfer. The code panel in the fore-focus point could be expressed as follow.
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where, S(x) and C(y) are stand for sample panel and code panel. xi is sample
interval distance, xs is pixels size, and xs is smaller than xi, the ratio of xs and xi are
duty ratio, yt is code unit size. The relationship of x and y could meet the
requirement of formula (28.4).

Supposed that an object was imaged on the focus panel, the inverse Fourier
transfer should be existed near the aperture. If we set the code panel in the fre-
quency panel, the image frequency and code panel should be multiplied. This
means that the code panel only allows the special light pass. The sampled image
could be expressed as formula (28.6).
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From the formula (28.6) we can see that the code panel is like a space sample. The
detector not only sampled the original image, but also sampled the coded frequency
image. From the formula (28.6) and (28.4), we can deduce the formula (28.7).
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From the formula (28.7), we can see that the image sampled by the CCD is a
normal image convoluted with the frequency of the code. The normal image had
been sampled by the CCD and the code frequency. After decoded, the original
image could be retrieved. The retrieved image method is using the code to multiply
the CCD detected image frequency, which is shown as formula (28.8).
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Based on the formula (28.4), the multi-sample could be combined, which is
shown as follow.
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where, the frequency had not lost and the original image had been retrieved because
the code panel existed.

28.4 Simulation

The design of the experiment is shown as Fig. (28.3). The experiment set is a 4f
system. On the fore-focus panel is a high resolution film illuminated by a laser
source. In the Fourier panel which is in the center of the system an aperture and a
code was set. The aperture capability is preventing the light out of the view of the
field enter the image optical path which shall cause the aliased. The code is 01 code,
and in the 4 quadrant the 1000, 0100, 0010, and 0001 are existed. 0 means pass, and
0 means block. The code size is 40 40 lm, the aperture is 10 mm, the optical focus
is 400 mm and the pixel size is 10 lm.

The illuminator could be incoherent light. The Fourier transfer includes space
transfer and phrase transfer, and the phrase could not affect the power image,
because the OTF equals the CTF’s autocorrelation normalization function. When
using the 01 code, the OTF is the quadratic of the CTF. The coherent light was
considered in the paper.

From the Fig. 28.4a is the original image, which film’s resolution is 256 � 256,
and the pixel size is 2.5 lm. Because the aperture is 10 mm, the image should be

Original 
Image 

CCD
Image

Code and 
Aperture

Lens 2Lens 1

Fig. 28.3 The optical route
of the experiment
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Fig. 28.4 Simulation of the CDMA
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transfer into frequency field, and only center frequency could pass the aperture,
which is shown as b. The filed image transferred in space field is shown as c. The
figure d is sampled image by the CCD and the figure e is the CDMA code, and the
code is the 01 code. In the frequency, the code is multiply with the frequency
image, which is shown as figure f. This image is transferred in space field, and the
bright dark stripe is caused by the code. The strip was sampled by the CCD, which
is under-sampled and is shown as figure g. Noticed that the imaged area should be
lager, the 64 � 64 pixels should enlarge to 128 � 128 pixels, the pixel size is
same. At last, the under-sampled should be transferred into the frequency filed, and
multiplied with the 01 code, then, the image still should be transferred into the
space field. The retrieved image is shown as figure h.

Comparing the figure d which is directed sampled by the CCD with the figure h
which is used the encode and decode CDMA imaging, we can see that the reso-
lution increased, and we can get more detail information from the picture. For
macro view, the CDMA technology is using the larger scale pixel to repair the
shortage of the under-sampled image. For technology, the CDMA is similar as
grating which can separate the frequency apart and encode the frequency to prevent
the image from the alias cause by the close frequency.

28.5 Discussions

Focus on the effect of the under-sample problem of the optical system which should
cause the decrease of the image resolution, a CDMA method is provided for refrain
the image alias. The course of the image is simulated, and the feasibility is validated
in the paper. No moveable unit is in the system, and is convenience for modifying
the existed system to improve the resolution. The method is suit for applying to the
situation in where the gray resolution is not important.

Several applications could be discussed. (1) If the code panel is not in the
Fourier panel, how to realize the CDMA is effectively. Should we do some
experiment to measure the distant between the code panel and the Fourier panel for
retrieve the original image perfectly. (2) The only the 01 code was validated, the
other type code, higher resolution, and higher transmissivity should be validated.
(3) The CDMA provide a new method for design the zoom lens without the
movable unit. (4) The 4f system should have image 2 times. How to clear the alias
of the atmosphere using the CDMA code in the frequency is an interesting field.
(5) The spectral with should affect the CDMA image. Coherent illuminator is
different from the incoherent. So, the special method should be used in the inco-
herent light illuminating.
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Chapter 29
Processing the Reflectance Data
of Rough Surface for Inversing
the Index of Refraction

Yonghong Zhan, Di Yang, Qing Liu, Change Zeng and Yaping Wang

29.1 Introduction

Polarization embody the vibrate direction and phase error of the electric-field
vector, and embody transverse wave characteristics [1, 2]. When the light reflected
by the rough surface, the power and transmit direction should change, and the
polarization characteristic should change too [3]. Using the polarization detection
could acquire the rich information except the power and spectrum; and detection
capability of the optical imaging system should be improved. Polarization image is
a useful tool for remote sense [4].

Polarization characteristic of target was related with geometry characteristic of
the target and polarization characteristic of target material. The material polarization
characteristic is related with statistic micro-face and complex refraction index of the
material surface. The statistic micro-face should effect the transmit direction of the
light; and complex refraction index should effect the polarization status of the light
[5, 6]. The complex index of the refraction is the core parameters for generating the
polarization characters. So, studying the characteristic of target should study and
measure the complex refraction index of the target material.

The method to acquiring the complex index of refraction of the material included
transmission measurement method and reflection measurement method [7–9]. The
transmission method need to measure the refraction angle for inversing the index,
so the method was used for translucent material; the classic reflection method need
to measure the Brewster angle or phase error, and require the material is mirror face.
Vimal and Milo brought out a method that measuring the pBRDF data. The core
processing method is acquiring the polarization degree according to the phase angle
for inversing the complex index of the refraction. Because the total reflection light
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was assumed mirror reflection light, and the Lambert light was ignored, the
inversed index should not be accurate.

Focus on the above problem, the Vimal–Milo method was studied on, inversing
method of complex index of the refraction based on “relative polarization value &
phase angle” was brought out, the inversing method model was established, and
contrast validation was performed in the experiment. The experiment data indicate
that the advanced method could avoid the effect of the Lambert reflection light for
inversing the index, and the accuracy was improved, especially for rough surface
material.

29.2 Problem Describe

29.2.1 P-G Model

Vimal–Milo inversing method was based on the measurement of material pBRDF,
and pBRDF was brought out based on the scalar BRDF. The pBRDF could
describe the power and polarization power distribution according to the semi-sphere
space above the rough surface. The pBRDF was defined was the ratio of illumi-
nance on the surface and luminance off the surface, the formula is shown as follow
[10, 11] (Fig. 29.1).

~Fr hi; hr;Du; kð Þ ¼ d~Lr hi; hr;Duð Þ=d~Ei hi; hrð Þ ð29:1Þ

where, (hi,ui) incident light, (hr,ur) is sight line, k is wavelength, Fr is pBRDF, dLr
is luminance of the sight line, dEi is illuminance of the incident light. For the
incident could be expressed as 4 � 1 Stokes vector, the Fr is a 4 � 4 pBRDF
matrix.

Priest and Germer brought out a classic pBRDF model which was based on
Torrance-Sparrow scale model in 2002. The P-G model includes two parts: the
mirror reflected light and non-mirror reflected light. The mirror reflect model is a
physical model, and the non-mirror model is an experience model. The mirror
reflect model is shown as follow.

fjl hi;ui; hr;ur; kð Þ ¼ fspec þ fd ¼ mjl b; n; jð ÞfSOfP
4 cos hi cos hr

þ fd ð29:2Þ

where, subscript j and l are stand for row and column, and the value is 0–3. fspec is
mirror reflected component. fd is non-mirror reflected component which is appeared
in f00 caused by rough surface scatter. fSO and fP are shadow and obscure function
and probability of micro-face normal function those is derived by the micro-face
assume. The P-G model’s Mueller matrix is shown as follow.
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Mmueller ¼
m00 m01 0 0
m01 m00 0 0
0 0 m22 �m23

0 0 m23 m22

2
664

3
775 ð29:3Þ

29.2.2 Vimal–Milo Method

Based on the P-G model, when the incident light is nature light, the reflected light
from the surface is expressed as the formula.

Sr0
Sr1
Sr2
Sr3

2
664

3
775 ¼ ~Fr �

Si0
0
0
0

2
664

3
775 ¼ Si0

f00
f01
0
0

2
664

3
775 ð29:4Þ

where, Si0 is illuminance of depolarized incident light; is luminance of reflected
light, the subscript i is 0–3. Using the define of Stokes vector and formula (29.2,
29.4), we could get the formula of polarization degree which is shown as follow.

P n; k; bð Þ ¼ f01
f00

¼ nm01

nm00 þ fd
¼ Sr1

Sr0
ð29:5Þ

where,

n ¼ fSOfp
4 cos hi cos hr

ð29:6Þ

The mirror reflected light was considered by Vimal–Milo method, then, the
scatter component fd was ignored. So, the depolarization degree is expressed as
follow.

P n; k; bð Þ ¼ Sr1
Sr0

¼ m01

m00
ð29:7Þ

where, Sr0, S
r
1 is measured value, b is a function of incident angle and reflectance

angle. In the formula (29.7) have two uncertain parameters, if the polarization
degree value could be tested in two different angle, the n,k should be inversed by
Vimal–Milo method.

According to formula (29.5), (29.6), and (29.7), when and only when nm01 » fd,
in another word, the non-mirror reflected light is very low compared with mirror
reflected light, the complex index of refraction of the surface could be inversed by
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Vimal–Milo method. In fact, the real material surface is rough surface, the appli-
ance of the Vimal–Milo method was restricted in very narrow field.

29.3 Inversing the Complex Index of Refraction

29.3.1 Basic Theory

Based on the Vimal–Milo method, non-mirror reflect component fd in Sr0 is the
reason that the formula might false. Avoiding the effect of the scatter light for
inversing the index complex of refraction, two methods could be considered:
solving the and avoiding the fd. Because fd is different according different angle,
solving the fd is difficult. So, we wish avoiding the fd or Sr 0.

When, the Flux of the light is expressed, the measured value of the reflected light
could be expressed as follow.

I ¼ Ispec þ Id ð29:8Þ

Conform to stokes vector (Only S0, and S1).

S0 ¼ ðIspec þ IdÞ 0� ;0�ð Þ þ ðIspec þ IdÞ 90� ;0�ð Þ ð29:9Þ

S1 ¼ ðIspec þ IdÞ 0� ;0�ð Þ � ðIspec þ IdÞ 90� ;0�ð Þ ð29:10Þ

Based on the P-G model, non-mirror reflected light which is depolarized is
caused by the scatter of the rough surface.

Id 0
�
; 0

�� � ¼ Id 90
�
; 0

�� � ð29:11Þ

Put above formula to the formula (29.10).

Sl ¼ ðIspecÞ 0� ;0�ð Þ � ðIspecÞ 90� ;0�ð Þ ð29:12Þ

S1 is related to the mirror reflected light, using the relationship between f01 and
S1 to inverse the complex index of refraction. As the function (2) shown, the scatter
S1 is according to the f01 in the pBRDF matrix. And the f01 is shown as.

f01 ¼ m01fSOfp
4 cos hi cos hr

¼ Sr1
Si0

ð29:13Þ

Comparing the function of solving the polarization degree, and assume the
parameter y.
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y n; k; bð Þ ¼ f01
�f01

¼ Sr1=S
i
0

�Sr1=S
i
0
¼ Sr1

�Sr1
ð29:14Þ

where, f01, S
r
1 was chosen for reference parameters which could be any measure-

ment value theoretically, and y(n,k,b) replaces the polarization degree P(n,k,b) for
inversing the complex index of refraction.

29.3.2 Inversing Function

f01 is the line polarization component (except non-mirror component). For Fresnel
reflect law, the line polarization component is the flux error of s-wave and p-wave.

f01 / m01 ¼ 1
2
Rs � Rp

�� �� ð29:15Þ

The s-wave and p-wave reflectance Rs and Rp is the function of complex index of
refraction and incident angle, which is shown as follow.

Rs ¼ A� cos bð Þ2 þB2

Aþ cos bð Þ2 þB2
ð29:16Þ

Rp ¼ Rs � ðA� sin b tan bÞ2 þB2

ðAþ sinb tan bÞ2 þB2

" #
ð29:17Þ

where, A, B are process parameter, shown as follows.

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

p þD
2

s
ð29:18Þ

B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

p � D
2

s
ð29:19Þ

C ¼ 4n2k2 þD2 ð29:20Þ

D ¼ n2 � k2 � sin2 bð Þ ð29:21Þ

where, b is the angle between incident light and normal of micro-face, shown as
follow.
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cos 2bð Þ ¼ cos hið Þ cos hrð Þþ sin hið Þ sin hrð Þ cos Duð Þ ð29:22Þ

Shadow and obscure function fSO and normal probability function of micro-face
fP are the function of geometry characteristic parameterss,X,r, Bn, shown as
follows.

fSO hN ; b; s;Xð Þ ¼ Xþ hNe�2b=s

Xþ hN
ð29:23Þ

fp hN ;B; rð Þ ¼ Bne
�tan2 hNð Þ

2r2

2pr2 cos3 hNð Þ ð29:24Þ

where, hN is the angle between normal of micro-face and means normal of surface.

cosðhNÞ ¼ cosðhiÞþ cos hrð Þ
2 cos bð Þ ð29:25Þ

Put the function (29.16–29.25) to function (29.2),

f01 ¼ A� cos bð Þ2 þB2

Aþ cos bð Þ2 þB2
� A sin b tan b

ðAþ sin b tan bÞ2 þB2
� Xþ hNe�2b=s

Xþ hN
� Bne

�tan2 hNð Þ
2r2

8pr2 cos3 hNð Þ
� 1
cos hi cos hr

ð29:26Þ

Put the function (29.26) to (29.13)

y n; kð Þ ¼
A�cos bð Þ2 þB2

Aþ cos bð Þ2 þB2 � A sin b tan b
ðAþ sin b tan bÞ2 þB2 � Xþ hNe�2b=s

Xþ hN
� e�

tan2 hNð Þ
2r2

cos3 hNð Þ

�A�cos �bð Þ2 þ �B2

�Aþ cos �bð Þ2 þ �B2
� �A sin �b tan �b
ð�Aþ sin �b tan �bÞ2 þ �B2 � Xþ �hNe

�2�b=s

Xþ �hN
� e�

tan2 �hNð Þ
2r2

cos3 �hNð Þ

� cos
�hi cos �hr

cos hi cos hr

ð29:27Þ

where, n, k are unknown value, the others are known value and process value.
When the reference parameters hi, �hr were confirmed, and measure the value
y according to charged angle of incident or reflect, the complex index of refraction
should be acquired by function (29.27).
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29.3.3 Algorithm Design

Considerate that the incident face and reflect face are the same plane, the angle
between the incident and reflect light, when the incident angle is fixed and reflect
angle is change at the test, we would get different y value according to the reflect
angle.

yj n; k; hrj
� � ¼ f01j

�f01
¼ Sr1j

�Sr1
ð29:28Þ

where, j = 0,1,2,…n. f01j are the measurement value f01 at the angle of hrj. When the
test data groups are more than 3 groups, function (29.28) are over determined
non-line equation. For using the least square method, the evaluation function should
be given as follow.

z xð Þ ¼
XR
j

yj ni; ki; hrj
� �� ŷj hrj

� �� �2 ð29:29Þ

where, x = [n,k]T are the solved value, yj(ni,ki,hrj) are calculated value, and ŷ(hrj)
are measurement data.

29.4 Experiments and Results

29.4.1 Experiments and Data

Experiment object are green paint and aluminum plane. For improving the test
accuracy standard Lambert body plant was using in the test. The light source is
tungsten bromine lamp, the stability is 97%; the detector is SALSA polarization

rdL

i rϕ ϕ ϕΔ = −

idE

iθ rθ

x

y

zFig. 29.1 Geometrical
illustration of pBRDF
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camera, degree of line polarization is 1.2%, angle of polarization is 0.4°, and
accuracy of the polarization degree is 1.0%; and position precise of the rotating
platform mounting the light is ±0.02°. The light source is mounted on the shelf, and
incident angle is 20°, the camera mounted on the rotating platform rotate between
40° and 70°, the step interval range is 5°, the gain of the camera is 22 dB. The
camera image and the test data is shown as Fig. 29.2.

29.4.2 Inversing the Index

For green paint the 45° test data and for aluminum plane 55° are selected for
reference value. Put the S1 data to the function (29.29), and use the least square
algorithm to inverse index. The inversed result included the Vimal–Milo method
are shown as Table 29.1.

Fig. 29.2 Some imaging S1 data of green paint’s surface

Table 29.1 Estimating results of the green paint and Aluminum

Material Reflect angle n k zmin

Proposal method Green paint 40°–70° 1.37 0.34 0.0055

Al. plane 1.25 6.59 0.0343

Vimal-Milo method Green paint 40°–70° 1.47 0.47 0.1362

Al. plane 5.02 7.14 1.5791
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The complex index of refraction of aluminum is 1.24 + i6.60, the inversed result
of proposal is very close to the real value, and while the inversed resulted of Vimal–
Milo method is far from the real value. The evaluation factor zmin is a parameter
which could be used to evaluation the coincidence between the inversed value and
experiment value. Comparing the Vimal–Milo method, the proposal method could
acquire high coincidence.

29.4.3 Regression Validation

Put the inversed result by proposal and Vimal–Milo method to function (29.26) for
regressing the valid. The regression analysis is shown as Fig. 29.3. The left figure is
green paint result, and the right one is aluminum plane result. The circle point is
measurement data, the red line is interpolation data, the dash line is regression data
used Vimal–Milo inversed result, and the black line is regression data used proposal
inversed result.

The root-mean-square deviations of the proposal for green paint and aluminum
plane are 0.0022 and 0.0015, while the root-mean-square deviations of the Vimal–
Milo are 0.0148 and 0.0452. Comparing the root-mean-square deviations, we can
see, the proposal method have low error to the measurement data, which means the
proposal method is a fine method. Comparing the regression data between the green
paint and aluminum, we can see, for rough surface, the two inversed methods have
fine accuracy for smooth surface.

Fig. 29.3 Green paint and Aluminum plane f01 curves of simulation by model and fitted with
experimental data with the change of angles
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29.5 Conclusion

The complex index of refraction is an important parameter for studying the target
polarization characteristics. The classic method of inversing the complex index of
refraction is not meeting the accuracy requirement for rough surface. An advanced
inversed method is suggested which based on “relationship between the relative
polarization and phase angle”. The non-mirror component could not be draw into
the inversed processing of the proposal method, so it could be used not only for
smooth surface but also rough surface.
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Chapter 30
Polarization Optical Image Processing
Used in the Target Detection
and Identification

Change Zeng, Qing Liu, Di Yang, Yonghong Zhan and Yaping Wang

30.1 Introduction

People see images everywhere and every day, and people get much more infor-
mation from the images rather than other medium like words, sounds etc. The
images transmit some massages to people directly, and make people understand
easily. For example, we can quickly figure out where the targets are or how to get
the destination in the picture without any trouble, while it is difficult to distinguish
these information from words, especially for those who never be trained. On
account of these advantages, the images are becoming one of the most important
media people use to communicate in their everyday lives, and almost all of
information people get is showed as a picture. However, there are so many noises
around and disturbing the transmission of the images, especially those obtained in
the faraway place to detect something useful. So it is important to make the images
clearly that people can tell the differences between things they are interested in and
the other background. Since then, there are so many ways used in this area of study,
however, they are all methods about how to deal with the images already acquired,
and their results cannot be satisfied with needs of the users all the time [1].

All of the images are the intensity characteristics of light, but the light has more
than one characteristic, there are also wavelength, phase and polarization, which
can be used to show different characters of the targets. For example, the wavelength
can describe not only the motion characteristics, but also the temperature, com-
ponent etc. of the targets with other parameters of the light, like amplitude. What’s
more, the polarization of the light can show so much information about the target,
such as its roughness and its complex index of refraction [2, 3], as showed in
Fig. 30.1.
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On the other hand, study has verified that all the things in the world, no matter
where they are, on the ground orflying in the air, or hiding under thewater, will change
the polarization characteristics of the light reflected from their surface. In the other
words, light reflected from different surfaces will show different polarization forms,
and the differences will become significance between the nature background and
material man made. So we can make use of this discovery to make optical image
processing, then it will be easy for us to figure out the interesting target from complex
background. In this way, we call the optical image processing as polarization
front-processing, and it will show people clear pictures they want [4].

30.2 Theories of Polarization Front-Processing

To begin, we will emphasize the optical theories. All of the inventions we employ
in our daily lives are invented based on the basis optical theories. And without
exception, polarization front-processing of optical image is based on the optical
theories indeed. In this chapter we will introduce some of the principles and
rationales we refer simplify, but we try to make you understand our ideas directly.

The first principle we need to talk is the Fresnel reflectance and refraction
equation. Imagine that, a light incident on a flat surface, as showed in Fig. 30.2,
what performance it will show? Is its polarization or phase changed? Using our eye
only, we cannot distinguish that, but we know there something changes actually.
Though we can see nothing of these changes, the Fresnel reflectance equation can
describe all the changes, even those details [5, 6].
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Fig. 30.1 The different characteristics of light figure out the targets’ characteristics
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The Fresnel reflectance and refraction equations have forms as Eqs. (30.1)–
(30.4).

rp ¼ n2 cos hi � n1 cos ht
n2 cos hi þ n1 cos ht

¼ tanðhi � htÞ
tan hi þ htð Þ ð30:1Þ

rs ¼ n1 cos hi � n2 cos ht
n1 cos hi þ n2 cos ht

¼ sinðhi � htÞ
sin hi þ htð Þ ð30:2Þ

tp ¼ 2n1 cos hi
n2 cos hi þ n1 cos ht

ð30:3Þ

ts ¼ 2n1 cos hi
n1 cos hi þ n2 cos ht

ð30:4Þ

The index s, p represents s-wave and p-wave, r and t represent the amplitude
index of reflectance and refraction separately. n1 is the index of refraction of the air,
and can be set as 1, while n2 is the index of refraction of the medium, and usually
has a complex form, which has an expression as n2 = n + ik. hi and hr represent the
incident angle and the refraction angle. These four equations show us how the light
reflected from the surface of the medium or the light refracted into the medium
changes its characteristics, particularly its condition of polarization. Generally
speaking, the polarization of a light can be described by the degree of the polar-
ization (DoP) and angle of the polarization (AoP). To make use of the Eqs. (30.1)–
(30.4), the DoP of the reflectance has an expression as Eq. (30.5) [7, 8].

DoPr ¼
r2s � r2p
r2s þ r2p

ð30:5Þ
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the laws of the Fresnel
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If n2 is in the complex form, the amplitude index of reflectance and refraction
will be calculated by Eqs. (30.6) and (30.7).

Rs ¼ A� cos hið Þ2 þB2

Aþ cos hið Þ2 þB2
ð30:6Þ

Rp ¼ Rs � ðA� sin hi tan hiÞ2 þB2

ðAþ sin hi tan hiÞ2 þB2

" #
ð30:7Þ

Then we can rewrite DoP as Eq. (30.8).

DoP ¼ 2A sin2 hið Þ cos2 hið Þ
A2 cos2 hið Þþ sin4 hið ÞþB2 cos2 hið Þ ð30:8Þ

where A and B are all auxiliary variables, as well as C and D in the Eq. (30.9).

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

p þD
2

q
; B ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

p �D
2

q
C ¼ 4n2k2 þD2;
D ¼ n2 � k2 � sin2 hið Þ:

ð30:9Þ

Use these equations, maybe we cannot solve problems of optical image pro-
cessing, but with them we will make it out that the way to solve them. Optical
image processing is a complex and big topic [9, 10]. In this paper we try to use
polarization theories introduced before into this area in order to dig up a new road to
read the optical images. Following, we will make some simulations and experi-
ments to explain our thoughts.

30.3 Simulations of the Processing

Taking the samples of green paint and aluminum as the examples, their complex
indexesof refraction are1.4 + i0.4 and1.24 + i6.60, their surfaces areflat like amirror
(though it is hard to realize). Their simulation curves show in Figs. 30.3 and 30.4.

From the figures, we see that, when a light reflected from a no matter the green
paint or the aluminum, the index of reflectance, including the index of s-wave,
p-wave and the whole wave, increases with the increasing incident angle, while the
degree of polarization increases at first until it reaches the top, and then it decreases
to zero. However, there are still differences between the green paint and aluminum.
Obviously, the index of reflectance of green paint much less than that of aluminum
when the incident angle is small, while the degree of polarization shows an opposite
phenomenon, as DoP of green paint is much bigger than that of aluminum. The
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biggest points of DoP are around 0.6 for green paint but less than 0.2 for aluminum.
All of these things demonstrate that characteristics of reflectance of different
materials, just like green paint and aluminum, are different greatly. Generally, green
paint can represent the background or the camouflage, and aluminum represents the
targets manmade. If we cannot figure out the target from the background from the
intensity images, we can make the images polarized and this way will enlarge the
differences between the targets and background which will make it easy to read.

30.4 Experiments Outside and Analysis

We also do some experiments to test and verify our optical image processing
methods. We choose some typical samples such as aluminum, iron, wood and a
model of a vehicle, and put them on the wild grass. We use a visible light camera
with a polarization element in front of the camera to take photos in order to analyze

Fig. 30.4 The simulation
gauss-curves for Aluminum
flat surface

Fig. 30.3 The simulation
gauss-curves for green paint
surface
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the polarization characteristics’ benefits for target detection. At the same time, we
must construct a coaxial system to receive the light from the same direction which
is showed as Fig. 30.5.

When we do this experiment, it is a sunshine day. Set the sample on the ground
with a constant bias, and the camera system face east and back west, around 7 m
away from position of the sample. In this way, the normal direction of the plane of
the sample is 30° to the horizontal direction, and the view angle is 60°. Another
thing is that the azimuth angle is 180° because of the same plane that the camera
and the sun are. We make a measurement once in an hour. The following Fig. 30.6
shows what we get at 9 am and 12 am, that is the original picture, the intensity
picture in another words.

In Fig. 30.6, left is the image we get at 9 am, and right is 12 am. At 9 am, the sun
cannot incident on the sample directly, so the picture is dark. At 12 am, the sun in
the middle of the sky and can incident on the sample directly, so the picture is
bright. But there is something fuzzy, and boundary confused. Then from this picture
we usually get useful information little. So we make it polarized, that is to say we

Fig. 30.5 The photograph of the experiment’s system outside

Fig. 30.6 The original image get at 9 am and 12 am
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take optical image processing with polarization theory. Figures 30.7 and 30.8 are
the results of the processing.

Comparing these pictures, we can see that, the pictures after polarization are
usually darker than the original ones, but the boundary of each thing in the same
picture is clear, that is the main important point to distinguish the target. Especially
in the DoP pictures, things show inverse characteristics compared to the original
pictures. For example, the dark things in the original pictures change into bright
things in the DoP pictures, while bright change into dark. Usually, targets are
hidden in dark place in order to avoid the detection, if we use intensity image, it is
hard to discover the target, but now, with polarization optical image processing, we
can find out anything in dark easily. That is our thoughts’ value in target detection
and identification using optical image processing.

30.5 Conclusion

In this paper, we introduce the thoughts that using polarization in optical image
processing. First of all, we analyze the use of the polarization of light in target
detection and identification with image processing theoretically. Then, we make
some simulations of behaviors the light reflected from target materials and back-
ground materials, and compare their differences. Finally, we make some outdoor
experiments to verify our thoughts and the results achieve that indeed. Later on, we
will continue this study, to find out the way to use the polarization method in optical
image processing practically.

Fig. 30.7 Results of the 9 am image processing. First one is the original picture, second and third
are the polarization intensity pictures, and the last is DoP picture

Fig. 30.8 Results of the 12 am image processing. First one is the original picture, second and
third are the polarization intensity pictures, and the last is DoP picture
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Chapter 31
Analysis of Drift Adjustment by Space
Optical Camera Platform

Sanhai Ren, Xiang Fan, Fan Zhang and Zengli Su

31.1 Introduction

In space optical camera, TDI-CCD is predominantly used as the imaging sensor to
improve the camera’s sensitivity and SNR by multistage time-delay integral.
Because of the special operating mode of TDI-CCD, the moving direction and
velocity of the CCD array must be identical to that of the target image along the
orientation of CCD array accurately. But, there is always an angle between the
ground track of the satellite platform and the orientation of the TDI-CCD array due
to the earth rotation, which is called the drift angle. The drift angle will cause image
motion during the CCD integration, and destroy the motion synchronization
between the light-yield electronic charges and the image in the focal plane, resulting
the deterioration of the image quality.

There are two main ways in drift adjustment for space optical camera. One way
of the camera drift angle compensation is realized by yaw control of the satellite,
and the other way is by the camera compensation mechanism. The second one is the
commonly used method, which focus on the effect on imaging quality and the
compensation method of the drift angle [1–5], or the design and control of drift
adjustment mechanism [6, 7], or influencing parameters analysis of estimated errors
of space camera’s drift angle [8–10]. Whereas, the research on the first method is
little, and just stay on the theory analysis [1], no experimental results have been
reported.

The drift adjustment by space platform should not be ignored, though it is just
the backup means. Taking the universal scroll imaging as example, the cause and
the effect on imaging quality of drift angle are analyzed, also the influence of target
latitude and scrolling angle on drift angle are analyzed by simulation. In the end, the
theory analysis is validated by the flight test.
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31.2 The Mechanism and Calculation Method
of Drift Angle

31.2.1 The Mechanism of Drift Angle

The geometric relation in scroll imaging is showed in Fig. 31.1. Suppose that the
scroll angel is as, the ground track is S0p 1 when the space optical camera’s position
is at Sp 1, then the ground imaging position will be at S0T 1. When the space optical
camera’s position is at Sp 2 after time interval of Dt, the ground track will be S0T 2,
ignoring the earth rotation. But, if the earth rotation can’t be ignored, though the
ground track still is S0T 2, the planning image position will be at S00T 2. Then the drift
angle ad appears, which is between S0T 1S

0
T 2 and S0T 1S

00
T 2.

31.2.1.1 The Calculation Method of Drift Angle

Based on the analysis above, the velocity of the target includes two parts, con-
sidering the earth rotation. One is vT1, which is along the course, and the other is
vT2, which is across the course, as shown in Fig. 31.2.

The drift angle ad can be calculated as follow:

ad ¼ arctan vT2=vT1ð Þ ð31:1Þ

b

b

The groung track
the target track

Fig. 31.1 The drift angle in azimuth scroll imaging
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Thereby, the calculation of drift angle depends on two velocities, which can be
calculated as follow [1].

VT1 ¼ Xs Re þ hð Þ cos b� xe Re þ hð Þ cos dT cos i ð31:2Þ

VT2 ¼ xe Re þ hð Þ cos dT sin i ð31:3Þ

where Xs ¼ 360= TS � 60ð Þ is the angular velocity of the ground track relative to
the earth’s center, which is equal to the angular velocity along the satellite moving
course. TS is the orbital period. dT and h is the latitude and altitude of the ground
target T respectively. xe, Re is the spin velocity and radius of the earth. i is the orbit
inclination. b is the arc length of \S0P 2OiS0T 2 based on the earth radius. In the
triangle DSP 2OiS0T 2, OiS0T 2

�
�

�
� ¼ Re, OiSP 2j j ¼ Rs, then the following relation-

ship can be got by the law of sines.

Re

sin as
¼ Rs

sin\OiS0T 2SP 2
ð31:4Þ

Then, we can get \OiS0T 2SP 2.

\OiS
0
T 2SP 2 ¼ p� arcsin

Rs

Re
sin as

� �

ð31:5Þ

Thereby, the b can be calculated.

b ¼ \S0P 2OiS
0
T 2 ¼ p� \OiS

0
T 2SP 2 � as ¼ arcsin

Rs

Re
sin as

� �

� as ð31:6Þ

where as is the scroll angle, and Rs is the geocentric distance.

1Tv

2Tv
da

Tv

along 
the 

course

across the course

Fig. 31.2 The calculation of
drift angle
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Take the formula 31.2–31.4 into formula 31.1, we can get the drift angle.

ad ¼ arctan
xe cos dT sin i

Xs cos b� xe cos dT cos i

� �

ð31:7Þ

When the scroll angle as is zero, the arc length b is zero too, and dT ¼ dp, then
the formula 31.7 becomes the calculation of drift angle in ground track imaging.

31.3 The Analysis of the Effect of Drift Angle
on Imaging Quality

TDI-CCD adopts multiple integral exposure to the same target by multi-level
photosensitive cell in turn, and adds the weak signal obtained by every photosen-
sitive cell to a relatively strong signal. Because a time internal exists when different
level photosensitive cell images the same target, so the drift angle will bring an
image motion to the different photosensitive cell. Then, the image quality will be
deteriorated when the signal addition is performed for multi-level photosensitive
cell.

From Fig. 31.2 we can get that if there is no drift angle, the target velocity will
along the course, and the pixel distance in one integral time is dpix, which equals to
the size of integral region. If the drift angle exists, the pixel distance dpix becomes
dpix � cos ad in one integral time T. So, the image motion along the course can be
calculated as follow.

Dd1 ¼ dpix � dpix � cos ad ¼ dpix 1� cos adð Þ ð31:8Þ

In the same way, we can get the image motion cross the course.

Dd2 ¼ dpix � sin ad ð31:9Þ

A residual drift angle Dad will exist in the drift adjustment by platform because
of the satellite attitude, especially in yaw, which brings a residual drift adjustment,
as follows.

nDd1 ¼
@Dd1
@ad

Dad ¼ dpix � Dad � sin ad ð31:10Þ

nDd2 ¼
@Dd2
@ad

Dad ¼ dpix � Dad � cos ad ð31:11Þ
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Based on the image pixel size, the residual drift adjustment in two directions can
be expressed as Dad � sin ad � SCCD and Dad � cos ad � SCCD, for the camera whose
integral level is SCCD. For Dad � 1,ad � 1, the effect on image equality of residual
drift adjustment cross the course is bigger than that along the course.

31.4 The Flight Test Result Analysis for Platform Drifting
Adjustment

31.4.1 The Theoretical Calculation Results of Drift Angle
and Analysis

Take a certain satellite as example, its orbit is sun-synchronous, with an orbital
period TS = 90 min, orbit inclination i = 97°, orbit altitude H = 270 km. The
theoretical calculation results is shown in Fig. 31.3, including the curve of drift
angle changing with respect to target latitude, the curve of drift angle changing with
respect to scroll angle, and the curve of the effect on image quality across the course
and along the course.

From formula 31.5 we get the changing curve of drift angle when the satellite
orbits the earth on a whole round, with the scroll angle being zero. The curve is
shown in Fig. 31.3a. From the figure we get that the drift angle reaches the max-
imum in equator, which is 3.523°, and decreases with latitude increasing. The curve
of drift angle changing with respect to scroll angle is shown in Fig. 31.3d–f, from
which we get that the maximal variation of drift angle is just 0.003°, when the scroll
angle changes from −45° to 45°. The change trend of drift angle is similar at
different latitude. So we can get the conclusion that there is no relationship between
drift angle change and scroll angle.

The image motion across the course and along the course in one integral period
is shown in Fig. 31.3b, c, which is obtained from formulas 31.8 and 31.9, with the
CCD integral level being 1. From the figure we know that the effect on image
quality across the course is worse than that along the course, and the effect at low
latitude is bigger than high latitude.

Based on the theoretical analysis and simulation results, the drift angle is merely
related to orbit parameters and ground latitude. The drift angle reaches maximum in
equator, at the same time, the effect on image quality is also the biggest, and that
across the course is bigger than that along the course.
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31.4.2 The Result Analysis on Flight Test

In order to validate the effect of drift adjustment by platform, ten flight tests are
implemented by a certain satellite on July 18–23, 2014. Taking one flight test as
example, the imaging area is Harbin of China, whose coordinate is 45.7400°N and
126.6300°E. The scroll angle is −5.893°, and the solar altitude angle is 63.44°.

(a) The drift angle   (b) The effect along the course

(c) The effect across the course (d) The influence of scroll angle

(e) The influence of scroll angle (f) The influence of scroll angle

Fig. 31.3 The theoretical analysis results of drift angle
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The CCD integral level is 16, and imaging time is 10:51:10 am to 10:55:10 am. The
result of the flight test is shown in Fig. 31.4, with the flight direction from north to
south.

The curves of satellite attitude are shown in Fig. 31.4a, from the top of which are
yaw, pitch and roll respectively. From the figure, we know the pitch angle and roll
angle are in accordance with theoretical value, where the roll angle is the scroll
angle. The drift adjustment by platform amends the drift angle by adjustment the
yaw angle. The drift angle goes bigger with time increasing for the satellite flight
from north to south, so the curve of yaw angle is smooth upward. From Fig. 31.4a,
the curve of yaw angle is dithering, which will bring the residual drift angle, as
shown in Fig. 31.4b. The residual drift angle will produce image motion. For the
TDI-CCD camera with integral level being 16, the image motion is 0.003 pixel
along the course, and 0.2 pixel across the course, calculated from formulas 31.10
and 31.11, which will be worse if the integral level increases.

A piece of image of the flight test is shown in Fig. 31.5, from which we get that
the target texture is clear and the boundary is visible, with no image blur. But, the
image motion caused by residual drift angle is not acceptable for the high-resolution

(a) The curve of satellite attitude

(b) The residual drift angle
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camera, especially when the image is used in target localization or target
recognition.

The imaging latitude of the ten fight tests includes −33.857° to 60.794°, and the
scroll angle changes from −45° to 30°. From the results we can get that the trend of
drift angle changing with scroll angle and target latitude is in accordance with
theoretical analysis and simulation, and the yaw angle dithered in every test.

31.4.3 The Analysis of Residual Drift Adjustment
by Platform

Based on the principle of drift adjustment by camera and platform, we find that the
platform response mechanism is main causation of residual drift angle. For the drift
adjustment by camera, the calculated drift angle is sent to the adjustment mechanics
directly, and the camera imaging continues after drift adjustment. Whereas, the drift
adjustment by platform is different. The calculated drift angle is sent to the satellite
platform, and the platform responds to it. Then, the platform adjusts the yaw angle
to compensate it. The slow response of platform will cause overshoot. The camera
uses a big angle, which might be bigger or smaller than the real value, to do coarse

Fig. 31.5 The partial image of Harbin
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adjustment firstly, then fine adjustment, inducing the yaw angle vibrates around the
real value. In addition, the satellite attitude disturbs when the platform adjusts drift,
and the disturbances is collected and sent to platform, which brings a dither to
satellite attitude angles.

31.5 Conclusions

The drift adjustment by satellite platform is analyzed in the paper. The calculation
method of drift angle and the effect on image quality across the course and along the
course is introduced. Moreover, the influence of scroll angle and target latitude on
drift angle is also simulated. From the flight test we find that the yaw angle vibrates
around the real value, which brings a residual drift angle, deteriorating the image
quality. The reason of residual drift adjustment by platform is analyzed, and some
improvement are offered to the platform development departments, which are
applied to the second generation satellite.
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Chapter 32
The Study on Retrieval Technique
of Significant Wave Height Using
Airborne GNSS-R

Fei Xu, Xiechang Sun, Xinning Liu and Ruidong Li

32.1 Introduction

Economically developed coastal areas account for 13.6% of Chinese territory and
play a leading role in the national economic development. Therefore, the effect of
support and protection of marine disaster prevention and mitigation on coastal
economic and social development is further demonstrated. The sea parameters is an
important basis for the tsunami/typhoon warning, meteorological and weather
forecast and climate change. Significant wave height, sea surface wind field and sea
surface height are typical parameters of sea state, current space-based detection
method of these parameters are mostly only for subastral point observations and
thus their spatial coverage is limited. Active detection mode is often used, but it has
problems on high-cost, heavy weight and high power consumption, so methods
with active mode can not maintain good performance in long-term continuous work
[1–4].

A multi-source and multi-destination GNSS-R system for marine environment
remote sensing, which is independently developed, can receive reflected GNSS
signal of sea surface and retrieve significant wave height and other parameters of
sea state. The system has the characteristics of abundant signal source, wide cov-
erage, low power consumption and so on, so small satellite constellation net-
working observation using this system can be easily realized [5–7]. Figure 32.1
depicts technical principle of multi-source and multi-destination GNSS-R technique
for maritime remote sensing, shows detection structure formed by multiple
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navigation satellites and multiple LEO (low earth orbit) satellites equipped with
receiver. Through the receiver on the LEO satellite, GNSS-R signal of observation
area is received and processed, high-precision retrieval of significant wave height
with high spatial and temporal resolution is implemented [6–8]. Three airborne
flight tests using the system were organized in specific area of Bohai Bay, Tianjin.
GNSS and GNSS-R signal data collected in the flight tests were used for inversion
calculation of significant wave height, the calculated results are compared with the
theoretical calculation, and the feasibility of the principle is verified [9, 10].

LEO
Satellite

Direct Signal

Reflected Signal

Direct Signal

Di
re

ct 
Si
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Reflected Signal

LEO
Satellite

GNSS GNSS GNSS

Fig. 32.1 Schematic diagram of technical principle of multi-source and multi-destination
GNSS-R technique for maritime remote sensing
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32.2 Significant Wave Height Retrieval Method

32.2.1 Collection and Storage Technology of Massive
GNSS-R Data

The experimental data used in this paper is collected by our independently devel-
oped marine environment remote sensing system. The receiving antenna of the
reflected signal used in the system is a GNSS-R multi-beam digital array antenna,
which is designed with 31 elements. The reflected signal received by each element
of the antenna is amplified, down converted, and sampling. The sampling rate is
56.8 MHz, and the data width is 8 bit. In order to save completely the raw data of
reflected signal received by 31 elements, storage rate must be higher than 1.8 GB/s,
and there should be sufficient storage space, such that the data can uninterruptedly
stored and data files can be formed throughout the flight test process. The system
realizes the function of file management and data transfer. The design of the
interface for the high-speed and large-scale data acquisition card that meet above
requirements is shown in Fig. 32.2.

The data acquisition card performs real-time acquisition and packaged storage of
large amount of data which received by the system. The data is transmitted through
ZD high speed connector and backplane to 15 SSD (mSATA) disks in storage
module. Each time the data is collected to form a data file, marked with the
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collection time, file size and other information. After the acquisition, the memory
bank can be taken out and connected to suitable ground equipment for data transfer
and storage. A single memory module consists of 15 SSD (mSATA) disks, each
disk capacity is 480 GB, the total capacity is more than 7 TB; Supported acqui-
sition rate of a storage module can reach more than 2.4 GB/s, which can meet
real-time data acquisition and storage requirements of the system.

32.2.2 Significant Wave Height Retrieval Method
Using GNSS-R

In this paper, a lot of GNSS-R raw data obtained in three airborne flight tests is
processed and reflected signal of sea surface is successfully captured. The reflected
signal carries the characteristics of sea surface, which can be described by wave-
form, polarization, amplitude, phase, frequency and other features. Therefore, the
physical characteristics of the reflecting surface can be obtained by receiving and
high-precision processing of the reflected signal. Specific approach is to generate
DDM imagery from GNSS-R data, then calculate significant wave height using
DCF function. Figure 32.3a is a schematic diagram of significant wave height
measurement, Fig. 32.3b shows the flow chart of significant wave height retrieval.
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Fig. 32.3 Process of SWH measurement and retrieval. a Schematic diagram of SWH
measurement. b Flow chart of SWH retrieval
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As shown in Fig. 32.3b, the specific retrieval process is as follows:

1. Measured data, including L1 carrier data and pseudo code data, is read and
correlated waveform of the direct wave and reflected wave is calculated. GPS
satellites’ position and speed information is obtained.

2. According to observation time or the position and velocity information of the
receivers and the satellites, the position and the reflection angle of the specular
reflection point are calculated.

3. Single frequency correction of additional delay caused by ionosphere is per-
formed using local carrier and code data.

4. Correlation operation of corrected data is done and three-dimensional DDM
imagery is generated using coherent and non-coherent integration method.

5. Significant wave height is calculated as DCF waveform width based on the
DDM imagery.

32.3 Experimental Data Processing

32.3.1 DDM Imagery Generation

Figure 32.4a is equipment connection diagram of the system used in three flight
tests in Bohai bay, Fig. 32.4b is standby state diagram of the installed equipments.
Figure 32.5a shows the actual distribution of GPS satellites in one of operation
areas, Fig. 32.5b depicts actual flight path in the operation area of one of flight tests,
and it can be seen that there are 8 GPS satellites are visible in the operating area at
the same time.

Dextrorotary direct signal stored by data acquisition card and 31 channel
laevorotatory reflected signal are processed, dextrorotary direct signal is configu-
ration processed with direct channel correlator. Positioning and specular reflection
point calculation is completed through signal capturing and tracking by code
loop. By controlling chip step size, correlation processing is performed between
direct signal with different Doppler frequency shift and reflected signal from
reflection channel, and three-dimensional DDM imagery is generated using
coherent and non-coherent integration method and output accumulation method.
DDM imagery generation principle is shown in Fig. 32.6.

In the multi-source and multi-destination GNSS-R system for marine environ-
ment remote sensing, signal receive platforms are apparently different with signal
transmit platforms, the system is a typical multi-based (dual based) remote sensing
detection system, the physical quantities in echo model for imagery generation are
shown in Fig. 32.7.

In the model, t represents time, PT(t) represents trajectory of phase center of
transmit antenna, PR(t) represents trajectory of phase center of receiving antenna,
r represents the position vector of the scattering point P to the origin of the
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coordinate, RT(t,r) represents distance from the transmitting antenna to the scat-
tering point P, RR(t,r) represents the distance from the receiving antenna to the
scattering point P.

For a given base band signal f(t), two-dimensional echo signal dt(t,r) whose
carrier frequency is removed of scattering point can be described by

dtðt; rÞ ¼ wTðrÞ � wRðrÞ � r � exp ðj � K0 � Rðt; rÞÞ � f t � Rðt; rÞ
c

� �
ð32:1Þ

in which, r represents radar cross section (RCS) of scattering point P, wT(r) and
wR(r) represents amplitudes of antenna pattern of receiving antenna and transmit-
ting antenna respectively in the direction of target area, K0 represents wave number,
c is the speed of light, R(t,r) represents slant range of the scattering point P, which
is the sum of two distances, one of which is from the scattering point P to GNSS
satellite, the other is from the scattering point P to the receiving platform:
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Rðt; rÞ ¼ RTðt; rÞþRRðt; rÞ ð32:2Þ

Two-dimensional echo signal dt(t,r) of scattering point P is compressed using
matched filter along range direction, range compressed single-point
two-dimensional echo signal dII(rd,t,r) can be obtained. And then to a observa-
tion area X, range compressed echo dII(rd,t) is the integral of single-point
two-dimensional echo dII(rd,t,r) in the area. In order for easy analysis, discrete
approximation of the observed area X is performed and approximate sum can be
obtained:

dII rd ; tð Þ �
X
P2X

r � dIIðrd; t; �rÞ ð32:3Þ

Acquisition of three-dimensional DDM imagery can be regarded as distribution
estimation of the scattering coefficient of each scattering point utilizing difference
between echoes of scattering points in the space. The time delay and Doppler
frequency shift of direct signal is set as coordinate origin, the time delay (s0) and
Doppler frequency shift (f0) at the specular reflection point is set as the reference
point of the delay–doppler window. Three-dimensional DDM imagery was gen-
erated by two dimensional correlation of the reflected signals, which is defined by:

DDMk s; fð Þ

¼
XkTifs

n¼ðk�1ÞTifs
uRðnTs þ sþ s0Þ � aðnTs þ s0Þ � exp½2pjðfR þ f0ÞðnTs þ s0Þ�

ð32:4Þ

In a flight test GNSS-R data is received and analyzed, the system receives the sea
surface reflection signal from No. 29 GPS satellite and reflected by the specular
reflection point. Three-dimensional DDM imagery which is generated using the
above method is shown in Fig. 32.8a–c.

32.3.2 SWH Calculation Using DCF

Delay–doppler two-dimensional correlation of reflected signal is needed for gen-
erating three-dimensional DDM imagery. The presence of significant wave height
make sea surface roughness change, which cause diffuse reflection of electro-
magnetic wave. Different peak values of delay correlation result is superimposed on
the peak value of the specular reflection point’s correlation result, the maximum of
reflection correlation peak values correspondingly shifted, the shape of the corre-
lation peak also changed, which means the slope of echo power varies with the
distribution of significant wave height. Thus significant wave height and other
parameters of sea surface can be retrieved from further operation of correlation
function of DDM imagery using DCF.
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In the Sect. 32.3.1, Two-dimensional correlation function of reflected signal is

RP smð Þ ¼
X
k

ak exp i um � ukð Þð ÞK sm � skð Þ ð32:5Þ

in which sm represents delay of reflected signal. Assume that reflection elements are
non-coherent, their cross-correlation value is 0, then

RPR
�
P

� �
smð Þ ¼

X
k
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Fig. 32.8 Three-dimensional DDM imagery generated using reflected signal data from
No. 29 GPS satellite. a Two-dimensional doppler imagery. b Two-dimensional time delay
imagery. c Three-dimensional DDM imagery
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in which x, y represent the horizontal and vertical coordinates of sea level
respectively. The relationship between reflected signal correlation function and the
reflecting surface can be obtained by the above formula, which is described by the
DCF as following:

K2
R ¼ PtGt

4pD2
k

� �
r0kAk

4pd2k

� �
k2Gr

4p

� � Zþ1

�1
f ðzÞK2 sm � s x; y; 0ð Þþ 2

z
c
sin eð Þ

� �
dz

ð32:7Þ

Sea surface is considered as a rough surface, the above formula contains the
information of roughness and tilt effect information of sea surface. When r0 is very
small, KR is close to the ideal situation. With the increase of r0, the peak value of
KR decreases and the correlation time increases. The sea surface tilt effect makes
KR to be asymmetrical, which is caused by electromagnetic deviation.

The test results and results from buoy and other auxiliary means are compared
and analyzed. Through the analysis, the wind speed of sea surface can be obtained
by calculation of the height of the DCF, the average height of sea surface can be
obtained by calculation of the code delay of DCF peak value, significant wave
height can be obtained by calculation of the DCF peak width.

32.4 Conclusions

The system independently developed is used in airborne flight test to collect raw
data of reflected signal of sea surface, and then three-dimensional DDM imagery is
generated, SWH is retrieved based on DDM map using DCF function. Feasibility
and reliability of the retrieval method is qualitatively analyzed, which can support
quantitative calculation and verification of SWH precision.

The multi-source and multi-destination GNSS-R system for ocean remote
sensing has real-time performance, and also has high spatial and temporal resolu-
tion due to the use of multi beam digital array antenna (beam scanning). The system
can realize the spatial resolution of 25 km by processing reflected signal data of a
single satellite. Compared with radar altimeter’s 50 km spatial resolution, the
spatial resolution is increased to two times, at the same time measuring efficiency is
improved by more than 20 times. The technology can be one of marine environ-
ment parameter detection methods with good performance, and serves for national
marine strategy and the promoted application of Beidou satellite navigation and
positioning system.
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Chapter 33
The Calibration Method of Channel
Consistency of Distributed Digital
Phased Array

Na Wang, Xinshi Hu, Tian Yuan and Wentao Zhou

33.1 Introduction

As the rapid development of the array signal theory and digital integrated circuit
technology, adaptive digital beam forming technology has been applied in the
phased array system [1, 2]. The traditional phased array system, which uses the
attenuator and phase shifter to control beam, has been replaced by the adaptive
digital beam forming that weights baseband signal with digital technology and
controls the gain and shape of antenna pattern. For distributed digital phased array,
in order to achieve the precise synthesis of the beam, it is required that gain and
time delay of radio frequency transceiver modules must be the same. So, the
synchronization between each array element has been a key problem.

The digital phased array characteristics of radio frequency transceiver modules
are not the same and impossible to remain the same. Performance differences
between radio frequency transceiver chips, temperature changes, etc., can lead to
various gain and time delay of radio frequency transceiver modules, causing the
distortion map in the direction of the beam. The clocks and the synchronous signals
in distributed digital phased array need to pass long transmission lines. As the
wiring paths of the transmission lines are different, the errors of the signal delay on
the transmission lines directly lead to the phase errors of radio frequency transceiver
modules. Therefore, for distributed digital phased array, because of the phase error
between channels usually beyond the compensation scope of equalizer, some tra-
ditional calibration methods of phased array channel, including time domain
equalization algorithm and frequency domain equalization algorithm [3, 4], have
not been effectively implemented. Based on the demand of engineering practice, the
paper proposes a new solution. Firstly, the time delay estimation algorithm based on
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temporal coherence is used to align the large time delay among channels, within the
scope of compensation. Then it is achieved consistency of magnitude and phase
among channels according to use the frequency domain equalization algorithm
based on the least squares fitting. It has been carried on the detailed simulation
analysis using MATLAB platform.

33.2 The Time Delay Estimation Algorithm Based
on Temporal Coherence

The time delay estimation algorithm based on temporal coherence uses a known
linear frequency modulation signal, which is conjugated with the emission signal, to
multiply the output signal of T/R component. After multiplying, the data contains
information of time delay [5], and then it is used to correct the difference of large
time delay between each channel.

Assume the sending complex linear frequency modulation signal is shown in
formula (33.1) [6].

s ðtÞ ¼ ejð2p f0tþplt2Þ ð33:1Þ

f0 is starting frequency, µ is modulation slope. Ignoring the channel to the influence
of the signal magnitude, the channel output signal is as follows:

y ðtÞ ¼ ej 2p f0ðt�sÞþ plðt�sÞ2½ � ð33:2Þ

s is channel delay.
Then, the channel output signal is multiplied by the conjugated sending signal,

as shown in formula (33.3).

mðtÞ ¼ s�ðtÞ � yðtÞ ¼ e�jð2p f0tþplt2Þ � ej½2p f0ðt�sÞþplðt�sÞ2�

¼ ej½�2p f0t�plt2 þ 2p f0ðt�sÞþ plðt�sÞ2� ¼ ejð�2plst�2p f0sþpls2Þ
ð33:3Þ

Above result contains the information needed for the delay. The time delay
estimated is shown in formula (33.4).

ŝ ¼ ŵ
�2pl

ð33:4Þ

ŵ is the angular frequency estimated using fast Fourier transform.
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33.3 The Frequency Domain Equalization Algorithm
Based on the Least Squares Fitting

Time delay estimation algorithm based on temporal coherence between each
channel achieves the large time delay estimation, beneficially to control the fluc-
tuation within the scope of the equalizer to compensate. The next is to use equalizer
to calibrate magnitude and phase consistency of each channel. The frequency
domain equalization algorithm based on the least squares fitting is adopted in this
paper [7].

The principle of frequency domain equalization is as shown in Fig. 33.1.
Assume Ci(w) is the frequency response of mismatch channel, Hi(w) is the fre-
quency response of expected equalizer and Bi(w) is the frequency response of
equilibrium. The relations are as follows [8, 9]:

BiðwÞ ¼ CiðwÞHiðwÞ; i ¼ 1; 2; . . .;N

HiðwÞ ¼ CrefðwÞ
CiðwÞ HrefðwÞ ¼ BrefðwÞ

CiðwÞ ; i ¼ 1; 2; . . .;N
ð33:5Þ

D ¼ ðL� 1ÞT=2
HrefðwÞ ¼ e�jwD

Cref(w) is the frequency response of reference channel, Href(w) is the frequency
response of linear phase all-pass network which is used to ensure that the time delay
of reference channel is the same as the time delay of equalized channel, D is the
value of the same time delay, L is the length of the filter.

The actual frequency response of the channel Ci(w) can be achieved according to
work points into the same linear frequency modulation signal by power division
network. Then Hi(w) can be calculated through formula (33.5).
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ref ( )C w

Linear phase all-pass 
network ref ( )H w

Weight coefficient 
calculation

Reference Channel
( )iC w

Equalizer ( )iH w

ref ( )y t

( )iy t

Calibrate
Signal DBF

Fig. 33.1 The diagram of equalization in frequency domain
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FIR filter is used to fit the expect equalizer. The frequency response of filter is as
shown in formula (33.6).

EiðwÞ ¼
XL�1

l¼0
hiðlÞe�jwlT ¼ aTðwÞh

aðwÞ ¼ ½1; e�jwT ; . . .; e�jwðN�1ÞT �T

h ¼ ½hið0Þ; hið1Þ; . . .; hiðL� 1Þ�T
ð33:6Þ

a(w) is the phase shift vector, T is the unit time delay of FIR filter, L is the filter
order, h is the filter weight vector.

Assume the frequency response of expected equalizer Hi(w) is calculated
according to the M points of discrete frequencies. The frequency response of
equalization filter is shown in formula (33.7).

HiðmÞ ¼ CrefðmÞ
CiðmÞ HrefðmÞ; m ¼ 0; 1; . . .;M � 1; i ¼ 1; 2; . . .;N ð33:7Þ

The value of CrefðmÞ
CiðmÞ can be achieved by requiring the ratio between discrete

Fourier transform of reference channel signal and discrete Fourier transform of
equalized channel signal, according to use the same calibration signals. The fre-
quency response of FIR filter Ei(m) is discrete as follows:

EiðmÞ ¼
XL�1

k¼0
hiðlÞe�j2pmlM ¼ aTðmÞhi; m ¼ 0; 1; . . .;M � 1; i ¼ 1; 2; . . .;N

aðwÞ ¼ 1; exp �j
2pm
M

� �
; . . .; exp �j

2pmðL� 1Þ
M

� �� �T
; m ¼ 0; 1; . . .;M � 1

ð33:8Þ

The least squares fitting is used to approximate Ei(m) to Hi(m), as shown in
formula (33.9).

eið0Þ ¼ Hið0Þ � aTð0Þhi
eið1Þ ¼ Hið1Þ � aTð1Þhi

. . .. . .:
eiðM � 1Þ ¼ HiðM � 1Þ � aTðM � 1Þhi

ð33:9Þ

416 N. Wang et al.



Namely, it is as follows:

ei ¼ Hi � Ahi

ei ¼ eið0Þ; eið1Þ; . . .; eiðM � 1Þ½ �T

Hi ¼ Hið0Þ;Hið1Þ; . . .;HiðM � 1Þ½ �T

A ¼

a0;0 a0;1 . . . a0;N�1

a1;0 a1;1 . . . a1;N�1

. . . . . . . . . a0;N�1

aM�1;0 aM�1;1 . . . aM�1;N�1

2
6664

3
7775

am;n ¼ exp �j
2pðm� 1Þðn� 1Þ

M

� �

ð33:10Þ

The weight vector hi of equalization filter can be optimized as follows:

min
hi

XM�1

m¼0

eiðmÞj j2 ¼ min
hi

XM�1

m¼0

HiðmÞ � aTðmÞhi
�� ��2 ¼ min

hi
ð Hi � Ahik k2Þ ð33:11Þ

It is a classical issue of least squares optimization to solve hi, as shown in
formula (33.12).

hi ¼ ðAHAÞ�1AHHi ð33:12Þ

In order to obtain better equalization effect, it is usually to modify the basic
algorithm. One approach is to equalize the required frequency band, and another
approach is to use weighted least squares fitting method, such as the reference
channel magnitude response used to be the weighted matrix of the diagonal ele-
ments [10]. The paper has adopted the first approach.

In order to achieve the calibration of the channel consistency, it is commonly
used to select a channel as a reference channel. In addition to the reference channel,
the equalizer is joined in other each channel. Through the calculation of equilibrium
coefficient of various equalizer, it is achieved to make the frequency response
function of each channel consistent with the reference channel.

33.4 The Simulation and Analysis of Algorithm

33.4.1 The Simulation Model

The frequency response of FIR filter is used to simulate the receiving channel. As
shown in Fig. 33.2, T is the sampling interval, and bi(i = 0, 1, 2, …, M) is the ideal
weights which are the channel impulse response without distortion.

33 The Calibration Method of Channel Consistency of Distributed… 417



The frequency response of ideal filter is as follows:

H0ðwÞ ¼
XM
i¼0

bi exp ð�jwiTÞ

w ¼ 2p f

ð33:13Þ

w is the angular frequency.
The ideal 40 order FIR filter is used to simulate the reference channel. The

frequency responses are shown in Figs. 33.3 and 33.4. The balanced band is −50 to
+50 MHz. The magnitude and group delay in pass band are 0 dB and 27.78 ns
respectively.

The twenty order complex coefficient FIR filter is used to simulate the mismatch
channel. The frequency responses are shown in Figs. 33.5 and 33.6. Because the
balanced band is −50 to +50 MHz, the fluctuations of magnitude and group delay
in pass band and are −1 to +0.7 dB and 8.4–15.9 ns respectively.

T T T

0b

Input

1b 2
b

Mb

Output

Fig. 33.2 The model of receiving channel simulated by FIR filter
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Fig. 33.3 The magnitude and phase response of reference channel
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33.4.2 The Simulation Process

1. The SIMULINK platform is used to build the reference channel and the mis-
match channel. The same linear frequency modulation signal, as the input signal
to reference channel and mismatch channel, is conjugated and multiplied by the
output signal of each channel.
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Fig. 33.4 The group delay of reference channel
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Fig. 33.5 The magnitude and phase response of mismatch channel
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2. The multiplied data is performed FFT, then the frequency ŵ can be estimated by
extracting the peak point. According to utilize formula (33.4), the channel delay
estimation can be achieved and benefit to correct the large time delay difference
between channels.

3. After correcting the large time delay difference between channels, the same
linear frequency modulation signals enter each channel at the same time. Read
the output sample data of reference channel and the mismatch channel, and mark
the results as href(n) and hi(n) respectively.

4. href(n) and hi(n) are performed FFT with corresponding points. Mark the results
as Yref(m) and Yi(m) respectively.

5. Achieve the expected equalizer frequency response Hi(m) among balanced
frequency range by calculating the ratio between Yref(m) and Yi(m).

6. After the previous step, the FIR filter coefficient can be obtained by using the
least squares fitting method as showed in formula (33.12).

7. Analyze and compare the equilibrium properties of the filter.

33.4.3 The Results of Simulation and Analysis

The simulation parameters used are as follows. The 40 order ideal FIR filter is used
to simulate the reference channel, as shown in Fig. 33.3. The 20 order complex
coefficient FIR filter is used to simulate the mismatch channel, as shown in
Fig. 33.5 (Table 33.1).
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The balanced band is −50 to +50 MHz. The equalizer is chosen to be 40 order.
The scanning width of LFM signal is −50 to +50 MHz. The time width T is 10 µs.
The sample frequency is 720 MHz. Signal-noise ratio is 20 dB. The reference
channel is exerted 6250 ns (4500 samples) time delay in addition.

33.4.3.1 The Estimation of Time Delay

The same linear frequency modulation signal, as the input signal to reference
channel and mismatch channel, is conjugated and multiplied by the output signal of
each channel. The results after FFT are shown in Figs. 33.7 and 33.8. It is con-
cluded that the peaks of FFT results correspond to the frequency of 31.37695 and
0.08789063 MHz respectively. Further, according to the formula (33.4), the time
delay estimations of reference channel and mismatch channel are 6275.4 and
17.6 ns, respectively. Then, the difference of time delay between reference channel
and mismatch channel is 6257.8 ns. Namely, the time delay of mismatch channel
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Fig. 33.7 The FFT results of reference channel data

Table 33.1 The table of configuration parameters in balanced band

Channel Fluctuation of
magnitude (dB)

Time delay
(ns)

Additional time
delay (ns)

Total of time
delay (ns)

Reference
channel

0 27. 8 6250 6277.8

Mismatch
channel

−1 to +0.7 8.4–15.9 0 8.4–15.9
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should be get 6257.8 ns compensation. As a result of the reference channel total
delay of 6277.8 ns and mismatch channel in pass band (−50 to +50 MHz) group
delay within range of 8.4–15.9 ns, the rest of the time delay difference is 4.1–
11.6 ns, after the mismatch channel is compensated 6257.8 ns time delay. Based on
the theory, the maximum time delay of the equalizer to compensate is N/fs. fs is the
sampling clock of system, and N is the order of equalizer. Under the simulation
environment, the 40 order equalizer can compensate the biggest 55.6 ns time delay.
So, the equalizer can completely correct remaining time delay difference, achieving
phase and magnitude consistency at the same time.

33.4.3.2 The Result of Frequency Domain Equalization

As known from the analysis of previous section, the rest of the time delay difference
between reference channel and mismatch channel is 4.1–11.6 ns after large time
delay compensation. Next, the frequency domain equalization algorithm based on
the least squares fitting is used to calibrate the rest of the time delay difference. The
results of magnitude and phase differences in the pass band (−50 to +50 MHz) after
equalization are shown in Figs. 33.9 and 33.10.

Figures 33.9 and 33.10 shows that the magnitude and phase differences between
reference channel and mismatch channel in the pass band (−50 to +50 MHz) are
rescaled in the range of 0.015 dB and 0.1° respectively after the calibration of
equalizer. The results indicate that the consistency between channels is well cali-
brated by the use of the time delay estimation algorithm based on temporal
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Fig. 33.8 The FFT results of mismatch channel data
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coherence to correct the difference of large delay among channels and the method
of frequency domain equalization to calibrate the rest of different delay.

33.5 Conclusions

Based on the request of channel consistency of distributed digital phased array, the
paper use the time delay estimation algorithm to correct the large time delay dif-
ferences among channels. As a result, the phase differences are controlled in the
scope of equalizer compensation. Then, the frequency domain equalization algo-
rithm based on the least squares fitting is used to complete the calibration of
magnitude and phase consistency. The results show that the proposed method can
effectively solve the issue of phase inconsistency caused by magnitude fluctuations
and large time delay differences among channels in distributed digital phased array
system. The calibration method can meet the demand of practical engineering
project.
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Chapter 34
Multi-hit Method for Weak Signal
Detection of the Diffuse Reflection Laser
Ranging in Daylight

Peng Zhao, Yan Zhang, Kunpeng Wang and Chenglin Wang

34.1 Introduction

Diffuse reflection laser ranging technology is one of the feasible ways to achieve
high precision in the measurement for space target, especially for the space debris.
However, since the space debris and most spacecraft are non-cooperative target
without the corner reflector, the echo signal diffused form the target will be
attenuate to the level of single photon at the front head of the detector. Geiger-mode
avalanche photodiode (GM-APD) possessing high sensitivity and gain are widely
used in diffuse reflection laser ranging system [1]. However, GM-APD is still
difficult to distinguish between noise and the weak echo signal effectively because
of its binary response. At the same time, the existing laser ranging system will shut
down the detector after the echo signal is detected in a gate time (that is, the
single-hit). As a result, the noise among the gate will reduce the detection proba-
bility of the echo signal. Therefore, the weak echo signal will not be detected under
the condition of the strong background noise in daylight.

The multi-hit method implements the detection of many firing times in one gate
through reasonable design of the ranging system, which is well investigated to
improve the detection probability of partially covered targets in ladar [2–4]. The
diffuse reflection laser ranging in daylight and the detection for the partially covered
target in ladar are facing the similar problem, namely the low detection probability
of weak echo signal caused by the strong noise. Therefore, the multi-hit method is
one possible method to improve the weak echo signal detection of the diffuse
reflection laser ranging in daylight, requiring further theoretical analysis. The
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detection probability of GM-APD is the key to analyze the performance of the
multi-hit method. Johnson et al. [2] proposed recursive method under discrete time
to solve the detection probability of the GM-APD. Gatt et al. [5] on the basis of
Johnson, developed a recursive method under continuous time to calculate more
accurate signal detection probability of the GM-APD. Recursive method is a uni-
versal and accurate method. However, when the dead time is small compared with
the gate time, the complexity of the recursive method will increase sharply. Zhao
et al. [6] proposed LTR method to solve the detection probability. The LTR method
is fast and accurate performance prediction method, but can only solve the detection
probability under the condition of the biggest firing time.

In order to analyze the performance of the multi-hit method in improving the
weak echo signal detection of the diffuse reflection laser ranging in daylight the-
oretically, this paper introduced the improved LTR method, which can be used to
solve the detection probability under the condition of different firing times. Then,
taking the typical parameters of the diffuse reflection laser ranging system, we
analyze the performance of the multi-hit method in improving the weak echo signal
detection of the diffuse reflection laser ranging in daylight theoretically based on the
detection probability of the echo signal under different firing times. Furthermore,
the cost of the echo signal is also analyzed while the effective detection ratio is
defined to evaluate the extraction cost of the echo signal. Finally, the simulation
system is given to prove the validity of the theoretical analysis above.

34.2 Solving of the GM-APD Detection Probability

Each firing of the GM-APD depends on the generation of primary electrons and the
avalanche followed in sequence [7]. Primary electrons (PEs) are generated mainly
from the echo light and the background light by imperfect quantum efficiency as
well as the dark noise inside the GM-APD. Then, the avalanche initiated by the PEs
produces a detectable output waveform independent of the number of PEs. Once the
avalanche occurs, a period of time denoted the dead time (Tdead) follows in which
the GM-APD detector will be invalid for re-firing. Define the average rate of echo
light and background light as Recho(t) and Rback. Define the average rate of dark
noise as Rdark. Then, the total rate function of mean input flux, wðtÞ, is shown as

wðtÞ ¼ RechoðtÞþRback þRdark: ð34:1Þ

In order to calculate under discrete time, the gating time (Tgate) is discretized into
N bins with the same time period Tbin. The dead time is discretized into d bins
where d equals to ceil (Tdead/Tbin) and the function ceil() is the rounding up func-
tion. Then, the mean number of PEs generated from arbitrary input at the ith bin, Ki,
is given by
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Ki ¼
ZiTbin

ði�1ÞTbin

w ðtÞdt: ð34:2Þ

The number of PEs, Ki, is generally assumed to obey Poisson distribution [7].
Then, the probability that more than one PE is generated at the ith bin is given by
[5]

PPEðiÞ ¼ PrðKi � 1Þ ¼ 1� expð�KiÞ: ð34:3Þ

Only if the end of the gating time (Tgate) is not reached and the dead time is over,
the GM-APD detector can be fired again. Therefore, the dead time and the gating
time together decide the maximum firing time of the GM-APD, which is shown as

Mmax ¼ Tgate
Tdead

� �
: ð34:4Þ

We might as well set certain firing time, M to investigate the performance of
GM-APD of different firing time as long as M is no more than Mmax. The proba-
bility of avalanche forM firing time at the ith time interval is a function ofM, which
is defined as Pavaði;MÞ. When the multi-hit GAPD detector responses to the input
flux, three states could occur at each bin, the GM-APD succeeds to avalanche, the
GM-APD fails to avalanche and the GM-APD is blocked during the dead time.
Denote these three states as ‘1’, ‘0’ and ‘X’ respectively. When the GM-APD is
armed at the ith bin, possible states can be listed by looking back upon the previous
bins. Three look-back-upon rules should be followed in a recurrent way, (a) the
initial state is ‘1’ at the ith bin, (b) the prior states of ‘0’ or ‘1’ are ‘0’and ‘X’, (c) the
prior states of ‘X’ are ‘1’ or ‘X’, depending on the location of current states ‘X’ in
the sequence of X ! X � � �X ! 1|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

d

. The structure obtained during the

look-back-upon process after i times recurrence is defined as look-back-upon tree
(LT) of size i, LTi for short. An example of LT5 where GAPD is armed at the fifth
bin and d = 2 is shown in Fig. 34.1.

As a result,Pavaði;MÞ can be calculated by summing up all the probabilities of valid
connections in LTi. Those state connections with the state ‘X’ at the end are invalid
because the state ‘X’ cannot happen at the beginning of the gated time. Meanwhile,
those state connections with state ‘1’ and state ‘0’ at the end are valid connections.
Define P1

avaði;MÞ and P0
avaði;MÞ as the probability of valid connection with state ‘1’,

‘0’ at the end respectively for theMfiring time,while the number of state ‘1’ is actually
the firing time in each state connection. Then, Pavaði;MÞ is given by

Pavaði;MÞ ¼ P1
avaði;MÞþP0

avaði;MÞ; ð34:5Þ
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where P1
avaði;MÞ and P0

avaði;MÞ will be solved in the recurrence deduction of LTi.
When LTj is deduced from LTj-1, the possible state of i–j + 1 bin is going to be
listed where j is a temporary variable less than i.

According to the look-back-upon rules, state ‘0’ at the end of LTj comes from
state ‘0’ and state ‘1’ at the end of LTj−1. In addition, state ‘0’ at the end of LTj

means no PE will be generated at the i–j + 1th bin, besides state ‘0’ will not
increase the firing time in the state connection. Therefore, P0

avaðj;MÞ equals the
product of the probability that no PE is generated at the i–j + 1th bin and the sum of
P0
avaðj� 1;MÞ and P1

avaðj� 1;MÞ. When j = 1, P0
avaðj;MÞ equals to 0 since the

initial state is ‘1’ at the ith bin. In the discussion above, M can take the value from 1
to Mmax. In conclusion, the recurrent solving equations for P0

avaði;MÞ is shown as

P0
avaðj;MÞ ¼ 0 j ¼ 1; 1�M�Mmax

P0
avaðj;MÞ ¼ ð1� PPEði� jþ 1ÞÞðP0

avaðj� 1;MÞþP1
avaðj� 1;MÞÞ 1\j� i; 1�M�Mmax

(
:

ð34:6Þ

According to the look-back-upon rules, state ‘1’ at the end of LTj only comes
from state ‘X’ at the end of LTj-1 while state ‘X’ at the end of LTj comes from state
‘0’, ‘1’ and ‘X’ at the end of LTj-1. However, because the sequence of
X ! X � � �X ! 1|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

d

is always bound together, the situation that new ‘X’ comes from

old ‘X’ only happens within the sequence while the first ‘X’ of the sequence comes
from state ‘0’ and ‘1’ at the end of LTj–d. In addition, state ‘1’ at the end of LTj

means PEs will be generated at the i–j + 1th bin and state ‘1’ will increase the firing
time by one in the state connection. Therefore, P1

avaðj;MÞ equals the product of the
probability that more than one PE is generated at the i–j + 1th bin and the sum of

5th 4th 3th 2th 1th

An invalid connec on

A valid connec on

c

Start EndLook back upon

j=1 j=2 j=3 j=4 j=5

Fig. 34.1 Look-back-up tree
where i = 5 and d = 2
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P0
avaðj� d;MÞ and P1

avaðj� d;MÞ. Since the initial state is ‘1’ at the ith bin, P1
ava

ð1; 1Þ equals to PPEðiÞ while P1
avað1;MÞ; 1\M�Mmax and P1

avaðj; 1Þ; 1\j� i
equals to 0. Because there will be no more ‘1’ within the first d bins, P1

avaðj;MÞ
equals to zero when 1\j� d no matter what the firing time M is. In conclusion, the
recurrent solving equations for P1

avaði;MÞ is shown as

P1
avaðj;MÞ ¼ PPEðiÞ j ¼ 1; M¼1

P1
avaðj;MÞ ¼ 0 j ¼ 1; 1\M�Mmax

P1
avaðj;MÞ ¼ 0 1\j� i; M ¼ 1

P1
avaðj;MÞ ¼ 0 1\j� d; 1\M�Mmax

P1
avaðj;MÞ ¼ PPEði� jþ 1ÞðP0

avaðj� d;M � 1ÞþP1
avaðj� d;M�1Þ d\j� i; 1\M�Mmax

8>>>>>><
>>>>>>:

:

ð34:7Þ

Through Eqs. (34.6) and (34.7), P1
avaði;MÞ and P0

avaði;MÞ are obtained. Finally,
Pavaði;MÞ can be obtained according to Eq. (34.5). Define Mlim as the trigger limit
and define Prðt;MlimÞ as the probability of avalanche when M is less than Mlim.
Prðt;MlimÞ is shown as

Prðt;MlimÞ ¼
XMlim

M¼1

Pavaði;MÞði� 1ÞTbin � t� iTbin; 1�Mlim �Mmax: ð34:8Þ

34.3 Theoretical Analysis of the Multi-hit Method

34.3.1 Typical Parameters of Diffuse Reflection
Laser Ranging

According to the typical parameters of diffuse reflection laser ranging and esti-
mation formula of the echo photon number for laser ranging [8], the average echo
photon number per pulse, Ns, is equal to 0.85. When the Q-switched pulsed laser at
532 nm is used, the normalized pulse distribution formula is shown as [9]

f ðtÞ ¼ 1
s
t
s
exp ð�ðt=sÞÞ; ð34:9Þ

where s = Tp/3.5 and Tp = 10 ns. Due to the existence of the ranging error, the
firing time of the echo signal is difficult to determine. Thus, for the convenience of
theoretical analysis, we might as well assume that the ranging error is a known
constant and the echo signal arrives at the middle of the gate. Consequently,
RechoðtÞ is shown as
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RechoðtÞ¼ Nsf t � Tgate
2

� �
Tgate
2 � t� Tgate

0 0� t\ Tgate
2

(
: ð34:10Þ

Assuming Tgate = 1 ls, typical values of Rback under the condition of cloudless
night and cloudless daylight can be taken as [10, 11]

Rback¼ 150Hz cloudless night
3� 106 MHz cloudless daylight

�
: ð34:11Þ

As for the average dark noise counting of the GM-APD, the diffuse reflection
laser ranging system generally takes 4–10 kHz [12, 13]. In this paper, Rdark is
assumed to be 10 kHz. In addition, the dead time of common type silicon detector
is generally between 30 and 200 ns. In this paper, we assume that the dead time of
the GM-APD is 100 ns. At the same time, in order to obtain accurate theoretical
calculation results, N takes 1000 in the performance prediction method of GM-APD
[6].

34.3.2 Analysis of Echo Signal Detection Probability

Substituting Eq. (34.1) with Eqs. (34.10), (34.11) and Rdark; wðtÞ is obtained under
the cloudless night and the cloudless daylight observation. Then, we can solve
Prðt;MlimÞ. Ignoring the shape effect of the target, Integrate Prðt;MlimÞ within the
signal pulse width, Tp, we can further obtain the echo signal detection probability,
defined as PsðMlimÞ. PsðMlimÞ is shown as,

Ps Mlimð Þ ¼
ZTgate=2þTp

Tgate=2

Prðt;MlimÞdt: ð34:12Þ

Therefore, according to Eq. (34.12), PsðMlimÞ under the cloudless night and the
cloudless daylight observation condition can be calculated as shown in Fig. 34.2.

As shown in Fig. 34.2, under the cloudless night observation condition, the echo
signal detection probability is basically unchanged with the changing of Mlim.
While under the cloudless daylight observation condition, the echo signal detection
probability increases with the increasing ofMlim, and is saturated whenMlim is more
than 4. Although the echo signal detection probability in daylight is lower than the
echo signal detection probability at night, the increase of Mlim can improve the
detection probability of the diffuse reflection laser ranging by about 4 times.
The above results show that the multi-hit method is a feasible way to detect the
weak echo signal of the diffuse reflection laser ranging in daylight.
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34.3.3 Effective Detection Ratio

Research shows that the increase of the noise will increase the extract cost of the
echo signal [14]. At the same time, the multi-hit method can increase the detection
probability of noise during the gate [15]. Therefore, in addition to studying the
detection probability of weak echo signal in daylight using multi-hit method,
the effect of multi-hit method on the extraction of weak echo signal should be also
considered. Define Pt Mlimð Þ as the total detection probability and define Ref ðMlimÞ
as the effective detection ratio, then Ref ðMlimÞ is shown as

Ref ðMlimÞ ¼ Ps Mlimð Þ
Pt Mlimð Þ ; ð34:13Þ

where Pt Mlimð Þ is the integral of Prðt;MlimÞ over the entire gate time, Tgate, which is
shown as

Pt Mlimð Þ¼
Z Tgate

0
Psðt;MlimÞ dt; ð34:14Þ

In this paper, the effective detection ratio is used as a measure of the cost of te
echo signal extraction. The higher the effective detection ratio, the higher the
proportion of the echo signal detection probability, the lower the cost of the echo
signal extraction, and vice versa. According to Eq. (34.13), the effective detection
ratio under the cloudless daylight observation condition can be calculated, which is
shown in Fig. 34.3.

As we can see from Fig. 34.3, under the cloudless night observation condition,
the effective detection ratio is basically unchanged with the changing ofMlim. While
under the cloudless daylight observation condition, the effective detection ratio
gradually increased to the maximum value with the increasing of MlimðMlim ¼ 3Þ.
With the further increase of Mlim, the effective detection ratio is gradually reduced
to a constant value. At the same time, the optimization of the firing time for

Fig. 34.2 PsðMlimÞ for the
cloudless night and the
cloudless daylight
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GM-APD, that is, selecting Mlim corresponding to the maximum effective detection
ratio, can reduce the extraction cost of the echo signal under the cloudless daylight
observation condition. However, even the maximum value of the effective detection
ratio under the cloudless daylight observation condition is only about 1/5 of the
effective detection ratio under the cloudless night observation condition. This shows
that the echo signal extraction cost of cloudless daylight observation is difficult than
the echo signal extraction cost of cloudless night observation. Meanwhile, since the
gap between them is still within a reasonable range, the multi-hit method works for
the echo signal extraction under the cloudless daylight observation condition
basically.

34.4 Simulation Verification

For the performance analysis of the multi-hit method, defuse reflection laser
ranging simulation system is designed based on typical parameters of the diffuse
reflection laser ranging experiment of Yunnan observation. the simulation system
mainly consists of three parts: the target distance simulation, echo signal simulation
and GM-APD detection simulation.

34.4.1 Target Distance Simulation

In the theoretical analysis, it is assumed that the target distance is constant, the echo
arrival time is fixed and is set in the central part of the gate. In the actual system, the
distance of the detection target will change with time. Therefore, our simulation
system presents the distance changing feature based on the 25,400 space target
during an observation of 160 s. When the laser pulse frequency of the simulation
system is 10 Hz, the target simulation system will accomplish laser pulse ranging
for 1600 times. Selecting the corresponding measured TLE orbit data of the 25,400

Fig. 34.3 The effective
detection ratio for the
cloudless night and the
cloudless daylight
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space target within the same time length, we can obtain the distance data of each
laser pulse ranging in the simulation system. At the same time, it is necessary to
consider the influence of the ranging error. For the sake of simple discussion, we
assume that the error characteristic is linear. Then ranging error is added to the
target distance data where the error rate is 3 m/s. Besides, the gate time of Yunnan
observation is approximately ten microseconds. As a result, Tgate = 10 ls in the
simulation system.

34.4.2 Echo Signal Simulation

In Sect. 34.3.1, according to the typical parameters of diffuse reflection laser
ranging and estimation formula of the echo photon number for laser ranging, the
average echo photon number per pulse has been given (Ns = 0. 85), but in the actual
system, the presence of telescope tracking problem, the influence of laser energy
fluctuation, the atmospheric turbulence and other factors needs to be considered in
the simulation system.

At the beginning of the diffuse reflection laser ranging, the telescope is adjusted
to track the target. The echo signal cannot be received until the tracking and aiming
are correct. Therefore, the echo ranging data cannot be received at the initial stage.
In the simulation, the initial stage of the tracking and aiming is assumed to last for
6 s. The laser pulse energy fluctuation will lead to the fluctuation of the average
number of the echo signal. And the average number of the echo signal is propor-
tional to the energy of the laser pulse. If the laser echo pulse energy obeys Gauss
distribution, the average number of echo signal should also obey the Gauss dis-
tribution. As a result, the average number of the echo signal is assumed to obey
Gauss distribution with the mean of 0.85 and the standard deviation of 0.2 in the
simulation. In addition, the echo signal may have the overall lack in a short period
of time. In the simulation, it is assumed that the probability of the overall lack is 1%
and its duration is 1 s.

34.4.3 GM-APD Detection Simulation

First of all, the GM-APD detection simulation needs to determine the GM-APD key
parameters: the dark noise and the dead time. The noise of the GM-APD used by
Yunnan observation for diffuse reflection laser ranging has a high dark noise
GM-APD (about 60 kHz [16]). In the simulation, Rdark is assumed to be 60 kHz. As
for the value of the dead time, related literature of the existing test in Yunnan
observation has not discussed the dead time. The reason is that the dead time almost
has no effect on the laser ranging system. Consequently, this paper failed to
determine the dead time of the GM-APD used by the Yunnan observation. Here, we
take the dead time of GM-APD as 100 ns. It should be noted that the A033-ET
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timer [17] with the dead time of 50 ns should be used on the echo pulse timing, in
order to avoid the situation that the dead time of timer is greater than the dead time
of the detector.

In the echo signal detection of the GM-APD for one pulse, this paper uses Monte
Carlo method to simulate the detection process of the GM-APD. The gate time is
divided into N bins and the average number of PE in each bin is calculated by
Eq. (34.2). Further, according to Eq. (34.3), the probability of the PE generation in
each bin is calculated. Then, random numbers uniform distributed from 0 to 1 are
generated at each bin. If the random number is greater than the probability of the PE
generation in the current bin, avalanche will occur at this bin. Otherwise, continue
to check whether the random number is greater than the probability of the PE
generation in the next bin until all the bins are checked. Once the avalanche
occurred, the triggered time of the avalanche event and the current firing number
within the gate are recorded. Then, move backward d − 1 bins as the dead time
interval and start over the checking process from the first bin after the end of the
dead time interval.

After completing the echo signal detection of the GM-APD for one pulse, repeat
this detection process for the next pulse until the observation time meet the time
requirement.

Based on the recorded trigger time, the number of the received echo signal
within the observation period is obtained by summing up all the firing number
during the echo pulse time within the gate under certain Mlim. The number of the
received echo signal and noise within the observation period is obtained by sum-
ming up all the firing number within the gate under certain Mlim. Then, the simu-
lated Ps Mlimð Þ is obtained when the number of the received echo signal within the
observation period is divided by the total laser pulse. The simulated Pt Mlimð Þ is
obtained when the number of the received echo signal and noise within the
observation period is divided by the total laser pulse. Moreover, Ref ðMlimÞ is
obtained by substituting Eq. (34.13) with Ps Mlimð Þ and Pt Mlimð Þ.

34.4.4 Simulation Results

10,000 simulation experiments of the diffuse reflection laser ranging system are
repeated. The average value of the simulated echo signal detection probability is
shown in Fig. 34.4a. The feature of the echo signal detection probability changing
with Mlim is consistent with the theoretical analysis. The average value of the
simulated effective detection ratio is shown in Fig. 34.4b. The feature of the
effective detection ratio changing with Mlim is consistent with the theoretical
analysis.

As shown in Fig. 34.4, the detection probability of the echo signal is almost zero
under the single-hit situation. With the increase of the number of the firing times,
the detection probability of the echo signal can still reach the same level as the
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detection probability of the echo signal in the theoretical analysis (about 0.4). This
fully shows the outstanding performance of the multi-hit method in improving the
detection probability of the diffuse reflection laser ranging. At the same time,
the effective detection ratio is almost zero under the single-hit situation. While the
optimization of the firing time for GM-APD can greatly improve the effective
detection ratio (the maximum of the effective detection ratio is 0.025). This shows
that the multi-hit method can greatly reduce the cost of the signal extraction under
the cloudless daylight observation condition. Therefore, the multi-hit method is a
feasible way to realize the detection of the weak echo signal of the diffuse reflection
laser ranging in daylight.

34.5 Conclusions

This paper carried out the theory analysis of the multi-hit method in solving the
weak signal detection of the diffuse reflection laser ranging in daylight. First of all,
the LTR method based on the look-back-upon tree for the performance prediction
of the GM-APD is introduced. Then, taking the typical parameters of the diffuse
reflection laser ranging system, the performance of the multi-hit method in
improving the detection probability of the echo signal is analyzed. Furthermore, the
effective detection ratio is defined as the standard to evaluate the extraction cost of
the echo signal. The performance of the multi-hit method in improving the effective
detection ratio is analyzed. The analysis results show that under the cloudless
daylight observation condition, the multi-hit method can improve the detection
probability of the echo signal greatly. At the same time, through the optimization of
the firing time, the multi-hit method can also improve the effective detection ratio
and reduce the extraction cost of the echo signal under the cloudless daylight
observation condition.

Finally, the simulation system of diffuse reflection laser ranging is presented,
which considers the distance error, the target tracking time, the laser energy fluc-
tuation, the atmospheric turbulence, and the Poisson detection process. The simu-
lation results of 10,000 repeated experiment show that the changing feature of the

Fig. 34.4 Average results of 10,000 simulation experiments: a simulated echo signal detection
probability, b simulated effective detection ratio
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detection probability of the echo signal and the effective detection ratio is consistent
with the theoretical analysis. The multi-hit method improve the weak signal
detection probability and effective detection ratio significantly, where the detection
probability of the echo signal can still reach the same level as the detection prob-
ability of the echo signal in the theoretical analysis. Therefore, the multi-hit method
is a feasible way to realize the detection of the weak echo signal of the diffuse
reflection laser ranging in daylight.
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Chapter 35
A Real-Time Classification Algorithm
for Multi-Velocity Measuring Data

Xiaohu Liang, Hua Zhao and Jiagui Huang

35.1 Introduction

Multi-velocity measuring system has two measuring modes: the response mode and
the beacon mode [1]. Under the response mode, the multi-velocity measuring
system is configured to one master station and some vice station. The master station
sends the uplink signal, which is received by a transponder. Then the transponder
forwards the downlink signal (in order to avoid interference, the uplink and
downlink signals have different frequencies). the master and vice stations all receive
the downlink signal, measuring the Doppler frequency shift, which can recover the
change rate of the whole range from the master station to the target and from the
target to the receiving station [2]. This kind of measuring data is called the response
data. While under the beacon mode, the measuring system has no any master
station. The transponder sends the downlink signal directly. All the stations receive
the downlink signal and measure the Doppler frequency shift, which can recover
the change rate of the range from the target to the receiving station [3]. This kind of
measuring data is called the beacon data. Because the measuring accuracy of the
response data is higher than the beacon data, the response measuring mode is the
main working pattern of the multi-velocity measuring system.

But in practical tasks, even if the multi-velocity measuring system uses the
response mode to measure target, the received measuring data may contain the
response data, the beacon data and the abnormal data. The latter two kinds are
called non-response data. In response mode, the causes for generating the beacon
data include: the master station can’t track the target in the starting period, the
master station suddenly fault, the target tail flame degrades the uplink signal
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seriously, and there exists no master station in the relay section between two master
stations, etc. [4]. In these cases, no uplink signal is sent or the transponder doesn’t
receive the uplink signal, then the measuring data of all stations turns into the
beacon data. In order to obtain the correct target trajectory and improve the pre-
cision, the two kinds of data must be classified correctly, because they have dif-
ferent measuring equations, different wave refraction correction methods and
different trajectory calculating methods [5, 6]. The data classification error will lead
to real-time trajectory calculating error, with the phenomenon of trajectory jump in
large sections, which has bad effects on many aspects such as the flight status
display, flight security control, real-time guidance, trajectory impact forecast and so
on [7].

For the problem of real-time classification of the multi-velocity measuring
system data, the existing algorithm used in the test range takes the beacon data as
abnormal data to reject them. But it can only handle the situation that the
non-response data is discrete isolated distribution, which is unable to process the
large segment of the beacon data. And the two master stations relay situation is also
not for special consideration. It usually determines the real master station in
accordance the designed switch time of the two master stations in the pre-populated
scheme. When the actual switch time is not identical to the designed time, it will
cause the trajectory calculation error in the relay paragraph. This paper analyses two
typical kinds of experimental data, and proposes a new classification algorithm,
which is validated with the real measured data and achieves good classification
result. On this basis, the smooth and continuous real-time trajectory can be cal-
culated in the whole measuring period.

35.2 Data Classification Problem Under
the Response Mode

This paper studies the real-time data classification problem for the multi-velocity
measuring system configured to the response mode. Because under the beacon
mode, there will be no response data. Then the problem of data classification is not
encountered. According to the number of the master station in practical tasks, the
response mode can be divided into two situations: one has only one master station
sending the uplink signal, the other has two master stations relay sending the uplink
signal. The effective data of the measuring station in the former situation is called
effective data 1 for short, as shown in Fig. 35.1. The effective data of the measuring
station in the latter situation is called effective data 2 for short, as shown in
Fig. 35.2.

For effective data 1, data classification refers to classify the effective data further
into the response data, the beacon data and the abnormal data. For effective data 2,
data classification refers the same as the former before and after the relay paragraph.
But during the relay paragraph, we not only need to determine whether the data is
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the response data, but also need to determine its relevant master station. If the
master station is mismatched, the real-time trajectory will be wrong.

35.3 Analysis of the Existing Method

The existing method is rationality test to classify the measuring data into the
response data and the abnormal data. Its basic idea is: under the response mode, the
majority of effective data should be the response data, and only little is
non-response data. So the data passing the rationality test is regarded as the

0 500 1000 1500 2000 2500 3000
-3

-2

-1

0

1

2

3

4
x 10

6

t/s

fd
/H

z

Fig. 35.1 Effective data 1
with one master station

0 50 100 150 200 250 300
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10

6

t/s

fd
/H

z

Fig. 35.2 Effective data 2
with two master stations relay

35 A Real-Time Classification Algorithm… 441



response data, while the data not passing the test is regarded as the abnormal data to
remove away.

The rationality test uses a five-point linear extrapolation prediction method.
Firstly, the fourth-order difference test is used to find a reasonable five-point data
sequence, which is considered as the effective response data sequence. Then, the
five-point data sequence is used to calculate the prediction data in the next mea-
suring time using linear extrapolation method. When the deviation between the real
measuring data and the prediction is lower than the designed threshold, the real
measuring data is determined as a response data. While the deviation exceeds the
threshold, the real data is determined as an abnormal data and is replaced by the
prediction data to calculate the target trajectory. If five consecutive real data points
are determined as abnormal data, a new reasonable data sequence need to be found
out again using the fourth-order difference test.

In the case of two master stations relay measurement, the existing method just
matches the master station according to the pre-populated scheme. Assume the
designed relay time segment in the scheme is [t1, t2], that means the master station 1
sending the uplink signal before the time t1 and the master station 2 sending the
uplink signal after the time t2. During the segment [t1, t2], no master station sends
the uplink signal. For the rational real data passing the rationality test, if the
measuring moment is before time t1, the data is determined as the response data
corresponding to the master station 1; if the measuring moment is after time t2, the
data is determined as the response data corresponding to the master station 2; if the
measuring time is during [t1, t2], the data is determined as the beacon data.

Use the above mentioned method to perform the rationality test for effective data
1 and effective data 2 respectively. The rational data passed the test is shown in
Figs. 35.3 and 35.4. All these data are determined as the response data. Adopt the
UKF (Unscented Kalman Filter) algorithm to calculate the target trajectory using
the classification result of all measuring stations. The height curves of the target
trajectory are shown in Figs. 35.5 and 35.6 respectively. From these figures, we can
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see that the existing method leads serious errors in the trajectory calculation. The
calculated trajectory presents sharp ups and downs, even divergence.

35.4 The New Classification Algorithm

Through the analysis of the existing method, there are two main defects leading that
the method cannot classify the effective measuring data correctly. First, the method
can’t recognize the continuous beacon data. Second, in the case of two master
stations relay measurement, when the actual switch time doesn’t conform to that
designed switch time in the pre-populated scheme, the master station for the
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response data in the relay section cannot be matched correctly. To solve these two
problems, we must find an appropriate classification reference.

35.4.1 Classification Reference

The available classification references in the real-time data processing are the
theoretical trajectory, the calculated trajectory at the historical moment and the real
measuring data at the historical moment. Considering that classifying the data in the
pre-processing phase is independent of calculating the trajectory and can avoid to
generate coupling errors, the new classification algorithm chooses the theoretical
trajectory and the real measuring data at the historical moment as the classification
reference.

In the case of flight test successful, the actual flight trajectory is consistent with
theoretical trajectory. The deviation between them increases with the flight distance.
Even in the case of flight test unsuccessful, the two kinds of trajectory are still
consistent at the early stage.Therefore, the theoretical trajectory is much the same as
the actual trajectory in the early phase. So we can use the calculated theoretical
response and beacon measurement according to the theoretical trajectory as the
classification references.

In the selected coordinate system, assume that the position coordinate of the
master station is ½xm; ym; zm�, the position coordinate of the received station is
½xr; yr; zr�, the theoretical trajectory coordinate at the moment ti is ½xi; yi; zi; _xi; _yi; _zi�,
the downlink signal frequency is fD, the velocity of light in the air is c. Then the
theoretical beacon measuring data fb(the Doppler frequency shift) is calculated as
shown in formula (35.1) [8]
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fb ¼ vr
c�vr

fD
vr ¼ ðxi�xrÞ

Rri
_xi þ ðyi�yrÞ

Rri
_yi þ ðzi�zrÞ

Rri
_zi

Rri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xrÞ2 þðyi � yrÞ2 þðzi � zrÞ2

q

8
>><

>>:
ð35:1Þ

And the theoretical response measurement data fr(the Doppler frequency shift) is
calculated as shown in formula (35.2) [9]

fr ¼ vm þ vr
c�vr

fD
vm ¼ ðxi�xmÞ

Rmi
_xi þ ðyi�ymÞ

Rmi
_yi þ ðzi�zmÞ

Rmi
_zi

Rmi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xmÞ2 þðyi � ymÞ2 þðzi � zmÞ2

q

8
>><

>>:
ð35:2Þ

The vr calculation in formula (35.2) is identical with that in formula (35.1).
The effective data 1 and effective data 2 contrast with the theoretical measure-

ment calculated according to the theoretical trajectory are show in Figs. 35.7 and
35.8 respectively. In Fig. 35.8, the theoretical response data 1 means the response
data corresponding to the master station 1, and the theoretical response data 2
corresponding to the master station 2.

There are two questions to be solved using the above reference. One of them lies
in the late flight phase, when the deviation between the reference and the real data is
quite large. The suitable threshold to carry out the rationality test is difficult to be
pre-populated. The other lies in the phase when the response reference and the
beacon reference cross each other. In these special phases, classifying the real data
according to a single moment distance between the real data and the references can
also lead mistakes.

From Figs. 35.7 and 35.8, we can find that using a consecutive data sequence
instead of a single data to perform data classification is much easier. Because the

0 500 1000 1500 2000 2500 3000
-3

-2

-1

0

1

2

3

4
x 10

5

t/s

fd
/H

z

effective data
theoretical beacon data
theoretical response data

Fig. 35.7 The effective data
1 contrast with the theoretical
references

35 A Real-Time Classification Algorithm… 445



measuring data has strong correlation in time. In the late phase for long range flight,
although the deviation between the theoretical reference and the real data is quite
large, the curve trend is consistent. So based on the time correlation, the measuring
data at the historical moments can be used as an another new auxiliary classification
reference to improve the classification performance.

35.4.2 Algorithm Flowchart

The basic idea of the new classification algorithm proposed in this paper is: in the
initial stage of data classification, because the deviation between the actual tra-
jectory and the theoretical trajectory is very small, the calculated theoretical mea-
surement according to the theoretical trajectory can be used as the classification
reference to classify the real data passing the rationality test in the nearest principle.
When a certain points of the classified data have been accumulated, the classified
response data and beacon data at the historical moments can be used as a new
classification reference. When the deviations between the real data and the classi-
fication references are all larger than the designed threshold, the real data is
determined as the abnormal data. The specific algorithm flowchart is as follows:

(1) Find an initial five-point reasonable data sequence using the fourth-order dif-
ference test method. Mark a five-point sequence as fj�4; fj�3; fj�2; fj�1; fj. Its
fourth-order difference are as shown in formula (35.3)
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D4fj ¼ fj�4 � 4fj�3 þ 6fj�2 � 4fj�1 þ fj ð35:3Þ

Assume the given threshold isM1. If jD4fjj �M1, the sequence is determined as a
reasonable data sequence; otherwise, let j ¼ jþ 1, and go on the fourth-order dif-
ference test until a reasonable data sequence is found.

(2) Calculate the theoretical references using the theoretical trajectory at the
measuring moment tj corresponding to fj with the formula (35.1) and (35.2).
Mark the calculated theoretical beacon data as fbj and the calculated theoretical
response data as frj. If fj � frj

�
�

�
�� fj � fbj

�
�

�
�, the real data fj is classified into the

response data. Otherwise, the real data fj is classified into the beacon data.
(3) For the any subsequent sampling moment tk , mark the corresponding mea-

suring data as fk , the number of historical data has been classified into the
beacon data category as i, the number of historical data has been classified into
the response data category as j, the given data accumulation length as N. Then
calculate the two kinds of classification reference as the following:

(3a) When i\N, use the theoretical beacon data f̂bk as the beacon classification
reference in the formula (35.1); when i�N, assume the latest N historical
beacon data sequence is fi�Nþ 1; fi�N þ 2; . . .; fi, the relevant measuring moment
sequence is ti�Nþ 1; ti�Nþ 2; . . .; ti, fitting the sequence into a straight line with
the parameters calculated in the formula (35.4)

â ¼
P0

j¼N�1

ti�j

P0

j¼N�1

fi�j�N
P0

j¼N�1

ti�jfi�j

ð
P0

j¼N�1

ti�jÞ2�N
P0

j¼N�1

t2i�j

b̂ ¼
P0

j¼N�1

fi�j�â
P0

j¼N�1

ti�j

N

8
>>>>>><

>>>>>>:

ð35:4Þ

The prediction for the current measuring moment is gained in the formula (35.5)

f̂bk ¼ âtk þ b̂ ð35:5Þ

Use the prediction data f̂bk as the beacon classification reference.

(3b) When j\N, use the theoretical response data f̂rk as the response classification
reference in the formula (35.2); when j�N, assume the latest N historical
response data sequence is fj�Nþ 1; fj�Nþ 2; . . .; fj, the relevant measuring
moment sequence is tj�Nþ 1; tj�Nþ 2; . . .; tj, fitting the sequence into a straight
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line with the parameters calculated in the formula (35.4). Use the prediction
data f̂rk gained in the formula (35.5) as the response classification reference.

(4) Assume the given threshold is fth, classify the real data at the current mea-
suring moment fk in the nearest principle: if jfk � f̂bkj[ fth and jfk � f̂rkj[ fth,
fk is determined as an abnormal data; if jfk � f̂bkj\jfk � f̂rkj, fk is determined as
a beacon data; if jfk � f̂rkj\jfk � f̂bkj, fk is determined as a response data.

(5) For the situation of two master stations relay work, the algorithm flowchart is
much the same as the steps (1)–(4). The only difference is that three kinds of
classification references are needed: the beacon reference (f̂bk), the response
reference corresponding to the master station 1 (f̂rk1) and the response reference
corresponding to the master station 2 (f̂rk2). If jfk � f̂bkj[ fth and jfk � f̂rk1j[ fth
and jfk � f̂rk2j[ fth, fk is determined as an abnormal data. Otherwise, if jfk � f̂bkj
is minimal, fk is determined as a beacon data; if jfk � f̂rk1j is minimal, fk is
determined as a response data corresponding to the master station 1; if jfk � f̂rk2j
is minimal, fk is determined as a response data corresponding to the master
station 2.

35.5 Real Data Validation

The new classification algorithm is validated using the effective data 1 and effective
data 2. The classification results are shown in Figs. 35.9 and 35.10 respectively.
The real-time trajectory height curves calculated with the classified data are shown
in Figs. 35.11 and 35.12 respectively. Visible from these figures, the new algorithm
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has good classification effectiveness and can classify the real measuring data into
the response data, the beacon data and the abnormal data correctly. On this basis,
the real-time trajectory calculated from the classified data is smooth and continuous.
For the flight task corresponding to the effective data 1, the time length of the
correct real-time trajectory increases to nearly 3000 s from 180 s, which signifi-
cantly improve the utilization of the measuring data gained by the multi-velocity
measuring system. For the flight task corresponding to the effective data 2, the
problem of the target trajectory jumping largely in the relay segment is solved,
resulting a smooth and continuous real-time trajectory in the whole measuring time
duration.
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35.6 Conclusion

This paper aims at the real-time data classification problem for the multi-velocity
measuring system configured to the response measurement mode. After analyzing
the defects of the existing method, a new classification algorithm is proposed. The
new classification algorithm involves two different kinds of classification refer-
ences: the theoretical trajectory calculated references at the beginning and the
classified historical measuring data after a certain accumulation of data number.
Based on the suitable classification references, the real measuring data could be
classified into three categories: the response data, the beacon data and the abnormal
data. Using two typical kinds of measuring data corresponding to one master station
pattern and two master stations relay pattern to validate the performance and
flexibility of the new algorithm. The results show that the algorithm can classify the
three kinds of data correctly and suit the different situations. On this basis, the
real-time trajectory calculated is smooth and continuous. Therefore, the new clas-
sification algorithm will play an important role in the practical data processing of
the multi-velocity measuring system to improve the trajectory precision [10].
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Chapter 36
New Algorithm for Guidance Instrument
Error Separation

Hua Zhao, Jiagui Huang, Xiaohu Liang and Yuming Hua

36.1 Introduction

Hit precision is most important to missile. There are so many factors which have
effect on the hit precision, but the guidance instrument error is the main factor.
Some scholars pointed out that 70–80% of error of hit precision is caused by the
guidance instrument error [1–7]. It is obvious that the guidance instrument error is
determined by guidance instrument, However the quality of guidance instrument is
affected by many technology field such as metallurgy manufacture mechanism
Electronic Industries and so on, There are so many challenges in improving the
quality only by hardware with the more request in hit precision. So many scholars
focus on how to separate and compensate guidance instrument error by mathe-
matical method.

Now guidance instrument error separation is based on the model DW ¼ SC. In
this model, the environmental matrix S is usually ill-conditioned. In order to obtain
the accuracy result, the most important thing is how to decrease the ill-conditioned
of the matrix. In the past years, many scholars have researched some error sepa-
ration method [8–17]. One kind of methods emphasizes the application of prior
information, such as Bayes method, ridge estimation, hyper-ellipsoid model, PB
method. The other kind of methods is non-prior information methods, such as PCA
(Principal Component Analysis), modified PCA, characteristic roots estimate and so
on. The accuracy of the first kind of methods depends on the accuracy of the Prior
Information. The higher the accuracy of the prior information is, the higher the
accuracy of the result of the error separation is. The other kind of methods doesn’t
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depend on prior information, they firstly analyze the characteristic of Matrix STS,
then choose some principal component with some rules, finally reconstruct the
environmental matrix and calculate the guidance instrument error. By this way the
ill-condition of the matrix is decreased, the higher accuracy will be obtained. But
how to choose the principal component is a big problem.

In the recent years, some scholars find that solving the linear ill-conditioned
algebraic equation is equivalence to solving a stiff dynamic system [18]. According
to this idea, a new method is given to separate the guidance instrument error.

36.2 Background

The guidance instrument error model is as follows:

DW ¼ SCþ g

Eg ¼ 0;Dg ¼ R

�
ð36:1Þ

Where

DW ¼
DW1

..

.

DWN

2
64

3
75; S ¼

S1
..
.

SN

2
64

3
75 ð36:2Þ

DW i; i ¼ 1; . . .;N is the ith difference vector between telemetering apparent
velocity and exterior measuring apparent velocity in inertial frame, they are 1� 3
vector. Si; i ¼ 1; . . .;N is the ith Environmental Matrix,they are 3� n matrix. C is
n� 1 vector, which is the guidance instrument error will be estimated. N is data
number, n is the number of the parameters and N[ n. In order to get C, we need to
solve the Eq. (1).

It is obvious that the Least square solution of the equation above is
CLS ¼ ðSTSÞ�1STDW, but the matrix STS is seriously ill-conditioned, in other
words, its columns vector have linear correlation, the matrix is almost singularity,
the condition number of the matrix is very large. The condition number is given as
follows:

CondðBÞ ¼ Bk k � B�1
�� �� ð3Þ

where �k k stands for the matrix norm. On this condition, small error of DW will
lead to a big error of result.
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36.3 New Algorithm Based on the Dynamic System

Consider the following equation, where ~A is symmetry and positive definite.

~A~x ¼ ~b ð36:4Þ

When ~A is ill-conditioned, the following iterative method will be used to solve
this problem:

~xnþ 1 ¼ ~xn þMnð~b�~A~xnÞ; n ¼ 0; 1; 2; . . . ð36:5Þ

where fMng is m� m non-singular matrix sequence (36.5) will be rewritten as
follows:

xnþ 1 ¼ xn þ zn
zn ¼ Mnðb� AxnÞ; n ¼ 0; 1; 2; . . .

�
ð36:6Þ

From equation above, this iterative improvement of solution can be viewed as
explicit Euler method with step size h ¼ 1 for solving the system of ordinary
differential equations:

dz
dt

¼ MðtÞðb� AzÞ
zð0Þ ¼ x0 2 Rm

8<
: ð36:7Þ

where MðtÞ is m� m, and detðMðtÞÞ 6¼ 0, �z ¼ A�1b is a unique stationary point of
system. In other words,any linear iterative method is equivalence to some
dynamics, so we can convert the problem of solving the linear equations to the
problem of solving the corresponding dynamics system.

So Letting A ¼ STS, x ¼ C, b ¼ STDW (1) can be rewritten as

Ax ¼ b ð36:8Þ

where A is badly ill-conditioned and symmetry positive definite.
Some scholars find that the iteration method (5) is not effective when the matrix

A is badly ill-conditioned [18]. In order to obtain more suitable dynamic system,
new iterative will be used.

Consider the following iterative improvement of solution with parameter u� 0.

ðuIþAÞxnþ 1 ¼ uxn þ b ð36:9Þ
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It is easy to see that the equations can be rewritten as

ðuIþAÞyn ¼ b� Axn
xnþ 1 ¼ xn þ yn

(
ð36:10Þ

The corresponding dynamic system is

dx
dt

¼ ðuIþAÞ�1ðb� AzÞ
xð0Þ ¼ x0

8<
: ð36:11Þ

where x0 2 Rm.
Now the characteristics of the linear Eqs. (36.8) the dynamic system (36.11) and

the iteration method (36.10) will be discussed.

Theorem 36.1 The solution x� of linear system (8) is a unique globally asymp-
totically stable equilibrium point of the dynamic system.

Proof let

f ðxÞ ¼ b� Ax ð36:12Þ

vðxÞ ¼ f TðxÞf ðxÞ=2 ð36:13Þ

Then

1. if x 6¼ x� and vðxÞ[ 0, then vðx�Þ ¼ 0.
2. if x 6¼ x�, because of u[ 0;A;A�1; ðIþ uA�1Þ 及 ðIþ uA�1Þ�1 are all positive

definite, then

v0ðxÞ ¼ dvðxÞ
dt

¼ f TðxÞð�AÞ dx
dt

¼ �f TðxÞAðuIþAÞ�1f ðxÞ
¼ �f TðxÞ½ðuIþAÞA�1��1f ðxÞ
¼ �f TðxÞðIþ uA�1Þ�1f ðxÞ\0

ð36:14Þ

So vðzÞ is a strict Lyapunov function of dynamic system,Thus the unique
solution of linear system is a unique globally asymptotically stable equilibrium
point of dynamic systems.

456 H. Zhao et al.



Corollary 1 Suppose that the solution of system is expressed in the form

x ¼ xðt; x0Þ

Then the following result will be obtained.

lim
t!þ1 xðt; x0Þ ¼ A�1b ð36:15Þ

Proof It if follows immediately from Theorem 36.1 and the definition of the
well-known Liapunov’s asymptotical stability.

From above, the new iteration method can be converted to a dynamic system,
and the solution of the dynamic is the solution of the algebra equation. However, it
is difficult to get the analytic solution of the dynamic system. Fortunately,
numerical integrations for stiff dynamic system will be employed. Consequently,
the effect of solving dynamic system by numerical integrations will be analyzed.
For simplicity and convenience, explicit Euler method with step size h ¼ 1 is
applied to system (36.11), the following formula will be obtained:

xnþ 1 ¼ xn þðuIþAÞ�1ðb� AxnÞ; n ¼ 0; 1; 2; . . . ð36:16Þ

In this case we have the recursion

xnþ 1 ¼ ðuIþAÞ�1ðuxn þ bÞ; n ¼ 0; 1; 2; . . .

x0 ¼ 0

(
ð36:17Þ

This can be regarded as a stationary iterative method with the iterative matrix

M ¼ uðuIþAÞ�1 ð36:18Þ

Because A is positive definite normal matrix and u[ 0, uIþA,ðuIþAÞ�1 and
uðuIþAÞ�1 are all positive normal matrices.

Theorem 36.2 Assume that riði ¼ 1; 2; . . .;mÞ are eigenvalues of positive definite
normal matrix A in Linear system and

0\r1 	 r2 	 � � � 	 rm ð36:19Þ

Then the spectral radius of the iterative method (17) is

qðMÞ ¼ q½uðuIþAÞ�1� ¼ u
uþ r1

ð36:20Þ
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And for any u[ 0 the asymptotic rate of convergence is

RðMÞ ¼ � ln qðMÞ ¼ � lnð u
uþ r1

Þ ð36:21Þ

Proof Because riði ¼ 1; 2; . . .;mÞ are the eigenvalues of A from (36.19) and u > 0,
we have

0\r1 þ u	 r2 þ u	 � � � 	 rm þ u ð36:22Þ

are the eigenvalues of uIþA. Therefore, 1
uþri

; i ¼ 1; 2; . . .;m are the eigenvalues

of ðuIþAÞ�1 and

1
uþ rm

	 1
uþ rm�1

	 � � � 	 1
uþ r1

ð36:23Þ

And, u
uþ ri

; i ¼ 1; 2; � � � ;m are the eigenvalues of uðuIþAÞ�1 and

u
uþ rm

	 u
uþ rm�1

	 � � � 	 u
uþ r1

ð36:24Þ

Thus

qðMÞ ¼ qðuðuIþAÞ�1Þ ¼ max
1	 i	m

u
uþ ri

¼ u
uþ r1

ð36:25Þ

And asymptotic rate of convergence of (36.17) is as follows

RðMÞ ¼ � ln qðMÞ ¼ � lnð u
uþ r1

Þ ð36:26Þ

Corollary 2 The iterative method (36.16) of solution is convergent unconditionally
for any u[ 0.

Proof For any u[ 0 , qðMÞ\1, because of Eq. (36.25) in Theorem 36.2,the
conclusion is obvious.

Theorem 36.3 Suppose 0\r1 	 r2 	 � � � 	 rm are eigenvalues of the positive
definite normal matrix A in (36.8). Then for any u[ 0 we always have

jðuIþAÞ\jðAÞ ð36:27Þ
where, jð�Þ express the spectral number.
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Proof The spectral condition number of A and uIþA are

jðAÞ ¼ rm
r1

ð36:28Þ

jðuIþAÞ ¼ uþ rm
uþ r1

ð36:29Þ

since u[ 0,rm [ r1 [ 0,u0ðxÞ ¼ r1�rm
ðxþ r1Þ2 ; x� 0 so

uðxÞ ¼ xþ rm
xþ r1

; x� 0 ð36:30Þ

we can get uþ rm
uþr1

\ rm
r1
, 即 jðuIþAÞ\jðAÞ.

So from the theorem above, we can know that for any u[ 0, the spectral number
of the new iterative improvement (36.17) is less than the spectral condition of the
original problem.

Obviously, the ill-conditioned linear algebra equation can be converted to a stiff
dynamic system. But the explicit method is not suitable to solve the stiff dynamic
system, so we consider one-step second derivative extended backward differenti-
ation methods of order four as follows:

a0yn þ a1ynþ 1 ¼ hb1f
nþ 1 þ hb2f

nþ 2 þ h2c1g
nþ 1 þ h2c2g

nþ 2 ð36:31Þ

where g ¼ f 0 ¼ �Af , the coefficients ai, bi, ci are the parameters.

a0 ¼ �1

a1 ¼ 1
12

b1 ¼ � 1
2

b2 ¼
3
2

c1 ¼ � 17
12

c2 ¼ � 17
12

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð36:32Þ

Since method (36.31) is implicit, f nþ 2 and gnþ 2 are unknown, so we need apply
explicit method to calculate them in advance. Here the classical Runge-Kutta
method of four steps and four order is used.
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36.4 Numerical Illustrations

36.4.1 Conditions of Numerical Illustration

In order to verify the effective of the methods, numerical experiment will be carried
out. The simulation conditions are shown below.

1. Guidance instrument error model parameter

The Guidance instrument error model used in this paper has 27 parameters,the
value of these parameter is shown in Table 36.1.

2. The error of difference vector of between telemetering apparent velocity and
exterior measuring apparent velocity

There are three kinds of errors used in the numerical experiment, they are 0.01, 0.02
and 0.03 m/s respectively.

3. Numerical methods

Numerical methods mentioned in the Sect. 36.3 are used to solve the problem.

36.4.2 Result of Numerical Illustration

In order to verify the effective of the method presented in this paper, the PB method
is used to compare with it. The numerical Illustration shown as Figs. 36.1, 36.2,
36.3.

From the picture above, it is easy to see that PB method can separate a majority
of the guidance instrument error, but the 1th, 2th, 3th, 6th and 20th guidance
instrument errors have a big deviation with the theoretical value. And with the
growth of apparent velocity error, the differences between these five guidance

Table 36.1 Real value of guidance instrument error

Name of the
error

Value of the
error

Name of the
error

Value of the
error

Name of the
error

Value of the
error

C1 4.9043 � 10−4 C10 4.8489 � 10−7 C19 9.6962 � 10−5

C2 4.9043 � 10−4 C11 4.8489 � 10−7 C20 2.1818 � 10−4

C3 4.9043 � 10−4 C12 4.8489 � 10−7 C21 9.6950 � 10−5

C4 3.9996 � 10−5 C13 7.5459 � 10−8 C22 2.9659 � 10−6

C5 7.0002 � 10−5 C14 8.6561 � 10−8 C23 2.9659 � 10−6

C6 9.9776 � 10−5 C15 7.4157 � 10−8 C24 2.9659 � 10−6

C7 5.1096 � 10−7 C16 7.5228 � 10−9 C25 2.9659 � 10−6

C8 5.0982 � 10−7 C17 7.4712 � 10−9 C26 2.9659 � 10−6

C9 1.0055 � 10−5 C18 7.4597 � 10−9 C27 2.9659 � 10−6
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instrument errors and the theoretical value is becoming more and more big. This
leads to that the other 22 errors are also becoming bigger. Compared with the PB
method, the separation result by the method proposed in this paper have good
consistency with the theoretical value almost in all guidance instrument error. Even
if the apparent velocity error becomes bigger, the error of separation result is also
acceptable. So the method in this paper decreases the ill-conditioned of the envi-
ronmental matrix, it is more robust and the separation result is more accuracy.

Fig. 36.1 The separation
result on the condition of error
0.01 m/s

Fig. 36.2 The separation
result on the condition of error
0.02 m/s
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36.5 Conclusions

Hit precision is a very important index of missile. It is a useful way to improve the
hit precision of the missile by separating the guidance instrument error and com-
pensating it. In this article, a method base on solving the stiff dynamitic system is
presented. The numerical result shows that the method is more effective than the
traditional method.
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Chapter 37
Ionosphere’s Effect on the Demodulation
BER Performance of a DS/FH-BPSK
Signal

Liyi He, Xiao Chen, Jinhai Sun and Junfu Chen

37.1 Introduction

The ionosphere is the atmosphere of the earth that range from 50 to 1000 km,
which is ionized due to sun radiation and the cosmic rays. The transmission speed
of radio waves is affected by the ionized electrons and the refraction, reflection and
scattering and rotating of the polarization of the radio waves occur. To the radio
wave with a higher frequency than ultra-high frequency (UHF) the ionosphere
dispersion effect can be modeled as phase advance and group delay, which dete-
riorates the BER performance of BPSK signals.

Hybrid direct sequence and frequency hopping (DS/FH) spread spectrum is a
new satellite telemetry signal scheme with a much wider signal band than that of
traditional DSSS signal. BPSK is a commonly-used modulation in satellite
telemetry and communication system and its BER of information transmission is up
to the mathematical distribution of the recovered signal phase. Due to a higher
spread-spectrum ratio, the signal channel dispersion effect is severer and worsens
the BER performance.

The sources of phase estimation error include the noise and phase scintillation
caused by the channel. Some [1] investigated the QPSK BER under a white
Gaussian noise and a phase reference source obeying Tikhonov distribution, derived
an approximate expression of the BER and performed data simulation to verify the
accuracy of the expression. Corvaja and Pupolin [2] sorted the phase noise out as
white phase noise, white frequency noise and flicker, analyzed the effect of phase
noise spectrum on the BER of a DPSK receiver. Taggart and Kumar [3] found that
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the square rooted raised cosine filter had little impact on the PDF of the receiver’s
phase noise, pointed out that phase noise causes the decision regions to overlap and
increases BER. Nie et al. [4] considered the impact of timing and carrier phase
recovering error on the demodulation BER, where the phase noise is mainly caused
by the clock source and the receiving circuits. Zhu [5] concluded that the phase noise
results in the rotation of QPSK constellation and worsens the BER of receiver and
performed BER simulations of QPSK signal.

In a DSSS telemetry system, the signal band is narrow and the dispersion effect
is not obvious [6], however, to the DS/FH signal with a wider band, the
non-linearity of ionosphere introduces phase noise and degrades the BER severely.
Based on the works mentioned above, this paper discusses the ionosphere disper-
sion’s effects on the BER of a DS/FH BPSK signal. Firstly, the BPSK BER of pilot
signal with a fixed FH pattern under ionosphere dispersion is discussed. Secondly,
the BPSK BER of long-term signal with a varying FH pattern is analyzed.

37.2 Signal Model

The hybrid DS/FH spread spectrum signal discussed here is a phase-coherent and
fast-frequency-hopping BPSK signal. In this telemetry system, the signal is con-
sisted of a pilot signal and a long-term signal. The pilot signal adopts a block
hopping FH pattern, in which the cycle of FH pattern equals the time span of one
BPSK modulation symbol. Let the FH pattern and pseudo random code change
chronically and the cycle length be Nhop hops, so the hybrid DS/FH telemetry signal
in one cycle can be written as

sðtÞ ¼
ffiffiffiffiffi
2S

p XNhop

i¼1

DðtÞRe cðtÞej2pfi t� � ð37:1Þ

Let S be the average power of the transmitted signal, fi be the hopping radio
frequency, Th be the length of one hopping frequency, NhopTh be one frequency
hopping cycle, c(t) be the DS code with a chip rate fc, Re[�] represent the real part of
a complex and D(t) represent BPSK data, the hybrid DS/FH signal can be shown
graphically in Fig. 37.1.

To ensure that the phases in each Th hold the same initial value, the FH pattern is
designed as below

8i ¼ 1; 2; 3; . . .;Nhop; fi ¼ k
Th

þ fRF ; k 2 f1; 2; . . .;Kg; ð37:2Þ

where k is the hopping code, fRF is the frequency of the radio local oscillator, the
hopping bandwidth is Bhop = K/Th, K is the total number of FH points, Nhop is the
number of FH points chosen in the pilot signal, and Nhop � K. To the pilot signal,
the DS code has a cycle of M chips with chip length Tc and M satisfies
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MTc ¼ NhopTh: ð37:3Þ

The long-term DS/FH signal also uses both a chaotic sequence as the DS code
and another chaotic sequence as the FH code. The difference is that in multiple
BPSK symbols of pilot signal there exist one cycle of both the FH code and the DS
code, whereas the BPSK symbols of long-term signal contains different FH
schemes. This difference leads to the difference of BER of these two signals, which
is discussed in the later part of this paper.

In order to investigate the demodulation performance of DS/FH BPSK signal,
first we study the convergence of code tracking. According to [7], under ionosphere
dispersion, the ionosphere gives the correlation peak a time delay through the total
electron content (TEC) as

sIONO ¼ kTECTEC
2pf 2RF;Cent

: ð37:4Þ

fRF,cent represents the mean of the FH frequencies in one single BPSK symbol.
Assume the phase discrimination speed equals the BPSK symbol rate, the output of
the phase discriminating function in the carrier loop can be written as

Hr ¼ tan�1 QP

IP

� �
¼ arg RIONOðsÞejData�p

� �
; ð37:5Þ
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Fig. 37.1 Time domain waveform of a hybrid DS/FH signal
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where IP ¼ real(RIONOðsÞejData�pÞ, QP ¼ imag(RIONOðsÞejData�pÞ, and arg½�� gives the
argument of a complex and Data is the information bit, either “0” or “1”. Using
eTEC to denote the value of TEC, the output of carrier phase discriminator in each
symbol can be represented as

Hr ¼ arg
XNhop�1

i¼0

e
2pfi

kTECeTEC
2pf 2

i
�sIONO

� �
þ ni

2
4

3
5; ð37:6Þ

where ni is the correlation of a FH wave and white noise in the i-th hop, here we
have

ni ¼
Z iTh þ sIONO

ði�1ÞTh þ sIONO

e2pfiðt�sIONOÞ � ncmplx dt: ð37:7Þ

Then we investigate the BER of BPSK through studying Eq. (37.6). Firstly, we
study the convergence condition of the phase discrimination output. According to
Eqs. (37.4) and (37.6), we find the convergence is related to the FH pattern. When
the fis in consecutive symbols are identical, or, they conform to a uniform distri-
bution, the sIONOs and Hrs in consecutive symbols stay the same, otherwise the
sIONOs and Hrs suffer scintillations when the symbols elapse, which affects the
demodulation performance. Thus there are two situations regarding the conver-
gence of the output of phase discrimination:

1. To the pilot signal with identical FH patterns in different symbols, the sIONOs
and Hrs remain the same during the tracking and demodulating process.

2. To the long-term signal with varying FH patterns, the sIONOs and Hrs scintillate
in consecutive hops and the BER deteriorates.

Secondly, we study the TOA estimation error’s effect on the BER. In
receiver-designing practices, a tracking loop with a narrow noise-band can guarantee
that the TOA precision is within 1 ns and the TOA error’s effect on Hr is ignored.

37.3 BPSK Demodulation Performance of Pilot Signal
under Ionosphere Dispersion

37.3.1 BER Derivation

Since the mean of code and carrier discriminating outputs are constant, the BPSK
demodulator of the pilot signal is modeled as a phase decider, which calculates the
phase of the received vector r and choses the maximum-likely signal vector sm. The
phase decider is described below. The sending vector of BPSK signal is
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sm ¼ ffiffiffiffiffi
ES

p
cos

2p
M

ðm� 1Þ; ffiffiffiffiffi
ES

p
sin

2p
M

ðm� 1Þ
	 


; ð37:8Þ

where m=1 or m=0. The receiving vector is rand the phase of the receiving vector is

Hr ¼ tan�1 r2
r1

¼ tan�1 QP

IP
: ð37:9Þ

According to [8], the received phase can be expressed as

Hr ¼ HAWGN;IONO þHScint; ð37:10Þ

where HAWGN,IONO is the phase under white noise andHScint is the phase caused by
time scintillation, these two phases are independently distributed variables. To pilot
signal HScint is zero, so

Hr ¼ HAWGN;IONO: ð37:11Þ

Define that V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 þ r22

p
, then the joint PDF of V and Hr is

pV ;HrðV ;HrÞ ¼ V
2pr2r

exp �V2 þEs;IONO � 2V
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Es;IONO

p
cos Hr

2r2r

 !
: ð37:12Þ

Calculating the integral of pV,Hr(V,Hr) over V2(0,∞), we obtain phr(Hr) as
below

phrðHrÞ ¼ 1
2p

e�2cs sin
2 Hr

Z 1

0
Ve�ðV�

ffiffiffiffiffi
2cs

p
cos HrÞ2=2dV : ð37:13Þ

Again, calculate the integral over the decision region and then obtain the BER as

Pe;IONO ¼ 1�
Z p=2þ hdem

�p=2þ hdem

phrðHrÞdHr; ð37:14Þ

where

hdem ¼ arg
XNhop�1

i¼0

e
2pfiðkTECTEC

2pf 2
i

�sIONOÞ
" #

: ð15Þ

Because the integral in (13) is complicated, knowing that BPSK is equal to
PAM, we have
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Pe;IONO ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Es;IONO

N0

r� �
; ð37:16Þ

where

cs ¼ ES=N0;Es;IONO ¼ LTECEs: ð37:17Þ

LTEC is the signal to noise ratio caused by ionosphere.

37.3.2 Simulation

By using Matlab the BER of BPSK demodulation is simulated. eTEC is set to be
0.5 � 1018, 1019 and 1020, the signal-to-noise ratio (SNR) ranges from 5 to 25 dB,
and the decision region is (−p/2, p/2). The simulation result BER (denoted as Pe) is
shown in Fig. 37.2 and the BER formula in Eq. (37.16) is verified.

37.4 BPSK Demodulation Performance of Long-Term
Signal under Ionosphere Dispersion

37.4.1 PDF of Ionosphere Delay Scintillation

The FH pattern of long-term signal changes with the symbols, causes the fRF,cent to
change slightly in different symbols and the BPSK demodulation performance is
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Fig. 37.2 BER of pilot signal Pe,IONO under different Es/N0 and eTEC
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affected. In this section the ionosphere delay scintillation sIONO,Scint is investigated
and its impact on HScint is analyzed.

Assume the mean of FH pattern is fRF,cent(p), p denotes the number of demod-
ulation symbol and p = 1,2,3, …, ∞. Based on the design principle of FH code
balance [9], the fRF,cent obeys uniform distribution over (fa, fb), that is, fRF,cent * U
(fa,fb), the FH bandwidth is BScint = (fb − fa), so the PDF of fRF,cent is written as

pf ðfRF;centÞ ¼ 1
fb � fa

; fRF;cent 2 ðfa; fbÞ: ð37:18Þ

In order to obtain the PDF of ionosphere delay scintillation ps(sIONO,Scint) caused
by ionosphere eTEC, we use the following theorem.

Theorem 37.1 [10, 11] To an N-dimensional random variable X = (X1, X2,
…, XN) with the joint PDF px(x1, x2, …, xN) if the following THREE con-
ditions concerning a N-variate function gi (x1, x2,…, xN), (i = 1, 2,…, N) are
satisfied,

(i) There exists the only reverse function xi = gi
−1(y1, y2, …, yN) of gi (x1,

x2, …, xN);
(ii) Both gi (x1, x2, …, xN) and gi

−1(y1, y2, …, yN) are continuous functions;

(iii) There exist continuous partial derivatives @g�1
i
yj

; ði; j ¼ 1; 2; . . .;NÞ,
together forming the Jacobi determinant, as J ¼ @ðg�1

1 ;g�1
2 ;...;g�1

N Þ
@ y1;y2;...;yNð Þ .

The PDF of Y=(Y1, Y2,…, YN) can be calculated as py (y1, y2,…, yN) = px
[g1

−1(y1, y2, …, yN), g2
−1 (y1, y2, …, yN), …, gN

−1(y1, y2, …, yN)]�|J|.

Since sIONO ¼ gðfRF;centÞ is a continuous function and its only continuous reverse
function is

fRF;cent ¼ g�1ðsIONO;ScintÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTECeTEC

2psIONO;Scint

s
; ð37:19Þ

and the derivative

dfRF;cent
dsIONO;Scint

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTECeTEC

2p

r
ðsIONO;ScintÞ�

3
2; ð37:20Þ

is continuous, we apply Theorem 37.1 and obtain the PDF of sIONO,Scint as

psðsIONO;ScintÞ ¼ pf ðg�1ðsIONO;ScintÞÞ � dg
�1ðsIONO;ScintÞ
dsIONO;Scint

: ð37:21Þ
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After some simple math we have

psðsIONO;ScintÞ ¼ 1
fb � fa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTECeTEC

8ps3IONO;Scint

s
; sIONO;Scint 2 kTECeTEC

2pf 2b
;
kTECeTEC
2pf 2a

� �
;

ð37:22Þ

and the ionosphere delay of the center frequency is

sIONO;cent ¼ 2kTECeTEC
.
p fa þ fbð Þ2: ð37:23Þ

According to Eq. (37.22), the sIONO,Scint under different eTECs is drawn below in
Fig. 37.3 with fa = 2.420 GHz, fb = 2.425 GHz. Obviously when the mean of FH
pattern conforms to uniform distribution, the corresponding sIONO,Scint does not
obey uniform distribution.

37.4.2 BER of BPSK Under FH Pattern Scintillation

37.4.2.1 PDF of Hr Under FH Pattern Scintillation

Knowing the PDF of sIONO,Scint, we analyze the PDF of Hr and obtain the BER of
BPSK Pe;IONO;Scint as below.

Pe;IONO;Scint ¼ 1�
Z p=2þ hdem

�p=2þ hdem

phrðHrÞdHr: ð37:24Þ

According to (37.10) we haveHr ¼ Hscint þHAWGN;IONO, referring to Eq. (37.13)
we already know the PDF ofHAWGN;IONO, then the remaining unknown factor is the
PDF of HScint.

According to Eq. (37.6), when|sIONO| < 1/(6Bhop) is true, HScint can be
approximated as the function of sIONO,Scint

HScintðsIONO;ScintÞ ¼ 2psIONO;ScintBhop: ð37:25Þ

Since

sIONO;Scint ¼ h�1ðHscintÞ ¼ HScint

2pBhop
; ð37:26Þ
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and

dh�1ðHScintÞ
dHScint

¼ 1
2pBhop

; ð37:27Þ

according to Theorem 37.1, we have

ph ScintðHScintÞ ¼ psðh�1ðHScintÞÞ � dh
�1ðHScintÞ
dHScint

: ð37:28Þ

τ IONO (s)

Fig. 37.3 PDF of ionosphere
delay scintillation sIONO,Scint
under different eTEC
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Plug Eq. (37.21) into Eq. (37.28), the PDF of HScint can be derived as

ph ScintðHScintÞ ¼ 1
fb � fa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTECeTEC
8pðHScint

2pBhop
Þ3

s
� 1
2pBhop

¼ 1
2ðfb � faÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BhopkTECeTEC

H3
Scint

s
ð37:29Þ

where Hscint 2 BhopkTECeTEC
f 2b

;
BhopkTECeTEC

f 2a

� �
.

Now the PDF of Hr, the sum of two random variables, denoted as phr (Hr), can
be derived. Let x = HScint, y = HAWGN,IONO and z = Hr. Since x and y are inde-
pendent random variables, the joint PDF of x and y is

f ðx; yÞ ¼ f ðxÞf ðyÞ: ð37:30Þ

To derive f(z), firstly we derive F(z). Since z = x + y, we have

FðzÞ ¼
ZZ

xþ y� z

f ðx; yÞdxdy

¼
Z z

�1
phAWGN;IONOðHAWGN;IONOÞdHAWGN;IONO

Z ha

hb

ph ScintðHScintÞdHScint

¼ �2A
ffiffiffiffiffi
ha

p
�

ffiffiffiffiffi
hb

p� �Z z

�1
phAWGN;IONOðHAWGN;IONOÞdHAWGN;IONO;

and

fzðzÞ ¼ dFðzÞ
dz

¼ �2A
ffiffiffiffiffi
ha

p
�

ffiffiffiffiffi
hb

p� �
pzðzÞ: ð37:31Þ

Plug z = Hr into Eq. (37.31) then we obtain

phrðHrÞ ¼ 2A
ffiffiffiffiffi
hb

p
�

ffiffiffiffiffi
ha

p� � 1
2p

e�2cs sin
2 Hr

Z 1

0
Ve�ðV�

ffiffiffiffiffi
2cs

p
cos HrÞ2=2dV ; ð37:32Þ

where

A ¼ 1
2ðfb � faÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BhopkTECeTEC

p
; hb ¼ BhopkTECeTEC

f 2b
; ha ¼ BhopkTECeTEC

f 2a
:

Transform Eq. (37.16) and we get

Z p=2þ hdem

�p=2þ hdem

1
2p

e�2cs sin
2 Hr

Z 1

0
Ve�ðV�

ffiffiffiffiffi
2cs

p
cos HrÞ2=2dV ¼ 1� Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ES;IONO

N0

r� �
:

ð37:33Þ
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Substitute Eq. (37.33) into Eq. (37.32), the BER under FH pattern scintillation is
derived as

Pe;IONO;Scint ¼ 1�
Z p=2þ hdem

�p=2þ hdem

phrðHrÞdHr

¼ 1� 2A
ffiffiffiffiffi
hb

p
�

ffiffiffiffiffi
ha

p� �
1� Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ES;IONO

N0

r� �� �
:

ð37:34Þ

37.4.2.2 BER Simulations

In this section, the BPSK demodulation performance under different FH pattern
scintillation ranges BScints is simulated. The simulation settings are listed in
Table 37.1.

Firstly, according to Eq. (37.32), under the condition of different ionosphere
dispersion levels, different FH pattern scintillation bandwidths and Es/N0 = 15 dB,
the phrðHr � hdem) under different BScints is shown in Fig. 37.4. The origin of
horizontal coordinate in Fig. 37.4 assumes that the center of phase scintillation is
zero, that means Hr ¼ hdem=0. Comparing the three curves in Fig. 37.4 with
BScint = 1 MHz, BScint = 10 MHz and BScint = 100 MHz, we find that the variance
of Hr increases when BScint increases. Comparing (a) and (b), we find that the
variance of Hr increases when eTEC increases.

Then the demodulation performance of BPSK of long-term signal is simulated.
Assume the transmitted BPSK phase to be hs = 0, the decision criterion is as
follows

If Hr 2 ð�p=2þ hdem; p=2þ hdem), then the decision result is hs = 0, and vice
versa.

Through simulation the error probability Pe,IONO changes while eTEC and BScint

change. The demodulation process repeats for 107 times during the BER Monte
Carlo simulation and the results are shown in Fig. 37.5. The solid line represents
the BPSK demodulation BER when eTEC equals to 0 and the FH pattern scintillates,

Table 37.1 Parameter
settings of long-term signal
for BER simulation

Parameter Settings

Type of DS code Chaotic

Type of FH code Chaotic

DS code rate 1 Mcps

FH rate 50,000 hop/s

Radio frequency S band

FH bandwidth 150 MHz

Modulation keying BPSK
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which shows that when there is no ionosphere the BER is not affected by the FH
pattern scintillation. The solid line with “○” represents the BPSK demodulation
BER when eTEC equals to 2.5 � 1018 electrons/m2 and the FH pattern scintillation
range BScint equals to 1MHz, and so on, for the rest of the curves. These curves
show that when eTEC and BScint increase, the BER raises, and the BER results
closely fits the result in Eq. (37.32).

Fig. 37.4 Hr under different
eTEC and BScint
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37.5 Conclusion

The BER performance of DS/FH-BPSK signal deteriorates when ionosphere dis-
persion and FH pattern scintillation exists. Through investigating the mathematical
laws within the signal phase in ionosphere transmission condition, this paper gives
a closed-form BER solution for BPSK modulation. Simulations under different
conditions are run to verify the analytical expression.
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Chapter 38
De-noising Method Research on RF Signal
by Combining Wavelet Transform
and SVD

Junyao Li, Yongbin Li, Xiaoqiang Wang and Peijie Zhang

38.1 Introduction

As the space distance transmission characteristics, RF signal are used widely in the
fields of aerospace measurement and control, radio communication, radio and
television and so on. RF signal would be influenced by noise and interference
inevitably from atmosphere, channel noise and equipment devices when it spreads
in space. Furthermore affecting signal communications and leading to received
signal distortion and transmission errors. Therefore, the noise signal preprocessing
should be done before signal analysis, in order to restore the useful signal.

There are many current researches on signal noise elimination and inhibition,
such as traditional filter de-noising method, wavelet threshold method, adaptive
filtering method and neural network method. These methods all have their own
advantages, disadvantages and application conditions. But there are few research
about RF signal systemic noise reduction. Traditional low-pass filter and band-pass
filter are usually used in projects to filter the no-aliasing noise, but it can only
remove the out-band noise, the belt noise are not included. Few researches used
wavelet threshold method to remove the noise in RF signal [1–3], but there is a
premise that the useful signal must be of low frequency and noise must be of high
frequency, which has some limitations.

Traditional filter de-noising method, wavelet threshold method and SVD
(Singular value decomposition) method were studied comparatively in RF signal.
Then Method of combining wavelet threshold and SVD was put forward to reduce
the noise. Simulation results and extraction effects of useful RF signal were ana-
lyzed by different methods. Finally, effectiveness and superiority of noise sup-
pression were verified by de-noising performance metrics.
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38.2 Analysis of RF Signal with Noise

According to the nature of noise, it can be divided into single frequency noise,
impulse noise, and fluctuation noise. The single frequency noise mainly exist in the
communication power supply and self-excited oscillation feedback system. And the
spectrum is concentrated, which can prevent by taking some appropriate measures.
The characteristics of impulse noise is in the form of pulse, and have short duration
and strong intensity, which usually happened in industrial electric spark, thunder
and lightning. Fluctuation noise are introduced by device noise inside the channel,
thermal noise and spatial noise, it’s a kind of irregular random noise. It can be seen
that fluctuation noise is the main factor affecting the signal transmission perfor-
mance. When the system is in the low signal noise ratio (SNR), the accuracy and
certainty of frequency domain characteristics analysis will be affected. Especially
when the frequency resolution is low, more influence will be brought in for fence
effect, spectrum leakage and so on.

The simulation results of pure signal and noised-signal are showed respectively
in Fig. 38.1a, b. The simulation parameters are as follows: carrier frequency
fc = 10.7 MHz, sample frequency fs = 362 MHz, sampling points N = 4001, signal
noise ratio nSNRin = 0 dB.
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Fig. 38.1 Time domain waveform of RF signal
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38.3 RF Signal de-Noising and Simulation Analysis

38.3.1 Traditional Filter De-noising

Generally speaking, the RF signal has a band pass frequency domain feature. The
early signal processing is usually happened in the device receiving end by analog
low-pass filter to reduce white noise and color noise in higher frequency band. Then
outside the scope of the required band signal will be further removed before
decoding and processing by digital band pass filter. But filters can’t reduce all noise
around the expected frequency band, and noise in the frequency band are still
retained. It can be seen that filter de-noising method can’t meet requirements to
systems of low signal noise ratio and high signal precision.

38.3.2 Wavelet Threshold De-noising

The principle of wavelet threshold de-noising [4–8] is that resolving noised signal
to multi-scale through wavelet transformation. In order to separate the useful signal
apart useless signal. Then eliminate noise element in every scales and retain the
signal component.

The method steps is shown in Fig. 38.2. Firstly, an appropriate wavelet basis
function should be chosen to get every wavelet coefficients after signal wavelet
decomposing. Then, choosing appropriate threshold value k and threshold function
to deal with those decomposition coefficients. Discarding coefficients below k and
remaining coefficients greater than k. Finally, realizing discrete wavelet inverse
transformation of every wavelet coefficients, and getting the reconstruction RF
de-noising signal.

38.3.3 SVD De-noising

Singular value decomposition (SVD) [9–11] is an important decomposition algo-
rithm of linear algebra, and has an important application status in signal processing
and numerical analysis. SVD method is similar with wavelet transformation, they
all make use of the energy divisibility of signal and noise. Through the matrix
transformation realizing the noised signal transformed into a new matrix space.

Wavelet 
decomposition

Noised signal Threshold
estimating

Wavelet 
reconstruction

Reconstruction 
de-noising signal

Fig. 38.2 Steps of wavelet threshold de-noising
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Then turning the singular value which reflecting the noise component into zero.
Ultimately achieving the goal of noise suppression. The principle of SVD method is
shown in Fig. 38.3.

Assuming that noised RF signal x(t) = s(n) + v(n), among them s(n) is useful
signal, v(n) is noise, n = 1, 2… N (N is sampling points). Using Hankel matrix to
structure a m � n matrix X. The expression is shown in formula (38.1), among it
N = m + n−1.

X ¼
xð1Þ xð2Þ � � � xðnÞ
xð2Þ xð3Þ � � � xðnþ 1Þ
..
. ..

. ..
. ..

.

xðmÞ xðmþ 1Þ � � � xðNÞ

2
6664

3
7775 ð38:1Þ

We can get X = USVT by singular value decomposing to matrix X, among them:

U is m � m unitary matrix, V is n � n unitary matrix. S ¼
P

0
0 0

� �
, R = diag(r1,

r2… rk … rr), r1� r2� ���rk� ��� � rr>0 are singular value of matrix X, they
reflected energy concentration of useful signal and noise. The reconstructed signal
after de-noising got received by remaining the singular value before k with greater
energy and turning the rest (r-k) smaller singular value which did not meet the
requirements of the threshold value into zero.

38.4 Analysis of Simulation Result

Simulation results were gained and shown in Fig. 38.4 by using those methods
above to dispose the noised signal in Fig. 38.1b. Among them, the noise sup-
pression results showed in Fig. 38.4a used analog band-pass filter by Fourier
transform filtering method. Figure 38.4b showed the result by using wavelet
threshold de-noising, choosing sym8 wavelet function and taking 7 layers
decomposition, heuristic soft heursure was chosen at the same time. Figure 38.4c
showed the result by using SVD method, the matrix dimension is 1000 � 1001,
and the rank k = 6.

Structure 
matrix X

Singular value 
decomposition

Singular value 
processing

Xs Signal 
reconstruction

Noised signal

Matrix
reconstruction Useful signal

Fig. 38.3 Principle of SVD de-noising
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Signal de-noising performance metrics were shown in Table 38.1, among them,
nSNRo is signal noise ratio of de-noising RF signal. The greater value it is, the better
noise suppression effect will have. nMSE is mean square error of de-nosing signal,
while the smaller value means the better effect. We got some conclusions as follows
according to the above simulation results:

1. Fourier transform de-noising method using FFT to realize signal band-pass
filtering, so a better waveform characteristic of original signal was retained. But
when the noise was reduced, the useful signal energy was attenuated at the same
time.
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Fig. 38.4 Time domain waveform of de-noising RF signal

Table 38.1 Noise suppression performance metrics by different algorithm (nSNRin = 0 dB)

performance
index

Fourier transform
method

Wavelet threshold
method

SVD
method

nSNRo (dB) 6.1495 10.6322 22.3088

nMSE 0.1860 0.0663 0.0049
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2. The wavelet threshold de-noising was effected by wavelet decomposition
characteristics and selection of wavelet basis function, which would cause the
reconstructed signal distortion.

3. SVD de-nosing retained better original signal time domain features, and per-
formance of the reconstructed signal is better than Fourier transform method and
wavelet threshold method. So it can be used in noise RF signal reduction.

SVD de-noising method needs to consider the decomposition algorithm effect of
matrix dimension. Hankel matrix of different dimension were structured by
1000 � 1001, 500 � 501, 100 � 101, 100 � 1001, 100 � 501. Taking 100 times
simulation calculation for RF signal with different input SNR (nSNRin = −10, −5, 0,
5 dB), then calculated the mean value. Table 38.2 showed the result of de-nosing
signal SNR. It can be seen from the statistical result that the larger nSNRin was, the
better noise reduction effect had. And the effectiveness of de-noising signal was
increasing when structure matrix closed to square matrix.

38.5 Combining Wavelet Threshold Method and SVD

The simulation analysis found that although SVD algorithm had these advantages
of simple principle, simple algorithm and better effect of de-noising, but it needed
longer operation time when choosing a larger matrix dimension. Combing wavelet
threshold method and SVD method can solve this problem effectively. Firstly,
choosing sym8 wavelet function for 2 layer decomposition to noised signal,
removing the higher frequency noise component in the signal. Then using Hankel
matrix to construct a new matrix of 1000 � 1001 dimension. Finally, choosing the
input RF signal nSNRin = 0 dB to emulate 100 times and get the average value.
Table 38.3 showed the noise suppression performance metrics of these two meth-
ods. It can be seen that the de-noising efficiency was improving availably by
combining these two methods.

Table 38.2 De-noising signal nSNRo (dB) by SVD

Hankel matrix
dimension

nSNRin = −10 dB nSNRin = −5 dB nSNRin = 0 dB nSNRin = 5 dB

1000�1001 12.6565 17.8026 21.8849 25.9105

500�501 9.8582 13.4066 19.1512 23.6707

100�101 9.7898 13.5978 17.1229 19.2792

100�1001 6.8660 8.2483 10.7223 10.5023

100�501 7.1940 10.0337 11.6473 11.7797
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38.6 Conclusions

1. Traditional band-pass filter can only filter out noise outside the band, which
can’t remove noise in mixed frequency band. And Fourier transform affect
de-noising effect for limiting by frequency resolution.

2. Wavelet threshold method assumes that the useful signal had lower frequency
component and the noise had higher frequency component. And it needs to
choose a appropriate wavelet function to reduce noise in different scales. But the
energy weight of useful signal component and noise component in different
scale space is different. The useful signal would be filter when each dimension
used the same threshold value law, and leading to the distortion and non-ideal
de-noising effect of reconstruction signal.

3. SVD method separated noise from the useful signal in different vector space by
using matrix decomposition. Correlation between the matrix vector strengthened
the extraction of useful signal, which made the singular value reflected useful
signal energy is much larger than that reflected noise energy. The method
avoided effectively about the filter mistake of useful signal causing by threshold
choice, and the RF signal noise suppression performance was improving. But
this method cut off the length of original signal affected by matrix dimension,
and the problem will be solve subsequently.

4. Combining the wavelet threshold method and SVD method took advantage of
those two methods effectively, and noised RF signal inhibition was realized
much more efficiently.
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Chapter 39
The Multi-Objective Routing Optimization
Algorithm for Hybrid SDN

Suolin Gu, Lijuan Luo, Zhekun Zhao and Xiaofang Li

39.1 Introduction

Hybrid SDN is a network architecture of the coexistence of traditional IP network
nodes and SDN nodes. The core idea of SDN is the separation of control plane and
forwarding plane, which can randomly distribute traffic for outbound port at the
forwarding nodes to optimize network performance. However, due to various
restrictions, SDN cannot be fully deployed to replace the traditional network in the
short run. As a result, hybrid SDN will persist as a transition state over a long
period of time [1]. In order to make full use of advantages of SDN nodes to
optimize network performance, traffic engineering of hybrid SDN becomes a cur-
rent research focus.

This paper explores the traffic engineering [2] of SDN/OSPF hybrid network
(SONet). In SONet, a routing node is composed of a SDN-Forwarding Element
(SDN-FE) controlled by the SDN controller (SDN-C) and a traditional router
(OSPF-Forwarding Element, OSPF-FE) running OSPF [4], as shown in Fig. 39.1.

Interconnection between SDN-FE and OSPF-FE can be done through Route
Flow or other mechanisms. The objective of traffic engineering is to optimize the
utilization of network resources and improve network performance. Routing opti-
mization is one of the key strategies to realize the goal of traffic engineering.

In a traditional OSPF network, the routing path of network traffic is fixed once
the connection relations and link weight of the network topology are fixed. Load
balancing of the OSPF network is achieved through ECMP mechanism. The routing
optimization capacity of OSPF is restricted since ECMP can only equally distribute
traffic on equivalent paths. In SONet, SDN-FE can split traffic converged to the
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node at the outbound port in any proportion, which gives SONet stronger routing
optimization capacity than a traditional OSPF network.

For SONet, routing optimization can be achieved in two stages: (1) Balance
outbound traffic of OSPF-FE by adjusting weight setting of the whole network;
(2) Further balance the load of the whole network by splitting traffic converged at
SDN-FE under fixed network weight setting.

Much work has been done in optimization of OSPF-FE link weight. Since it is a
NP-complete problem, many inspiring algorithms were proposed. Paper [3] studied
methods to reduce network load through random splits of outbound traffic by
SDN-FE when link weight is 1. Paper [4] first comprehensively considered the two
stages, and put forward the routing optimization algorithm in simultaneous changes
of network weight setting and traffic splitting ratio.

Papers [3, 4] made pioneering work for routing optimization of SONet with
respective algorithms of FLEX and SOTE. However, they share a drawback: the
objective of routing optimization is to minimize maximum link utilization of a
network, so optimization is available only for links with maximum utilization and
other links will not be considered when such optimization cannot be proceeded.
Meanwhile, failing to take restrictions in application of SDN-FE into consideration
when seeking network load balancing increases burden of SDN-FE and even
exceeds its service limit, bringing too much delay into the network.

In order to overcome the above disadvantage,this paper proposes a
multi-objective routing optimization algorithm to optimize link utilization and
transmission delay of SONet under the restriction of SDN-FE.
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39.2 Mathematical Model of Multi-Objective
Routing Optimization

We use G ¼ ðV;EÞ to describe the network topology of SONet. G represents a
weighted directed graph. V stands for the set of all the routing nodes in SONet, and
CV 2 V;DV ¼ VnCV, of which CVis the set of SDN-FEs and DV is the set of
OSPF-FEs.Out vð Þ; v 2 V means the set of all the links passed by traffic flowing out of
node v. E is the set of links. For c eð Þ; e 2 E stands for capacity of link e, l(e)means load

of link e, f ðs;tÞe means amount of the traffic between node s and node t borne by link e. In

particular, when xðs;tÞe ¼ f ðs;tÞe ; e 2 OutðvÞ; v 2 CV, meaning traffic split by SDN-FE

node v:Nðxðs;tÞe Þ is used to count the number of xðs;tÞe :S vð Þ; v 2 CVmeans themaximum
capacity of SDN-FE v to process traffic splitting. TM stands for traffic matrix, and
TMði;jÞ means the traffic from routing node i to routing node j.

39.2.1 Optimization Objective

The optimization objective of this paper is to achieve minimum network congestion
of SONet while bringing in least network delay.

Minimum network congestion means optimum load balancing. The objective of
current load balancing algorithms of SONet is to minimize link utilization, the
advantage of which is simple and easy to get the optimum solution. However, it
does not take network traffic balancing into consideration from a comprehensive
perspective. Paper [5] put forward a new optimization model called the minimum
link cost sum model, which overcame the shortcoming of the minimum link uti-
lization model. The model introduces the cost function UeðlðeÞ=cðeÞÞ demonstrated
in formula (39.1) as the function for link utilization [6], to punish heavy-load links
emerging in the optimization process.

Ue ¼
l eð Þ 0� lðeÞ=cðeÞ� 1=3
3l eð Þ � 2

3 c eð Þ1=3� lðeÞ=cðeÞ� 2=3
10l eð Þ � 16

3 c eð Þ2=3� lðeÞ=cðeÞ� 9=10
70l eð Þ � 178

3 c eð Þ9=10� lðeÞ=cðeÞ� 1

8>><
>>: ð39:1Þ

UeðlðeÞ=cðeÞÞ is defined as piecewise linear increasing convex function, indi-
cating traffic pays less cost when passing through links with low utilization, and
higher cost on the contrary. The optimization objective of the model is
minU ¼ P

e2E Ue, i.e. comprehensive consideration of utilization of all links, to
prevent optimization suspension caused by bottleneck links. Given the advantage of
the minimum link cost sum model, this paper will take it as the objective of network
load balancing in SONet routing optimization.
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Another optimization objective of this paper is minimum network delay.
SDN-FE can split traffic in outbound links in any proportion, which is conducive to
network load balancing. However, such function of SDN-FE depends on SDN-C.
SDN-FE must communicate with SDN-C for each split traffic on SDN-FE, and
SDN-C will generate a corresponding configuration directive and send it to
SDN-FE. Then, SDN-FE must install the directive before splitting traffic. We can
see that traffic splitting will bring in some delay into the network. For large amount
of split traffic, such delay cost can be neglected compared with benefits in load
balancing. However, it will be another matter for small split traffic. When 10 KB
traffic takes 1 ls to pass through a 10 Gpbs link, the transmission delay will be at
least doubled even if traffic splitting only needs 1 ls. Therefore, the amount of split
traffic must be controlled. Since introduced network delay is related to the amount

of split traffic, the delay cost function Cxðv;tÞe
¼ Cðxðv;tÞe =cðeÞÞ in formula (39.2) will

punish the split traffic that is too little.

Cxðs;tÞe
¼

100 0� xðs;tÞe =cðeÞ� 1=103

� 2�103
c eð Þ x s;tð Þ

e þ 102 1=103 � xðs;tÞe =cðeÞ� 1=102

� 8�102
c eð Þ x s;tð Þ

e þ 90 1=102 � xðs;tÞe =cðeÞ� 1=10

� 1�102
9c eð Þ x

s;tð Þ
e þ 100

9 1=10� xðs;tÞe =cðeÞ� 1

8>>>><
>>>>:

ð39:2Þ

The total cost of introduced network delay is C ¼ P
v2CN

P
e2outðvÞ Cxðv;tÞe

, and the

optimization objective is minC.
The overall optimization objective is defined as minH ¼ U;Cf g. Since it is a

multi-objective optimization problem, the weight method can be used to turn it into
single-objective optimization. d2½0; 1� is set as the weight factor to evaluate relative
priorities of load balancing and network delay in optimization, then
minH ¼ aUþð1� aÞC. The following is constraints to the optimization objec-
tive, and analysis of solution complexity.

39.2.2 Mathematical Model

The following mathematical model of routing optimization can be constructed from
analysis in Sect. 39.2.1.

minH ¼ aUþð1� aÞC
subject to

X
i: i;jð Þ2E f

s;tð Þ
i;jð Þ �

X
k: j;kð Þ2E f

s;tð Þ
j;kð Þ ¼

�TM s;tð Þif i ¼ s

TM s;tð Þif j ¼ tj; s; t 2 V

0 otherwise

8><
>:

ð39:3Þ
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l eð Þ ¼
X

ðs;tÞ2V�V
f ðs;tÞe � cðeÞ ð39:4Þ

N x s;tð Þ
e

� �
¼ 1 if xðs;tÞe [ 0

0 if xðs;tÞe ¼ 0

(
e2 Out vð Þ; v 2 CN; s; t 2 V ð39:5Þ

X
e2OutðvÞ

X
ðs;tÞ2V�V

N x s;tð Þ
e

� �
� S vð Þv 2 CN ð39:6Þ

Ue ¼
lðeÞ 0� lðeÞ=cðeÞ� 1=3
3l eð Þ � 2

3 c eð Þ1=3� lðeÞ=cðeÞ� 2=3
10l eð Þ � 16

3 c eð Þ2=3� lðeÞ=cðeÞ� 9=10
70l eð Þ � 178

3 c eð Þ9=10� lðeÞ=cðeÞ� 1

8>><
>>: ð39:7Þ

Cxðs;tÞe
¼

100 0� xðs;tÞe =cðeÞ� 1=103

� 2�103
c eð Þ x s;tð Þ

e þ 102 1=103 � xðs;tÞe =cðeÞ� 1=102

� 8�102
c eð Þ x s;tð Þ

e þ 90 1=102 � xðs;tÞe =cðeÞ� 1=10

� 1�102
9c eð Þ x

s;tð Þ
e þ 100

9 1=10� xðs;tÞe =cðeÞ� 1

8>>>><
>>>>:

ð39:8Þ

x s;tð Þ
e ¼ f s;tð Þ

e e 2 Out vð Þ; v 2 CN ð39:9Þ

f s;tð Þ
e � 0e 2 E; s; t 2 V ð39:10Þ

Formula (39.3) is the constraint to traffic amount to ensure conservation of
outbound and inbound traffic at the node. Formula (39.4) is link load, which shall
not exceed link capacity. Formula (39.5) counts the number of traffic splitting, and
formula (39.6) ensures traffic splitting by the node will not exceed its processing
capacity. Formula (39.7) is the constraint to network congestion cost, which is
obtained by transferring the piecewise function in formula (39.1). Formula (39.8) is
the constraint to delay cost, which is obtained by transferring the piecewise function
in formula (39.2). Formulas (39.9), (39.10) show that split traffic is a special type of
traffic, and all traffic is non-negative.

39.2.3 Analysis of Solution Complexity of the Model

Since formula (39.5) is a nonlinear function, the above optimization is a nonlinear
planning problem. However, it is easy to find that the root cause of
non-linearization is: the number of split traffic by node s of SDN in outbound links
is restricted by the service capacity of node s. The number of split traffic by node s
of SDN in outbound links is
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P vð Þ ¼
X

e2OutðvÞ

X
ðs;tÞ2V�V

Nðxðs;tÞe Þ ¼ OutðvÞj j � Vj j � 1ð Þ; v 2 SV

In ideal conditions, i.e. S vð Þ�PðvÞ; v 2 SV, the optimization is translated into a
linear problem, whose optimum solution can be obtained in polynomial time [7].

In general conditions, i.e. S(v) < P(v), S(v) possible split flows shall be picked
up from P(v) first, and then outbound traffic of SDN nodes will be split into S(v). In

this way, the problem becomes seeking the optimum one from
Q

v2SV CSðvÞ
PðvÞ solu-

tions of a linear planning problem. From the Stirling formula of combinatorics, we

can see that the complexity of search space is O ð2ð Out vð Þj j�ð Vj j�1ÞÞÞ SVj j
� �

. It is clear

that method of exhaustion cannot obtain the optimum solution in polynomial time.
As a heuristic searching algorithm, the genetic algorithm can effectively solve this
searching problem. However, when solving the problem of this paper with the
typical genetic algorithm, some individuals no longer belong to the original species
after crossover and mutation, which is called parent variants in this paper.
Therefore, a Reject Variant Adaptive Genetic Algorithm (RV-AGA) is proposed to
search the optimum solution. Based on this, the paper finally puts forward a routing
optimization model based on link cost sum and a corresponding Minimal Cost Sum
(MCS) routing algorithm to optimize link utilization and transmission delay of
SONet under the restriction of SDN-FE.

39.3 Algorithm Implementation

This section introduces implementation of the MCS routing algorithm and the
RV-VGA algorithm.

39.3.1 MCS Algorithm

The overall process of the MCS algorithm is as follows and the detailed design of
the RV-AGA algorithm is explained in Sect. 39.3.2.

Initial conditions:

(1) Set of OSPF link weights: W
(2) Set of SDN nodes: SV
(3) Traffic matrix: TM
(4) Link capacity matrix: C
(5) Network topology: G = (V,A)
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Implementation:

Step 1: Conduct topological sorting of all the nodes of G to obtain Seq(V).
Step 2: Repeat the following steps until the directed acyclic graph DAG(v) of all

the vertexes (v) of G is constructed.

DAG= DijkstraShortestPath (W,v)

foreach link(i,j) outgoing_links(SDNi) do

DAG(i,j) =1

if  CheckLoop (DAG)==1 then DAG(i,j)=0 

end 

end 

DAG stands for all the possible paths from other nodes of the topology to node v,
and DAG(i,j) is the link between node i and node j of DAG. DijkstraShortestPath
(W,v) calculates the shortest path from other node s to node v, and CheckLoop(DAG)
is used to ensure DAG is acyclic.

Step 3: Repeat the following steps, until all the traffic routing conditions of DAG
(v) are determined to obtain the constraint expression set expr_set in
ideal conditions.

foreach d Seq(V) do

RouteFlow(d) 

end 

The implementation process of RouteFlow(d) is: if the node is a SDN node, split
traffic will be represented by xi, and be added to the next hop. Using the hash
function to map traffic can split the traffic in any proportion. If the node is a
traditional IP network node, traffic will be equally distributed among all equivalent
shortest paths, and be added to the next hop.

Step 4: Obtain the constraint expression set expr_set in ideal conditions.
Step 5: Add restriction of node service capacity to expr_set in line with actual

conditions to obtain generative rules of the actual constraint expression.
Use the RV-AGA algorithm to conduct heuristic search in corresponding
solution space of generative rules and find and output the satisfactory
solution of routing optimization.
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39.3.2 RV-AGA Algorithm

In order to solve the problem in this paper, the RV-AGA algorithm modified the
initial population, crossover operator and mutation operator on the basis of standard
adaptive genetic algorithm [8]. See topological structure in Fig. 39.2 for details. In
Fig. 39.2, subgraph (a) is a network topology composed of 3 nodes and node 1 is a
SDN node. The number of each edge in the topology represents OSPF link weight.

1. Selection of the initial population

The paper intends to optimize load balancing of network links, so flows of
divisible traffic can be allocated in proportion according to traffic amount. Take
topology in Fig. 39.2 as an example. Assume the initial population is 2,
TM12 = 100, and TM13 = 50, i.e.ðx1 þ x2Þ = 100,and x3 þ x4ð Þ = 50. Since
x1 þ x2ð Þ : x3 þ x4ð Þ = 2:1, 2 flows shall be picked from split flows x1 and x2, and 1
flow shall be picked from split flows x3 and x4.

2. Crossover operator

This paper uses the one-point crossover operator. Assume the codes of two
parents are s1 = 01|101 and s2 = 10|011. “|” stands for a cross point, and the off-
spring after crossover are s01 = 01|011 and s02 = 10|101, as shown in Fig. 39.3.

However, Sect. 4.3.1 reveals that the number of 1 in individual code strings is
definite. Therefore, the crossover operator in this paper must exclude the situation
when the number of 1 in individual code strings of the offspring does not conform

TM31

TM 21

x1 x2+TM32

x2

x3 x3+TM23

x4

(a) Network Topology (b) DAG(1)

(c) DAG(2) (d) DAG(3)

Fig. 39.2 SONet topological structure with 3 nodes
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to the constraints after crossover. As shown in Fig. 39.4, assume the number of 1 in
individual code strings is 3, the parents are still s1 and s2, and location of the cross
point is changed, then the offspring will be s001 and s002. The number of 1 in s001 and s002
is 4 and 2 respectively, failing to conform to constraints.

3. Mutation operators

Similar to crossover operators, the paper must evaluate the number of 1 in new
individuals after mutation to judge whether constraints are followed.

Figure 39.5 shows the mutation scenario under constraints, and Fig. 39.6 shows
the mutation scenario that do not conform to constraints Generally, when mutation
simultaneously occurs in an even number of genes and the numbers of 0 and 1 are
the same, the offspring conform to constraints after mutation.

Fig. 39.3 Operation of crossover operators under constraints

Fig. 39.4 Operation of crossover operators that violates constraints

Fig. 39.5 Operation of mutation operators under constraints

39 The Multi-Objective Routing Optimization Algorithm… 495



39.4 Simulation and Analysis

In order to verify effectiveness of the algorithm proposed in this paper, use Abilene
network data collected by Zhang from 2004.3.1 to 2004.3.7 [9], as shown in
Fig. 39.7, Assume the grey nodes represent SDN nodes, and others are traditional
IP network nodes running the OSPF protocol [10].

39.4.1 Algorithms and Parameters Setting

The core of the MCS algorithm is the RV-AGA algorithm, and the setting of related
parameters is: Maximum number of generations T = 50, initial population
M = 100, and initial crossover probability pc1 = 0.8 and pc2 = 0.7; initial mutation
probability pm1 = 0.01 and pm2 = 0.006. In ideal conditions, the maximum number
of split flows supported by a SDN node is Sðv5Þ = 29, Sðv9Þ = 15, and Sðv10Þ = 24;
in actual conditions, the maximum number of split flows supported by a SDN node
is Pðv5Þ = 25, Pðv9Þ = 13, and Pðv10Þ = 20.

Fig. 39.6 6 Operation of mutation operators that violates constraints

Fig. 39.7 Hybrid SDN topology for simulation
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39.4.2 RV-AGA Performance Analysis

Performance changes in the iterative process are tracked to analyze performance of
RV-AGA. Figure 39.8 demonstrates the changing trend of the corresponding
objective function value of the optimum individual in the iterative process when the
traffic data is the traffic matrix at 00:05 on March 1, 2004.

We can see that RV-AGA can rapidly limit the objective function value around
the optimum solution in the search space. After about 30 iterations, change of the
average value of the population stabilizes at [397,739.2968,397,921.8187], and the
optimum objective function value stabilizes at [397,509.6868,397,522.0831],
which are quite close to the theoretical optimum solution: 397,498.0000.

39.4.3 Effectiveness Analysis of MCS Load Balancing

In order to compare the effectiveness of the MCS algorithm and the SOTE algo-
rithm in network balancing, use the two algorithms to optimize the same traffic
matrix, and take maximum link utilization (MLU) of the network after optimization
as the indicator for load balancing. The network traffic data comes from 288 traffic
matrices in 24 h of March 3, 2004, and the experiment result is shown in Fig. 39.9.
In light network load (6–12 h), the two algorithms have little difference in opti-
mization performance with MLU improving by about 1.10% at most. However,

Fig. 39.8 Tracking of RV-AGA performance
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when network balancing becomes heavier (such as 15–24 h), MCS demonstrates
much better optimization performance than SOTE, especially at traffic peaks at
15:15, 16:50, and 18:05 with MLU down by 9.10, 9.47, and 8.82% respectively.

39.5 Conclusion

This paper puts forward a routing optimization model and a corresponding opti-
mization algorithm based on link cost sum, the objective of which is minimum link
cost sum from the perspective of the overall network. The key point is that the
model includes actual processing capacity of SDN nodes in hybrid SDN into
constraints to realize optimization of network links under actual restrictions,
overcoming limitations of current models. The experiment result shows that the
algorithm proposed by this paper has better network load balancing than the current
routing algorithms of hybrid SDN.
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Chapter 40
Parameterized Unified Modulation Model
Design for Satellite Communications

Yabo Yuan, Bo Wang and Bin Wu

40.1 Introduction

Nowadays, to meet the globalisation and full-coverage demand in wireless com-
munications, satellite networks are supposed to be built into the so-called ‘backbone
in the air’, which provide access and information transmission services to other
satellites and ground users in next-generation digital communications [1, 2]. At
present, the main modulation types for satellite and ground users include BPSK,
QPSK, M-PSK, M-QAM, and so on [3]. Furthermore, continuous phase modula-
tion (CPM) with a constant envelope and continuous phase [4] has been applied to
satellite communications to overcome the non-linear problem associated with the
high-power amplifiers (HPAs) in satellites [5]. Moreover, in the extremely high
frequency (EHF) broadband satellite field [6], many potential modulation schemes
with novel chip waveforms have been proposed to mitigate inter-channel interfer-
ence [6, 7]. Thus, the satellite network must overcome the challenges of multiple
users, variable access, and highly diversified modulation schemes. To efficiently
satisfy the communication needs of different users, a ‘one-stop shop’ which can
provide nearly universal real-time handover and multiple modulation services is
especially necessary and urgent.

Recently, there have been quite a few studies on the unified modulation tech-
nology of existing communication systems. Kuei-Chiang Lai et al. proposed a
CPM/PSK unified modulator for the Global System for Mobile Communication
(GSM) [8], and Hao Lin et al. proposed a unified structure for multi-carrier mod-
ulation in power-line communications [9]. These two technologies obtain unifica-
tion by combining the common modules of different modulators, which is easy to
design and realise but has insufficient compatibility and flexibility. Moreover, the
structural efficiency of the modulators is quite low. Francois D. Cote et al. proposed
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a unifying framework which can generate nearly all signals employed by the Global
Navigation Satellite Systems (GNSS) including GPS and Galileo by appropriately
positioning and scaling a sequence of Dirac delta functions [10]. The structural
efficiency of this modulation framework is higher; however, the application of the
model is limited to GNSS signals. Marcus L. Roberts et al. developed a general
spectrally modulated, spectrally encoded signal framework for 4G communication
systems [11, 12], which can generate various signals through frequency-domain
control. However, the modulation mapping rules, which are not consistent for
different modulation schemes, are not considered in this model. In conclusion, there
still exist quite a few limitations for the application of existing unified modulation
technology which should be further studied, especially with regard to improving the
modulation structure integration, enhancing the signal expression flexibility, and
designing consistent mapping rules.

In this study, a novel parameterised sub-component decomposition and
state-mapping-based unified modulation model (SDSM-UMM) is first developed,
which has the features of structural efficiency, signal expression flexibility, and
mapping rule consistency. The proposed SDSM-UMM model not only cover
popular existing modulation schemes but also describe potential and even com-
pletely new modulation schemes, which represent a substantial contribution to
next-generation satellite communications.

40.2 Problem Analysis

In digital communication systems, a modulation process is equivalent to mapping a
data sequence into analogue waveforms which match the channel characteristics. It
mainly consists of two parts: a modulated signal expression and waveform
mapping.

The modulated signal expression contains three aspects. The first one is the
expression of chip waveforms. A chip waveform varies with the modulation.
Despite common ones such as rectangular, half-sine, and raised-cosine pulses, some
novel designed waveforms are widely used in different application scenarios. The
second aspect is the expression of a waveform transformation. A chip waveform is
transformed into a modulated waveform which carries information through a
waveform transformation. The waveform transformation includes the transforma-
tion of the amplitude, phase, frequency, position, and so on. Various chip wave-
forms and their transformation methods require high signal expression flexibility
and adaptability. The last aspect is the modulated signal frameworks, which divide
modulation schemes into linear ones and non-linear ones. If the modulated signal is
a linear superposition of modulated waveforms at each time slot, the modulation is a
linear modulation; otherwise, it is a non-linear modulation. Significant differences
in linear and non-linear modulated signal frameworks cause difficulties in the
integration of a modulator structure, where the non-linearity greatly increases the
system complexity.
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Another main part of modulation is waveform mapping, which means to map the
incoming information data into an element of the modulated waveform set. If
the modulation mapping process is only determined by the current information data,
the modulation is said to be memoryless. Otherwise, the modulation has memory if
the previous data sequence influences the mapping process. At present, the mod-
ulator mapping structures of different modulation schemes are designed on the basis
of the diversity of mapping rules, which incurs serious resource and time con-
sumption during modulation handover.

40.3 Unified Modulation Model

According to the analysis in Sect. 40.2, we can see that it is necessary to develop a
flexible signal expression method and a corresponding consistent state mapping
algorithm in order to realise multiple modulation schemes with a unified system
model. This section presents the unified modulation model using sub-component
decomposition and the state mapping approach.

40.3.1 Unified Signal Expression Method

In this subsection, we develop a sub-component-decomposition-based linear signal
expression method. First, we express the non-linear modulated signal as a sum of
time-limited modulated waveforms. Then, each modulated waveform is decom-
posed into a set of sub-components whose coefficients are alterable. Therefore, the
modulated signals of different modulation schemes can be linearly generated
through parameter settings.

40.3.1.1 Modulated Signal Linearisation

Suppose the bit period is Tb, the sampling period is Ts, and the number of samples is
Ns (Ns = Tb/Ts) per bit period, where Ns is an integer. We denote the number of
samples per symbol period for M-ary modulation as NM, NM = Ns*log2M. For
M-ary linear modulation, the modulated signal s[n] can be expressed as

s½n� ¼
X1

m¼�1
gðmÞ½n� mMNs� ð40:1Þ

where gðmÞ½n�; n 2 ½0; ðLþ 1ÞMNsÞ is the modulated waveform mapped at the mth
symbol period, and LðL 2 NÞ is the memory span parameter. For memoryless
modulation, L = 0, and for memory modulation, L > 0.
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Non-linear modulation mainly includes various CPM schemes [4]. According to
Laurent in [13], binary CPM can be expressed as a finite number of time-limited
amplitude-modulated pulses (AMP), and further research shows thatM-CPM shares
similar properties [14, 15]. In this study, we take binary CPM as an example to
introduce signal linearisation and modulation unification for non-linear modulation,
and the method can be further expanded to M-CPM. First, we denote the modu-
lation index as h, the phase shift function as q(t), the phase shift function as q[n], the
bipolar data sequence as {dn}. Parameter B 2 f0; 1; . . .; 2L�1�1g can be decom-
posed into L bit binary number, where B[i] denotes the ith bit. For example, for
L = 2, B = 2, B[0] = 0, B [1] = 1. Then, we express the CPM signal with (40.1) by
AMP decomposition [16], where the modulated waveform is

gðmÞ½n�¼
X2L�1�1

B¼0

ejp hDB;mCBðnTs � mTbÞ ð40:2Þ

where n ¼ 0; 1; . . .; ðLþ 1ÞNs � 1.

DB;m ¼
Xm
v¼�1

dv �
XL�1

i¼1

B½i�dm�i ð40:3Þ

CBðtÞ ¼ sin q0ðtÞ
sin hp

YL�1

i¼1

sin q0ðtþðiþB½i�LÞTbÞ
sin hp

q0ðtÞ ¼ qðtÞ; 0� t\LTb
hp� qðt � TbÞ; LTb � t� 2LTb

� ð40:4Þ

40.3.1.2 Signal Model

We decompose the M-ary modulated signal into a set of sub-components, and the
unified modulated signal expression can be formulated as follows:

s½n� ¼
X1

m¼�1

XK�1

k¼0

wka
ðmÞ
k ½n� mMNs�wk½n� mMNs� ð40:5Þ

where wkðk ¼ 0; 1; . . .;K � 1Þ indicates a sub-component in the sub-component set

which contains K elements; aðmÞk is a modulated waveform mapping coefficient
vector of which the superscript m indicates the mth symbol period, and the subscript
k corresponds to sub-component wk; and wkðk ¼ 0; 1; . . .;K � 1Þ is a
sub-component ON–OFF indicator. The details of the main parameters in (40.3) are
presented in the following parts of this subsection.
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(1) Sub-component

wk¼ wk½0�;wk½1�; . . .;wk½ðLþ 1ÞMNs � 1�½ �T denotes the kth sub-component,
where wk½n� is the value of wk at the moment nTs, and wk½n� is equal to zero when
n is out of range. Each sub-component is constructed with a cascade of L + 1
normalised base vectors uk¼ uk½0�;uk½1�; . . .;uk½MNs � 1�½ �T, wk ¼ ½uT

k ; . . .;u
T
k �T=ffiffiffiffiffiffiffiffiffiffiffi

Lþ 1
p

. The base vectors are orthogonal; thus, the combined base matrix U ¼
u0;u1; . . .;uK�1½ � satisfies

UHU ¼ I ð40:6Þ

which guarantees the intra- and inter- symbol orthogonality of the sub-components,
i.e.

X1
n¼�1

w�
i ½n�wj½nþmMNs� ¼ 1� mj j

Lþ 1 i ¼ j; mj j � L
0 i 6¼ j or mj j[ L

�
: ð40:7Þ

The choice of the base matrix U has a direct effect on the complexity and
accuracy of the modulated waveform expression; that is, when the characteristics of
the base vectors are consistent with the modulated waveform characteristics, the
modulated waveforms can be precisely denoted by a low-dimensional base matrix.
In this study, we use prolate spheroidal wave functions (PSWFs), which are widely
used in ultra-wideband communications, to form the base vectors. The PSWFs are
energy concentrated in both the time and frequency domains; moreover, they are
fully programmable with regard to the size and spectrum shape [17], which make
the PSWFs qualified in the representation of manifold band-limited signals.
Because the closed form of the PSWF is difficult to obtain, a discretisation algo-
rithm was employed by Parr to obtain a numerical solution [18]:

kkuk½n� ¼
XT=Ts
m¼0

uk½m�
sin 2pB½½n� m�Ts�

p½n� m�Ts ð40:8Þ

where B is the energy-concentrated bandwidth of the PSWFs; and kk is the energy
concentration factor, and T ¼ ðLþ 1ÞMNsTs. The base vectors obtained from (40.8)
meet the requirements of (40.6).

(2) Sub-component ON–OFF indicator

We define w ¼ ½w0;w1; . . .;wK�1� as the sub-component ON–OFF indicator
vector, where wk 2 f0; 1g is used to control the mode of the kth sub-component
with wk = 1 indicating the ON mode and wk = 0 indicating the OFF mode. Its main
effects are reflected in two aspects. One is to choose effective sub-components.
Because multiple modulation schemes share a corporate sub-component set in our
model, it is quite reasonable that a particular modulated signal would correspond to
part of the sub-components which have similar characteristics, such as the odd-even
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property and spectrum range, with the signal. By setting the ON–OFF indicators of
these sub-components to one and the rest to zero, the signal expression can be
simplified. The other effect is to improve the signal-to-noise ratio (SNR) by shutting
down sub-components whose projected SNR is lower than a given threshold.

(3) Modulated waveform mapping coefficient

AðmÞ , ½aðmÞ0 ; aðmÞ1 ; . . .; aðmÞK�1� is the modulated waveform mapping coefficient
matrix, and the modulation mapping relation is equal to the corresponding relation

between AðmÞ and the data sequence. aðmÞk ¼ aðmÞk ½0�; . . .; aðmÞk ½ðLþ 1ÞMNs � 1�
h iT

is

the kth projection coefficient vector of the modulated waveform. For memoryless

modulation, aðmÞk ½n� only relates to m and k, while for modulation with memory,

aðmÞk ½n� also relates to n. Combine (40.1) with (40.5), aðmÞk ½n� is obtained as
aðmÞk ½n�¼aðm;lÞk ; n 2 ½lMNs; ðlþ 1ÞMNsÞ ð40:9Þ

where aðm;lÞk ¼ ffiffiffiffiffiffiffiffiffiffiffi
Lþ 1

p PMNs�1
v¼0 gðmÞ½vþ lMNs�u�

k ½v�; l ¼ 0; . . .; L.

40.3.2 Unified Modulation Mapping Algorithm

As mentioned in the previous section, modulation mapping is equivalent to the
corresponding relation between AðmÞ and the data sequence, and it varies with the
modulation type. By defining and designing the mapping function, a novel mapping
state set which processes a universal one-to-one mapping rule with the data
sequence is constructed in this section; thus, a consistent modulation mapping
algorithm is obtained. For M-ary modulation, by denoting the data sequence as
Im 2 f0; 1; . . .; 2M � 1g, the definitions of the mapping function and mapping state
set are presented as follows.

Definition 1 We define the mapping function as f ðxðmÞÞ, which satisfies the fol-
lowing conditions: (1) the independent variable xðmÞ of the mapping function
f ðxðmÞÞ consists of data sequence items at or before the mth symbol period, and it
meets the following requirement: by traversing its own definition domain, the
corresponding AðmÞ can attain all its possible values. (2) The value of f ðxðmÞÞ and its
independent variable xðmÞ have a one-to-one correspondence with each other.
(3) The range of f ðxðmÞÞ is 0; 1; . . .;M0�1f g, where M0 is equal to the minimum
state number of the independent variable xðmÞ which satisfies condition 1).
(4) f ðxðmÞÞ can be obtained with the values of Im and f ðxðm�1ÞÞ.
Definition 2 We define the mapping state at the mth symbol period as stateðmÞ on
the basis of the mapping function, where
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stateðmÞ , ½f ðxðmÞÞ;AðmÞ� ð40:10Þ
Furthermore, we define the value set of stateðmÞ as the mapping state set

statei; i ¼ 0; 1; . . .;M0 � 1f g,

statei , ½i;Ai� ð40:11Þ

where Ai¼ ½ai0; ai1; . . .; aiK�1�. It can be proved that ff ðxðmÞÞg is a
time-homogeneous Markov chain. Therefore, we indicate the corresponding map-
ping waveform where f ðxðmÞÞ ¼ i as gi½n�. According to (40.9) and (40.11),

aik ¼ a0ik � 11�MNs ; . . .; a
L
ik � 11�MNs

� �T ð40:12Þ

where alik ¼
ffiffiffiffiffiffiffiffiffiffiffi
Lþ 1

p PMNs�1
v¼0 u�

k ½v�gi½vþ lMNs�. The definition of the mapping state
set ensures that it is a set of certainty, mutual dissimilarity, and non-sequentiality.

Mapping function characteristics (1)–(3) in Definition 1 guarantee that the values
of stateðmÞ determined by data sequence have a one-to-one correspondence with the
elements in the mapping state set stateif g, and the mapping rule is

stateðmÞ ¼ statef ðxðmÞÞ: ð40:13Þ

From the above analysis, we can obtain the following unified modulation
mapping algorithm.

First, we design the mapping function f ðxðmÞÞ which satisfies the conditions in
Definition 1. For M-ary memoryless modulation, f ðxðmÞÞ ¼ Im, where the inde-
pendent variable xðmÞ ¼ Im and the state set sizeM0 ¼ 2M . For memory modulation,
e.g. binary CPM whose modulation index h = c/p (c and p are coprime), the
mapping function is

f ðxðmÞÞ ¼
Xm�L

i¼�1
di

 !
mod p0 þ p0

XL
l¼1

2l�2ðdmþ 1�l þ 1Þ

where p0 ¼ p when m is even and p0 ¼ 2p when m is odd. The independent
variable xðmÞ ¼ dm; dm�1; . . .; dm�Lþ 1;

Pm�L
i¼�1 di

� �
, and the state set size M0¼p02L.

Then, the mapping waveform gi½n� is determined by the mapping function. For
memoryless modulation gi½n� ¼ g½njIðmÞ ¼ i�, and for memory modulation, such as
binary CPM, according to (40.2)–(40.4),

gi n½ � ¼ e
jph i�p0 i

p0

j k� � X2L�1�1

B¼0

e
jph ð2� i

p0

j k
ð0Þ�1þ

PL�1

w¼1

½1�BðwÞ�ð2� i
p0

j k
ðwÞ�1Þ

� 	
CBðnTsÞ:
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Next, the mapping waveform is substituted into (40.11) and (40.12), and the
mapping state set is determined. Finally, we can obtain the current state stateðmÞ

based on the mapping rule formulated in (40.13), and the modulated waveform
mapping coefficient vector AðmÞ is obtained.

40.3.3 Unified Modulation Model Structure

According to the sub-component-decomposition-based signal expression in
Sect. 40.3.1 and the corresponding consistent mapping-function-based modulation
mapping algorithm in Sect. 40.3.2, a novel unified modulation model,
SDSM-UMM, is obtained, as shown in Fig. 40.1. This unified modulator structure
consists of three parts: the modulation control parameter (MCP) part, state mapping
(SM) part, and signal representation (SR) part. The MCP part is used for system
assignment, and it chooses the desired system status including the modulation type,
modulation parameters (chip waveform, modulation order, memory span parameter,
modulation index, etc.), transmission rate, and so on. The main parameters consist
of the mapping function f ðxðmÞÞ, mapping state set f stateig, sub-component
parameters P ¼ ½K; L;M;Ns; Ts;B�, and sub-component ON–OFF indicator vector
w. The SM part uses the incoming data Im to calculate the value f of the mapping
function, which determines the current state from the stored mapping state set
fstateig according to the mapping rule in (40.13), and then outputs the modulated
waveform mapping coefficient matrix Af . The SR part stores the sub-component set,
and the sub-component ON–OFF indicator vector w is used to control each
sub-component. By substituting Af and w into (40.5), the SDSM-UMM signal
s[n] is generated.

The SDSM-UMM model developed in this study also has some extended
functionality, such as the realisation of the DS/FH spread spectrum by introducing a
pseudo-code or frequency-hopping sequence to the modulated waveform mapping
coefficient matrix, and the realisation of OFDM by changing the sub-components in
the parallel structure of the SE part to exponential functions.

Fig. 40.1 SDSM-UMM
model structure
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40.4 Simulation and Analysis

In this section, the applicability and feasibility of the proposed SDSM-UMM model
is verified by (1) representatively modelling several typical modulated signals and
calculating the normalised mean-squared error (NMSE) of the simulation results
and (2) verifying the analytical ACF and PSD expressions with numerical simu-
lations and examining whether they are consistent with the classical results. We
denote the modulated signal generated through practically implementing the
SDSM-UMM model as the SDSM-UMM signal and the signal generated through
conventional modulation methods as the conventional signal. The theoretical and
numerical results demonstrate that the SDSM-UMM signals are almost identical to
the conventional signals, which reinforces the practical utility of the proposed
SDSM-UMM model.

40.4.1 Results and Analysis for the NMSE

We perform Monte Carlo simulations using the PSWF-based SDSM-UMM model,
and the main simulation parameters are listed in Table 40.1.

The SDSM-UMM and conventional signals for memoryless linear modulation
using BPSK, QPSK, 8PSK, and 16QAM and memory nonlinear modulation using
MSK (L = 1, h = 0.5) and GMSK (L = 4, h = 0.5, BT = 0.3) are simulated using
the Monte Carlo method with 10,000 bits of randomly generated binary data. By
changing the size K of the sub-component set, variation in the NMSE of the
SDSM-UMM and conventional signals versus K is obtained, as shown in Fig. 40.2.
It can be seen that the NMSE rapidly decreases as K increases. This is because the
sub-component set constructed by the first K PSWF functions which have the
maximum energy concentration constitutes a K-dimensional signal space, and
the SDSM-UMM signal is equivalent to the projection of the conventional signal
onto the K-dimensional signal space. For a higher number of signal space
dimensions, the SDSM-UMM signal is more consistent with the conventional
signal; thus, the NMSE is smaller. Furthermore, the accuracy of the signal
expression as well as the expression complexity are enhanced as K increases;
therefore, a trade-off is required.

More specifically, it is obvious from Fig. 40.2 that the NMSE curves rapidly
decrease to less than 0.03 at the point K = 7 and gradually decrease after that. Thus,

Table 40.1 Simulation
Parameters

Tb, bit period 1 s

B, energy-concentrated bandwidth of the PSWF 1 MHz

Ns, number of samples per bit period 100

w, sub-component ON–OFF indicator vector 1

t, simulation time 10000 Tb
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we can choose the first seven PSWF functions to construct the sub-component set
of the modulator. In addition, the degradation in the NMSE at the point
K = k indicates the contribution of the kth sub-component to the signal expression;
therefore, it can be used to indicate the selection of wk. For example, in Fig. 40.2,
the NMSE curves of memoryless signals which are even symmetric in the pro-
jective interval hover at the even points of K because of the odd symmetry of the
even-order PSWF functions. Thus, we can fix w2k = 0 for memoryless signals to
simplify the signal expression without lowering the expression accuracy.

40.4.2 Results and Analysis for the ACF and PSD

In this subsection, we examine the analytical statistical expressions of two typical
modulation signals, BPSK and MSK. According to the previous subsection, we
choose the sub-component set size K = 7 and fix w = [1, 0, 1, 0, 1, 0, 0] for BPSK
and w = [1, 1, 1, 1, 1, 1, 1] for MSK, i.e. three and seven sub-components are used
to express the BPSK and MSK signals, respectively. The other parameters are
consistent with those in Table 40.1.

We design numerical simulations using the Monte Carlo method. The empirical
ACF [4] is obtained from the circular finite-time autocorrelation of 10,000 bits of
randomly generated binary data; then, it is normalised with respect to the maximum
magnitude. The PSD [4] is obtained from the 10,000-point discrete Fourier trans-
form of the normalised empirical ACF. The simulation results of the empirical ACF
and PSD are compared with the analytical results of the conventional signals. The
normalised results are shown in Fig. 40.3. As can be seen, the simulation results of
the two second-order statistics of the SMSE-UMM signal are basically identical to
those of the conventional signal, which demonstrates that the proposed
SDSM-UMM model can provide a fixed applicability and feasibility with seven
sub-components. Moreover, for simple modulated signals, such as a BPSK signal,
the model can be simplified by adaptively assigning the sub-component ON–OFF
indicator vector.

Fig. 40.2 NMSE of
SDSM-UMM and
conventional signals versus
the sub-component set size K
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40.5 Conclusion

In this paper, we first developed a novel parameterised sub-component decompo-
sition and state-mapping-based unified modulation model. First, we presented a
unified modulated signal expression method which can linearly express an arbitrary
modulated signal through sub-component decomposition. Then, we used the
waveform mapping coefficient vector obtained through the signal expression to
structure a time-homogeneous Markovian mapping state set. By designing mapping
functions, we developed a general one-to-one mapping rule between the mapping
state set and the data sequence. Finally, Monte Carlo simulations were performed
for the SDSM-UMM signals. The simulation results of the NMSE and second-order
statistics suggested that our model can generate both linear and non-linear, mem-
oryless and memory modulated signals with seven sub-components, of which the
characteristics were virtually identical to the conventional ones. With the features of
a high structural efficiency, strong signal expression flexibility, and modulation
mapping-rule consistency, the proposed SDSM-UMM model can provide feasible
ideas for solving the problem of multiple users in satellite communications. In
addition, there are some extended functions of the SDSM-UMM model, such as the
spread spectrum and OFDM, which will be studied in future work.

Fig. 40.3 Numerical and theoretical results for the second-order statistics. a Normalised ACF of
BPSK, b normalised ACF of MSK, c normalised PSD of BPSK, d normalised PSD of MSK
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Chapter 41
Study on the Influencing Factors
of Frequency Locked Loop Based
on Stochastic Resonance

Weitong Zhang, Zhiqiang Li, Huan Chen and Shengchao Shi

41.1 Introduction

Carrier tracking plays an extremely essential role in digital communication system.
As an important part of carrier tracking, the frequency locked loop can realize
continuous and stable tracking when the signal changes dynamically. However, the
FLL has noise disadvantages [1]. In order to improve the performance of FLL, a lot
of efforts have been made. In order to get better dynamic performance, a method
has been put forward with broad loop bandwidth, which results an poor loop
tracking performance [2, 3]. By using the technologies of wild-value elimination
and bandwidth switching, the FLL gets better frequency tracking performance with
an unusually complex and cumbersome structure [4]. Based on the weakening
effect of parameter-induced stochastic resonance [5–9], an FLL based on SR has
been designed and its tracking performance has greatly improved [10].

The ingenious combination with FLL and SR is an adventurous innovation. So
far, only few works on this field have appeared. Because of the no-clear influence
factors of FLL based on SR, a study with signal to noise ratio, sampling frequency
and system parameters has been carried out in this paper. This work composes five
sections: in next section, basic principle of FLL based on SR is simply interpreted
and simulated. In Sects. 41.3–41.5, the studies are brought out serially, and the
conclusion is given out finally.
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41.2 The Basic Principle of Frequency Locked Loop
Based on Stochastic Resonance

41.2.1 The Structure of Frequency Locked Loop Based
on Stochastic Resonance

The structure of frequency locked loop based on stochastic resonance consists of
orthogonally demodulated module and frequency discriminator and loop filter and
numerically controlled oscillator (NCO) and SR processor, just as shown in
Fig. 41.1.

The SR processor, which is designed by the nonlinear effect of SR, will weaken
the noise influence. The complete workflow of the improved FLL is as follows:

1. Adjusting the NCO and the FLL will start to work after the signal acquisition is
completed.

2. The orthogonal demodulated signal is processed by the SR processor.
3. After processing of the frequency discriminator and loop filter, the NCO moves

close to the signal frequency.
4. Repeat step 1–3 until the local frequency is gotten.

41.2.2 Simulation of Frequency Locked Loop Based
on Stochastic Resonance

In this part, a computer simulation platform based on MATLAB is carried out in
order to check the performance of the improved FLL. Generally speaking, tradi-
tional FLL could get stable and precise tracking with the signal whose SNR is
Eb/N0 � 5 dB. The signal is assumed as sinusoidal periodic signal buried with

NCO

I branch 

Q branch -

+
demodulated 

I branch 
demodulated 

Q branch 

'f
f

orthogonally 
demodulated

I branch Q branch 

SR

discriminator 

LF

SR

Fig. 41.1 The structure of frequency locked loop based on stochastic resonance
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additive Gaussian white noise, whose frequency is no more than 20 Hz, and the
signal to noise ratio is Eb/N0 = 4 dB. A small loop bandwidth and a short coherent
integration time is adopted in this paper. The random change of signal and the
influence of Doppler will not be considered. All in all, the simulation platform is set
as follows:

Signal to noise ratio: Eb=N0 ¼ 4 dB
Sampling frequency: fs ¼ N � fc
Coherent integration time: T ¼ 5ms
Loop bandwidth: BL ¼ 2Hz
Sampling frequency multiple: N ¼ 500

A mass of researches indicate that the parameter a is less effective to the system
performance. Set a = 1, and stimulate the nonlinear system to reach stochastic
resonance state by adjusting the parameter b. We firstly set b = 1,000,000.

Figure 41.2 shows the signal is affected by the noise and its waveform jitters
severely. The content in Fig. 41.3 is the signal processed by SR processor with the
parameter a = 1 and b = 1,000,000.

The frequency tracking performance of traditional FLL and improved FLL is
shown in the following Figs. 41.4 and 41.5.

Figure 41.4 shows the traditional FLL cannot realize stable and accurate tracking
with the SNR is Eb/N0 = 4 dB. From Fig. 41.5, we can see that the improved FLL
can realize stable tracking with the signal processed by the SR processor and the
frequency offset can reach 0.5 Hz. This result verifies the significant effectiveness
that the SR processor brings to FLL. A great number of simulation indicate that
different signal to noise ratio, sampling frequency and system parameters would
influence the tracking performance of the improved FLL. Then, some researches
will be carried out about it.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

-5

0

5

Time/s

A
m

pl
itu

de
/V

Fig. 41.2 The waveform of signal whose SNR is Eb/N0 = 4 dB
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Fig. 41.5 The frequency tracking performance of improved FLL
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41.3 The Influence of Signal to Noise Ratio
on the Frequency Locked Loop Based
on Stochastic Resonance

Obviously, the noise has a negative effect to the FLL. Smaller the noise is, better the
performance of FLL gets. Part 1.2 shows that traditional FLL could get continuous
and stable tracking with the SNR is Eb/N0 � 5 dB while the improved FLL could
with the SNR is Eb/N0 = 4 dB. In order to explore the limit SNR that the improved
FLL could bear, following researches have been pursued.

Based on the simulation platform, the SNR value is changed gradually. Set
Eb/N0 = 3 dB and Eb/N0 = 1 dB respectively, and the processed signal is shown in
the following Figs. 41.6 and 41.7.

Compared with Fig. 41.3, the cycle of waveforms in Figs. 41.6 and 41.7 is
unchanged with the SNR declining. At the same time, the waveform changes from
smoothly to roughly, and the quantity of the burrs begins to increase.

The frequency tracking performance is shown in the following Figs. 41.8
and 41.9.
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Fig. 41.6 The waveform of processed signal whose SNR is Eb/N0 = 3 dB
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Fig. 41.7 The waveform of processed signal whose SNR is Eb/N0 = 1 dB
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When the SNR is Eb/N0 = 3 dB, the frequency offset of improved FLL is about
0.6 Hz, and the average frequency offset is 0.11 Hz. When the SNR is
Eb/N0 = 1 dB, the frequency offset of improved FLL is about 0.9 Hz, and the
average frequency offset is 0.15 Hz. With decreasing of SNR, the frequency
tracking performance of improved FLL becomes worse. It indicates that the addi-
tional noise has a negative effect on both the stochastic resonance and the frequency
tracking performance of FLL.

At the same time, with more appropriate system parameters being set, the fre-
quency offset of the improved FLL will change slightly, just as shown in
Figs. 41.10 and 41.11.

A mass of simulations show that the adjustment of system parameters can not
promote the improved FLL realizing continuous and stable tracking if the SNR is
Eb/N0 <1 dB. So the lowest SNR is Eb/N0 = 1 dB that the improved FLL can bear.

All in all, the main influence of SNR on the improved FLL is:

1. The FLL based on SR could bear the SNR is Eb/N0 = 1 dB, whose performance
has been improved about 4 dB than traditional FLL.
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Fig. 41.8 The frequency tracking performance of improved FLL with Eb/N0 = 3 dB
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Fig. 41.9 The frequency tracking performance of improved FLL with Eb/N0 = 1 dB
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2. Under the condition of low SNR, the system parameters are the key factors
leading to stochastic resonance. The noise, which plays a negative role, could be
ignored.

3. When the SNR changes in a reasonable range, the system parameters can be
adjusted to compensate for the negative effects of the noise, and the frequency
tracking performance are kept unchanged.

41.4 The Influence of Sampling Frequency
on the Frequency Locked Loop Based
on Stochastic Resonance

Sampling frequency is an important factor which is related to SR. Higher the
sampling frequency is, smaller the calculated step is, and better the resonance is.

Based on the simulation platform, the sampling frequency is changed gradually
Set sampling frequency N = 100 and N = 1000, respectively, and the processed
signal is shown in the following Figs. 41.12 and 41.13.
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Fig. 41.10 The frequency tracking performance of improved FLL with Eb/N0 = 3 dB
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Fig. 41.11 The frequency tracking performance of improved FLL with Eb/N0 = 1 dB
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Obviously, the increase of sampling frequency has little effect on the processing
of the signal. The frequency tracking performance is shown in the following
Figs. 41.14 and 41.15. When sampling multiple N = 100, the frequency offset is
about 0.4 Hz, and the average frequency offset is about 0.112 Hz. When sampling
multiple N = 1000, the frequency offset is about 0.4 Hz, and the average frequency
offset is about 0.111 Hz.
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Fig. 41.12 The waveform of processed signal, N = 100
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Fig. 41.13 The waveform of processed signal, N = 1000
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Fig. 41.14 The performance of improved FLL with Eb/N0 = 4 dB, N = 100
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A mass of simulation shows that the improved FLL will realize continuous and
stable tracking if the sampling multiple N � 50, and the frequency offset could
reach 0.5 Hz. Table 41.1 shows the average frequency offset changes with sam-
pling multiple. Clearly, there is no significant relationship between them.

All in all, the main effect of sampling frequency on the improved FLL is:

1. The sampling frequency must be set 50 times higher than the frequency of
signal.

2. When the SNR (Eb/N0) is kept constant, the noise intensity superimposed on the
signal will change with the sampling multiple. High sampling frequency will
make the bandwidth of the noise become larger, and the noise intensity will
become larger. With the increasing of sampling frequency, the tracking per-
formance of the improved FLL changes little. This is mainly because there is a
relationship between the noise intensity superimposed on the signal and the
sampling frequency, which is “this eliminate, that rise”. When small sampling
frequency is captured, the noise intensity superimposed on the signal is light,
and the resonance is normal. By contrast, the noise intensity superimposed on
the signal is large, and the intensive calculation guaranteed the resonance is
normal similarly.

3. When the SNR (Eb/N0) is kept constant, the sampling frequency has no limit, as
long as it satisfies the law of Nyquist. With the decreasing of sampling fre-
quency, the randomness of noise enhances, which carries out a negative effect
on the improved FLL.

0 1 2 3 4 5 6 7 8 9 10
-2

-1

0

1

2

Time/s

Fr
eq

ue
nc

y 
of

fs
et

/H
z

Fig. 41.15 The performance of improved FLL with Eb/N0 = 4 dB, N = 1000

Table 41.1 The average frequency offset changes with different sampling multiple

Sampling
multiple N

Average tracking frequency
offset/Hz

Sampling
multiple N

Average tracking frequency
offset/Hz

100 0.112 600 0.113

200 0.111 700 0.115

300 0.112 800 0.112

400 0.115 900 0.111

500 0.114 1000 0.114
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41.5 The Influence of System Parameters
on the Frequency Locked Loop Based on Stochastic
Resonance

The coordination of SR processor and signal and noise is the crux of stochastic
resonance. System parameters plays an important role in SR processor. Based on
the simulation platform, different system parameters are selected to explore the
effect it brings out to the improved FLL.

Set b = 106 and b = 109, respectively. The processed signal is shown in
Figs. 41.16 and 41.17. Compared with Fig. 41.2, the periodicity of the waveform
can be identified clearly, which indicates the stochastic resonance has occurred. The
waveform in Fig. 41.16 is relatively smooth and more similar to the triangular
wave, whose amplitude is about 0.009 V. The waveform in Fig. 41.17 is more
similar to the sinusoid wave, whose amplitude is about 0.001 V.

The frequency tracking performance of improved FLL under different system
parameters is shown in Figs. 41.18 and 41.19. Obviously, different system
parameters lead to different tracking results. When b = 106, the frequency offset can
reach 0.5 Hz. When b = 109, the frequency offset can reach 0.8 Hz. If the
parameter b < 106 or b > 109, it is very difficult to realize continuous and stable
tracking for the improved FLL.

All in all, the main influence of system parameters can be concluded as:

1. System parameters that can stimulate stochastic resonance is not a particular
value, but present as an alternative numerical interval.

2. The amplitude of the signal processed by stochastic resonance becomes smaller.
3. Differentsystem parameters leads to different resonance results. When the sys-

tem parameters is small, the waveform is more likely triangular. By contrast, the
waveform is more likely sinusoidal. Under the conditions of improved FLL, a
small system parameter could obtain a better tracking accuracy.
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Fig. 41.16 The waveform of processed signal, a = 1, b = 106
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41.6 Conclusions

The influence factors of the frequency locked loop based on stochastic resonance
are explored in this paper. Simulation results show that signal to noise ratio and
sampling frequency and system parameter are the three key factors that must be
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Fig. 41.17 The waveform of processed signal, a = 1, b = 109
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Fig. 41.18 The performance of improved FLL with a = 1, b = 106
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Fig. 41.19 The performance of improved FLL with a = 1, b = 109
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deliberated before designing and using the improved FLL. The tracking perfor-
mance gets poor with the SNR declining and the limit of SNR is Eb/N0 = 1 dB. The
sampling frequency must be set 50 times higher than the signal frequency, and the
change of sampling frequency has little effect on the performance improvement.
System parameters are the key factors that influence the FLL based on stochastic
resonance, and it presents as an alternative numerical interval.
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Chapter 42
Frequency Stabilization
of an Optoelectronic Oscillator
Based on Phase-Locked-Loop

Rongrong Fu, Yanhong Zhu and Xiaofeng Jin

42.1 Introduction

High performance microwave oscillators are the foundation of modern microwave
applications, which is critical for the sensitivity of communication, radar, sensing
and measurement systems. Modern communication features large bandwidth and
high frequency, which impose high spectral purity and stability of microwave
oscillators. The optoelectronic oscillator (OEO) is proposed by Yao and Maleki at
1994 [1], which is capable of high spectral purity microwave signal generation even
at frequencies up to 100 GHz. The OEO utilizes optical fibers or other microwave
photonic filters with high quality (Q) as a low loss energy storage component to
achieve ultra-low phase noise output at such high frequencies. However, most
free-running OEOs suffer from inferior frequency stability since optical fibers or
high Q components are highly sensitive to the temperature and vibration.

A few exploration has been carried out to obtain frequency stabilization of the
OEO in recent years. Injection locking (IL) proves to be viable for phase noise
reduction of the oscillators [2, 3], while it requires an external microwave reference
with high stability and low phase noise. Self-injection-locking (SIL) is a simpler
scheme to suppress the phase noise of the OEO [4, 5], within which part of the
oscillation is exported into a long delay line before injected back into the oscillating
loop, where the overall phase noise reduction is proportional to the delay time. In
spite of this, the long-term frequency stability of the OEO cannot be ensured since
the drift of the environmental sensitive elements still exists [6]. Phase-locked loop
(PLL) is recently applied to OEO to enhance the long-term stability of the OEO and
reduce its close-in phase noise [7–9]. However, the equivalent phase noise of the
reference after frequency multiplication in the PLL is of no superiority from
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frequency offsets of several kilohertz or tens of kilohertz. Therefore, the frequency
range of phase noise suppression is limited since the loop bandwidth of the PLL is
generally chosen at this crossing offset.

In this paper, frequency stabilization of an X-band OEO using the technique of
PLL and self-injection-locking (SIL) is proposed. The employment of SIL sup-
presses the phase noise of OEO within frequency offsets from 10 Hz to 10 kHz.
The long term frequency stabilization is implemented by phase-locking the
SIL OEO to a 100 MHz oven-controlled crystal oscillator (OCXO) via a fractional
PLL. The employment of fractional PLL enables easier locking process and tunable
output with high frequency resolution.

42.2 Principle

42.2.1 OEO System Setup

The schematic of the OEO system configuration is displayed in Fig. 42.1. The laser
outputs a 1550 nm light of 20 mW power with a relative intensity noise (RIN) of
−150 dB/Hz. After electro-optical modulation in a quadrature biased dual output
Mach-Zehnder modulator (DOMZM), the light is split into two portions, where
50% of the optical power is distributed to the oscillating loop and the other 50% to
the self injection loop. The oscillating loop of the OEO contains a fiber of 120 m,
corresponding to a free spectral range (FSR) of 1.67 MHz. The self-injection loop
is with a 10 km fiber. The optical signal is then converted into microwave signal by
the photodiode (PD). In the electrical feedback of the oscillating loop 60 dB of gain
are inserted while in self-injection link 35 dB of gain is employed to keep the
open-loop gain below unity so that no oscillation can be sustained. The combined
signal is filtered by a band pass filter (BPF) with 3 dB bandwidth of 10 MHz and
center frequency of 9.95 GHz to select a proper oscillating mode. The following
electrical phase shifter (EPS) provides a 2p phase shift at bias voltage of 2 V,
utilized to tune the frequency of the SIL OEO through the feedback of the PLL.
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SIL and PLL combined OEO
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The SIL OEO as a whole operates as a voltage-controlled-oscillator (VCO), which
is frequency divided to 100 MHz then phase detected with a 100 MHz OCXO. The
phase error signal is low-pass filtered and fed back to the EPS to balance out the
phase drift of the SIL OEO and suppress the close-in phase noise within the loop
bandwidth.

42.2.2 The Mechanism of OEO Frequency
Stabilization by PLL

The PLL’s close loop transfer function H(s) and error transfer function He(s) can be
expressed by [10]

HðsÞ ¼ Ad � AFðsÞ � kv=N
sþAd � AFðsÞ � kv=N ; ð42:1Þ

HeðsÞ ¼ s
sþAd � AFðsÞ � kv=N ; ð42:2Þ

respectively, where Ad is the gain of the phase detector, AF(s) is the transfer function
of the loop filter, kv is the gain of VCO and N is the frequency divide value of the
VCO. It can be inferred from Eqs. (42.1) and (42.2) that the PLL is high-pass to the
phase argument of the VCO and low-pass to the reference phase argument.
The phase noise of the 100 MHz OCXO reference will be about 40 dB higher under
the equivalent frequency multiplication in the PLL since an N-times frequency
multiplication corresponds to a phase noise degradation of 20log10N dB. The phase
noise of the PLL’s output at any given offset frequency fwithin the loop bandwidth is
determined by that of the reference at the given offset frequency f. Therefore, the
bandwidth of the loop filter should be at the crossing offset frequency where the
phase noise of the OEO and the reference frequency-multiplied by N are equal to
avoid far-out performance deterioration.

42.3 Results

The single side band (SSB) phase noise of the free-running OEO and the 10 km
SIL OEO is discussed in Fig. 42.2, measured by the phase noise measurement
module in an R&S FSW67 Electrical Spectrum Analyzer (ESA). A reliable and
repeatable phase noise measurement of the free-running single loop OEO within
100 Hz offset is unavailable through the ESA due to the poor instantaneous stability
of the OEO. When the SIL loop is closed, the phase noise up to 10 kHz offset is
suppressed for over 20 dB, which accords with the theoretical relation between the
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phase noise reduction and the delay time of SIL. However, spurious modes are
induced by the SIL, which can be mutually suppressed by employing dual loop
SIL [11, 12].

The output of the SIL OEO is fractional frequency divided to 100 MHz then
phase detected with the 100 MHz OCXO. The phase error signal is low-pass fil-
tered and fed back to the voltage control port to lock the PLL. The phase noise of
the SIL OEO and the PLL-locked SIL OEO is displayed in Fig. 42.3. A close-loop
bandwidth of 200 Hz is selected, where further phase noise suppression is seen
within the loop bandwidth and beyond that the phase noise remains the same with
that of the SIL OEO. The obtained phase noise of the PLL-locked SIL OEO is −55,
−74 and −124 dBc/Hz at 10 Hz, 100 Hz and 10 kHz offset. It is decreased by
42 dB at 100 Hz offset and 21 dB at 10 kHz offset compared to the free-running
single loop OEO with loop length of 120 m.
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A comparison of frequency overlapping Allan deviation (ADEV) of the
PLL-locked SIL, the SIL and the free-running OEO is presented in Fig. 42.4. The
frequency data is collected by the microwave frequency counter in the ESA.
The SIL OEO represents slightly improved frequency stability than the free-running
OEO, though both of them still show frequency drift with the increasing of average
time. The SIL cannot eliminate the environment induced disturbance essentially in a
lack of a highly stable reference. While the overlapping ADEV of the frequency of
PLL-locked SIL OEO behaves convergence, reaching 1.14 � 10−11 at 100 s,
which is more than 3 orders of magnitude better than that of the SIL OEO and the
free-running OEO.

42.4 Conclusion

We demonstrate frequency stabilization in an OEO through the combination of
fractional PLL and SIL. The influence of loop transfer characteristic of the PLL to
the phase noise of the PLL’s output is analyzed. A 9.95 GHz microwave output is
obtained with phase noise of −55 dBc/Hz at 10 Hz and −124 dBc/Hz at 10 kHz
offset and the overlapping ADEV is 1.14 � 10−11 at average time of 100 s. The
employment of fractional PLL puts more flexibility on the frequency of both the
reference and the microwave output’s frequency, which enables the stabilization
and practical utilization of the OEO with the help of the highly performance
OCXO.
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Chapter 43
The Techniques of Network Coding
Applied in the Physical-Layer
of the Wireless Communication Systems:
A Survey

Xiaoting Wang, Qiang Mei and Xu Yao

43.1 Introduction

Network coding [1, 2] is an innovative multicast transmission technique which
allows a node to encode its received data before passing it on. Different from the
traditional storage-and-forward way, the intermediate routing nodes encode the data
and then forward. Through the encoding scheme the data rate of each node can
achieve the max-flow bound. The original intention of the network coding tech-
nique is to improve the system transmission data rate or the network throughput.
But furthermore, the advantages extend to intensify the network robust ability,
promote the system security and save the energy consumption.

This survey focuses on discussing the techniques of network coding applied in the
physical-layer of the wireless communication systems for two domains: the PNC and
the joint design of the network and the channel coding. Firstly, the main research
contents and directions of PNC are concluded on the basis of analyzing the PNC
mechanism and studying the current situation and the developing trend. Then, dif-
ferent designs of the network and channel coding are categorized and summed up.

43.2 Network Coding Applications

Figure 43.1, which is commonly known as the butterfly network, depicts a com-
munication network where two data bits b1 and b2 are multicast from the source
node S to both the nodes R1 and R2. The vertices correspond to terminals and the
edges correspond to channels. The data rate of each channel is assumed to 1 bit per
time unit. According to the max-flow min-cut theorem of the network information

X. Wang (&) � Q. Mei � X. Yao
Beijing Institute of Tracking and Telecommunications Technologies, Beijing 100094, China
e-mail: wxt.xiti@gmail.com

© Tsinghua University Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
R. Shen and G. Dong (eds.), Proceedings of the 28th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 445,
DOI 10.1007/978-981-10-4837-1_43

531



theory, the maximum information rate we can send from S to R1 and R2 is equal to
the min-cut value, that is, 2 bits per time unit. In the traditional network trans-
mission, as the Fig. 43.1a depicted, S sends b1, b2 and b3 (3 bits) to R1 and R2 in 2
time units. This achieves a transmission efficiency equals 1.5. The channel XY,
which has unit capacity, becomes the bottleneck of the butterfly network where the
intermediate node X has to transmit one bit per time unit. While using network
coding, as the Fig. 43.1b depicted, the node X derives from the received bits b1 and
b2 the exclusive-OR bit b1 � b2 and then sends it. Through the replicated trans-
mission of node Y, the nodes R1 receives b1 and b1 � b2, from which the bit b2 can
be decoded. Similarly, the node R2 decodes the bit b1 from the received bits b2 and
b1 � b2. As we can see, it achieves transmission efficiency equals 2. Actually, by
applying the network coding, the capacity of the network reaches the maximum
flow limit while it cannot be accomplished where the intermediate nodes perform
just bit replication.

Network coding is an important breakthrough in the information transmission
domain. It stems from the wired network and now focuses more on the wireless
network. The wireless channel is characteristic as time varying and the downlink
transmission is a multicast model, both of which make the network coding tech-
nique be prone to combine with the wireless communication. As the Fig. 43.2
shows, the application techniques of network coding in the wireless communication
systems can be divided roughly depending on the scenario, the layer and the goal of
the applications.

The objectives of the network coding applications are different depending on the
scenario and structure of the network. Generally, the wireless communication
network can be divided into the single-hop and the multiple-hop networks. In the
traditional cellular mobile network and the cognitive radio network which belong to
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the single hop networks, the objectives of the network coding applications are to
improve the system throughput, enhance the transmission reliability and strengthen
the system security. While in the wireless Ad Hoc network, the wireless mesh
network and the wireless sensor network which belong to the multiple-hop net-
works, the objectives of the network coding applications are highlighted on
reducing energy consumption of the nodes and enhancing the transmission relia-
bility. The relay cooperative network which also belongs to the multiple-hop net-
works recently become the research hotspot of the network coding application in
wireless communication systems. But it is usually combined with the cellular
mobile network and the scenarios of which are different from the mesh network. So
the application objectives are also throughput, reliability and security.

There are diverse development directions for the network coding applications in
each layer of the wireless communication network. In the physical layer, the network
coding technique is combined with various transmission techniques such as modu-
lation and coding, channel error correction, multiple input multiple output (MIMO)
technique and etc. Specially, the physical-layer network coding (PNC) is an important
network coding application technique in the physical layer, based on which lots of
technique combinations spring up. In the media access control (MAC) layer, the
network coding is more likely to combine with the retransmission, the scheduling, the
resource management and etc. In the network layer, in which the network coding
presents firstly, the combination is with routing techniques naturally and on the other
fact the secure network coding is a newly developing research content.

43.3 Physical-Layer Network Coding (PNC)

43.3.1 The PNC Scheme

PNC technique was firstly proposed by Zhang S. and etc. in 2006 [3]. The
main idea of PNC is directly superposing the electromagnetic (EM) wave signals
in the physical layer of a relay node through a designed proper
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modulation-and-demodulation mechanism. The superposition of EM wave signals
can be mapped to digital bit streams in GF(2nÞ, which seem equally as the XOR
operation in traditional network coding.

Taking QPSK modulation for example, it can be considered as two BPSK data
streams: an in-phase stream and a quadrature-phase stream. We can handle with the
two streams in the same way. As depicted in the Fig. 43.3, a three node two-way
transmission linear network scenario is considered, mi denotes the bit data sent by
two source nodes S1 and S2. After the corresponding modulation, the value domain
of the electromagnetic wave signals is ei 2 �1; 1f g. The modulation mapping
function is f ð�Þ : ei ¼ 2mi � 1 for QPSK modulation and the EM wave signal is
transmitted through the physical layer of each source node. Assuming symbol-level
and carrier phase synchronization, the physical layer of the relay node receives the
superposition of the EM wave from two source nodes and the amplitude value
domain is ðe1 þ e2Þ 2 �2; 0; 2f g. A many-to-one mapping function hð�Þ can be
designed in order to map the superposition EM wave signals in the physical node to
the bit data value in the network layer of the relay node. Making the values of the
function equal to the XOR values of the bit data if applying network coding
directly, thus the scheme actually realizes the network coding in the physical layer.

For QPSK modulation, if m1 6¼ m2, thus m ¼ m1 � m2 ¼ �1, and if m1 ¼ m2,
thus m ¼ m1 � m2 ¼ 1. As a result, the mapping function hð�Þ can be designed as
follows,

m ¼ �1; ei ¼ 0
1; ei ¼ �2; 2

�
ð43:1Þ

The relay node modulates and transmits the mapped bit data, then the nodes S1
and S2 receive and demodulate thus both can get coded bit data m ¼ m1 � m2.
According to the signal m1 and m2 already known, through the XOR operation, i.e.
m2 ¼ m1 � m and m1 ¼ m2 � m, S1 and S2 ultimately get mutual information.

Through processing the signal superposition in the physical layer directly, a
two-way relay transmission only needs 2 time units using PNC.Comparedwith 4 time
units in the traditional relay system and 3 time units in the traditional network coding
system, PNC can yield a 2-time and 1.5-time throughput improvement respectively.
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43.3.2 The Research Directions

The PNC combines the coding in the network with the physical layer techniques,
such as the modulation mapping and the antenna selection. In utilizing of the
wireless channel characteristics, it is more likely to improve the system throughput
and enhance the system robustness. The paper [4] analyzes the problems that have
to be considered in applying the network coding in the real communication system,
including the noise, the synchronization, the channel fading and etc., which are of
course the key research contents of the PNC. Only these problems are solved that
could the PNC theory step forward to application [5]. Besides, the theoretical
researches are still the hot topics as the guide of this innovative conception in the
transmission techniques. The research contents are mostly focused on the following
aspects.

1. The coding and decoding design

As the PNC scheme shows, the coding and decoding process of PNC is actually the
mapping process. For certainmodulationmode and given themapping function f ð�Þ, a
mapping function hð�Þ has to be found in order to demodulate the superposed physical
signal to get the network coding form of the bit data. The coding and decoding design
of PNC lies in the design of the mapping function pair ðf � hÞ. The merits of the
functions decide the performance of the PNC scheme. The PNC schemes can be
categorized as the physical network coding in finite field (PNCF) and in infinite field
(PNCI) according to the value domain of the network coding function. Firstly, the
PNCF was analyzed assumed in AWGN channel and QPSK modulation. Thereafter
more complex modulation modes and channel conditions such as FSK, MPSK and
QAM [6–8] in the Rayleigh channel, Nakagami channel and etc. [9, 10] are consid-
ered. The representative technique of PNCI is analog network coding (ANC) [11]
which outputs analog signal through function mapping. Instead of requiring strict
synchronization, it accepts the signal collision interference and makes use of the
asynchronization to improve the system throughput. But comparedwith PNCF, PNCI
also amplifies the additive noise in the relay node hence the system performance will
deteriorate if the uplink channel conditions grow bad.

2. The synchronization problem

The PNC is presented based on the assumption of fully transmission synchro-
nization at first. However, there exists symbol asynchronization, phase asychro-
nization and etc. and certainly will impact the on the PNC performance. Many
researches follow up to analyze how much the effect will be and propose various
PNC schemes to cope with the asychronization [12–15]. The study of paper [12]
and [13] show that the performance loss of the carrier phase shift, the carrier
frequency shift and the symbol shift is <3, <0.6 and <2.2 dB respectively. The
paper [16] presents the simulation results in QPSK modulation mode which show
that the loss will arrive at 6–7 dB at 10−2 bit error rate, in the condition that the
phase difference equals p=4 while the symbols are fully synchronized. But the
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paper [4] believes that the loss is only about 1 dB if considering the symbol shift. It
is on account of the diversity and the transmission certainty effect because of which
the symbol shift on the contrary compensates on the loss produced by the phase
shift. It demonstrates that in actual system the transmission performance may not
deteriorate so much owing to the asychronization as in the limiting case. In spite, it
needs further step research that how much of symbol shift could decrease the loss of
the performance. Besides, the channel estimation in the PNC is also a research
direction [17, 18].

3. The combination with other transmission techniques

PNC realizes the networking coding technique in the physical layer, thus naturally
could combine with the transmission techniques of the physical layer to exploit the
function of the network coding. The joint design of PNC and channel coding is an
aspect more researches focus on [19–21]. Besides, PNC is combined with
MIMO-OFDM. The asynchronized PNC can be constructed utilizing the advan-
tages of OFDM and multiple antennas [22, 23]. It is worth to mention that PNC
could combine with secure transmission techniques. By making use of the physical
layer characteristics of the wireless channel (such as the fading, the noise and etc.),
the quality of the main channel need to be guaranteed better than that of the wiretap
channel so that the eavesdropper is unable to acquire any useful information. It
integrates the physical layer characteristics, the secure transmission and the network
coding effectively and becomes an innovative research direction [24, 25].

4. The PNC capacity

The information theory study of PNC is aiming at deducing the channel capacity of
the two-way relay channel, i.e. the maximal information data rate of the two source
nodes in the AWGN channel condition. The capacity of the TWRC is seemed as a
bound and the capacity of different PNC scheme is compared with that, such as the
PNC capacity with channel coding, multiple antennas [26, 27], or with ANC [11,
27]. Specially, because the PNC technique is used for security transmission as well,
there comes up the theory researches from the angle of improving the security
capacity [28, 29].

5. The application scenario extensions

The two-way relay channel is the main application scenario in the PNC
researches. Moreover, the scenarios with multiple users, multiple relays and mul-
tiple hops are becoming important contents of PNC researches [30, 31].
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43.4 Joint Design of the Network Coding
and the Channel Coding

In the wireless network, the most popular scenario of the network coding appli-
cation is the relay system owing to the mechanism of the network coding. Uniting
the relay node taking decode and forward mode with the network coding, obviously
could increase the diversity gain and the capacity. And on the other hand, the
combination of network coding and channel coding is considered. The redundant
information of the relay node which passes on to the destination node can give
better error protection and effectively fight against the influence of fading and noise
in the channel and hence improve the system reliability.

There are two kinds of methods to combine the network coding and the channel
coding. One is the simple combination where each technique is independent. The
paper [32] proves that when the channel is discrete memory less and independent in
the single source direction network, the separation theorem of the network coding
and the channel coding is to be true. The network coding helps reaching the
maximal flow bound and the channel coding guarantees the transmission reliability
of every link. Considering the complexity of the system and the convenience of the
application, the two techniques could be designed separately. As the Fig. 43.4
shows, the flow is as follows:

1. In the source nodes, broadcast the information S1 and S2 to the relay node and
the base station through channel coding and modulation;

2. In the relay node, get the estimations �S1 and �S2 of the source data through
demodulation and channel decoding, XOR the estimated data to realize network
coding, process the channel coding and modulation again, send them to the base
station;

3. In the base station, demodulate and channel decoding the three way data from
the two source nodes and the relay node, process the network decoding later, get
the final estimations of the data Ŝ1 and Ŝ2.
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The other combination method of the network coding and the channel coding is
joint design codec. The paper [33] points out that adopting joint coding could get
better transmission reliability than separate coding in certain multi-user channel. As
the Fig. 43.5 shows, the flow is as follows:

1. In the source nodes, broadcast the information S1 and S2 to the relay node and
the base station through channel coding and modulation;

2. In the relay node, get the estimations �S1 and �S2 of the source data through
demodulation and channel decoding, process the channel coding and modula-
tion according to the designed joint network-channel coding scheme which
takes the channel coding features into account, send them to the base station;

3. In the base station, receive the data from the two source nodes and the relay
node. As the data sent by the relay node is after the joint network-channel
coding, there exists parity information of the two source data to assist decoding
and the soft information ~LðS1Þ and ~LðS2Þ can be got. The soft information will
go into a new round channel decoding process and after several iterations the
two channel decoders give hard decisions, thus the final estimations of the data
Ŝ1 and Ŝ2 will be obtained.

As the researches of the network coding going deeper, the combination of which
with the channel coding generally are from the joint design thought. Depending on
different angle of the design, the joint designs can be divided into the following
categories.

1. Based on the type of the channel coding

The Turbo code and the LDPC code have outstanding error control performance
that could nearly approach the Shannon limit bound. The researches focus on
techniques based on these two types and so as the network coding. For the Turbo
code, the relay node unites the Turbo code and XOR network coding and sends the
parity information. The base station makes the joint iterative decoding. For the
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LDPC code, the coding principles are usually exploited such as the product code, the
Tanner graph and etc. Joint coding and decoding schemes can be realized considering
different generator matrix design of the source node information to institute of XOR
network coding and optimizing the corresponding LDPC code [34–37].

2. Modify the mode of handling the soft information

The hard decision error of the relay node will lead to whole system performances
decrease, so we can use the soft information to design the codec algorithm from the
angle of enhancing the signal strength. The relay node does not do the hard decision
and instead transmits the soft information after the network coding [38]. If the
system complexity is considered, the relay node could still adopt hard decision
while adding certain compensation in the soft information of the base station to help
the channel and network decoding [39].

3. Utilizing of PNC

The PNC is able to realize network coding through the signal superposition and
basing on different modulation and mapping modes. It makes the bit operation on
the network layer come true on the physical layer, so the channel coding as an
important physical layer technique is apt to jointly design with it. The relay node
does not need to do coding and decoding thus can simplify the system complexity
greatly and raise the transmission efficiency at the same time [19–21].

4. Considering various system scenarios

For the joint design, the system scenario of two source and single relay is gradually
turned into that of multiple relays and multiple user accesses.

Compared with the simple combination design in connecting separated part, the
joint network and channel coding starts from the channel coding principles and
utilizes the soft information process. Taking the advantages of the PNC, it can
acquire improvement on the aspects of the transmission efficiency and the system
reliability. Moreover, the joint design shows large superiority on error rate per-
formance especially in good signal to noise conditions.

43.5 Conclusion

The survey studies the application techniques of the network coding in the physical
layer of the wireless communication systems. It aims at the hot topics: PNC and the
joint design of the network and channel coding, in which the technique application
schemes are discussed and the developing directions are presented on the basis of
analyzing the technique principles. The researches of the network coding technique
are spreading from the physical layer, the MAC layer and the network layer.
All kinds of advanced techniques can be combined with it. And the consistent goal
is promoting the transition from the theory study to the practical use.
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Chapter 44
Research on the Improvement of LTP
Protocol in Space DTN Network Based
on Network Coding

Peng Wan, Shijie Song, Zhongjie Hua and Shengli Zhang

44.1 Introduction

The future space missions ask for more and more data transmission bandwidth
along with the increase of space application services, and the spacecraft would be of
powerful processing and storage capabilities with the development of the space
technologies on board. It is obviously that the communication society would go into
the times of the space-ground integrated networks. In the recent researches on the
space Delay Tolerant Networks (DTN), in order to conquer the worse channel
conditions, ACK [1], NACK [2], SACK [3] and other similar mechanisms in
transport layer have been generally used to improve the reliability of data trans-
mission tasks. However, because of the long time delay of the ACK channel and the
large diversity of the random data loss rate, utilizing the feedback and retrans-
mission methods would severely impair the transmission performance of the whole
system. Reference [4] suggests the Deep Space-Transport Protocol (DS-TP), which
performs well in the network throughput, but its simple retransmission of the sent
messages might decrease the working efficiency of this method. Based on the
DS-TP protocol, some researchers promoted the coded transport protocol [5], which
just utilize the channel coding to produce and send the redundancy messages, in
order to minimize the number of the feedback and retransmission cycles, but the
chosen channel coding method of this protocol is so complicated and inflexible as
to limit its application in space missions.

This article firstly introduces the characteristics of the space DTN networks and
its communication protocol stacks, especially the designs and procedures of the
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Licklider Transmission Protocol (LTP). Then, with the detail analysis of the
shortcomings of LTP protocol used in the space DTN networks, we suggest an
improvement of LTP protocol based on Network Coding (NC-LTP), and make
efforts in the theoretical works and simulation of such new approach. The theo-
retical and simulation results show that, compared with the traditional LTP pro-
tocol, NC-LTP performs well in the different situations, such as time-delay and
packets loss rate, which is suitable to be used in the space DTN networks with the
characteristics of high dynamic, high bit-error rate and band-width limited.

44.2 Space DTN Networks

Space DTN networks [6] is a new information network model suitable to the space
communications situations, which derived from one of the NASA sponsored project
conducted by the united research group of NASA Jet Propulsion Laboratory
(JPL) and the Maryland University. The effectiveness of the space DTN networks
have been validated by several kinds of the space experiments, such as the Deep
Impact Network experiment (employing the EPOXI space cruise), the JAXA jointly
performed space link demonstrations with NASA (where the JAXA’s GEO relay
satellite called Data Relay Test Satellite has been used), the Space Data Routers
European Project, and the pilot operation of a DTN implementation on the
International Space Station (ISS).

Recently, DTN has been accepted by many international organizations such as
Internet Engineering Task Force (IETF) and Consultative Committee for Space
Data Systems (CCSDS). In order to adapt well to the extreme space communication
environment, DTN mainly introduces two concepts: (1) insert a new middleware
called Bundle Protocol (BP) [7] between the application layer and transport layer, in
order to provide hop-by-hop acknowledgement; (2) supplement a new protocol
called Licklider Transmission Protocol (LTP) [8] in the transport layer, in order to
minimize the number of communication handshake between the end users.

Figure 44.1 shows the typical space DTN network communication protocol
stacks, which is made of seven layers from the application layer to the physical
layer.

1. Application Layer

As the top layer of the space DTN network protocol stacks, the application layer
includes some application services in space, such as CCSDS File Delivery Protocol
(CFDP) [9] and other test applications. CFDP is not the core part of the DTN
protocols, yet it could provide some useful functions at the delay tolerant mode
based on the BP, such as the sectoring, sending, receiving and reassigning of a file,
so CFDP could be used as the application layer in this stacks.
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2. Bundle Protocol layer

In the second layer, BP works as the critical protocol for the whole DTN pro-
tocol stacks. If there is no complete end-to-end routes in the DTN networks, BP
would provide the data forwarding service with the characteristic of delay tolerant,
as well as the dynamic routing. The widely studied routing algorithms include
Contac Graph Routing (CGR) [10], Probabilistic Routing Protocol using History of
Encounters and Transitivity (PRoPHET) [11], Epidemic [12], Spray and Wait [13],
and so on.

3. Convergence and Transport Layer

The third and fourth layer of DTN protocol stacks are respectively the
Convergence and Transport Layer. The Convergence Layer provides the interface
and translation service between the Bundle Layer and the Transport Layer, so the
most of its function should be determined by the underneath layer. Recently, the
typical Convergence Layer protocols include LTP, BRS, TCPTL, and so on,
generally derived from the traditional TCP and UDP protocols. In the actual
application, in order to improve the facility and implement, we always utilize the
standard and universe convergence layer interface, allowing the different service
functions to be transferred to the next transport layer. The typical Transport Layer
protocols in space DTN networks include TCP, UDP, DTTP, LTP, and so on,
follows as:

• TCP [14] and UDP [14] function as the counterparts in terrestrial Internet.
• DTTP [15] designs for the deep space communication scene, as a Delay-

Tolerant transport protocol, which could perform well and reliably in the
challenged network through the method pointing to packets’ transmissions, and
could also get the required network bandwidth based on the rate-concerned
transport behaviors.

• Similar to UDP protocol, LTP is a point to point communication protocol, which
could be not care about the issues such as routing and congestion control.
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Furthermore, LTP tries to solve the problems such as delay and disturb in the
point to point communication situation, especially the long time delay trans-
mission difficulty.

4. Network, Data Link and Physical Layer

The left three lower layer in the DTN protocol stacks are Network, Data Link
and Physical Layer, which are not the core parts in this system. The DTN nodes
could choose different protocols in such three layers based on the different com-
munication situations, and such lower protocols would not introduce impacts or
other requirements for the upper layers.

Concretely, we could choose not only the terrestrial IP protocol, but also the
Encapsulation Service [16] from the CCSDS standards, which is originally
designed for the space networks. With wired interface in Physical layer, we could
choose Ethernet 802.3 [14] as the Data Link layer; however, with the wireless
interface in Physical layer, such as R/F or optical communication condition, we
could choose either the terrestrial 802.11 [17], or the CCSDS AOS [18] or
Proximity-1 [19] protocols.

44.3 Analysis of LTP

LTP is named for the momentary for the American computing scientist Joseph Carl
Robnett Licklider, who was one of the most famous experts in the area of computer
science and normal calculation. Originally, the purpose to design a new LTP
protocol focused on the issues on the interplanetary long-haul transmission, acting
as a point- to-point communication method in the deep space wireless links. LTP
usually works on the up layer of the Data Link Layer, however, it could also be
used in the circumstance such as terrestrial mobile internet, VPN without
band-limit, or software developing, even cooperated with the UDP protocol.
Because of the point-to-point trait, LTP might not care about the issues such as
routing and congestion control.

LTP is generally considered as the standard convergence layer protocol of the
bundle protocol, widely used in various kinds of networks. Some important char-
acteristics of LTP describe as follows:

• No data loss on the disturb-tolerant links
• Aim on the least payload or the low capacity on asymmetry links
• Expand on the segments (e.g., secure coding)
• Cancel the transmission or reception procedure of some blocks
• Accelerated retransmission: utilizing multiple check points mechanism for each

block
• Partial reliability: utilizing check point and retransmission mechanism for the

first N bytes of each block.
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Concretely, LTP could not only provide the reliable transmission for the essential
data (e.g., the header of a file), but also provide the unreliable transmission for the
non-essential data (e.g., the pixel of an image). According to the potential long time
delay circumstance, in order to avoid the lower efficiency of the wireless link uti-
lization, LTP supports themessage transfer without negotiation. The time counter and
communication procedure table should cooperate with each other, meanwhile, in case
the wireless links break down anytime, the time counter should be stopped.
Additionally, LTP should be noticed with the availability, round trip time, and
communication procedure status of the Data Link Layer. Furthermore, LTP could
avoid the long RTT communication service by the one-way conversationmechanism.

Figure 44.2 shows the typical LTP communication procedures.
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At the source node, LTP usually saves the data segments in its protocol engine,
which would check whether there were some available wireless links accessible to
the sink node: if exists, then the LTP engine would start the transmission; if not,
then the LTP engine would not delete or discard such data segments until it receives
the Link State Cue information from either the lower Data Link layer or
Management Information database (MIB). If the Red-parts are transferred, it would
produce the mark of End of Red Part (EORP) for the last segment, meanwhile, it
would start the time counter for this transmission task. If there is no Green-parts at
the end of this transmission procedure, it would produce the mark of End of Block
(EOB); otherwise, it would transfer the Green-parts and produce the mark of End of
Block (EOB) for the last segment. Once the sink node receives the End of Red Part
(EORP), then it would reply a report data segment to the source node, finishing the
data transmission session. After the transmission of data segments are finished, both
the Red-parts and Green-parts, the source node would start a time counter. Once
received the report data segment, the source node would cancel such time counter,
rearrange the acknowledgements and tell the application layer about the successful
transmission of all the Red-parts. Once the sink node receives the End of Block
(EOB), then the whole transmission task is finished.

There is one special characteristics of LTP protocol, which divided all the blocks
to be transferred into 2 parts as Red Parts and Green Parts. The Red Parts require
the acknowledgement and retransmission mechanisms, which means that the red
part data block must be transferred in a reliable way, and they should maintain
available before being acknowledged. Take the header as an example, if there exist
some important information for the decoding consequently, then the loss of such
header would bring harmful impact for the processing of the subsequent data
blocks. The Green Parts do not require reliable transmission, which could be
dropped just after the source sending without any acknowledgements. The data
length of either Red parts or Green parts could be zero respectively, namely for any
data block, it could include all of the Red parts or Green parts. If the length of
Green parts is zero, and all of the data are Red parts, then LTP would provide the
transmission function similar to TCP; otherwise, it works similar to UDP. LTP
receives the acknowledgement with selectivity. In order to guarantee the reception
capacity for any data segments, LTP should operate normally all the time. With the
LTP protocol, the most important data segments which have not been correctly
received by the sink node and should be transferred again could be saved by the
LTP engine, accounting for the discontinuous links problem in the space DTN
networks.
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44.4 Improvement of LTP Based on Network Coding

44.4.1 Design Methodology

In this paper, we suggest an improvement of LTP based on Network Coding [20],
NC-LTP, with low complexity and suitable to the space DTN networks, which
could effectively enhance the throughput and decrease the number of
retransmission.

In the NC-LTP, we could produce and send each coded packet every K blocks,
which is encoded by the XOR calculation of the former K blocks. Even if anyone of
such K + 1 blocks was lost, the sink could still recover original K blocks from the
remaining received blocks. However, if the number of lost blocks are no less than 2,
thenwe need to retransmission the additional blocks.With the low complexity and the
automatic adjustment for the value of K and the number of redundancy messages, so
we could effectively improve the performance for the space DTN networks.

The characteristics of NC-LTP lies on the ideas as follows: After all the
Red-parts’ segments have been sent, then the source DTN node would encode all
the sent segments into a new Network Coded segment, which acts as the EOPR to
be sent to the sink DTN node. Such new segment could recover all the former
segments if anyone were lost, which could obviously decrease the whole com-
munication time delay. LTP divides all the segments into 2 parts, the Red-parts
must be transferred with acknowledgements, while the Red-parts could be trans-
ferred with the reliable methods. Although both the Red-parts and the Green-parts
could operate on the NC-LTP protocol stacks, we prefer the application of NC-LTP
only on the Red-parts. There would be both normal segments and control segments
in the transmission procedure of the Red-parts, however, NC-LTP would only
encode the normal segments, even if the control segments might include data to be
transferred.

44.4.2 Design of NC-LTP

1. Operation at NC-LTP source node

The NC-LTP source node encode the data blocks through XOR method into a
new coded data segment. The content of the data segment include: Service ID,
Segment Offset, Segment Length, CP sequence, RS sequence, and the user data. For
the Network coding data blocks, only the Segment Offset, Segment Length and user
data need to be encoded. For the SDNV data blocks, NC-LTP would encode all the
data but MSB through XOR. Assume the data segments to be sent marked as X1,
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X2, …, XK, XK+1, …, X2K, X2K+1, …, then we could encode every K segments into
Xi as follows:

Xci ¼ XiK þ 1 � XiKþ 2 � � � � � XiKþK

i ¼ 0; 1; . . .
ð44:1Þ

In Eq. (44.1), the symbol � means the XOR process for two data segments as
the neighbors to each other, and the calculation should be operated from left to
right. The newly encoded data segment should be inserted after the proper data
segment, and the other data segments need not to be changed. The encoding and
sending procedure at the source node could be seen as Fig. 44.3.

2. Operation at NC-LTP sink node

After receiving the Network coded EORP segment, the sink node should firstly
calculate the feasibility about whether all the data segments could be correctly
received:

• If available, then the sink node will reply with the RS acknowledge segments for
the correct transmission status, and wait for the RA data packets.

• Else if not available, then the sink node will utilize the Network coded EORP
segment to decode all the segments, in order to get the data segment which had
been lost.

• Else, the sink node will reply with the RS acknowledge segments for the suc-
cessful received segments, and wait for the retransmission.

44.4.3 Analysis of LTP

Assume that, t0: the transmission time of each data segment; t1: the propagation
time of signal; p: the data loss rate of each data segment.

X1 X2 XK XK+1 XK+2 X2K X2K+1... ...

X1 X2 XK XK+1 XK+2 X2K X2K+1... ...Xc1 Xc2

Notes: the upper line shows the original data segments without coding; the bottom line shows the 

data segments after coding, with the new coded data segment Xci to be inserted. 

Fig. 44.3 The encoding and sending procedure at the source node
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1. Total transmission time delay based on traditional LTP

TLTP ¼ ðKt0 þ 2t1Þþ ðKpt0 þ 2t1Þþ ðKp2t0 þ 2t1Þþ � � � þ ðKpn�1t0 þ 2t1Þ
¼ 2nt1 þKt0

1� pn

1� p

ð44:2Þ
2. Total transmission time delay based on NC-LTP

TNC�LTP ¼ ððKþ 1Þt0 þ 2t1Þþ f½ðK þ 1Þp� 1�t0 þ 2t1gþf½ðKþ 1Þp� 1�pt0
þ 2t1gþ � � � þ f½ðK þ 1Þp� 1�pm�2t0 þ 2t1g

¼ 2mt1 þðKþ 1Þt0 þ ½ðK þ 1Þp� 1�t0 1� pm�1

1� p

ð44:3Þ

3. Theoretical analysis

The theoretical analysis could be seen as Figs. 44.4 and 44.5, which show that
NC-LTP always performs better than LTP, and the advantage of NC-LTP increases
with the increase of error probability.

Fig. 44.4 Transmission time difference with different loss rate, segments loss rate p = 0.1
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44.5 Simulation

44.5.1 Simulation Scene

Simulation scene of the deep space DTN networks is shown as Fig. 44.6.

Fig. 44.5 Transmission time difference with different loss rate, segments loss rate p = 0.3

Groundstation
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Mission Control 
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Satellite
2
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Groundstation
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Satellite
1
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Fig. 44.6 Simulation scene of deep space DTN networks
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The protocol stacks between the nodes in the networks include application layer
(e.g., telecommand and telemetry), Bundle Protocol, transport layer (e.g., Licklider
Transmission Protocol, LTP), network layer (e.g., IP, Encapsulation Service), data
link layer (CCSDS AOS) and physical layer (RF links). Theoretically, the DTN
satellites, both Satellite 1 and Satellite 2, should locate at the equilibrium points in
the Earth and Mars system, such as the Lagrange points which refers to some stable
points where one relatively small object can remain stationary under the gravita-
tional effect of two bigger objects.

44.5.1.1 Simulation Results

1. Comparison between LTP and NC-LTP under different error probability

Figure 44.7 shows the comparison between LTP and NC-LTP under different
error probability, which means that NC-LTP always performs better than LTP, and
the advantage of NC-LTP increases with the increase of error probability. With the
further analysis, we could conduct that when the data loss rate increases for the
reason of wireless channel error rate or network congestion, the loss probability of
data segments would be increased, and the advantage of Network Coding would be
much more significant.

2. Comparison between the LTP and NC-LTP under different propagation time

Figure 44.8 shows the comparison between LTP and NC-LTP under different
propagation time, which means that NC-LTP always performs better than LTP, and

Fig. 44.7 Comparison between LTP and NC-LTP under different error probability

44 Research on the Improvement of LTP Protocol … 553



the advantage of NC-LTP increases with the increase of propagation time. With the
further analysis, we could conduct that the advantages of NC-LTP is due to the
fixed number of additional transferred encoded segments, and the propagation time
it saves is proportional to the time delay.

44.6 Conclusions

This paper makes great effort on the study of existing LTP protocol in the space
DTN networks, and suggest the improvement of LTP protocol based on Network
Coding (NC-LTP). In order to verify the NC-LTP’s performance, we have done
some research works to prove its availability with the DTN networks simulation
test-bed. The analysis and simulation results shows that, compared with the tradi-
tional LTP, our new NC-LTP performs well on under the different error probability
and propagation time, which proves to be suitable for the highly dynamic space
DTN networks.

Fig. 44.8 Comparison between LTP and NC-LTP under different error probability
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Chapter 45
Research on Security Protection
of the Communication Network for Space
TT&C Based on TCP/IP Protocol
Vulnerabilities

Shuai Yuan, Peng Liu and En Zhao

45.1 Introduction

The communication network for Space TT&C is composed of a centre and a
number of stations distributed around the world. The task of the communication
network for Space TT&C is to guarantee the communication and transmission of
data, image and scheduling information between the centre and the stations, and to
realize the tracking, measurement and control of the spacecraft. Since the new
generation of the communication network for Space TT&C was built, it has been
safe and stable for three years. From the operation situation, the network is stable
and reliable, and basically meets the communication needs of space TT&C system.
With the development of China’s space industry, the number of satellites has
increased year by year, the scale of the communication network for Space TT&C is
expanding, and the task is increasing day by day, the information transmission
quality and safety requirements are also getting higher and higher.

At present, network attack and defense technology is developing rapidly, net-
work attack measures emerge frequently and develop rapidly. The vulnerability of
the TCP/IP protocol cluster in the network has become the first choice for hackers
to network intrusion. TCP/IP protocol security has become a top issue in the current
network security. How to effectively protect the network attacks based on TCP/IP
protocol cluster vulnerabilities is a pressing matter of the moment.

In this paper, based on the analysis of the basic principle of the TCP/IP layered
protocol and the protocol vulnerabilities, the security problems are analyzed. With
all kinds of security problems which have been analyzed, the effective defense
measures and protection methods are given. Finally, the design scheme of a set of
configuration and maintenance management system for the communication network
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for Space TT&C is discussed. The effective management of the safe and stable
operation of the communication network for space TT&C is realized.

45.2 Vulnerability Analysis of TCP/IP Protocol
and Common Attack Methods

TCP/IP protocol is a kind of network communication protocol, which regulates the
data exchange format and transmission mode of communication devices on the
network. TCP/IP protocol is the basis of the Internet protocol. At the beginning of
design, the protocol does not take into account the current network has so many
threats. So for the protocol vulnerabilities, there are many kinds of attacks [1].

45.2.1 TCP/IP Hierarchy

As shown in Table 45.1, TCP/IP system adopts a hierarchical structure, and the
lower layer provides service to the upper layer. It can be seen from the table that the
TCP/IP protocol defines the network layer, transport layer and application layer,
and does not provide the physical layer and data link layer services. But TCP/IP
supports all of the standard physical and data link protocols [2].

Because the application layer is oriented towards the end user, the service is
different. So this issue is not discussed in this article. Although TCP/IP protocol
does not provide the data link layer services, it is very important in our practical
application, so this paper mainly discusses the data link layer, network layer and
transport layer.

45.2.2 Security Vulnerability Analysis of Data Link Layer

Switch is a network device that works on the data link layer. Based on the results of
the matching search for the destination MAC address and the MAC address table of
its own store, the data packet is forwarded at the specified port. MAC address

Table 45.1 TCP protocol layer

Application Layer Telnet FTP HTTP SMTP DNS

Transport layer TCP UDP

Network layer IP

ARP RARP ICMP IGMP IP

Network interface layer (data link layer and
network layer)

Ethernet, 802.3, 802.5, FDDI, etc. (TCP/IP
supports all of the standard physical and data
link protocols)
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translation table is the basis of the switch, which has two kinds of generation
methods. One is the static configuration, by the network administrator to manually
enter the MAC address and port mapping records; the other is to use the switch
address learning mechanism to automatically generate MAC address conversion
table, which is the default switch address table generation method.

Switch address learning mechanism is as follows. When the switch just started to
work, the MAC address table is not completely formed; it will forward the data in
all ports. When a host sends IP packets through the port, it records the corre-
sponding host MAC address and port information. When the MAC address learning
process is complete, the MAC address table records the MAC address and port
mapping information of the entire host. So the switch only forwards the received
packets to the specific port. Each mapping record corresponds to a timer, when the
time is up, the record will be deleted. When the communication data appears again,
the switch will relearn the corresponding MAC address [3].

By using this automatic address learning mechanism of the switch, network
attacks can be carried out by sending IP data packets with pseudo MAC address.
Next, we take the typical MAC-PORT attack as an example to illustrate, as shown
in Fig. 45.1:

Host 1 sent spoofed IP packets, destroyed the MAC address conversion table of the
switch. TheMAC address of the port 2 of the switch is changed, so that the data packets
of host 2 which were sent to the external host cannot be sent through the switch, but
misguided to host 1, causing the host 2 cannot contact with the external network.

Fig. 45.1 Schematic diagram of MAC-PORT attack
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45.2.3 Security Vulnerability Analysis and Protection
of Network Layer Protocol

In the TCP/IP protocol, the network layer consists of 5 protocols, among which the
most important one is the IP protocol, whose main responsibility is to deliver the IP
data packets from the source host to the destination host in the whole network. In
the process of transferring IP data packets, IP protocol requires ARP to determine
the address of the next hop router and ICMP to deal with the abnormal conditions
such as errors.

Limited by physical characteristics, the maximum length of a single IP data
which can be transmitted by each type of network has a certain limit, which
produces the problem of the division and recombination of IP data. This will
produce an opportunity of fragment attack. The intruder forges the data message,
and sends the abnormal data with overlapping migration into the target host. When
the data is divided into the target host and reorganized in the stack, an error will
occur while restructuring, causing the collapse of the protocol stack [4].

The network layer attacks can be divided into three types:

1. Abuse Header: Including malicious constructed, corrupted or illegally modified
data packet of the network layer header, such as IP data packet with fake source
address or containing false offset value.

2. Network Stack Vulnerabilities: The data packet contains components which are
specially designed that enable the target host code which specifically process the
network layer information to reject the service itself.

3. Bandwidth Saturation: A large amount of garbage data is used to consume the
bandwidth of the target network in order to prevent legal communication.

45.2.4 Security Analysis and Protection of Transport
Layer Protocol

The transport layer has two different protocols, the transmission control protocol
(TCP) and the user data protocol (UDP). Both UDP and TCP use the port and the
process of application layer for communication. Final target representation which
UDP protocol used is to use the UDP port. Each port is an ultimate goal. In each of
the hosts of the TCP/IP protocol stack, the UDP protocol has a port set, each of
which is marked with an integer. Application program must apply for one or more
of its own port number before the network communication, and all packets sent to
the port will be sent to the application program. TCP protocol provides a
connection-oriented reliable transport service, and uses the connection to indicate
the final processing of data [5]. A connection is represented by two addresses and
ports, such as: (192.168.8.21, 20)–(192.168.22.29, 29).
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The most common attack on the transport layer is the port scan, which is the first
step for a hacker to attack the network. By scanning the network host, the hacker
can judge the operating system of the target host from the port data and the port
number, and can grasp the structure of the network combined with other infor-
mation, finally, implements the network attack.

SYN FLOOD attack utilizes the TCP protocol defects, by sending a large number
of forged TCP connection requests, makes the target resource depleted. In the pro-
cess of network operation, TCP half connection situation often appears. If half of the
connection is much more, that is the phenomenon of SYN FLOOD attack.

45.3 The Network Security Deployment
of the Communication Network for Space TT&C

As the main communication network of satellite launching experiments and con-
trolling in orbit, communication network for space TT&C mainly has the following
characteristics:

1. From the network structure, the topology of the communication network for
space TT&C is relatively fixed. Static routing is used outside of the field, and
dynamic routing is used in the field.

2. From the host security, terminal IP and the configuration are controllable, and
the equipment personnel are relatively fixed.

3. From the use of the network, the size and direction of the data stream are
controllable, and the demand for transmission quality is high.

The communication network for space TT&C configure the firewall between the
intranet and extranet site, and strictly control the data exchange of Intranet and
Internet. Through the construction of Unified security management, anti-virus and
virus warning, host input and output control, security audit, network protection,
information transmission encryption and other type. of systems at the sub stations
and center, in order to meet the basic information security requirements of the
communication network for space TT&C. Information security management node
is located in the center, which has deployed a more comprehensive security man-
agement platform, including management server of antivirus, virus early warning,
host control, security audit and other systems.

From the deployment situation, existing safety facilities have more compre-
hensive protection for the internal control of information flow, virus defense,
information transmission security, but not involved the malicious active attack from
inside. As an independent network, its most important network threats mainly come
from the lack of understanding of the TCP/IP protocol and the improper configu-
ration of the network.
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45.4 Network Security Problems and Maintenance
Measures of the Communication Network for Space
TT&C

Through the above analysis of the TCP/IP layered protocol vulnerabilities and
common attacks, we conduct a longitudinal analysis of security issues according to
the data link layer, network layer, transmission layer of the order, and give the
corresponding protective measures as follows.

45.4.1 Security Analysis and Protection of Data Link Layer
of the Communication Network for Space TT&C

The communication network for space TT&C has a plurality of DTE terminals, and
the data is sent through the gateway to the center by connecting the bottom layer
switch. At present, in the bottom layer switch of the communication network for
space TT&C, we can access the network by setting the internal IP address. If the
MAC-PORT attack occurred in a new access host or a virtual machine, the com-
munication between the intranet and extranet will be blocked, causing data cannot
be sent to the center [6].

In response to this situation, the following measures can be taken: Bind the
MAC address to the port of the bottom layer switch, and configure the MAC
address table of the bottom layer switch in static way, which not only can prevent
any host access, but also can effectively avoid the pseudo MAC-PORT attacks [7].
The disadvantage of this kind of response is that the time of handling the fault is
prolonged when the switch port is in trouble. Not only need to replace the switch
port, but also need to reconfigure the MAC address table. In addition, we can also
use a variety of methods such as strengthen network management, strict exami-
nation and approval of network terminal, fixed IP address, regularly check the
network interface configuration, etc. to effectively deal with the data link layer
security problems.

45.4.2 Security Analysis and Protection of Network Layer
of the Communication Network for Space TT&C

According to the security deployment of the communication network for space
TT&C, we can see that through the filtering operation of the firewall, router, switch
and other network equipment, we can effectively prevent some attack with illegal IP
address, And we can also reject the attacker to send packets to the attack target by
configuring black hole routing and other ways. But there are some loopholes in the
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prevention of internal attack as follows: On the one hand, the forged data packets
from the inside cannot be filtered; on the other hand, the traffic attacks from the
internal host are unable to actively find and intercept [8].

The internal attack problem can be solved from the following three aspects:

1. Strictly control the configuration of the firewall and router. Strictly control the
source address, the destination address and the traffic threshold of the past data.
Ensure that the IP data package in the non-normal range cannot be passed.

2. Implement the secure transmission of IP packets by using the protection services
based on encryption, the security protocol and the dynamic key management
provided by IPSec protocol, and effectively avoid all kinds of attacks caused by
the fake IP fragmentation.

3. Using software to monitor the data of the bottom layer switch, once the traffic
out of range is discovered, we must carry out interception or manual inter-
vention, and control the flow rate to the minimum.

45.4.3 Security Analysis and Protection of Transport Layer
of the Communication Network for Space TT&C

Both the application program of the host and the port number of development in the
communication network for space TT&C are controllable. So scanning the host and
checking the port state, are effective methods to ensure the security of the transport
layer [9]. Nmap is the most commonly used tool for port scanning, which provides
a wide range of port scanning techniques.

In the communication network for space TT&C, voice and image is transmitted
by using TCP protocol. Semi connection phenomenon often occurs, which leading
to the three times handshake cannot be completed, the connection cannot be
established, and the communication cannot be carried out. TCP three-way hand-
shake is shown in Fig. 45.2.

The cause of this phenomenon occurs when the TCP third handshake. If there is
a crash or a drop occurred after a user sent the SYN message to the server, then the
server will not receive the ACK message of the client after a SYN + ACK response

Client Server 

SYN 

SYN+ACK 

ACK 

Fig. 45.2 The diagram of
TCP three-way handshake
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message is sent. At this point, the server will usually try to retry the connection,
after waiting for a period of time, discard this unfinished connection. This time is
called SYN Timeout. In general, this time takes minutes as orders of magnitude,
and the length is about 30 to 60 s. If the server only maintains one or a few half
connections, there is no problem. But a large number of semi connections can lead
to stack overflow and system crash. This kind of problem is inevitable, but we
should try to reduce the probability of occurrence of the problem.

From the defense point of view, we can use the following methods to solve the
problem:

The first method is to reduce the Timeout SYN time. The harm of the semi
connection depends on the semi connection number of the server. Therefore, by
reducing the time between the server receiving the SYN message and discarding the
connection, we can effectively reduce the burden on the server.

The second method is to set the SYN Cookie. Assign a Cookie to each IP
address that is connected to the server. If the server received a continuous IP
repeated SYN messages in a short time, we can identify that the server is attacked
by this IP address, and drop the message from this IP directly.

For transport layer the most commonly used method is the network scanning.
Using tools to scan the target host, found the loophole of the host, and repair it in
time to ensure security [10].

45.4.4 The Design Scheme of the Configuration
and Maintenance Management System
for the Communication Network for Space TT&C

In summary, the safe operation of the communication network for space TT&C, not
only needs the security technology to protect, but also needs the strict management
and control. This section has designed a set of the configuration and maintenance
management system for the communication network for Space TT&C, which can
manage and maintain the communication equipment. The system function module
diagram is shown in Fig. 45.3:

We collect, review and store the configuration information of all communication
nodes of the communication network for space TT&C by the establishment of
equipment configuration database, as a basis for regular maintenance and inspec-
tion. The information database includes the configuration information of firewall,
router, security machine, switch, and the software of terminal host, open ports, etc.
[11]. The server checks the configuration information periodically, and the infor-
mation is classified and put into database. The network fault database classifies the
faults in the network, in order to query for reference when dealing with faults in the
future. Traffic monitoring software is deployed in the bottom network to monitor
the traffic in LAN. Authority management is used to classify the users, and ensure
the security of information by opening the permissions at different levels.
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45.5 Conclusions

In this rapidly changing and developing world, network security vulnerabilities are
everywhere. Even if the old security loopholes were repaired, the new security
vulnerabilities will continue to emerge. The network security system must adopt
multiple technologies, and establish a highly security protection mechanism of joint
defense, to ensure the network security. At the same time, in addition to the
technical aspects of the factors, the network security also includes a large number of
management issues. Therefore, the information security of the communication
network for space TT&C is not only to use a variety of effective security measures
to improve the level of security technology constantly, but also to improve the
network management level by establishing and perfecting the network management
standards. Finally, the information security of the communication network for space
TT&C can be ensured.
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Chapter 46
Timeliness Analysis and Countermeasure
of Remote Control of Equipment
Monitoring and Control System

Jianglai Xu, Lei Wang and Hui Zhang

46.1 Introduction

Satellite ground station is an important part and hub of the application system of the
satellite. In recent years, with the continuous rise of satellite data communication
and relay transmission applications, show the communication satellite coverage rate
is high, a large amount of data transmission and real-time advantages, played a
prominent role in order to improve the application efficiency of space equipment.

In the early construction of the satellite ground station, we pay more attention to
reliability and stability of remote monitoring system, but the control timeliness of
equipment is not perfect in depth. The main performance is the satellite ground
station equipment configuration time is long, timeliness is not high, in the task of
preparing the occupation using is the large scale, which restricts the application of
efficiency satellite system. At present, the system applications continue to expand,
user demand is increasing, the use of increasingly strong, the requirement of remote
control for the remote control of the ground station equipment is more and more
high. Therefore, it is necessary to analyze the related factors that affect the control
efficiency in the field of equipment monitoring, in the future system construction to
be applied, and continuously improve the efficiency of equipment control.
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46.2 Present Situation Analysis

Equipment control timeliness is a measure of the length of time that the device is
required to be configured, the equipment is scheduled to complete the requirements
of the time refers to the monitoring system of ground station to send the task script
command, through the monitoring system decomposition and analysis, is sent to the
hardware, the hardware required to complete the configuration and scheduled a
successful response by the monitoring system layer analysis back to the task script
command to end OK.

The shorter the time length is, the higher the timeliness of the monitoring sys-
tem, and vice versa. The relationship of the factors affecting the timeliness of the
monitoring system is shown in Fig. 46.1 it can be seen from Fig. 46.1, the time-
liness of the monitoring system in order to get high, the device must be scheduled to
complete the requirements of the T time as short as possible, while the
T = t1 + t2 + t3 + t4 + t5 + t6 + t7 + t8, therefore, every aspect of the time will
directly affect the timeliness of the system.

In the early stage of the satellite ground station monitoring system, the control
method of the configuration items is script commands, macro commands, block
commands, process commands, and single commands, Script commands are
composed of macro commands, process commands, and single commands [1]. In
this collection, According to a certain process logic, a single command combined
into a process command and block commands, single command and block com-
mand consists of macro command, in accordance with the module parameter
classification combined parameters of macro command, in accordance with the
classification of link configuration combination configuration macro command, so
from the point of view of a single set of scripts. The single command is an element,
the process command, command block, macro command is set respectively. The
relationships of various control commands are shown in Fig. 46.2.

Several commands are transferred between the system of internal control of
each configuration item, in order to ensure the correctness of control informa-
tion, monitoring system designed the control response feedback mechanism,

 
The time of Equipment to complete the scheduled configuration

T=t1+t2+t3+t4+t5+t6+t7+t8

Monitoring system software

The start time of 
Task script 
command

t1
The time of 
Command 

decomposition
t2 The time of 

Command parse 
 t3 The time of 

Command send
t4

The time of 
Command action

 t5
The time of 
response 
send t 6

The time of 
response receive

 t7

The end time of 
Task script 
command 

t8

Fig. 46.1 The various factors affecting the timeliness of the monitoring system
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for example, three take two judgments, parameter comparison, timeout mechanism
design, but if the mechanism is not perfect situation, then will bring a certain
control problem. Take system monitoring, subsystem monitoring, equipment
monitoring three configuration items as an example, Fig. 46.3 shows a typical
monitoring system software configuration items of interaction mechanism [2].

Without taking into account the inherent control of equipment hardware control
time consuming. Only in the satellite ground station monitoring system level
considerations, summed up, mainly due to the following factors:

1. device control script step delay

When the equipment control script performs step serial in editing, every step has
increased to varying degrees of equipment state logic between step and step, also
increased the response delay, resulting in equipment configuration parameters when
more control, low efficiency.
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Fig. 46.2 Schematic diagram of the relationship of multiple control commands
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2. the serial delay between single command and command block

In order to prevent the catching of the command frame, the margin of the reliable
control device is set aside, and the time delay between the command frame is
artificially added, Script contains more macro and single command, more cumu-
lative effect of delay.

3. a variety of response mechanisms between the preparation of the redundant time
consuming

There are three to take two to judge, control response, parameter comparison,
timeout mechanism. These interaction mechanisms are integrated with each other,
and the redundant design is redundant, which increases the time consuming of
equipment control.

4. the parameters of the host and backup machine sending is repeated

Agreed ground station monitoring system in the early stage of the interface protocol,
only online machine equipment and monitoring system in response to the communi-
cation, not online and sub machine monitoring system does not respond to commu-
nication, because of the preparation of host and backup machine can not be
automatically configured for synchronous control, the same content, need to control the
host and backup preparation machine, repeat the main parameters of the device were
caused by equipment configuration parameters when more control, low efficiency.

5. device serial control

From the point of view of the early design of the monitoring system, equipment
control command is different in serial issued, at the same time, the same equipment
of different equipment unit (board) control command is issued in serial, each device
controlled by will accumulate, every single element control equipment will be used
accumulate, when the cumulative effect of the continuous accumulation, greatly
increasing the equipment configuration parameters with time [3].

6. device macro commands to resolve duplicate

The agreedmonitoring system in the early stage of interface structure,macro equipment
is fixed, regardless of the structure parameters of macro control command is changed,
system monitoring analysis will all commands in macro structure in turn issued again,
this equipment configuration parameters when more control, low efficiency.

46.3 Strategies and Methods

46.3.1 Device Control Script Refinement

To classify the script, the script is divided into task script and emergency automatic
script. The two have in common is the integration of macro command and single
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command, the difference is to cancel the mission script logic (logic to automation
scripts), integrated macro command and single command is issued all single par-
allel, serial no step. Automated scripts have a logical judgment, the integration of
the macro commands and single command are all based on step serial. Most of the
time because the system is working properly, often do not need to start the emer-
gency automatic script (corresponding to the operation time can not accumulate),
through the classification process, the task can be prepared in the monitoring system
to further reduce the timeliness.

46.3.2 Delay Redundancy Between Commands

Early monitoring system for the prevention and control of the order to catch up,
there may be caused by equipment control is not in place. But from the practical
application effect, in the single command frame to add the sleep delay, resulting in
the script contains the macro, the single command more, the cumulative effect of
delay.

In fact, in the design of the interface, if you have already designed a single
command, block commands to control the response to upload and timeout limit,
sleep design is redundant design, it should be abolished. Table 46.1 shows the
cancellation of the sleep design of the equipment to control the contribution, you
can see the abolition of the design of sleep, the device after the script control to
shorten the 2–3 m, the effect is obvious.

46.3.3 The Response Control Mechanism
of the Host Equipment

The response mechanism of the host machine is adopted to solve the problem that
the main machine parameters of the host equipment response and the backup
machine are not repeated. The up-monitor will direct the control command to the
standby unit broadcast issued, the host equipment and backup equipment syn-
chronous configuration parameters, return control response to monitor, the host and
backup machine with the maximum value, namely the equipment configuration
parameters with time.

Table 46.1 Comparison of the use of a certain type of task script in a satellite ground station

Task script ID Command frame
addition sleep (1000)

Command frame
cancel sleep (1000)

A_ task 4 m 33 s 1 m 26 s

B_ task 3 m 27 s 1 m 27 s

C_ task 3 m 43 s 1 m 19 s
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But some equipment design is not a simple 1:1 backup, they do not have a host
and backup binding relationship, their backup relationship is not sure, in the control
command frame, we use the device identification field and the main preparation
relation field to solve the problem that the device returns to the upper monitor.

For any 2 sets of equipment, in order to identify their main preparation, only
need to configure the design of backup identification field, it is Pn

2, the host and
backup machine receives the control command frame, parsing out the backup
identification field, the corresponding backup device is synchronized with the
device parameter configuration, and the control response is returned to the upper
control unit, the maximum value of the host and backup machine, that is, the time
when the parameters of the device configuration.

In the high-speed terminal 1, high-speed terminal 2, high-speed terminal 3,
high-speed terminal 4, their backup relationship is not sure, we can identify in the
control command frame, configuration backup identification field, the corre-
sponding device according to the identity of the corresponding settings, ready to
return the response. As shown in Table 46.2.

46.3.4 Control Response Mechanism Between Commands

Between the equipment and the up-monitor, we use the method of multicast
communication, in order to prevent UDP bag loss may occur, for a control com-
mand, we use three take two mechanism + control response, or the use of control
response + monitoring of the mechanism [4].

Three take two control mechanism + response mechanism is: as far as a control
command is concerned, controller bursts three frame of control command, after
receiving the control, as long as the three frames received 2 frames of the same, to
the control side to return two sentenced to three response, otherwise not responding.

Table 46.2 The device identification field and the host and backup of the relationship field

ID of use ID of backup Description of backup relations

1 + 2 0001 High-speed terminal 1/Master, High-speed terminal 2/Backup

1 + 3 0010 High-speed terminal 1/Master, High-speed terminal 3/Backup

1 + 4 0011 High-speed terminal 1/Master, High-speed terminal 4/Backup

2 + 1 0100 High-speed terminal 2/Master, High-speed terminal 1/Backup

2 + 3 0101 High-speed terminal 2/Master, High-speed terminal 3/Backup

2 + 4 0110 High-speed terminal 2/Master, High-speed terminal 4/Backup

3 + 1 0111 High-speed terminal 3/Master, High-speed terminal 1/Backup

3 + 2 1000 High-speed terminal 3/Master, High-speed terminal 2/Backup

3 + 4 1001 High-speed terminal 3/Master, High-speed terminal 4/Backup

4 + 1 1010 High-speed terminal 4/Master, High-speed terminal 1/Backup

4 + 2 1011 High-speed terminal 4/Master, High-speed terminal 2/Backup

4 + 3 1100 High-speed terminal 4/Master, High-speed terminal 3/Backup
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The prosecution was sentenced to two return three response, according to the
control command, control in place, return control command response.

The control response mechanism + the monitoring comparison mechanism is:
the controller sends out a frame of control commands, and after being received by
the controller, the control command action is controlled, and the control command
response is returned.

When the number of control commands is more, the time consuming of the 2
mechanisms is obviously different, as shown in Fig. 46.4, which corresponds to the
left side of the three take two mechanism + control response mechanism, the right
side of the control response mechanism + the monitoring comparison mechanism.

Three sentences two mechanism + control response mechanism, as shown in the
Fig. 46.4, a control command from the control side to the control response returned to
the control side, the characterization of the completion of this control, a total of 5 steps:

The control command frame 3 bursts, consuming 3 ms;
Three take two, time consuming 1 ms;
Three take two response, time consuming 1 ms;
The control associated with the control object, denoted by Tc;
The control response, time consuming 1 ms.

The completion of a single control command requires time consuming 3 + 1
+1 + Tc + 1 = 6 ms + Tc. But Tc is related to the hardware of the control object,
and it has nothing to do with the monitoring system. Therefore, in the case of only
considering the efficiency of the monitoring system, two take to three + control
response mechanism is 6 ms. Assuming the 100 control commands, the time
required to take 100 * 6 = 600 ms.

Using the control response + monitoring comparison mechanism, as shown in the
Fig. 46.4, a control command from the control side to the control response returned to
the control side, the characterization of the completion of this control, a total of 4 steps:

Control command 1 frames to send, time consuming 1 ms;
Control, and the control object, with Tc said;
Control response, time consuming 1 ms;
The monitoring on time 1 ms.
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In this case, the completion of a single control command requires time con-
suming 1 + Tc + 1+1 = 3 ms + Tc. But Tc is related to the hardware of the control
object, and it has nothing to do with the monitoring system. Therefore, in the case
of only considering the efficiency of the monitoring system, the control
response + monitoring comparison mechanism is 3 ms. Assuming the 100 control
commands, the time required to take 100*3 = 600 ms.

Compared to three take two + control response mechanism, the control response
time is reduced by 1 times, which improves the efficiency of equipment control.

46.3.5 Device Parallel + Serial Control Mechanism

Parallel serial hybrid control equipment, there are 2 different situations, one is the
different categories of equipment + serial parallel hybrid control, the other is a
different unit of the same device (card) + serial parallel hybrid control. For each
part or unit control is completely independent of the situation, should use the
parallel control mechanism for each part or unit control is not completely inde-
pendent of the situation, should use the serial control mechanism, if each part of the
system or the control unit is completely independent of the situation, there are not
completely independent of the situation, should use the parallel hybrid control
mechanism + serial, which can greatly reduce the time to control the entire system
equipment. From a system point of view, we assume that a system has a number of
parts or components, which can be independently controlled by the N1, N2……Nm

parts or elements, the corresponding control time were t1, t2……tm, which is not an
independent control of the parts or units by Ni, Ni+1……Ni+k parts or elements, the
corresponding control time were ti, ti+1……ti+k, if the serial control mode, the
system control of the total time is t1 + t2 +……+ tm + ti + ti+1 +……+ ti+k, if
the parallel + serial hybrid control mode, the system control of the total time is Max
(t1, t2……tm) + ti + ti+1 +……+ ti+k.

A satellite ground station as an example, the station has to achieve equipment,
equipment, power amplifier fed up converter, switch matrix, field equipment, mixer,
low-speed and high-speed baseband baseband sets, using equipment serial control of
the total time to reach 544 s. Because these devices are controlled independently, so
if the equipment can control the process of parallel control station monitoring system
on the ground in accordance with the types of equipment and set the dynamic open
control system equipment control thread corresponding to the total time for a single
set of control time maximum, namely Max (2, 4, 1.5, 1.5, 1, 32, 30) = 32 s. It is 16
times lower than the total time of the device serial control, which greatly improves
the efficiency of the equipment control. As shown in Table 46.3.

In addition, can be seen from Table 46.3, a single set of equipment control is the
most time-consuming baseband terminal equipment, if the set of M7 is relatively
large, the cumulative control is the most time-consuming, to reduce the control of
this part of the time consuming relates to different equipment unit the same
equipment (board) of the parallel control problem. In the low-speed baseband
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terminal as an example, generally by the machine, prior to the test receiver,
modulator, analog source, back to the receiver composed of equipment, including
machine, prior to the test receiver, modulator, analog control source of these
devices can be done independently of each other, but returned to the receiving
machine control needs to be carried out in the whole control is completed, at the
same time returns to the receiver by back to the internal processing board, receiving
FPGA1, receiving FPGA2, receiving FPGA3, receiving DSP, FPGA, DSP etc. the
capture, which return to the motherboard, FPGA3, DSP, receiving, receiving, can
be independently configured to capture FPGA.

Because these devices are controlled independently, and some are non inde-
pendent control, analysis for simplicity, assume that unit set amount is 1, namely
K1 = K3 = K4 = H1 = H2 = H3 = H4 = H5 = H6 = H7 = 1, hybrid control
mechanism adopts parallel equipment + serial, time-consuming for the Max (1, 2,
1, 2, 1, 6, 3, 2) +6+6 + 2=20 s, and the use of equipment serial control of the total
time to reach 32 s, such as shown in Table 46.4.

46.3.6 Macro Command Parsing Advance
Optimization Mechanism

The macro command is a set of commands that are arranged according to a certain
structure, complete the predetermined control, and have the equipment link con-
figuration macro command and the device parameter configuration macro command
in the equipment monitoring system [5].

Table 46.3 Comparison of serial and parallel control of independent device

N Device name Amount Single set
of control
time (s)

Accumulation
of control
time (s)

Explain Serial
control
time (s)

Parallel
control
time (s)

1 Antenna servo m1 2 2*m1 Independent 544 32

2 Power amplifier m2 4 4*m2 Independent

3 Up converter m3 1 1*m3 Independent

4 Switch matrix m4 1.5 1.5*m4 Independent

5 Field amplifier m5 1.5 1.5*m5 Independent

6 Down
converter

m6 1 1*m6 Independent

7 Medium and
low-speed
baseband

m7 32 32*m7 Independent

8 High-speed
baseband

m8 30 30*m8 Independent
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Monitoring system before the macro command issued, the first optimization
command set, that is, according to the existing monitoring content and macro
content to do the difference set, get the smallest set, and then send. This can remove
the redundant control of the macro control of the device to achieve the purpose of
improving the timeliness.

A device parameter configuration macro command as shown in Table 46.5.
If the current device corresponding to the macro n parameters, only K param-

eters and the equipment does not match the real state, need to be set, and other n-k
equipment status and the actual state of the equipment parameters are consistent, no
change, in this case, if we do not advance macro to resolve optimization, monitor
still according to the parameters of macro structure will sort n devices under the
control of parameters in turn again, but in fact there are n-k equipment control
parameters is redundant, so it takes time for equipment configuration.

If the macro to resolve pre optimization mechanism to monitor the n parameters
are compared with the current equipment monitoring, detection equipment
parameter change of k parameter re optimizing composition of macro set then
issued, the optimization of macro set must be a subset of a set of original macro
command, thus reducing the equipment configuration parameters when the time. As
shown in Fig. 46.5, the left side is the case that the macro analysis is not performed
in advance, and the right side is the case that the macro analysis is performed in
advance.

For example: a macro command intensive task parameters corresponding to 200
parameters, according to the optimization way to perform 2 min (redundant exe-
cution, that has been in place of the control parameters should be reset once per set
once, need to return the corresponding control response, these will affect the
implementation of the monitoring efficiency). If the switch to macro configuration
analysis pre optimization mechanism, monitoring system according to the existing
monitoring contents and macro content difference set, get the minimum set, that is
through the operation mechanism of the 200 parameters may have 190 parameters
is already setting, only 10 parameters are not set to the value, then just the 10 is not
in place of the parameter settings, so as to improve the timeliness of monitoring.
Due to the different parameters of each task, the minimum set length is dynamically
changed, which can only be implemented by dynamically changing the macro
structure in the current monitoring multicast programming.

Table 46.5 Frame structure of macro command

Field class Macro ID Macro
length

Parameter
1

Parameter
2

Parameter
3

Parameter
4

……… Parameter
n

Assignment 14303451123 233 01 10 1E 2A ……… AD
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46.4 Conclusions

At present, all kinds of communication satellite applications expand continuously,
Carry out all kinds of test tasks to enhance the ability of imminent requirements,
satellite ground station equipment requirements more and more high efficiency
parameter configuration. Especially with the further construction of satellite ground
application system further, satellite ground station equipment set to further increase
the amount, in practical work, should rethink the design of satellite ground station
equipment configuration ideas and methods, to adapt to all kinds of test tasks, fast
switching tasks, improve the timeliness of satellite ground station remote control
equipment monitoring system, it is a useful attempt.
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Chapter 47
Designed on Operation and Management
System for Aerospace TT&C Station

Qi Dang, Weiping Li, Dong Guo, Shuncheng Ning and XiaopengWang

47.1 Introduction

Since the middle of 60 s in twentieth century, from the satellite observation network
after more than 50 years of development and perfection, aerospace measurement
and control system in our country has experienced from nonexistent to existent,
from weak to strong development process, and gradually is formed to a rational
layout, work coordination, strong adaptability of Tracking Telemetry and Control
(TT&C) network [1]. The space measurement and control network is usually
composed of TT&C center and TT&C station (ship) [2]. The station is a basic part
of TT&C network, the equipment in the station includes tracking and measuring
system, telemetry system, unified time system, communication system, meteoro-
logical system, service support system and so on.

For a long time, because of the vertical management of the professional
equipment, making the development of four professional major including TT&C,
communication, meteorological, service support in the station management domain
is very uneven, formed to the development pattern of making the TT&C and
communication domain as the centre of gravity, and the meteorological and service
major is a relatively low degree of concern. As aerospace TT&C missions are
becoming more and more intensive, the technology of equipment automation
operation is applied gradually [3, 4], and the number of duty staff in TT&C station
is relatively reducing [5], the service equipment is becoming increasingly important
as the infrastructure, if these equipments occur fault during the measuring and
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tracking of spacecraft, the influence on operation security of spacecraft will be
immeasurable.

This paper takes the typical TT&C station as the basis, starting from the main
equipment and the information composition in the TT&C station, designed the
station operation management network, and the function of equipment status
acquisition, processing, information fusion and integrated display from the per-
spective of TT&C and comprehensive management, and realized the interconnec-
tion and interflow between different professional domain equipment in TT&C
station, through the designing and applying of the TT&C duty process, laid the
foundation for the follow-up intelligent development.

47.2 The Composition of TT&C Station Equipment

The space TT&C station in our country mostly is the comprehensive TT&C station
[1], generally includes various types of different TT&C equipment, such as unified
TT&C equipment, radar equipment, telemetry receiving equipment and deep space
exploration equipment. Communication equipment mainly includes router, firewall,

Typical TT&C Station 
Equipment 

Composition

TT&C Equpment

Communication Equipment

Service Support Equipment

Meteorological Equipment

United TT&C Equipment

Deep Space Exploration Equipment

Telemetry receiving equipment

Radar Equipment

Switch

Firewall

Router

United Time System

Auto Meteorological Instrument

Generator Set

High Voltage Distribution

Low Voltage Distribution

UPS

Firefighting Equipment

Water Leak Detection Equipment

Air Conditioning

Environmental Equipment

Fig. 47.1 The composition diagram of typical TT&C station equipment
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access switch, aggregation switch, and unified timing system and so on [6].
Meteorological equipment is generally auto meteorological instrument. The service
support equipment in station mainly includes generator set, high and low voltage
power distribution, UPS(Uninterrupted Power Supply), firefight equipment, water
leak detection equipment and air conditioning and so on [7–10]. Considering these
service equipments, the geographical distribution is wide, the information capacity
is relatively low, and the management means is backward (Fig. 47.1).

47.3 The Information Composition of TT&C Station

Station operation management information includes equipment basic information,
mission related information and equipment status information.

The equipment basic information includes equipment name, type, TT&C fre-
quency band, TT&C system, and so on. The mission information includes mission
name, tracking plan, the orbit prediction and so on. The equipment status infor-
mation includes the real-time running state and comprehensive status from various
kinds of equipments including TT&C, communication, meteorological and service
equipment, the specific content seen in Table 47.1.

Table 47.1 Equipment status information list

Professional
domain

Type Information content

TT&C TT&C Data Including the range, velocity, angle and
telemetry source information

Data check result The data check result of range, velocity, angle
information, and the check statistical
information

Equipment monitoring
information

Real-time running state information of TT&C
equipment, including automatic operation
status, locking state, etc.

Computer The resource occupation information of TT&C
computers

Communication Communication link state information,
communication link structure topology and fault
alarm information

Meteorological Temperature, humidity, pressure and other
meteorological data and the status information
of meteorological instrument

(continued)
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47.4 Design of TT&C Station Operation Management
System

47.4.1 Design of Station Operation Management System

Station operation management system uses a layered architecture, and is divided
into management layer and managed layer [11], is shown in Fig. 47.2.

Management Layer realizes the comprehensive operation management and the
professional operation management functions. The professional operation man-
agement for TT&C, communication, meteorological, service and other professional
domain business, is responsible for collecting the managed objects and status
information and reporting the information to the station comprehensive operation
management system, realizes the management functions which are closely related to
business affairs. The comprehensive operation management for global situation
realizes the global transaction management function which needs multi business
coordinate such as comprehensive status management, integrated status monitoring,
voice alarm, data record and duty process management and so on.

Managed Layer is composed of managed objects including TT&C, commu-
nication, meteorological, service and so on. The managed objects are responsible

Table 47.1 (continued)

Professional
domain

Type Information content

Service Generator set The running status such as output voltage,
current, frequency (speed) and water
temperature, oil level, oil pressure and the state
such as the on-off state of fuel valve, etc.

UPS Input and output voltage, current, frequency,
power, battery voltage, backup time,
temperature and the state of rectifier, inverter,
battery, bypass, load and other parts [7, 8]

DC power supply Battery voltage, battery temperature,the state of
input electricity and battery voltage

High and low voltage
power distributors

The main circuit and sub-circuit voltage,
current, frequency, active power, power factor,
reactive power, apparent power, active power
degree, reactive power degree and other
parameters of Level 1 and Level 2 AC power
distributors

Smoke detector The output state of detector

Water leak detection
equipment

On-off state

Environment
monitoring equipment

Temperature and humidity environment
parameters of the key room

582 Q. Dang et al.



for reporting the status of equipment, receiving the configuration command or
control command from a higher operation management layer.

The structure model is refined, which can be divided into four hierarchical
layers: perception layer, network layer, unified device layer and application layer
[12], as shown in Fig. 47.3.

Perception layer is composed of the field unit, which completes the on-line data
collection, including the collection of non intelligent equipment and the collection
of intelligent equipment.

Network layer based on the UDP/IP network structure, using cable transmis-
sion, is to meet the needs of different network channel transmission.
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Fig. 47.2 The architecture diagram of TT&C station comprehensive management system
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Fig. 47.3 The hierarchical structure diagram of TT&C station comprehensive management
system
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Unified device layer is to complete the normalization of different application
protocol, establish the unified device model and realize the unity of the equipment
monitoring interface.

Application layer is mainly for the user and the software module of automation
process, to realize the functions such as status management, integrated status rev-
elation, fault alarm, data record, and data proxy transmitting to the superior man-
agement domain, etc.

47.4.2 Design of Functional Structure

As functional structure considering, the station operation management system
includes 5 function parts which are station comprehensive management, station
TT&C management, communication management, meteorological management,
and service management. The function structure diagram is shown in Fig. 47.4.

1. Comprehensive information management function. Responsible for the equip-
ment static information management in TT&C station management domain, to
realize the function of basic information storage and maintenance, equipment
working situation statistics, station duty process management, and the service
interface of accessing the database.

2. Integrated status revelation function. To realize the display of TT&C network
running situation, achieve sound and light alarm when fault occurs, and transmit
the integrated status information of TT&C, meteorological, service equipment,
and the communication equipment topology and equipment status to the centre
real-time information display system by the method of active push.
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3. TT&C information check and test function. To acquire all kinds of equipment
internal and external network TT&C data (telemetry, tracking) and complete the
comprehensive analysis, and provide a visual display of information to the user
on duty or mission command personnel through the B/S (Browser/Server) mode.

4. Information flow monitoring and analysis function. The Information flow
monitoring and analysis software is to complete the compliance testing of
application layer information flow in designated network environment, and
complete the statistics and reporting of information flow. The software can be
deployed in any station network node, and complete the network information
flow monitoring and analysis [13].

5. TT&C equipment fault diagnose function. By acquiring and processing the
monitoring data reported frommonitoring point andworking process, to check the
equipment fault, realize the fault alarm, give the diagnostic result by fault rea-
soning based on the existing expert knowledge and fault tree, and provide sup-
plementary information for equipment fault diagnosis and troubleshooting [14].

6. TT&C equipment monitoring information protocol conversion function. To
complete the centralized conversion between the non-standardized monitoring
protocol which is currently used by TT&C equipment and the standard moni-
toring protocol, complete the monitoring information acquisition and process-
ing, and realize the interface between the integrated status revelation system.

7. Service operation management function. Responsible for service support
equipment resource management, information management, and the centralized
management and monitoring of generator set, power supply, high and low
voltage distributor, air conditioning, environment detection equipment, and
water leak equipment and so on, realize the managed object parameter setting,
state acquisition and forwarding in service support domain, and realize the fault
early warning according to the working parameters of the service equipment [15].

8. Meteorological operation management function. To complete the management
of meteorological terminal instrument, and the status acquisition and monitoring
of TT&C station meteorological equipment, report the meteorological equip-
ment status information of local station domain to the centre meteorological
operation management software, or in response to the query from the centre
meteorological operation management software.

47.4.3 Design of Management Network

The professional equipment management network in TT&C station domain using
TCP/IP network, through three level switches, collected the equipment running
state information and TT&C data from each field area and equipment room to the
centre monitoring room, and realized centralized processing and display, the con-
nection network diagram is shown in Fig. 47.5.
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For the TT&C station which has multi sub-stations or regions, the service
equipments are deployed in different regions, so in each region, establish the service
operation management system of the region, if exists meteorological equipment
independently, also establish corresponding meteorological operation management
system.

47.4.4 Design of TT&C Equipment Status Information
Acquisition

For the TT&C equipment monitoring information, using the method of centralized
acquisition, the related work is carried out from three aspects, which are parameter
acquisition, parameter normalization and parameter classification [16]. The TT&C
equipment in station has the following characteristics:

Server
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Fig. 47.5 TT&C station management connection network diagram

586 Q. Dang et al.



1. Each TT&C equipment has a monitoring system;
2. Equipment monitoring system software uses C/S architecture [17];
3. The system composition of the TT&C equipment is basically the same, with the

same or similar sub system.

Due to the status parameters of each TT&C equipment sub-system converging to
monitoring server through the monitoring network, the equipment status acquisition
has been realized, so all the equipment parameters and status information of a
TT&C equipment can all be acquired from monitoring system theoretically. Also
due to the composition of TT&C equipment subsystem is almost the same, it is
possible to make the parameter to be modular. Therefore, when realizing the TT&C
equipment information acquisition, using the method of centralized agent, with the
monitoring server as the breakthrough point, developed and designed the TT&C
equipment monitoring protocol conversion software based on monitoring client to
realize the receiving, parsing and standardizing of equipment status information,
and standardized encapsulate and send [16, 18].

Because there are many kinds of sub-system in the TT&C system, and the
difference between different equipment parameters is large, even the parameters of
the same equipment type have some differences. The difference of parameters has a
serious impact on the data processing and using, so realized the parameters nor-
malization, including the normalization of the parameter type, the parameter
information and the meaning of the parameters.

47.4.5 Design of Service Equipment Status Information
Acquisition

The status acquisition of service equipment used multi-level flat structure, com-
posed of tree tandem level by level including the station service operation man-
agement, region service operation management, and monitoring unit, and so on, and
can be used in multi-level tandem, hierarchical management. The model structure
diagram of the system is shown in Fig. 47.6.

Using “equipment - order - node” model, for different access equipments using
different communication protocols, designed the consistent data interface and
normalized equipment model [15], including the unified object of equipment, order
and data node, realized the information interaction with the equipment.

47.4.6 Design of Information Fusion and Display

Information acquisition has realized the information convergence of different sys-
tem and different major to the server, and achieved the data fusion physically. In
information processing and application level, through building the given logic and
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analyzing the relationship between the data, complete data fusion and integrated
data using, the function includes the following three aspects, as shown in Fig. 47.7.

1. The fusion and analysis of equipment status and TT&C data

In the spacecraft tracking process, through the appropriate division of the TT&C
process, complete the abnormal tracking data processingwhich generated in the initial
period of tracking and the last period of outbound tracking. For example, when the
equipment has not yet to establish stable communication link with the satellite, the
generated data is not reliable, at this time, the system combined with the equipment
locking status to determine whether to send tracking and telemetry data to the center.
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2. The centralized fault alarm of multi domain and multi information

In the station operation management system, each system can realize the voice
alarm according to the internal exceptions and errors of its own, but the exception
information is isolated before the information fusion, and probably will alarm at the
same time. So the system realized the integration and fusion of all kinds of alarm
information, and set the corresponding priority and processing logic, which makes
the warning process is based on the preset alarm logic.

3. Fault linkage and processing

Realized the fault linkage on the basis of multi equipment key parameters moni-
toring and the physical centralization of multi equipment operating platform, and
also through the software scheduling, determine the problem and countermeasures
combined with alarm source of integrated revelation system and alarm content, and
frontward present the software or software interface need to deal with to make the
staff on duty to deal with conveniently.

47.5 Conclusion

Based on the management requirements of TT&C station, designed the station
TT&C equipment monitoring protocol conversion software, station service opera-
tion management software, station meteorological operation management software,
station TT&C information check and test software, comprehensive information
management software and integrated status revelation software, realized the inte-
gration status acquisition, data processing, information display and fault alarm
functions of four professional domain equipment including TT&C, communication,
meteorological, service support in TT&C station management domain, has the
following advantages:

1. Realized the interconnection and interflow of information. From the perspective
of centralized management, realized the status acquisition, integration, inter-
connection and interflow of four professional domain equipment including
TT&C, communication, meteorological, service support, accumulated first-hand
information resources for large data processing of TT&C network.

2. Realized the hierarchical management of information. From the perspective of
system integration, realized a centralized alarm service system, collected the log
and alarm information generated from all kinds of functions such as mission
process, net information flow checking, fault diagnose and professional equip-
ment management and so on, and implemented hierarchical management.

After the system put into operation, promoted the fusion of duty post, reduced
the skill requirements of duty post, which is conducive to form a professional
comprehensive duty team through the proper training, and is conducive to release
the technical backbone, increase the human resource investment in scientific
research and innovation.
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