Lecture Notes in Electrical Engineering 436

Amik Garg

Akash Kumar Bhoi
Padmanaban Sanjeevikumar
K.K. Kamani

Editors

Advancesin
Power Systems
and Energy
Management

ETAEERE-2016

N Springer



Lecture Notes in Electrical Engineering

Volume 436

Board of Series editors

Leopoldo Angrisani, Napoli, Italy

Marco Arteaga, Coyoacan, México
Samarjit Chakraborty, Miinchen, Germany
Jiming Chen, Hangzhou, P.R. China

Tan Kay Chen, Singapore, Singapore
Riidiger Dillmann, Karlsruhe, Germany
Haibin Duan, Beijing, China

Gianluigi Ferrari, Parma, Italy

Manuel Ferre, Madrid, Spain

Sandra Hirche, Miinchen, Germany
Faryar Jabbari, Irvine, USA

Janusz Kacprzyk, Warsaw, Poland

Alaa Khamis, New Cairo City, Egypt
Torsten Kroeger, Stanford, USA

Tan Cher Ming, Singapore, Singapore
Wolfgang Minker, Ulm, Germany
Pradeep Misra, Dayton, USA

Sebastian Moller, Berlin, Germany
Subhas Mukhopadyay, Palmerston, New Zealand
Cun-Zheng Ning, Tempe, USA

Toyoaki Nishida, Sakyo-ku, Japan

Bijaya Ketan Panigrahi, New Delhi, India
Federica Pascucci, Roma, Italy

Tariq Samad, Minneapolis, USA

Gan Woon Seng, Nanyang Avenue, Singapore
Germano Veiga, Porto, Portugal

Haitao Wu, Beijing, China

Junjie James Zhang, Charlotte, USA



About this Series

“Lecture Notes in Electrical Engineering (LNEE)” is a book series which reports
the latest research and developments in Electrical Engineering, namely:

Communication, Networks, and Information Theory
Computer Engineering

Signal, Image, Speech and Information Processing
Circuits and Systems

Bioengineering

LNEE publishes authored monographs and contributed volumes which present
cutting edge research information as well as new perspectives on classical fields,
while maintaining Springer’s high standards of academic excellence. Also
considered for publication are lecture materials, proceedings, and other related
materials of exceptionally high quality and interest. The subject matter should be
original and timely, reporting the latest research and developments in all areas of
electrical engineering.

The audience for the books in LNEE consists of advanced level students,
researchers, and industry professionals working at the forefront of their fields. Much
like Springer’s other Lecture Notes series, LNEE will be distributed through
Springer’s print and electronic publishing channels.

More information about this series at http://www.springer.com/series/7818



Amik Garg - Akash Kumar Bhoi
Padmanaban Sanjeevikumar
K.K. Kamani

Editors

Advances 1in Power Systems
and Energy Management

ETAEERE-2016

@ Springer



Editors

Amik Garg

Sikkim Manipal Institute of Technology
(SMIT)

Rangpo, Sikkim

Padmanaban Sanjeevikumar

Department of Electrical and Electronics
Engineering Science

University of Johannesburg

India Johannesburg
South Africa
Akash Kumar Bhoi

Department of Electrical and Electronics K.K. Kamani

Engineering Government of Karnataka
Sikkim Manipal Institute of Technology Chitradurga, Karnataka
(SMIT) India
Rangpo, Sikkim
India

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering

ISBN 978-981-10-4393-2 ISBN 978-981-10-4394-9  (eBook)
https://doi.org/10.1007/978-981-10-4394-9

Library of Congress Control Number: 2017937707

© Springer Nature Singapore Pte Ltd. 2018

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper
This Springer imprint is published by Springer Nature

The registered company is Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, Singapore



Preface

Advances in Electronics, Communication and Computing is a collection of research
articles and critical review articles presented at the International Conference on
‘Emerging Trends and Advances in Electrical Engineering and Renewable Energy—
ETAEERE-2016’, organized by the Department of Electrical and Electronics
Engineering (EEE) of Sikkim Manipal Institute of Technology (SMIT), Majhitar,
Sikkim, India during December 17-18, 2016. This was a unique conference which
combined renewable energy, electronics, computing, communication, systems,
controls and automations under one roof. Moreover, it is a matter of honour for SMIT
to learn that Springer was associated with ETAEERE-2016 as a major publication
sponsor for the event. The proceedings of this conference came out with four different
book volume titles under Lecture Notes in Electrical Engineering (LNEE). This book
is a compilation of research work in the interdisciplinary areas of electronics, com-
munication and computing. The chapters of this book cover the different approaches
and techniques for specific applications, such as particle swarm optimization, Otsu’s
function and harmony search optimization algorithm, triple-gatesilicon-on-insulator
(SOI) MOSFET, micro-Raman and Fourier Transform Infrared Spectroscopy (FTIR)
analysis, high-k dielectric gate oxide, spectrum sensing in cognitive radio, microstrip
antenna, ground-penetrating radar (GPR) with conducting surfaces and digital image
forgery detection.

Eminent speakers like Prof. A Chakrabarti, former vice-chancellor of Jadavpur
University; Prof. A Rajaraman of IIT, Chennai; Prof. Gyoo-Shee Chae of Baekseok
University, South Korea; Prof. Avinash Konkani of University of Virginia, USA;
Prof. Kamani KK, the global economic advisor of Karnataka; Prof. Manjesh of
Bangalore University and Dr. Amitanshu Patnaik of DRDO Delhi shared their
knowledge and experience. The conference attended and presented by participants
from institutes such as IISc, IITs, NITs, NEHU, BIT, VIT, MIT Manipal, IEST
Kolkata, and abroad deliberated on their research works. In addition, the paper
presentations were accompanied by six keynote addresses from leading academic
and industry researchers around the globe. The paper presentations took place in
three different tracks with 18 parallel sessions. Through the platform of



vi Preface

ETAEERE-2016, we got the opportunity to promote the national campaign ‘Make In
India’.

The review committee has done an excellent job in reviewing the articles and
approving the high-quality research articles to be published in the conference
proceedings. The editors are thankful to all of the faculty and students of these
various committees for their dedication in making this a very successful conference
and also to the editing and printing support staff of Springer for making the
compilation possible. We sincerely hope that this volume will inspire researchers.

Majhitar, Sikkim, India Karma Sonam Sherpa
Akash Kumar Bhoi

Mohammed Nasir Ansari

Amit Kumar Singh
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Abstract This article presents a new non-isolated DC-DC sextuple output hybrid
triad converter configurations for high step-up renewable energy applications. Total
8 (eight) converters configurations are obtained by combining SEPIC/SI-SEPIC,
Cuk/SI-Cuk, and Boost/SI-Boost which is highly suitable for step-up renewable
applications where DC-DC multi-output converters/choppers are needed; such as a
solar multilevel DC-AC converter (MLI), HVDC, hybrid/electric and electric
vehicles. The most important characteristics of the proposed converter configura-
tions are (i) only one power control semiconductor switch, (ii) offer six different DC
outputs with different conversion ratio, (iii) non-isolated (without transformers)
Converter topologies, (iv) high voltage at the output side without using large duty
cycle and (v) modular DC-DC converter structure. The simulation results are pre-
sented and it validates the practicability, functionality, and the idea of suggested
sextuple output hybrid triad converter configuration.

P. Sanjeevikumar (D<)

Department of Electrical and Electronics Engineering, University of South Africa, Auckland
Park, Johannesburg, South Africa

e-mail: sanjeevi_12@yahoo.co.in

P. Sanjeevikumar
Research and Development (R & D), Ohm Technologies, Chennai, India

M.S. Bhaskar - P. Dhond

Department of Electrical and Electronics (EE) Engineeering, Marathwada Institute of
Technology (MIT), Aurangabad, India

e-mail: sagar25.mahajan @ gmail.com

P. Dhond
e-mail: dhondpranavl1@gmail.com

F. Blaabjerg

Center for Reliable Power Electronics (CORPE), Department of Energy Technology, Aalborg
University, Aalborg, Denmark

e-mail: fbl@et.aau.dk

M. Pecht

Center for Advanced Life Cycle Engineering (CALCE), University of Maryland, College
Park, MD, USA

e-mail: pecht@umd.edu

© Springer Nature Singapore Pte Ltd. 2018 1
A. Garg et al. (eds.), Advances in Power Systems and Energy

Management, Lecture Notes in Electrical Engineering 436,
https://doi.org/10.1007/978-981-10-4394-9_1



2 P. Sanjeevikumar et al.
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1 Introduction

In recent years, development of low-cost multiport DC-DC power converter
attracted much attention for renewable energy application due to its capability of
interfacing with diverse sources, battery systems, and loads with different voltage
levels [1, 2]. In renewable energy conversion equipment production, DC-DC power
converters represent the largest percentage and are becoming the most important
sector of power electronics. The market of DC-DC converters comprise three sub-
fragments (i) low-power DC-DC converter, (ii) medium-power converter and
(iii) high-power converter [3, 4]. Most of the renewable energy application such as
solar multilevel DC-AC converter, HVDC, hybrid/electric and electric vehicles
requires multiple DC outputs at different voltage levels [4—17]. Multiport DC-DC
converters are a breed of DC-DC converters and are classified into three major
categories: (i) SIMO (Single-Input Multiple-Output) [8-12], (i) MIMO
(Multiple-Input-Multiple-Output) [13-15] and (i) MISO (multiple-input
single-output) [18-20]. To design multi-output to a different output voltage level,
several techniques are adopted and developed by using DC-DC isolated (using
transformer) converter/choppers configurations such as Forward Converter, Flyback
Converter, Push—Pull Converter/chopper, DC-DC Half Bridge, and Full Bridge
converter as well as non-isolated (without transformer) DC-DC converter [8-20]. In
flyback and forward converter, only one transformer primary (Input Side) winding is
used, other than in order to obtain multiple outputs separate secondary windings are
employed. This input side (Primary) winding reduces count of the reactive element
in the converter/chopper whereas several secondary winding raise the size, cost,
circuit complexity, and weight of the converter. Non-isolated converters are one of
the cost-effective and viable solutions to overcome the drawback of the flyback and
forward converter. In [8—12], SIMO converter is proposed by using numerous power
controller and semiconductor power devices, thus raises the system cost and com-
plexity. In [23] a new family of Switched DC-DC resonant converter/chopper had
been proposed in which resonance tank is periodically supplied from the power
supply and sequentially releases the energy into the output. But, continuous regu-
lation of load is difficult because discrete manner of load power. In [7, 24]
Single-Inductor Multi-Output voltage sharing DC-DC power converters for trans-
formerless grid connection systems are proposed. These converter configurations are
suitable for renewable energy applications, but require several control switches
which increases the number of gate driver, cost and losses in the converter. In this
article new non-isolated sextupling output hybrid triad converter configurations are
proposed to overcome the above-mentioned drawbacks of recent proposed con-
verters. Figure la—j shows (a) traditional Boost (Non-inverting step-up converter
with single inductor), (b) SI-Boost (switched inductor boost converter) [25],
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(c) traditional SEPIC (Single-Ended Primary-Inductor Converter), (d) SI-SEPIC-I
(Single-Ended Primary-Inductor Converter with switched inductor at input side),
(e) SI-SEPIC-II (Single-Ended Primary-Inductor Converter with switched inductor
at output side), (f) SI-SEPIC-III (Single-Ended Primary-Inductor Converter with
switched inductor at input and output side) [26], (g) traditional Cuk (Inverting output
DC-DC converter derived from the combination of boost and buck converter),
(h) SI-Cuk-I (Cuk converter with switched inductor at input side), (i) SI-Cuk-II (Cuk
converter with switched inductor at output side), (j) SI-Cuk-III (Cuk converter with
switched inductor at input and output side).

Table 1 shows the conversion ratio, voltage across switch in off mode and output
type of converter mentioned in Fig. 1. To achieve high gain, several recent con-
verters with minimum switch voltage stress are proposed [27-33]. In this article
total 8 (eight) converters configurations are obtained from combining
SEPIC/SI-SEPIC, Cuk/SI-Cuk and Boost/SI-Boost which are highly suitable for
step-up renewable applications where sextuple output DC-DC converters are nee-
ded, such as a solar multilevel DC-AC Converter (MLI), HVDC, hybrid/electric
and electric vehicles.

The most important characteristics of the proposed converter configurations are
(i) only one power control semiconductor switch, (ii) sextuple output: Provide six
different outputs with different conversion ratio, (iii) Non-isolated topologies (no
use of transformer and coupled inductor), (iv) High voltage at the output side
without using large duty cycle and (v) modular DC-DC converter structure.

The proposed sextuple converters configurations are described in the next sec-
tion. Simulation results are presented in Sect. 2.2 and it validates the practicability,
functionality of suggested sextuple output hybrid triad converter configuration.

2 Sextuple Output Hybrid Triad Converter
Configurations

In Fig. 1a—j shows the various configurations of Boost, SEPIC and Cuk converters.
It is observed that the converters depicted in Fig. la, c, e, g, 1 and in Fig. 1b, d, f, h,
j have an identical front-end structure. The front-end structure consists of supply
voltage, reactive circuit, and single switch. This allows us to combine front-end
structure of three converters (triad configuration) to derive new configurations for
sextuple output, therefore obtains new 8 (eight) topologies which are highly suit-
able for step-up renewable applications.

Figure 2 shows the generalized structure of sextuple output triad converter
configurations. The other main features of the new proposed configurations are
(i) simple structure since converters are designed with only one control power
switch and allows to connect a sextuple load to the converter. (ii) Single driver
circuit and switch also simplifies the control strategies for proposed converter.
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Table 1 Conversion ratio, voltage across

depicted in Fig. 1

switch in off state and output type of converters

Type of Voltage conversion Switch voltage (OFF Output type

converter ratio state)

Traditional 1/(1 — D) Vin/(1 — D) Non inverting boost

boost

SI-Boost (1 + D)/(1 — D) 1 + D)V, /(1 — D) Non inverting boost

Traditional D/(1 — D) Vi/(1 — D) Non inverting buck or

SEPIC boost

SI-SEPIC-1I D + Dz)/(l - D) Vin(1 + D)/(1 — D) Non inverting buck or
boost

SI-SEPIC-II 2Dl — D? Vi/(1 — D) Non inverting buck or
boost

SI-SEPIC-IIT 2D/(1 — D) Vin(1 + D)/(1 — D) Non inverting buck or
boost

Traditional -D/(1 — D) Vi/(1 — D) Inverting buck or boost

Cuk

SI-Cuk-1 —-(D + D2)/(1 - D) (1 + D)V /(1 — D) Inverting buck or boost

SI-Cuk-1I -2D/1 — D? Vi/(1 — D) Inverting buck or boost

SI-Cuk-IIT —2D/(1 — D) (1 + D)V, /(1 — D) Inverting buck or boost

SEPIC / SI-SEPIC
Converter
] Topologies Riz Rys
Cuk / SI-Cuk
Convert.er = § R,
|| Topologies 25
Boost / SI-Boost R
Vin Converter 2
':' || Topologies R3

Fig. 2 Generalized structure of sextuple output triad converter configuration

(iii) High efficiency and reduced size, since the high-frequency transformer is not
required to design proposed converter.
Total 8 (eight) sextuple output triad converter structure are derived by combining
identical front-end structure of converters as mentioned in Fig. 1.
Figure 3 shows the various sextuple output triad converters configurations.
Figure 3a—d configurations have identical front end structure with single inductor at
the input side. Figure 3e-h configurations have an identical front structure with
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switch inductor at the input side. All the sextuple proposed converters are contin-
uous input current type converters. The voltage gain (Conversion Ratio) of all the
presented converters configurations are analyzed for sextuple load and are given in
Table 2. To explain the mode of operation the proposed converter configurations,
SI-SISE-SICU-BO converter operation modes are discussed in detail in Sect. 2.1.

2.1 SI-SISE-SICU-BO Converter (Switched Inductor
SISE-SICU-BO Converter)

Figure 2h shows the power circuit of switched inductor SISE-SICU-BO converter
(SI-SISE-SICU-BO Converter). It is designed by combining SI-SISE (switched
Inductor SISE), SI-SICU (switched Inductor SICU) and SIBO (switched inductor
boost) converters. The operation of SI-SISE-SICU-BO is divided into two separate
modes: one when power switch is ON and other when power switch is OFF. When
the control switch is ON, the energy fed by the input supply is stored in inductor L,
and L,; inductors Lc, L (output side inductors of Cuk converter) and Ls, Lg»
(output side inductors of SEPIC) also stores energy due to the discharge of Cc and
Cs. Throughout this interval, the power diodes D,, Dy, D¢, Ds, D>, and Dg, are
not conducting and the output capacitor (Cg;, Ccy, and Cg;) provides the supply
energy to sextuple loads. Figure 4 shows the equivalent circuit of
SI-SISE-SICU-BO converter in ON state. When the control switch is OFF, all the
capacitors are recharged by inductors through freewheeling diodes and also pro-
vides supply to sextuple load with different output voltage. During the OFF state,
power diode Dy, D3, D¢y, Dcs, Dsy, and Dgj3 are not conducting. Figure 4 shows
the equivalent circuit of SI-SISE-SICU-BO converter in OFF state.

2.2 Simulation Results of SI-SISE-SICU-BO Converter

Sextuple SI-SISE-SICU-BO triad converter configuration (see Fig. 3h) is simulated
in MATLAB with 24 V input supply, 150 W input power and 0.60 Turn ON Time
(duty ratio) and switching frequency 50 kHz provided to switch. Figure 5a-b
shows the sextuple output voltage waveforms of SI-SISE-SICU-BO converter. It is
observed that the SEPIC and Cuk structure of the proposed SI-SISE-SICU-BO
converter provides positive and negative output voltage (Vo =72V and
Voo = —72 V) respectively. Boost structure of the proposed converter provides
voltage Vy; = 96 V. It is also observed that the voltage across load connected
between Cuk and Boost structure (Vi,_3) is —168 V. The voltage across load
connected between SEPIC and Cuk Structure (Vy;_,) is 144. The DC voltage across
load connected between SEPIC and Boost structure (Vy1_3) is —24 V. The voltage
across power semiconductor switch is shown in Fig. 6a. It is investigated that the
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Fig. 6 Voltage waveform across a switch b intermediate capacitors (Cc and Cs)

voltage across power switch in OFF mode is equal to the output DC voltage of
boost structure (Vs = V3 = 96 V). The voltage across intermediate capacitors of
SEPIC (Cs) and Cuk (Cc) structure converter present in the proposed converter is

shown in Fig. 6b. It is noted that the voltage of across capacitor Cc and Cs is
96 and 24 V.
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3 Conclusions

A new non-isolated sextuple output triad converter hybrid configurations are pre-
sented for high step-up renewable applications. The proposed converters have a
sextuple output with high conversion ratio and also suited for applications where
DC-DC multi-output converters/chopper are needed; such as a solar DC-AC con-
verter (MLI), HVDC, hybrid/electric and electric vehicles. Total 8 (eight) con-
verters configurations are obtained by combining SEPIC/SI-SEPIC, Cuk/SI-Cuk
and Boost/SI-Boost. The voltage conversion ratio of all configurations is also
presented. The most important characteristics of the proposed converter configu-
rations are (i) only one power control semiconductor switch, (ii) Sextuple output:
provide six different outputs with different conversion ratio, (iii) Non-isolated
topologies (no use of transformer and coupled inductor), (iv) High voltage at the
output side without using large duty cycle and (v) modular DC-DC converter
structure. Out of 8 configurations, SI-SISE-SICU-BO converter is the best con-
figuration and its simulation results are presented and it validates the practicability,
functionality and the idea of the suggested sextuple output hybrid triad converter
configuration.
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Abstract In this paper, a dual-band textile rectenna is fabricated and tested to
power the wireless and wearable sensor systems at 2.45 and 5.8 GHz. The wearable
rectenna substrate is designed with a textile material and conductive element is a
copper tap. Fabricated antenna has a size of 50 x 50 mm? and it is effortlessly bent
on human body. The rectenna element is also fabricated on the same textile material
and RF to DC conversation is investigated for power levels —20 to 15 dBm. The
wearable antenna has experimentally measured impedance bandwidth of 40% for
primary band and 51% for second band. The rectenna has maximum efficiency of
60% at —3 dBm (5.8 GHz) and 0 dBm (2.45 GHz).
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1 Introduction

Solid dielectric substrate antennas are more common in use, they made with a
printed copper on a dielectric substrate such as FR4 for low gain antennas, Duroid,
Benzocyclo butane, Roger 4350, FR4-epoxy, Bakelite [1, 2]. These days researcher
brings in new kind of dielectric materials are called textile materials. A coaxial feed
textile antenna with wash cotton, curtain cotton, and jean cotton substrate materials
are investigated in [3] with the help of HSFF software. E-shaped antenna with fleece
fabric as a substrate is designed and manufactured for 2.25-2.75 GHz band in [4].
The main advantages of textile material are light in weight, easily foldable, and the
most important one is it is wearable. The proposed textile antenna is designed with
jeans as dielectric substrate and the radiating patch is designed with a copper
tap. The development of textile-based antennas introduces a new type of commu-
nication system that is body-centric wireless communication [5, 6]. In this tech-
nology sensors or monitoring electronic devices are integrated into the clothing.
Wearable antenna for military applications and the performance of the wearable
antenna on the human body is presented in [7]. How this wearable antenna can
improve the safety of the firefighters is introduce in [8]. A short range personal area
network and body wireless communication design based on the textile antenna is in
[9]. The power required to drive the electronic devices is supplied by a battery or a
super capacitor. While using battery system as a power source there are some
problems like recharging and also it required maintenance. So to overcome the
problem energy harvesting is the best alternative.

Semiconductor design technology is at freezing pace in the twenty-first century.
Consequently, devices are miniaturized; power levels have come down to micro-
and nanowatts. So that energy harvesting from the surrounding environment is an
active research area. Radio frequency (RF) is one of such energy harvesting method
from the ambient. Harvested energy is used to drive the micropower devices which
are integrated into the wearable system. RF harvesting mainly requires an antenna
which receives RF energy and the rectifier which converts RF energy into DC
voltage. Rectifying antenna for low-power applications at 2.45 GHz and rectenna
circuit topologies for different power levels are also explained in [10]. The author in
[11] fabricated the multi-energy harvesting system which scavenged through solar,
RF, heat energy sources.

In this paper ultrawide dual-band textile antenna is designed and fabricated, the
jeans cotton fabric is used to design textile antenna [12—-15]. RF to DC rectification
is investigated at 2.45 and 5.80 GHz; the rectifier circuit is intended for low power
level (E <2 V).

2 Antenna Configuration

The dielectric material has an important role in microstrip antenna when it comes to
wearable antenna it must be flexible and lightweight so that the substrate material
chosen is a cotton jeans. Textile antenna conducting path is designed by a foil tap of
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Table 1 Antenna

. ) . S. No. Parameter Value
specification used in CST - - .
. . 1 Dielectric permittivity (g,) 1.7
microwave studio
2 Loss tangent 0.025
3 Textile thickness (mm) 1.0
4 Textile dimension (mm) 50 x 50
5 Partial ground plane (mm) 46 x 16
6 Circle 1 radius 8.0
7 Circle 2 radius 6.4
8 Microstrip feed line 20 x 4

Fig. 1 Geometry of a
compact circularly polarized
rectangular microstrip antenna
with a pair of truncated
corners (all dimension in mm)

copper. The properties of the textile material are determined by conduction
experiment and are reported in Table 1. Patch antenna patch dimensions are cal-
culated by using Egs. (1) and (2). The most significant future of the wearable
antenna is, they can integrate into clothing to drive the smart electronic devices or
the sensors. Before fabrication, the textile antenna was simulated in CST micro-
wave studio 2010 environment. The designed antenna snapshot is depicted in Fig. 1
with front and back view.

C r + 1 o — 1 1
Wziisreff:‘gz +&2 (1)
2o/ 5 1+12(3)
et +0.3) (% +0.264
L=—C  ogoan| Lt )(h:; ) 2)
2fo/retr (&refr — 0.258) (% +0.8)

3 Rectenna Design

The rectifying circuit design is initiated with a second-order low-pass filter which
takes the form of impedance matching in between the textile antenna and diode.
Matching is essential while working with low power levels; else harvesting effi-
ciency will reduce by reflected power. The Schottky diode used in the RF to DC
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Table 2 HSMS-285x

S. No. Parameter Units HSMS-285x
PSPICE parameters
1 By \Y% 3.8
2 Cyo pF 0.18
3 Eg eV 0.69
4 Igv A 3E™
5 Is A 3E°
6 N 1.06
7 R Q 25
8 Pg(Vy) \Y% 0.35
9 Py (XTI) 2
10 M 0.5
Fig. 2 Equivalent diode Cp
model with Spice parameters I
Lp
—
a Rs j b
Ci

conversion is HSMS2850 with a low threshold voltage of 150 mV [12]. The input
impedance of the diode is a dynamic variable dependent on input RF power, in
order to understand that diode performance a mathematical model of the diode
undergoes detail analysis with spice parameters given in Table 2.

The diode input impedance is calculated from the zero-biased equivalent circuit
of the diode as shown in Fig. 2, where L, is the parasitic inductance, C,—parasitic
capacitance, and R series parasitic resistance. Junction capacitance Cj and R;
junction resistance, the junction resistance is a function of the applied bias current
given by Egs. (3) and (4). It is the sum of the diode saturation current (Is) and
diode bias current (Ig). The input impedance between terminals a and b in Fig. 2 is
calculated for dual-band operating frequencies. The input impedance at 2.45 and
5.8 GHz are 219.4 and 41 Q respectively.

R (o.g%) o)

Ir =1+ 1 4)

LC filter elements are calculated separately for dual-band frequencies. While
using this rectenna circuits for sensor applications, ripples in the output may cause
failure or malfunction of the circuit because they are the most sensitive devices.
Pass the smooth DC current to load after the rectification filters are necessary, they
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Fig. 3 Electrical circuit of rectenna

eliminate the ripples in the rectified direct current or voltage. The proposed rectenna
has the output filter is a LC filter, aimed to diminish the AC frequency components.
The proposed low-power rectenna electrical circuit is shown in Fig. 3. The circuit
elements for 2.45GHz are L, =142nH, C,=21pF, L,=4nH, and
C, = 45 pF. The circuit elements for 5.8 GHz are L, = 1.54 nH, C; = 0.27 pF,
L, = 1.06 nH, and C, = 45 pF.

4 Results and Discussions

The proposed antenna measurement is done in an anechoic chamber to find the
parameters of the antenna in both bent and unbent conditions using vector analyzer
(Agilent E5071C ENA). Figure 4 presents the comparative return loss measured in
bent and flat condition along with simulated return loss of the antenna. Measured
dual-bandwidths are 2.2-3.30 GHz (40%) and 4.0-6.73 GHz (51%). The primary
band resonance frequency is 2.45 GHz with return loss magnitude of —17 and
—21 dB is the return loss magnitude at 5.8 GHz. When antenna bent the band-
widths are reduced by a small amount due to fabrication tolerance and drapability of
the textile material. In the bent condition, the resonance frequencies along with
magnitudes are shifted. Resonance frequencies are shifted to words the lower fre-
quency side in both the bands.
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~——— Simulated
Measured in flat
Measured in bent

Return Loss (dB)
o

'301 2 3 4 5 6 7

Frequency in GHz

Fig. 4 Comparative return loss of the proposed antenna

The distance (D,) between the transmitting horn antenna with the gain of
Gix = 11 dBi and the rectenna is 1 m. The Friis transmission Eq. (5) is used to find
out the micro power available at rectenna terminals.

c \2
Px =P ) 5
X tXGtXGX<4TCDtﬁ)> (5)

where P is the transmitting power at a given field strength £ (mV/m); G,x is the
receiving antenna gain (3.5 dBi).

The constant C and f; are the velocity of light and frequency of the microwave.
The output DC voltage (Voupc) and overall efficiency (17gy) of the rectenna against
power density are calculated by Eq. (6).

_ Pounc V2 oe/Ru
Mg = = (6)
p X P X

Finally the simulated and measured overall efficiency of the rectenna is depicted
in Fig. 5a, b. The measured maximum efficiency for flat rectenna is 60% is obtained
at —3 dBm input power for a load of 1 kQ at 5.8 GHz. The measured RF to DC
conversion at 2.45 GHz is 54%. The rectenna efficiency is measured in bent con-
dition too. From the measured return loss plot it is witness that in the bent condition
the magnitude of S}, is reduced with effect the gain of the antenna and so efficiency
is affected. The efficiency obtained in bent condition is 41.34% at 5.8 GHz and
45 for an input of —5 dBm.
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Fig. 5 a Measured and simulated overall efficiency versus input power levels at 5.8 GHz.
b Measured and simulated overall efficiency versus input power levels at 2.45 GHz

From Eq. (6) DC power output is directly proportional to the square of the DC
voltage and the effect of load resistance on power conversion efficiency is studied at
dual bands. The harmonics at the output DC voltages has to be limited by con-
necting an LC filter at load side. The inductor in the filter controls the load current
variations and output voltage variations are dampens by the capacitor. The
capacitance value is chosen in such a way to limit maximum ripple in the output
voltage is 10 mV at —5 dBm power level. The DC output voltages at the flat and
bent position are 0.82 V (2.45 GHz) and 1 V (5.8 GHz) are shown in Fig. 6a.
Finally, the low-power microwave energy harvester is fabricated on textile is
depicted in Fig. 6b.
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Fig. 6 a Fabricated

2.45 GHz rectenna on textile
material. b Output DC
voltages from rectifier
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5 Summary

This paper works explain the design and manufacturing of the antenna with the
textile materials and also its potential application in wearable wireless system. The
textile antenna is made with jeans cotton as the substrate and copper tap as a
radiating element. From the measured results the fabricated antenna has dual band
in that first band covers the ISM bans 2.45 and 5.8 GHz. Proposed textile rectenna
is tested for different micropower levels as —20 to 15 dBm. The wearable antenna
has experimentally measured impedance bandwidth of 40% for primary band and
51% for second band. The rectenna has maximum efficiency of 60% at —3 dBm
(5.8 GHz) and 0 dBm (2.45 GHz).
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Reduction of THD in Nine-Phase
Induction Motor Drive with CLC
Filter

Manjesh, Nilima Siddhartha Dabhade, Amik Garg
and Akash Kumar Bhoi

Abstract Most of the applications 60% of loads are motor driven loads, more than
90% of these loads are used for industrial applications. Many applications use three
phase motor drive which limits the torque density. Multiphase motor drives are
better solutions for high torque density and heavy loads. In this work a Nine-Phase
Inverter is designed to drive nine-phase load along with fundamental frequency, the
output of the inverter generates harmonics. These harmonics are higher than fun-
damental frequencies and cause total harmonic distortion (THD) which enhances
the current harmonics and generates more heat in the load. Many techniques are
used to suppress the harmonics to minimize the heat in the load. A common
technique is employed in this paper to minimize THD by constructing CLC filter in
the PWM inverter and simulated using Simulink/MATLAB, the results are com-
pared with the normal nine-phase inverter.
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1 Introduction

The three-phase drives are generally used for heavy torque loads, if the phases are
increased beyond three phase then it is more advantageous. The main advantages of
constructing a multiphase motor in place of a three-phase motor is due to density of
high torque, minimization of ripples, better noise suppression, smoother torque and
reduction of the torque ripple magnitude [1]. To drive the multiphase motor multi
phase inverters are used, multiphase drives are best examples for high torque motor
drives like aviation, hybrid electric cars, traction and battery-operated electric
vehicles.

2 Nine-Phase Induction Motor Drive

[73 1)

The N Phase Asynchronous machines have “n” number of stator windings obtained
by “360°/n” phase. Therefore nine-phase synchronous motor has nine-stator
windings with 40° phase shift. Rotor windings use squirrel cage rotor, the
nine-phase synchronous motor is fed by nine-phase inverter presented in Fig. 1.
There are nine-push pull drives, each drive is triggered by PWM signal, thus there
are nine-PWM signals which are 40° out of phase with each other. The PWM
trigger signals used to drive IGBT (Insulated-Gate Bipolar Transistor) switches, all
the switches operated for a period of 180° conduction mode is as shown in
Figs. 2 and 3.

CurmrtMeamemet

Fig. 1 Schematic diagram of nine-phase inverter drive



Reduction of THD in Nine-Phase Induction ...

A3(80)  B8(100) _I -
B7(60) (120) B7

B86(20)

BQ(MO)—PM BY

160) ———> A5,B6

81(130)—»1.31

AB(200}—— 6,85

B2(220) ———— > A9 B2
34{3001 > (\7.84
> |AB.B3
Fig. 2 Switching cycle of inverter legs with 180° conduction mode
1..... P 03 53 53 0 3 G G G R i ) oo Ea [T e g
A3,88 | witching cy¢le; 180 degré
| ' ufy ¢ydle]0.001
7487 87 I 13-A9: [?ﬁ
i ' j T8O
A2,89 B9
asadel
2685 EE
| _
A9,82 |B2
l
A7,84
A8,83
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3 Nine-Phase Inverters

The inverter is most commonly used unit for motor drive applications in industries,
speed of the asynchronous motor can be varied by pulse width modulation method.
Most of the inverters use power MOSFETs or IGBTs as semiconductor switching
devices. The PWM inverter topology use semiconductor switches, each leg is
constructed with two semiconductor switches connected in series, in each PWM
inverter leg the ON and the other is OFF, the operation will be performed with
upper and lower switches alternatively. The arms of PWM inverter design is
depending on linear and nonlinear phase load applications [1-10]. The nine-phase
inverter is constructed with nine legs and 18 switches as shown in Fig. 4.

The control signals to the inverter switches are pulse width modulated
(PWM) signals which are generated through pulse generators. The magnitude of
generated pulse depending on modulation index, as the modulation index approa-
ches unity, the harmonic content can be minimized. Reducing a THD is very
important factor in power electronics systems, harmonics are the sinusoidal fre-
quencies of voltage and current that is whole multiples of fundamental power
supply frequency 50 Hz. The main reason for the presence of harmonics in the
power electronic converter system is the use of nonlinear loads, the additional
power harmonics associated with fundamental frequency will not provide any
additional energy nor influences any mechanical torque at the output of inverter, but
this frequency of harmonics dissipated as heat in the load, which affects the power
factor and switching losses.

THD is the percentage of harmonic magnitudes at the output of the inverter
which affects the efficiency of an inverter. Third-order harmonic is the most
prominent harmonic content which belongs to 3rd order of 50 Hz, i.e. 150 Hz, also
amplitude of harmonic is 34.70% of the input power, the suppression of third
harmonic can improve the efficiency of an inverter.

SiT0S

Sy Sy S5 |
\‘llic | . h k

Fig. 4 Topology of nine-phase inverter
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Nonlinear loads are the major challenge in the field of power electronics, the
gradual impact of nonlinear parameters on load generates additional harmonic
frequencies, which affect the power factor. The power rectifiers and PWM inverters
are employed to operate the nonlinear loads and ‘Filters’ are the best option to
overcome this distortion.

Filters are the circuits which block the unwanted frequency components of
different harmonics, passive filters are easy to construct but at lower frequencies the
values of the components are complex. In the nine-phase PWM inverter drive, the
even harmonics are absent and only odd harmonics are present at the output of
the nine-phase inverter, as third harmonic is most dominant harmonic, this domi-
nant harmonic can be reduced by using passive filters [11-13].

3.1 Nine-Phase Inverters with Passive Filter

Block diagram of PWM 9-phase inverter using CLC filter and R-load in each phase
is as shown in Fig. 5.

The schematic designed with the CLC filters arranged with the combination of
two capacitors and an inductor. It provides better minimization of harmonics in the
nine-phase inverter compare to other filter techniques. Main significance of using
the CLC scheme at the inverter output is to reduce unwanted harmonics with ripples
at the output of the converter.

Resonant frequency of the circuit with CLC filter scheme can be obtained by

1
fo :m (1)

where f; is the ‘frequency’ of resonance, L is an ‘Inductor’ and C'is a ‘capacitor’. The
filter scheme has been constructed using Eq. (1), resonance frequency has been taken

Fig. 5 Block diagram of
nine-phase inverter with CLC Nine Phase
filter and R load Inverter

ERHRRH)

R Load

<>
[e}—=]
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as 150 Hz to eliminate three harmonic (3 x 50 Hz). The values of inductor and
capacitor has been designed accordingly, L = 1.12 pH and C; = C, = 1000 mF.

The complete circuit diagram with CLC filter is as shown in Fig. 6 the CLC filter
is connected at the output of the inverter with nine-phase star load, where C; to
CIS = 1000 mF and Ll to Lg =1.12 MH

4 Simulation Results

The results obtained using 9-phase inverter with and without filter are presented in
Figs. 7 and 8. The waveforms are generated for line voltage and line current,
simulation work has been carried out for nine-phase inverter by connecting CLC
filter at the output of the inverter and obtained the THD, also the same circuit is
used to obtain the parameters without using the filter scheme. The inverter drives
studied and simulated for rated frequency 50 Hz, the results obtained are analyzed
for harmonics and (THD).

Figures 9 and 10 shows the FFT analysis of normal nine-phase inverter for
50 Hz using CLC filter scheme respectively. The comparison of percentage of
reduction in THD of traditional inverter drive without filter and with CLC filter
scheme is presented in Table 1. The drastic change is observed in presence of odd
harmonics with and without CLC filter for f = 50 Hz is shown as in Table 2.
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Fig. 6 Schematic of nine-phase inverter drive with CLC filter
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Fig. 9 FFT analysis of normal nine-phase inverter for 50 Hz
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Fig. 10 FFT analysis of nine-inverter with CLC filter for 50 Hz

Table 1 Comparison of
THD without filters and with
CLC filter for fundamental
frequency 50 Hz,

Vi = 100 V

Table 2 THD profile
without and with CLC filter
for frequency 50 Hz

12

16 18 20

Modes THD (%)
Without CLC filter 48.93
With CLC filter 28.83

Harmonics Without filter THD With filter THD
(%) (%)

3rd 34.70 0.38

7th 16.92 12.56

9th 0.00 0.77

11th 11.85 4.78

13th 10.34 2.85

17th 8.05 1.20

19th 0.00 0.96

The parameters used for simulation work with frequency f= 50 Hz,
Vae = 100 V, the THD obtained at the output of the 9-phase inverter is presented in

Table 1.

The THD analysis for nth harmonics is as shown in Table 2, at fundamental
frequency f = 50 Hz, V4. = 100 V.
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5

Conclusion

A nine-phase Inerter drive is constructed using Simulink/MATLAB to study the
harmonics and THD of the nine-phase inverter and compared the results obtained
using Nine Phase Inverter and CLC filter. It is observed that the harmonics and
percentage of Total Harmonics Distortion (THD) at the output nine-phase inverter
is found to be less using CLC filter. This work extended to study the nine-phase
asynchronous motor for stator winding temperature analysis.
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Comparative Study of Harmonics
and Total Harmonic Distortion

of Five-Phase Inverter Drive

with Five-Phase Multilevel Inverter
Drive Using Simulink/MATLAB

Manjesh, K. Hasitha, Akash Kumar Bhoi and Amik Garg

Abstract Harmonics are created in the output of the Inverters due to nonlinear
loads. These harmonics not only causes excessive heat in the devices or appliances
used in the daily life of human being, but also reduces the life period of the
appliances. This reduction of harmonics in such system has become great concern
for the engineers. Multilevel inverter technology has proved to give improved
harmonic performance. This paper presents simulation of harmonic analysis in
five-phase two-level inverter and five-phase multilevel (three level). It has been
found that the total harmonic distortion (THD) is less in case of five-phase

three-level inverter.
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1 Introduction

Present technology in power electronic system especially industrial applications
work with high power. Some linear loads in the industries, however, require
medium or low power for their operation [1]. Multilevel inverters are used to reduce
the content of the harmonics at the inverter, harmonics major problems for the
linear loads, these harmonics are generated from inverters and converters, it is
required to minimize for the loads, the harmonics cause heat in the loads this is the
main drawback of the loads. Figure 1 shows the inverters with different voltage
levels. Multilevel inverters have many applications due to high power system rel-
evant to lower output voltage harmonics and lower power switching losses [2, 3].
Multilevel are classified into three types, diode clamped multilevel inverter, flying
capacitors multilevel inverter and cascaded H-bridge multilevel inverter. Multilevel
inverters are added advantages on reduction of harmonics at the output of the
inverter, also has high-power applications in industries.

2 Five-Phase Inverters

Five-phase inverter is constructed with five harms consist of 10 IGBTs are as shown
in Fig. 2 the switching operation of the inverter can be implemented with pulse
generators with phase shift of 72° with each phase arm of the inverter. The
switching conductions sequence can be analyzed, two switches from upper group
and three from lower group are turned on to synthesize five-phase output voltage
shown in Fig. 3.
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3 Five-Phase Multilevel Inverters

The diode clamped multilevel inverter constructed with two capacitors inserted in
series at the input side of the inverter and assigned as DC neutral point. These
capacitors scheme synthesize three level output DC voltage of Vy./2, 0, —V4/2. To
increase the number of levels at the output of the inverter series connected
capacitors should be increased. Therefore to synthesize an n-level output voltage
(n — 1) capacitors are used. This work presents a three level inverter with diode
clamped scheme is employed. The circuit is constructed with two input capacitors
with DC neutral point presented in Fig. 4.
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Fig. 5 Output voltage (125.9 V) of an individual five-phase two-level inverter

4 Simulation Results

The output voltages of both types of inverters are simulated by using
“Matlab/Simulink” software [4]. The IGBT’s are used to construct 5-phase inverter
and multilevel inverter. The gate pulses are generated using pulse generators and
the simulation is done for both the inverters.

Parameters used for simulation:

Input voltage =200V
R=1.7Q.

Figures 5 and 6 shows the output voltage and FFT analysis of five-phase
two-level inverter. Total harmonic distortion of output voltage is found to be
43.05%.

Figures 7 and 8 shows the output voltage and FFT analysis of five-phase
three-level inverter. Total harmonic distortion of output voltage is found to be
38.38%.

The overall THD for both inverters is shown in Table 1.
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Fig. 7 Output voltage (123.7 V) of an individual five-phase three-level inverter
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Fig. 8 FFT analysis of five-phase three-level inverter

Table 1 Total harmonic distortion of five-phase two- and three-level inverter (THD)

20

Inverter THD (%)

Five-phase two level inverter 43.05

Five-phase three level inverter 38.38
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5 Conclusion

A comparison of total harmonic distortion of five phase two-level and five-phase
three-level multilevel inverter is constructed and analyzed using Simulink/Matlab.
The results obtained with FFT analysis and presented in this work. From the results
it is concluded that the content of harmonics and total harmonic distortion is found
to be less in case of Five Phase three-level multilevel inverter. The results obtained
can be used to study temperature analysis of five-phase induction motor in future
work.

References

1. Patomaki, L., Forsti, J., Nokso-Koivisto, V.-M., Jokinen, Y., Lansimies, E.: On line recording
and analysis of the ECG in ambulatory patients. Comput. Cardiol. 173-175 (1981)

2. Thakor, N.V., Webster, J.G., Tompkins, W.J.: Design, implementation, and evaluation of a
microcomputer-based portable arrhythmia monitor. Med. Biol. Eng. Comput. 22, 151-159
(1984)

3. Mark, R.G., Moody, G.B., Olson, W.H., Peterson, P.S., Schulter, S.K., Walters, J.B., Jr.:
Real-time ambulatory arrhythmia analysis with a microcomputer. Comput. Ardiol. 57-62
(1979)

4. Pahlm, O., Sornmo, L.: Software QRS detection in ambulatory monitoring—a review. Med.
Biol. Eng. Comput. 22, 289-297 (1984)



Design and Implementation of Two
Level and Multilevel Inverter

Amruta Pattnaik, Shawet Mittal, Vinay Gupta, Basudev Prasad
and Akash Kumar Bhoi

Abstract This paper deals with the comparative study of two-level inverter and
three level inverter (Multilevel Converter) topologies. The multilevel term defines
more than two level whose performance is better than the two-level inverter because
of lesser harmonics, electromagnetic interference and higher dc link voltages. In
this paper, three levels Diode Clamped Multilevel inverter with PWM technique is
recommended to improve the performance of inverter. This topology requires fewer
apparatuses and therefore the cost and complexity is lesser as compared to other
topologies of multilevel inverter.

Keywords Multilevel inverter - Voltage Source Inverter (VSI)
Harmonic reduction + MATLAB/Simulink

1 Introduction

The average voltage and megawatt power are basically required for specified motor
drives. The alternative concept of multilevel inverters is introduced for high power
and medium voltage situations since there is difficulty in connecting the power
electronic devices directly with a specified voltage grid. A multilevel inverter can
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be straight forwardly interfaced to nonconventional energy resources like solar
cells, wind energy conversion system (WCES), fuel cell [1-3].

The multilevel inverter was introduced in 1975 [4, 5]. The multilevel inverter
comprises number of capacitor-voltage sources and semiconductor devices gener-
ating staircase waveform output voltage which is being used in industrial appli-
cations. This is being done because of usage of higher power rated equipment in
industrial applications.

The series arrangement of switches which are controlled by switching angle or
frequency in the multilevel inverter arranged in such a way that it provides the
sinusoidal output voltage and current with less harmonic distortion [6].

In this paper, a three-level inverter topology is compared with two-level VSI
based inverter. The analysis and simulation of the suggested topologies is verified
for checking the viability of the topology.

2 Two-Level Inverter and Multilevel Inverter

The advantages of multilevel inverter over conventional inverter are as follows:
lower THD value, less switching losses due to allow range of switching frequency,
good electromagnetic compatibility and lower voltage stress on switches resulting
in high voltage capability [7]. One of the biggest disadvantages is that it needs more
power modules. The driver isolations are complicated because of the requirement of
the extra level (each level requires an additional power source), making it costly
compared to conventional inverters. The attractive features of multilevel inverter
have inspired the researchers to go through the studies on these [8, 9]. Recently, in
order to reduce the demerits, the researchers are developing some multilevel
inverter with decreased number of power semiconductor devices [10-12].

The purpose of inverter is changing the supply from DC to AC, wherever
essential. Voltage Source Inverter is fed with Direct Current source (having neg-
ligible impedance), whereas a Current Source Inverter is fed with variable current
from a DC source (having high impedance). Various converter applications are
ASDs, UPS, active filters, static VAR compensators, Flexible AC transmissions
(FACT), voltage compensators, etc. The normally required source is the voltage
source with controllable magnitude, frequency, and phase should be of the output
ac voltage. The topologies of the VSIs are considered on the basis of the output AC
waveform, as required by many industrial applications.

A conventional two-level VSl is illustrated in Fig. 1 [13]. It is consisting of a DC
link capacitor and six power semiconductor devices. In order to produce 3-O®
supply, the energy of the DC link capacitor is released. The switching of the power
electronic devices is done using the PWM switching scheme.

A three-level converter comes under the category of multilevel converters.
Medium voltage semiconductors devices can be used for applications using both
high voltage and power [12, 14]. In this paper, the diode clamped multilevel
inverter is used with PWM technique as shown in Fig. 2 [12, 14].
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3 Sinusoidal Pulse-Width Modulation Technique

The pulse-width modulation technique used by a converter is one of the methods of
controlling the output voltage. In PWM technique, the input is fixed dc source and
the output is controlled by ac source, which is obtained by controlling the on and off
periods of the semiconductor switching devices used in the inverter. The merits of
this technique are as follows: (i) No additional component for controlling the output
voltage (ii) The lower order harmonics can be eliminated using this technique and
higher order harmonics can be filtered using the suitable filtering technique [15].
Different PWM techniques categorized on the basis of current and voltage control
are as follows: (i) Sigma-Delta modulation, (ii) Delta Modulation, (iii) space vector
PWM, (iv) SPWM (Sinusoidal pulse-width modulation), (v) SHE (selected har-
monic elimination) PWM [16], (vi) Minimum, ripple current PWM, (vii) Hysteresis
band current control PWM, (viii) SPWM with current control [13]. Out of all these,
the SPWM technique is used here.
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Fig. 3 SPWM gate pulse for inverter

SPWM is used for suppressing the harmonics because of its following features:
(i) having a constant amplitude and variable time period of the pulses which are
modulated for voltage control and for harmonic reduction. (ii) Reduces switching
losses by incorporating soft switching at voltage zero and current zero. (iii) The
comparison between the sinusoidal wave and the triangular wave in order to pro-
duce the pulses. Figure 3 shows the SPWM gate pulse for both inverters [16].

4 Simulink Model and Results of a Two-Level Inverter

Two-Level Inverter is the electrical device used for converting DC supply to an AC
supply. Multilevel inverter has advantages over two-level inverter such as multi-
level inverter is applicable for high voltage applications whereas two level are not
applicable.

The MATLAB/SIMULINK technical software is used to simulate the inverter
with the R-L load. Here the Simulink model for two-level VSI has been given in
Fig. 4 while the simulation results of line current, line voltage, and FFT have given
below in Figs. 5, 6 and 7 respectively.

Current and voltage waveforms are shown above figures along with the FFT
analysis of a current waveform in a two-level inverter which shows that THD value
is 6.30% (Fig. 8).

5 Simulink Model and Results of a Three-Level Inverter

AMATLAB/SIMULINK model for three-level diode clamped inverter is presented
below in which twelve IGBT and six gate pulses are required to operate the
switches. The simulation results like line current, line voltage and FFT of
three-level diode clamped multilevel converter are shown in Figs. 9, 10 and 11
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Fig. 5 Line current waveform of a two-level inverter
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Fig. 6 Line voltage waveform of a two-level inverter
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FFT analysis
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Fig. 7 FFT analysis of line current waveform in a two-level VSI
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Fig. 9 Line current waveform of three-level diode clamped Inverter
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Fig. 10 Line voltage wave form of three-level diode clamped multilevel inverter
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Fig. 11 FFT analysis of line current waveform in a three-level diode clamped VSI

Table 1 Comparison between the current THD values of two level and Multilevel inverter

Parameter Two-level inverter (%) Three-level inverter (%)
THD value 6.30 5.56

respectively and the FFT analysis of current to analyze the harmonics and the
resultant spectrum is shown in Fig. 11 which shows that THD value is 5.36%
(Table 1).

6 Conclusion

A comparative study and analysis of two- level and three-level inverter have dis-
cussed in the paper. It discussed regarding the different techniques used in the
two-level and three-level diode clamped inverter with new multilevel topology.
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According to this report, it is concluded that three level multilevel inverter is better
than the other methods due to reduced harmonics. The applications of diode
clamped multilevel inverters are such as Electrical Drives for an induction motor,
STATCOM, aerospace and solar energy applications of SPWM technique.
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Raman Characterization of Gallium
Nitride Nanowires Deposited
by Chemical Vapor Deposition

Umesh Rizal and Bibhu P. Swain

Abstract Gallium Nitride Nanowires (GaN-NWs) were synthesized on p-type c-Si
(100) by thermal chemical vapor deposition (CVD) using Ag, Fe, In, Ni as cata-
lysts. These NWs were synthesized with variation of H, flow rate from 40 to 120
standard cubic per centimeter (sccm) while maintaining constant flow of N, gas at
120 sccm. FESEM, FTIR, Raman and photoluminescence spectroscopy were used
to characterize the GaN-NWs for microstructure, vibrational and optical properties.
The microstructure of GaN-NWs reveals thin and hairy nanowires for Ag and In
catalysts while long and thick NWs were observed for Fe and Ni catalyst. Raman
spectra reveal that the peak position of A{(LO), A;(TO) phonon shifted to higher
frequency from 705.37 to 716.58 and 520.94 to 528.71 cm™ ', whereas E,(TO)
phonon shows pronounced red shift from 544.36 to 540.60 cm™'. In a similar
sideline, fwhm of A;(LO), A;(TO) phonon increases from 13.11 to 21.01 cm ! and
16.99 to 20.78 cm™ ', whereas fwhm decreases for E;(LO) and E;(TO) phonon. We
have found Surface Optic (SO) phonon of GaN-NWs at 610 cm™ " in FTIR spectra.
Room temperature photoluminescence (PL) spectra show a prominent blue lumi-
nescence from GaN-NWs.

Keywords GaN-NWs : Thermal CVD - Raman spectroscopy « FTIR
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1 Introduction

From the past decade, research in Gallium Nitride Nanowires (GaN-NWs) is
ever-increasing owing to its superior material properties such as high electrical
conductivity [1], high carrier mobility [2], high break down voltage [3], and tai-
lorable band gap [4]. GaN-NWs is an emerging wideband gap with a band gap
3.4 eV, used efficiently in optoelectronic, and sensors [5]. GaN-NWs synthesized
various techniques such as laser ablation [6], MBE [7], and chemical vapourde-
position methods [8]. Zhang et al. investigated catalyst effect on microstructure and
structural property of GaN-NWs using In, Fe, Ni, Au catalysts [9]. Wang et al.
synthesized wurtzite GaN-NWs on silicon substrate using GaN powder, Nitrogen
and Hydrogen as a reactive gas by PE-HFCVD [10]. Biswas et al. investigated the
effect of Au catalyst on morphology of thermal CVD deposited GaN-NWs [8].
Samanta et al. reveals that the length of nanowires strongly depends on the size and
diameter of catalyst nanoparticle [11]. Since catalyst plays an important role in the
nucleation of semiconductor nanowires. However, H, dilution further modulate the
inherent material properties of CVD processed GaN-NWs thin films [12]. However,
catalyst effect on phonon modes of GaN-NWs has been rarely studied. To realize
the importance of the catalyst and H, gas during GaN-NWs growth, herein we have
synthesized GaN-NWs via reaction of gallium nitride vapor with flowing N,, H,
gas using Ag, Fe, Ni and In catalyst respectively. In this article, catalyst effect and
H, dilution on microstructural, optical and phononic properties of GaN-NWs are
discussed.

2 Experimental Details

GaN-NWs were grown by using GaN powder as a GaN source and N,, H, mixture
as precursor gases in a horizontal thermal CVD reactor. The p-type Si (100) (re-
sistivity 3—10 Q cm) substrate is placed on the downstream to the Ga source with
the distance of 4 cm. The metallic coating of silver (Ag), iron (Fe), indium (In), and
nickel (Ni) on c-Si were used as substrate. The growth temperature was 1050 °C at
a rate of at 5 °C/min. The N, and H, flow rate of 120 sccm and 40 to 120 sccm,
respectively. The deposition time was for 4 h. The microstructure of GaN NWs was
observed by a FE-SEM, JEOL-JEM-3000F. The Raman spectrum was carried out
by Horiba JobinYvon at room temperature using the 488 nm line of an Ar" laser as
excitation source. Perkin Elmer spectrometer (Model: Spectrum 2) operated to take
in transmission mode between 450 and 1500 cm ™' with a resolution of 1 cm™'.
Perkin Elmer LS-45 fluorescence spectrometer with Xe discharge lamp is operated
at room temperature. The excitation wavelength was varied from 290 to 350 nm.
The deconvolution of Raman spectra were carried out by an Origin 6.0 computer
program.
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3 Results and Discussion

3.1 Microstructure Overview

Figure 1 shows the microstructure of GaN-NWs synthesized using different cata-
lysts. With In and Ag catalyst the NWs were thin and broken into pieces at many
places. However, Fe and Ni catalyzed GaN-NWs were mostly straight, long, and
entangled each other. The eutectic temperature of Ag—Ga, Ni-Ga, Fe—Ga, and In—
Ga system were found as 301.85 °C [13], 895 °C [14], 770 °C [15], 153 °C [16],
respectively. The following important factors decides the formation of nanowires
(i) eutectic temperature of alloys, (ii) surface energy of catalysts, (ii) adatom vapor
pressure inside the reactor, (iii) adatom vapor pressure inside catalyst particles [17].
In the past, GaN-NWs were synthesized successfully by using various catalysts
such as Ag [18], Fe [18], Ni [19], and In [20]. Figure la—d shows FESEM of
GaN-NWs using Ag, Fe, In and Ni catalysts with H, 80 sccm flow rate. Figure 1la
shows very thin GaN-NWs grown in presence of Ag catalyst. Comparatively thin
NWs were observed with millimeter in length after 4 h of deposition. Figure 1b
reveals the nodules like microstructure of GaN-NWs synthesized by using Fe
catalyst. In addition, lots of twisted NWs were observed and randomly distributed
on the substrates. Figure 1c shows the microstructure of In catalyzed GaN-NWs.

Fig. 1 FESEM images of GaN-NWs synthesized at 1050 °C with 80 sccm H, flow rate in the
presence of different catalyst a Ag, b Fe, ¢ In, d Ni
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The NWs were broken into pieces and coiled. However, the density and distribution
of NWs was much better than the other catalyzed GaN-NWs. Figure 1d shows a
FESEM of GaN-NWs grown using Ni catalyst. The NWs are straight, long and
entangled in a dense microstructural network of GaN. As seen from the SEM
images, NWs grown with nickel and iron catalyst are mostly larger in diameter and
long. It may due to more diffusion of nickel and Fe catalyst causes increased length
of NWs. The limited surface diffusion is responsible for the saturated length of the
NWs for the four different catalysts. Diffusion of adatom in liquid droplets of metal
catalyst will be reduced the Gibbs free energy or chemical potential of system [21].
The diameter, density, and length of GaN-NWs synthesized in presence of Ag and
In catalyst was quite different than Fe and Ni catalyzed GaN-NWs. These visible
changes in the microstructure of GaN-NWs could be assigned to eutectic temper-
ature of various metal catalysts.

We have further investigated the morphology of GaN-NWs by optical micro-
scope. Figure 2a—d shows optical image (x200) of GaN-NWs thin films synthe-
sized using different catalyst with variation of H, flow rates. Optical images reveal
that the thin films were smooth and homogeneous. As it is evident from these
figures, the color of thin film varies accordingly with each catalyst and H, flow rate.
We believed that, emission of different colors by thin film might have strong
correlation with size and diameter of catalyst nanoparticles.

(a)

Ag

(b)

(c)

Ni
(d)

Fig. 2 Optical image of GaN-NWs synthesized using different catalysts with different H, flow
rates a Ag catalyst, b Fe catalyst, ¢ Ni catalyst, d In catalyst
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3.2 Raman Spectroscopy

Figure 3 shows Raman spectra of GaN-NWs synthesized using Ag, Fe, In and Ni
catalysts. As seen in figure, five well-defined phonon signatures were located at
421, 505, 539, 564 and 727 cm™' correspond Zone boundary (ZB) phonon,
A{(TO), E{(TO), Ey(high), A{(LO) respectively [22]. The observed Raman bands
were broad and asymmetrical, which often indicated size of nanowires, surface
disorder, strains and surrounding chemical environment.

(a) (b)
[ 'H, flow rate (sccm) E1 (TO) E2 (high) Ag _HZ flow rate (sccm) E1 (TO) Fe
40 —40
|—=60 A (TO) A, (LO) —60
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— AN =
Rl l— T A
< | zB phonon i ~ A (LO)
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c c
2 2
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Fig. 3 Broad scans Raman spectra of GaN-NWs synthesized using different catalysts at 40—
120 sccm H, and 120 sccm N, flow rate
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3.3 Transverse Optic Phonon of GaN-NWs

Figure 4a—b shows the Raman peak position and fwhm of A;(TO) and E(TO)
phonons of GaN-NWs grown by using Ag, Fe, In and Ni catalysts. These plots were
derived as per the curve fitting data of Fig. 3a—d. From Fig. 4a-b, the A{(TO)
phonon peak of GaN-NWs grown by using Ag catalyst varies from 522.41 to
534.89 cm ! and fwhm increases from 18.61 to 24.38 cm™ . In a similar sideline,
the fwhm of A;(TO) phonon of GaN-NWs grown by using Fe catalyst decreases
from 17.99 to 16.08 cm™ ! respectively, whereas their phonon frequency shifts from
520.3 to 520.7 cm ™ '. The frequency shift of A;(TO) peak in GaN-NWs is mainly
attributed to the change of nanowires diameter, governed by size effect. For Ni
catalyst induced GaN-NWs, the peak position of A{(TO) phonon increases from
521.01 to 528.17 cm ™" and fwhm increases from 16.29 to 21.42 cm™". The red shift
and blue shift of Raman peak can be attributed due to tensile and compressive stress
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Fig. 4 Peak position, fwhm with increasing H, flow rates a A;(TO) phonon, b E;(TO) phonon of
GaN-NWs synthesized using different catalyst
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in the nanowires. On the other hand, peak position of A;(TO) phonon of GaN-NWs
grown by using In catalyst shifts from lower to higher wavenumber region (520.06—
531.08 cm_l) whereas their fwhm varies from 15.1 to 21.25 cm™'. In a similar
manner, Fig. 4c—d shows the behavior of E{(TO) phonon of GaN-NWs grown by
using different catalyst with increasing H, flow rate from 40 to 120 sccm. The
E(TO) phonon peak position of Ag catalyst induced GaN-NWs shows slight shifts
from 542.16 to 541.94 cm™! whereas huge decrease in their fwhm was observed
from 29.95 to 10.33 cm™ . Similarly, E;(TO) peak position of Fe assist GaN-NWs
decreases sharply from 547.36 to 536.8 cm™' and fwhm also decreases from 12.59
to 7.32 cm ', Further, if we consider Ni catalyst induced GaN-NWs, the peak
position and fwhm decreases from 547.6 to 541.58 and 14.72 to 12.24 cm™!
respectively. Finally, we came to In catalyst assist GaN-NWs where the peak
position of E;(TO) phonon increases from 540.35 to 542.11 cm ! and their

respective fwhm decreases from 22.09 to 11.87 cm ™.

3.4 Longitudinal Optic Phonon of GaN-NWs

Figure 5a—d shows peak position and fwhm of A;(LO) and E;(LO) phonons of
GaN-NWs grown by using Ag, Fe, In and Ni catalysts. These plots are plotted by
taking curve fitting data from Fig. 3a—d. Figure 5a shows the plot of A;(LO)
phonon peak position and fwhm with different H, flow rates. The A;(LO) phonon
peak position and fwhm of Ag assists GaN-NWs shifts from its lower value
(704.84) to higher value (718.46) and fwhm increases from 12.62 to 21.14 cm !
with increase of H, flow rate from 40 to 120 sccm. In as similar trend, A;(LO)
phonon peak position and fwhm of Fe assist GaN-NWs increases from 705.19 to
711.73 and 12.84 to 20.05 cm™' respectively. Further, it was observed that the
A,(LO) phonon peak position and fwhm of Ni catalyst induced GaN-NWs also
increased from 706.46 to 717.26 and fwhm (14.08-21.69 cm™ ). Lastly, it is
observed that, peak position of A;(LO) phonon of GaN-NWs grown by using In
catalyst shifts from 705.02 to 718.88 cm™ ' and their fwhm increases from 12.9 to
21.52 cm™'. Similarly, Fig. 5b shows the plot of E;(LO) phonon peak position and
fwhm against different H, flow rates. The E,(LO) phonon peak position of Ag
catalyst induced GaN-NWs shifts from 721.11 to 729.94 cm™' while their fwhm
decrease abruptly from 18.47 to 13.52 cm™'. Similarly, E;(LO) phonon peak
position of Fe assist GaN-NWs increases sharply from 721.19 to 725.41 cm™ ' and
their respective fwhm decreases slightly from 15.53 to 14.22 cm™ . For Ni catalyst
induced GaN-NWs, the peak position of E;(LO) increases from 721.8 to
729.47 cm ™! whereas their fwhm decreases from 15.95 to 14.11 cm™" respectively.
Finally, for In catalyst assist GaN-NWs, it is observed that the peak position of
E;(LO) phonon increases from 721.14 to 729.96 cm ! and their respective fwhm

decreases from 15.89 to 13.32 cm™ .
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Fig. 5 Peak position, fwhm with increasing H, flow rates a A;(LO) phonon, b E;(LO) phonon of
GaN-NWs grown by using different catalysts

3.5 E, (High) Phonon of GaN-NWs

Figure 6 shows the plot of peak position and fwhm with increasing H, flow rates of
E,(high) phonon of GaN-NWs. It is evident from the figure, the E,(high) phonon
peak position of Ag catalyst assist GaN-NWs shifted toward lower wavenumber
region varies from 565.71 to 552.96 cm ™' and their fwhm increases sharply from
21 t0 49.9 cm™ ! with H, flow rates from 40 to 120 sccm. On the other hand, the E,
(high) phonon peak position of Fe catalyst assist GaN-NWs shifted from lower to
higher wavenumber region varies from 551.43 to 563.56 cm™ ' and their respective
fwhm decreases from 31.94 to 23.23 cm™! with H, dilution. In a similar sideline,
the E, (high) phonon peak position of Ni catalyst induced GaN-NWs shifts from its
lower value (551.31 cmfl) to higher value (560.97 cmfl), whereas their fwhm
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Fig. 6 Peak position, fwhm with increasing H, flow rates of E, (high) phonon of GaN-NWs

decreases from 29.49 to 23.46 cm ™' with H, flow rate from 40 to 120 sccm. Lastly,
for In catalyst assist GaN-NWs the peak position of E, (high) phonon varies from
563.08 to 552.25 cm ' and their fwhm increases from 23.38 to 35.51 cm™'
respectively.

3.6 FTIR Spectroscopy

Figure 7 shows the FTIR spectra of GaN-NWs in transmission mode. The major
vibration signatures were observed in the range of 400-1400 cm™'. The bonding
signature of H, diluted GaN-NWs shows five distinguished vibrational bands. The
vibrational band at 463 cm™' corresponds to zone boundary phonons [23]. The
vibrational signature at 566 cm™ ' is corresponding to E, (high) with various groups
[24]. The signature at 566 cm ™' generally appeared in the Raman spectra. However,
we also observed in FTIR spectra of GaN-NWs. The vibration signature at
610 cm™' is corresponding to Surface optic phonon of GaN-NWs [25]. The
vibration signatures at 739 cm ! corresponds to A;(LO) of the GaN network [24],
whereas the signature of 2 E{(TO) appeared at 1100 cm ! [26].

Figure 8 shows the deconvolution of FTIR spectra of GaN-NWs from 450 to
640 cm™'. The spectra were deconvoluted into six Gaussian peaks taking peak
position at 465.12, 500.01, 514.51, 569.14, 609.69 and 622.35 cm ™' corresponding
to Zone boundary phonon, acoustic overtone, A;(TO), E, (high), SO (A), SO
(E) respectively [24]. With nickel and indium catalyst, the fwhm decreases while
with Fe and Ag catalyst fwhm increases from 18.433 to 18.445 cm™'. This gives us
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Fig. 8 Deconvolution of FTIR spectrum of the GaN-NWs from 450 to 640 cm ™' range

clear cut indication of increase of bonding attachment of Ga-N with different cat-
alyst. Therefore, the selection of suitable catalyst may improve the microstructural
and chemical network in GaN-NWs.
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To clarify in detail, the LO peaks of GaN-NWs was further deconvoluted into
two Gaussian peaks. Figure 9 shows the Gaussian fit of A;(LO) and E;(LO)
Phonon peak centered at 734 and 768 cm™'. The observed phonon peaks for the
GaN-NWs broaden substantially. Within the experimental error, our results are
agreed well with those of reported value for GaN bulk. We deconvoluted the LO
peak into two Gaussian peaks. The broadening of A;(LO) mode is due to the size
effect [27]. The suppression of E;(LO) and predominance of A;(LO) phonon could
be assigned to weak electron phonon coupling in case of A;(LO) phonon. However,
detail investigation is still needed to understand this peculiar behavior of phonon.
The intensity of A;(LO) peak decreases with different catalysts whereas its peak
position does not show significant variation. The decrease of A;(LO) phonon
intensity with variation of catalyst reveals increase of defect concentration in
vicinity of A;(LO) phonon. However, the E{(LO) peak shows significant shift in
their position toward higher wavenumber. It is also observed that the intensity of
E;(LO) increases consistently. This shows that E;(LO) phonon does not affected
much by the presence of defect in the films whereas A;(LO) phonon severely
affected by presence of defects in the films [28].

Figure 10 shows the deconvolution FTIR spectra of GaN-NWs with four indi-
vidual Gaussian peaks. The peak position ~ 1057 cm™' corresponding to Ga-N
stretching referred to 2E,(TO). The vibration signature at 1106 cm™ " corresponds to
Si—O-Si. The vibration signature at 1156 cm™' corresponds to Ga—O-N. The
vibrational signature at 1228 cm™" corresponds to Ga—N=0. These refer to some
oxygen present in GaN-NWs due to atmospheric CVD constrain. The Ga-O-N
bond referred to interstitial oxygen present in the GaN-NWs, however, GaN=0
bonding indicates surface oxygen present in the GaN-NWs.

Fig. 9 Deconvolution of
FTIR spectrum of the
GaN-NWs from 710 to
800 cm™
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Intensity (a.u)
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700 720 740 760 780 800
Wavenumber (cm-)
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Fig. 10 Deconvolution of
FTIR in the range from 1000
to 1300 cm™" into four
Gaussian peaks
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3.7 Photoluminescence

Figure 11a shows room temperature PL spectra of GaN-NWs synthesized using
different catalysts at 80 sccm H, flow rate. The excitation energy (3.87 eV) is higher
than the bandgap energy of GaN, therefore these PL spectra provide us information
about surface states of GaN-NWs. A very broad band ranging from 2.5t0 3.2 eV is
observed. The broad band contains some fine emission peaks at 2.7, 2.85 and
2.96 eV respectively. Wu et al. also reported the presence of strong PL band at 2.85
and 2.95 eV of GaN-NWs grown using VLS catalyst [29]. However, it was observed
that the shape of PL spectra gets changed with use of different catalyst. Hence, the
detail investigation needs to be carried out to understand this effect. It is observed
that, all spectra shows strong blue luminescence band at 2.96 eV. It is well evident
that, GaN-NWs have large surface area with unsaturated dangling bonds, which are
saturated by bonding with neighboring catalyst and H, atom. In addition to blue
band, other defect related emission such as green band appears at 2.7 eV [30].
Moreover, incorporation of H, gas increases the vacancy concentration in the
nanowires [31]. Here, we further noticed the appreciable reduction of band gap
energy of GaN-NWs. The reduction of band gap energy could be attributed to effects
such as strain, Stokes shift, and defect and impurity states. Figure 11b—e shows room
temperature PL spectra of GaN-NWs synthesized using different catalysts at dif-
ferent excitation energy. Increasing the excitation energy will change the emission
spectra. It is observed that the width of the PL peak increases significantly with rising
excitation and it varies with different catalyst accordingly. This anomalous behavior
could be due to excitation-induced dephasing [32].

Figure 12 shows the PL spectra of GaN-NWs synthesized using Ni as catalyst
with different H, at fixed excitation wavelength of 350 nm. It shows the variation of
emission band spectra due to different dilution rate of hydrogen gas. As the flow
rate of H, increases the defect passivation increases. These passivated defects may
substantially enhance the PL emission to the extent that would overwhelm the
desired band gap fluorescence in GaN-NWs. The defect derived PL emission in
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wide band gap semiconductor is generally bright and enhanced significantly when
defects are effectively passivated [33].

4 Conclusion

In conclusion, we have studied microstructural, vibrational and optical properties of
GaN-NW grown with different metal catalysts (Ag, Fe, Ni, In). We found that
GaN-NWs grown via different catalyst, H, flow rate have different phononic
behaviour and microstructure. This study revealed that catalyst plays vital role in
deciding overall behavior of GaN-NWs. The adoption of a proper catalyst in the
synthesis process provides a possible way to improve inherent material properties
which are critical for their potential application in nanoscale optoelectronic devices.
The red shift of E{(TO) Phonon with different catalyst and increasing H, flow rate
reveals dominancy of E;(TO) phononic behavior, whereas blue shift of A(TO)
phonon indicates stress and disorder in the surrounding environment of A;(TO)
phonon due to catalyst and H, incorporation. The room temperature PL spectra of
GaN-NWs reveal prominent blue luminescence from catalyst assisted nanowires.
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Selection of an Electric Motor
for an Equivalent Internal Combustion
Engine by TOPSIS Method

K. Srihari, Parth Raval and Shabbiruddin

Abstract Selection of an electric motor (EM) for the electric car is a challenging
task, selecting an improper motor may badly affect the company’s production by
reducing the feature of the manufactured goods, thereby reducing yield as well as
cost-effectiveness. The efficient motor for a specified job is selected by considering
several factors. The aim of the proposed paper is to show how, by means of a
TOPSIS method, the authors are able to find out if the utilization of motors is aided
in performance development as of a requirement view. The proposed technique
helps to replace internal combustion (IC) engine with a suitable EM.

Keywords Technique for order preference by similarity to ideal solution
method - Internal combustion engine - Electric motor

1 Introduction

Automotive EM is more powerful yet compact too. Proper selection of an EM for a
vehicle is an essential duty, as inappropriate choice could disturb the performance
of the vehicle. Actually, the propulsion system of a vehicle which mainly depends
on these three factors: driver’s prospect, vehicle restriction and energy basis.
Considering this, it is flawless that the whole motor working idea is not resolutely
distinct [1]. So, it is a puzzling job to select the best suitable propulsion system for
an electric vehicle (EV). From a manufacturing viewpoint, the most important sorts
of EMs adopted for EVs include the induction motor (IM), permanent magnet
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motors (PM), dc motor, switched reluctance motor (SRM) and the synchronous
motor (SM). Also, based on a complete evaluation of the factors associated with
electric propulsion systems, it is detected that investigations on the cage IMs and
the PM motors are vastly governing, while that on dc motors are reducing, and that
on SRM are gaining ample importance [2, 3].

1.1 Electrical Vehicles

The demand for EVs is rising day by day as they have more advantage over a
vehicle with an IC Engine. EVs are more desirable because of their low mainte-
nance cost and running cost. The air pollution emitted by EV is negligible as
compared to that of IC Engine Vehicle. Other than this the drivability of EV’s is
more convenient than that of IC Engine Vehicles. This is due to the availability of
the maximum torque from the zero RPM itself. In order to meet the performance
norms of standard vehicles, a perfect EM among the various kinds of EM should be
selected. Choosing a suitable motor among similar kind of motors is very difficult.
Therefore it is necessary to compare the performance characteristics in a suitable
manner. Some of the main parameters which affect the performance of an EV are
voltage rating (V), current rating (I), torque (t), power (P), RPM, weight of motor,
which are usually known parameters. Other than these known parameters, selection
of gearbox for an individual motor also plays an important role in the performance
and efficiency of the electric vehicle. The gearbox specification of each motor is
mentioned at appendix. There are various kinds of motors which can be used as
power train in an EV, but here we choose two kinds of Series Wound DC Motors
and two kinds of 3-phase AC Induction Motors, as they have good starting torque.

1.2  Series Wound DC Motor

These are the EMs where the field current and the armature current are same.
Neglecting saturation reaction, the central flux ¢ is proportional to the armature
current. They have high torque as the torque of the series wound DC motor directly
depends on the square of the armature current. So, for higher values, the torque
curve remains as a straight line. This leads to its advantage, as they have the high
torque at low current, they are better for their acceleration when used in EV. These
motors are powering up the local electric trains in Mumbai, India.

1.3 Three Phase AC Induction Motor

These are the motors which are mostly used for heavy applications. The three phase
stator winding have the three phase current which produces a rotating magnetic
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field [4]. In the case of a rotor, the three phases are short-circuited. This
short-circuited circuit induces an e.m.f. which gives rise to current in rotor con-
ductors. The interaction of the rotor currents with rotational flux wave creates
torque in the rotor of a three-phase induction motor and as a consequence, rotor
begins to rotate [S]. The structure of the three phase AC induction motor is simple.
Other than this, they have self-starting torque unlike SM, they do not require any
special starting techniques.

2 Proposed Methodology

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution)
The TOPSIS methodology is applied in a total of six steps as follows:

Step 1: Firstly, we find the normalized decision matrix. The normalized value a;; is
found as shown below:

Yy
ag=by > b} i=12,..,y and j=12,. .,z
i—1

Step 2: Now we find the weighted normalized decision matrix. The equation for
calculating the weighted standardized value c;; is given below:

cij=a;xd; i=12,..,y and j=1,2,...,z (1)

The term dj is the weight of the jth criterion and 25:1 di = 1.

Step 3: Now we find the positive ideal (E*) and negative ideal (E~) solutions as
shown below:

. {(mlaxc,-j[je Fb>, (miinc,-j[j c F)} - {c;f[j: 1,2,...,y} 2)
E = {(miinc,-jv c Fb>, (m?xcl;,[j c F)} - {cj_[j: 1,2,...,y} (3)

Step 4: Now with the help of y-dimensional Euclidean distance we find the sepa-
ration measures. The separation measures of the positive ideal answer and the
negative ideal answer for the entire alternative, respectively, are shown below:

Y 2
H = (c,,-—c;) J=1,2,. .y )
=1

J
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H = (: (c,-j—cj_)z,jzl,Z,...,y> (5)

J

Step 5: Now in order to find the relative closeness to the perfect solution, the
relative nearness of the alternative E; with respect to E* is as shown below:

H:
RK = i=12,..

—_— . 6
Hl*—’—H;’ ) ) ’y ()

Step 6: Now the preference order is listed out.

3 Case Study

We have taken the four EMs X1, X2, X3, X4 with the voltage rating (V), current
rating (I), torque (t), power (P), RPM, weight and cost as the parameters.

Now a person wants to change the 6-year-old Swift VDi car into an equivalent
electrical vehicle. He/She desires the performance parameters to be similar as
his/her standard vehicle.

Engine | Vv | 1 | T ‘ P ‘ RPM ‘ Weight | Cost
Engine 7 (nm) P (HP) RPM Weight (kg)
Fiat 1.3 L 190 55.2 4000 140

The std. specification of Swift VDi Engine is as below:

Step 1: The Decision Matrix of selected EM is as follows [6, 7]:
where,

X1 Kostov DC K11"” 250 V. SFM
X2 Kostov DC 11HV 288 V

X3 HPEV AC 34 x 2

X4 HPEV AC 50

Step 2: The Normalized Matrix is as follows:

Engine \4 1 T P RPM Weight Cost
X1 250 210 77 44.8 5550 81 2500
X2 288 225 70 55 7600 103 3500
X3 48 650 264.77 64.18 1750 68 7230
X4 48 650 162.69 52.966 1150 53 3395
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Step 3: Here we are taking weight ratios as follows:

Engine 1 I T P RPM Weight Cost

X1 0.6453 0.2166 0.2349 0.4097 0.5756 0.5164 0.2755
X2 0.7434 0.2321 0.2136 0.5030 0.7883 0.6566 0.3858
X3 0.1239 0.6705 0.8079 0.5869 0.1815 0.4335 0.7969
X4 0.1239 0.6705 0.4964 0.4844 0.1192 0.3379 0.3742

Torque (t) = 0.3, Power (P) = 0.2 and V = I = RPM = Weight = Cost = 0.1
The Weighted Matrix is as follows:

Engine Vv 1 T P RPM Weight Cost

X1 0.06453 |0.02166 |0.07047 |0.08194 |0.05756 |0.05164 |0.02755
X2 0.07434 | 0.02321 0.06408 | 0.1006 0.07883 | 0.06566 | 0.03858
X3 0.01239 | 0.06705 | 0.2423 0.1173 0.01815 |0.04335 | 0.07969
X4 0.01239 | 0.06705 | 0.1489 0.09688 | 0.01192 | 0.03379 | 0.03742

Step 4: Now we are taking positive and negative parameters:

Pt 1% 1 T P RPM Weight Cost
E* 0.07434 0.06705 0.2423 0.1173 0.07883 0.06566 0.07969

Vv 1 T P RPM Weight Cost
E 0.01239 0.02166 0.06408 0.08194 0.01192 0.03379 0.02755

Step 5: The value of H" is as follows:

H =0.2379 H," = 0.1888

H;" = 0.08954 H,” =0.1423
Step 6: Similarly we will get the value of H :

H; =0.2436 H, = 0.05392

Hy =0.1832 H, = 0.0984
Step 7: Now we will take the value of RK; to obtain the optimum electric motor:
RK; = {H| /(F)} =0.5059 RK,={H, /(F)} =0.2221

RK; = {H; /(F)} =0.6717 RK4 = {H, /(F)} = 0.4088.
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4 Result

Ranking of EMs after applying TOPSIS method are: X3 > X1 > X4 > X2. Thus
X3 (HPEV AC 34 x 2) is the optimum electric motor.

5 Discussion and Conclusion

The projected methodology is the selection, made under the safe bet of the provided
statistics. In reality, the accessible data is extremely unclear unlike the ideal
assumptions and even sometimes it may be under risk comprising many groups and
huge investments, etc. associated with it. Choosing an appropriate electric motor
(EM) from desired perspective is really a composite job which involves a separate
decision-making, as it comprises many groups and a huge investment. Thus the
proper plan and strategy for the evaluation is important for the selection. In this
paper we have tried to show the effectiveness of the proposed methodology.
TOPSIS method is applied for the selection of electric motor. An attempt is made to
select an effective motor which is more beneficial than using a stock IC engine. So
here we have selected four different motors whose performance characteristics are
similar to FIAT 1.3L DDiS Engine. The result shows HPEV AC 34 x 2 is the most
suitable motor for replacing the internal combustion (IC) engine in swift VDi.

Appendix

Images of the Selected Four Motors
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(1) KOSTOV DC K11 250V SFM (2) HPEV AC 50

(3) KOSTOV DC 11 HV 288V (4) HPEV AC 34X2

Suitable Controllers

For HPEV AC 50 and HPEV 34 x 2

1238-5601 (48 V, 650 A)

1238-6501 (72 V, 550 A)

For KOSTOV DC K11 250V SFM and KOSTOV DC 11 HV 288V:
Soliton JR by EVnetics

Soliton 1 by EVnetics

Suitable Batteries

Lithium batteries are preferable for EVs but voltage developed by the individual
battery is very less, so many batteries are combined together to get desired voltage.
Power Japan is one of the best manufacturers of such batteries. Even KOSTOV
motors offer such kind of batteries for EVs.
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Gearbox Designing

It is better to introduce gearbox in order to meet the performance parameters of
stock IC vehicles. Usually, it is preferred to design in such a way that:

1. In first gear, it is required to meet the acceleration norms of IC vehicles. So it
is designed considering the high torque.

ii. In second gear it is required to reach the maximum speed as that of stock IC
vehicles. So here we consider the maximum RPM of the wheel to be obtained
to reach the top speed.

iii. As the vehicle reaches its top speed (where no more acceleration required), it
is better to design a gear such that the motor would be able to keep up the
constant speed of the vehicle at its optimum RPM. This is helpful in reducing
the losses and hence results in raising the maximum range of the distance.
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Analysis of Medium Voltage BTB System
by Using Half Bridge Modular Multilevel
Converter Topology

Yasmeena and G. Tulasi Ram Das

Abstract The modular multilevel converter topology (MMC) became potential
converter topology for various high power applications. These are high voltage DC
power transmission and other intertie connections of renewable energy sources to
grid. The other application of MMC topology is variable speed drives, for con-
trolling these variable speed drives a sine wave technique and square wave tech-
nique will be used. Particularly for high voltage direct current (HVDC)
transmission applications, modular topology of voltage source converter gained
attention because of its modularity, uniform modules connected in series or parallel.
The other considerable advantage of MMC is their high efficiency because of low
losses and the filtering requirements for harmonics are very less compared to other
topologies. MMC gives increasing converter reliability and reduction of mainte-
nance cost. This paper gives the simulation study of design of 50 Hz BTB system
with 200 V and 10 kW. Two MMC-based converters connected back to back and
control signals generated by using phase-shifted modulation. The main advantage
of this DSC-MMC-based BTB intertie is the DC link capacitor and sensor for
voltage is eliminated. The simulation study carried out for the DSC-based MMC for
a 200 V, 10 kW, 50 Hz model with phase-shifted PWM. Simulation results of
DSC-MMC-based BTB study and transient states are presented in this paper.
Simulation carried by using MATLAB/Simulink software.

Keywords MMC topology «- HVDC transmission - BTB link - Half bridge MMC
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1 Introduction

From 1990s voltage source converters became popular for high voltage DC
transmission applications. The IGBT (Gate Bipolar transistors) device is the
revalorized HVDC transmission system. The VSC-based HVDC system is
advantageous because it reduces the cost of filtering elements. The VSC-based
HVDC system space requirement is less, the compactness of this topology gives the
flexibility to install HVDC station at utilization side. The VSC-based HVDC
Transmission system is faster for active and reactive power control. VSC-based
HVDC is most suitable for industrial applications because of its nature of constant
voltage and frequency at output. In VSC-based HVDC transmission system the grid
fluctuations may not create the disturbances in output side or industrial connections
if proper controlling is provided for VSC-based HVDC system. MMC is the most
attractive topology for HVDC transmission application due to its ability of low
harmonic content in output at high voltage ranges. The switching frequency of
MMC is also less because of low voltage rating of sub-module components.

In MMC sub-modules connected in series or parallel for its requirements. There
are two types of MMC models for HVDC applications.

(i) Half bridge MMC model
(i1) Full Bridge MMC model

Figures 1 and 2 show the diagram of half bridge chopper cell of modular multi
level converter. The electromagnetic transient modelling of MMC is modelled by
Dommel trapezoidal method. In this method when voltage of sub-module capacitor
is more than line voltage that is the peak value the capacitor will not consider the
current flow in a particular arm. The basic difference between HVDC system and
BTB system is for HVDC the both MMCs connected to different controlling unit
where as in BTB both are connected to same controlling unit. In this paper a half
bridge cell (HBC) MMC model used for the back to back intertie. The basic
difference for long distance HBC-MMC-based system and BTB system is DC link
voltage for HVDC system DC link voltage for the HVDC system is 250-500 kV.
The reason behind it is to reduce the conducting power losses. The DC link voltage
for BTB link is 66 or 132 kV. In this paper a 200 V, 10 kW, 50 Hz
DSC-MMC-based BTB system simulated by using MATLAB simulink model and
also the control system designed which controls the regulating DC link voltage and
controlling DC link current. The main advantage of BTB is auxiliary DC voltage
balancing circuit or start up circuit of chopper cells is not required. It will reduce the
cost of the BTB transmission system. Harmonic filtres are not required for BTB
system because of its sinusoidal system of output. Increased leakage inductance of
galvanic transformer acts as filtre. The DC link capacitor is not required so, the cost
of the capacitor can be eliminated. Due to indirect feedback control loop, indirect
feedback control is not required.
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Fig. 1 Half bridge model of MMC sub-module

<
Il
]|

vmi

Fig. 2 Full bridge model of MMC sub-module

1.1 Back to Back HVDC Systems in India
and Configuration of BTB System

For High power and long distance BTB systems can be used. In India two BTB
Systems are commissioned. The details of BTB systems in India is given in
Table 1. Vindhyachal BTB station provides power to north and west regions of
India. Diversion of load can be done by using this BTB station between north and
west regions of India at high demands of power. The length of BTB vindhyachal
station is 1.05 km. The second commercial station is Chandrapur BTB station.

A 200 V, 10 kW, Half Bridge MMC Topology-based (HB—-MMC-based) BTB
system with power frequency range of 50 Hz is simulated by using
MATLAB/simulink software. A phase-shifted modulation is used for the BTB
system. For phase-shifted modulation a 450 Hz triangular carrier wave is used.
Figure 3 shows the block diagram for HBC-MMC-based BTB.
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Table 1 BTB systems in India

Yasmeena and G. Tulasi Ram Das

BTB name Vindhyachal BTB station Chandrapur BTB station

Connection Vindhyachal Super Thermal 400 kV network Western region to

between Station—Singrauli Super Southern region Thermal Power
Thermal Power Stations Stations in Indian Grid (Chandrapur to

Ramagundam stations)

Connection Northern to western region Western to Sothern region

between

regions

Commissioned April 1989 November 1993

date

Power rating 2 x 250 MW 2 x 500

No of poles 2 2

AC (V) 400 kV 400 kV

DC (V) +70 kV 205 kV

Converter 8 x 156 MVA 12 x 234 MVA

transformer

(MVA)

BACK TO BACK INTERTIE

200 MW

132KV

DSC-MMC

Transformer 1

DSC-MMC

Transformer

Fig. 3 Block diagram for circuit configuration of HBC-MMC-based BTB for 200 MW 132 kV

system

2 Control Circuit of HBC-BTB System

The MMC controllers for the BTB intertie can be described as general voltage
control, DC link voltage control, sub-module capacitor voltage control and circu-
lating current control. The basic VSC control contains real power and reactive
power control. SM capacitor voltage control can be classified as overall control and
balancing between the sub-modules. The Current control block will take care of
elimination of circulating current and elimination of zero sequence current.
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2.1 Real Power and Reactive Power Control

Real and Reactive power control is done as convention abc to dq conversion as in
case of normal VSC control circuit. The reference values of real power and reactive
power will be given to control circuit. By referring the set points, the actual active
and reactive power values are corrected by generating the respective firing signals.
The block diagram of real and reactive power control is shown in Fig. 4.

(1) Active & Reactive Power Control nl Tvé
(2) DC Volatge Control 5
(3) Overall” capacitor controller @
2
I
S | 2
(1) Arm current regulating n2 E 2 8 %
(2) 'V balancing between phases % = < kS
= e b
Z A = =
o Z £
= = g
= O 7}
< )
2 = 5
zero sequence current eliminations s g =
=) & o
n
n4
Capacitance volatge balancing each arm
PQ Reference
V abc
——slabc/dq V ref
Vrefa,b,c
dq
I abc
" | abc/dq 7

Fig. 4 Active and reactive power control by DQ transformation
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2.2 DC Link Voltage Balancing Control

In General Topologies, if the DC link capacitor exists then the DC link voltage
control can be done by using active power controlling. But in this type of BTB
system the DC link capacitor is not present, so direct controlling of DC link voltage
can be done by adding the upper and lower arm total voltage values according to
condition. This process is very fast by using digital control system, the circuit
diagram for DC link voltage is shown in Fig. 5.

c — i —i —u
Vae = D (Ni# Veap—i) + Vi (1)

Vie = Z(Nz * Vcap—i) + Viow—u- (2)

2.3 Arm Current Regulating

The upper arm and lower arm contribute equal phase current, the zero sequence
component is eliminated. The equation gives the DC link currents. Figure 6 gives
the arm current regulating block diagram.

lde—u = (iup ac—u + Tlow acfu)/z - icirculatingfu whereu = a,borc. (3)

Vdc_ref =1

UPPER ARM VOLATGE
OR
LOWER ARM VOLATGE

SUM OF CAPACITANCE VOLATGES

% Sy
i

Fig. 5 DC link voltage control unit

Idc Up Arm

% -.§ = Low Pass
IdclowerAmm | & 8 % 1/2 filter % +
50 Pl 1y Saturator
= — Circuit >2.
nzi

Tdc_ref=P ref/3

Fig. 6 Arm current control block diagram
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The DC component of arm current should be equal among three phases, so the
equation for on is the no circulating current is

(iup ac—u + ilow ac7u>/2 = idcfu/3 (4)

2.4 Control Circuit for Eliminating Zero Sequence (z,)
Current

The equation for the z( is obtained from the difference between positive and neg-
ative DC currents. When MMC is connected to star delta transformer z; is equal to
zero. But if it is star with ground connection the zo will exists. The control diagram
for zero sequence current is shown in Fig. 7. The eliminating is done by equating
positive and negative DC link should be equal. When Upper arm current exists a
negative deviation will be added to balance it and vice versa.

b=I1,+1l+1=lici — g (5)

2.5 Sub-Module Capacitor Voltage Control

The sub-module capacitor voltage depends upon the energy stored in all capacitors.
When the average voltage of all capacitors is higher than reference value a positive
P ref added to the average value. Thus required power will be supplied to grid, but
DC link power flow remains constant. So the voltage of capacitor will be reducing.

2.6 Capacitor Voltage Balancing Circuit

The MMC capacitor voltage is balanced in three steps:

1. Balancing capacitor voltage in each arm done by increasing the charging time
depending upon the arm current, when arm current is positive capacitor voltage
is shifted to more charging.

Saturator

n 3i For upper arm

Low Pass %
10— fier Pl
n 3i For lower arm

Fig. 7 Control block for zero sequence loop
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2. Capacitive voltage value balancing can be achieved by giving additional DC
value to the reference of control.

3. The upper and lower arms can be balanced by addition of phase shift angle to
the reference voltage.

3 Parameter Selection of MMC for BTB Interties
Application

Parameter selection of MMC means selection of arm inductance and capacitor
selection.

3.1 Arm Inductance Selection of MMC

The arm inductor L,,;, reduces the high frequency components of arm currents.
The reason for high frequency arm currents is difference existence in upper and
lower arm voltages. The main cause of this upper and lower arm currents are by
switching time differences. Arm inductance can depend upon the sub-module
individual capacitor voltage and modulation technique.

1 2 — 1) +m2h?
LymsCarmr = Cam = C 2 ( 821 —. (6)
arm

4 Phase-Shifted Modulation for HBC-MMC-Based
BTB System

Different modulation strategies are therefor MMC-based BTB system, the main two
systems are carrier-based and sorting-based algorithms. In this paper phase-shifted
modulation technique is used to do the simulation and Fig. 8 gives the phase-shifted
modulation block diagram. By using phase-shifted modulation, individual con-
trollability is possible.

Figure 9 gives the block diagram for phase-shifted modulation and waveform
models. The reference signal projected upon carrier signal and the carrier signal
frequency is 450 Hz for HB-MMC-based BTB system control. When reference
signal is more than the carrier wave the firing signal generated so that it connect the
particular sub-module capacitor in circuit. If n is the number of sub-modules then
phase shift must be 2m/n, this phase shift will reduce harmonic in the output
voltage.
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Fig. 8 Phase-shifted modulation block diagram
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Fig. 9 Wave form for phase-shifted modulation

The circulating current depends upon the sub-module capacitor voltages. The
control circuit gives the difference between actual voltage of sub-module capacitor
reference voltages and actual capacitor voltages. The charging of capacitor indi-
cated by positive sign and discharging is defined by negative sign. In circulating
current adjustment proportional controller is used. Phase-switched Carrier PWM
needs a voltage balancing loop for the sub-modules. The balancing of capacitor
voltage possible by finding the capacitor with high voltage in discharging mode and
low voltage sub-module capacitor in charging mode.
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Extra switching losses occur in this intrinsic balancing mode when some SMs
discharge slightly below average voltage level, they are exchanged with another
modules with higher charge. Switching losses can be set to point known as toler-
ance band, for phase-shifted modulation the tolerance band is 10%. This tolerance
method is known as Capacitor Ripple Control method. So, phase-shifted carrier
method with capacitor ripple control is very advantageous with high sampling
frequency.

5 Simulation Model of BTB System

The three conditions simulated by using Matlab2009a software. The active power is
8.7 kW and reactive power is —5.0 kVA. The BTB simulated in steady state
condition, transient condition and with small step change in active power from 8-
10 kW. A 15 kVA, 200 V transformer is connected to BTB in simulation model.
The reactive power for B block is +5 kVA and apparent power is 10 kW (Fig. 10).

Figures 11, 12, 13, 14 and 15 show the steady state waveforms simulation study
of BTB system.

The current in HBC-A leads by 30° to phase voltage of supply and in second
HBC-MMC the supply voltage leads supply current by 150°.

The simulated waveforms of DSCC-B are shown from Figs. 16, 17, 18, 19, 20
when it is in inverter mode active power p* = 8.7 kW and reactive power
¢gB* =5 kvar.

)

>
L=

-

T
“Z‘»n-c-( ]

i
H

Fig. 10 Simulation circuit of HBC-MMC-based BTB system
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Fig. 13 Positive and negative arm currents
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Fig. 14 Circulating current

Fig. 15 Voltage across capacitors 1 and 9



82 Yasmeena and G. Tulasi Ram Das

Fig. 17 Supply current

Fig. 18 Positive and negative arm currents

iZuB

Fig. 19 Circulating current

Fig. 20 Voltage across capacitors 1 and 9
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Figures 21, 22, 23, 24, 25, 26, 27 and 28 show the response of MMC for ramp
change in active power that is rectification mode to inversion mode. The active
power changes from 10 to —10 kW the time duration is 20 ms and HBC-B oper-
ation changes from inversion mode to rectification mode. The wave forms from
Fig. 1.10k—q gives the operation in transient mode. Thus BTB responses faster and
enhances the transient system stability and frequency regulation.

Simulated waveforms to a step change of 2 kW in real-power reference from
p* = 8-10 kW where gA™ = ¢gB* = 0. Figures 29, 30, 31, 32, 33, 34, 35 and 36
give the wave forms of step change of 2 kW in active power where reactive power
set to zero.

Al
fPaa
iNuA

Fig. 24 Positive and negative arm currents

1Al

Fig. 25 Circulating current
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Fig. 26 Voltage across capacitors 1 and 9
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Fig. 29 Active power
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Fig. 32 Positive and negative arm currents
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Fig. 33 Circulating current

Fig. 34 Voltage across capacitors 1 and 9
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Fig. 35 DC voltage
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Fig. 36 DC current

6 Conclusions

The basic difference between HVDC transmission and back to back intertie is
described in this paper and also this paper has given brief details of BTB intertie
systems in India. A phase-shifted modulation technique is used to control the
MMC, the circuit and simulation model of phase-shifted modulation presented. The
overall control circuit given with block diagram and simulation model also pre-
sented. The simulation is carried out by using MATLAB simulink software. In the
construction the BTB system two half bridge-based MMCs connected back to back.
In this construction there is no DC link capacitor, which can reduce cost and
complexity of BTB system. Steady state and transient state wave form presented
and also wave forms for unit step change presented. In transient state fault tolerance
performance analyzed.



The Need for Uncertainty-Based Analysis
in Power System Networks

Yoseph Mekonnen Abebe, P. Mallikarjuna Rao
and M. Gopichand Naik

Abstract The increased usage of renewable energy in conjunction with nonre-
newable energy source is disturbing the reliability of generation system. This is
mainly because of the variability of the power coming from renewable energy
sources. Weather change is the main cause for the renewable energy variability. The
weather not only disturbs generation, but also transmission line sag-tension and
conductor length, thereby varies the voltage drop in the line. The combined
transmission line loss, generation variability and load variation make punctual
power flow analysis unreliable for planning and forecast purpose. This paper
focuses on identifying the main driving forces for power uncertainty. A test case
study is conducted and the result shows there is a high variation of the wind and
solar energy that led to power variation.

Keywords Network flexibility - Penetration - Reliability - Uncertainty
Wind and solar energy - Weather change

1 Introduction

Due to the depletion of fossil fuels and scarcity of big water resource for hydro-
power, future energy production is highly dependent on the solar and wind power.
One of the advantages of the later energy sources is that they are pollution free,
unlike fossil fuel-based generation and low initial cost, unlike hydropower plant.
With a growing penetration of this two variable generation system to the main
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grids, their impact must be known. The uncertainty level of this generation system
varies in a multiple timescales [1]. One of the aims of using the wind and solar
power generation system is to reduce Green House Gas emission which results in
the depletion of the ozone layer. Though they are advantageous in terms of pol-
lution, their impact on the smart grid system is non-ignorable. Future planning of
any power system network must be with the awareness of the possible variation of
the wind and solar energy. Large-scale climate changes like El Nino, which
apparently changed the world climate of this year, and temperature gradient of the
local vicinity influences the wind speed and solar irradiance [2].

The variation of electric power is divided into three. One is generation variation
due to variable generation sources, like the wind and solar power, the second is a
transmission line power variation due to the change of transmission line parameter
resulting in a varying voltage drop, the third and the most known one is load
variation. All the three have an effect on the power flow analysis, which is the main
tool in power system planning and control [3]. Transmission line parameter vari-
ation is dealt in detail in [4]. This paper mainly focuses on generation uncertainty
sources which results a need of uncertain power system analysis in combination
with load and transmission line variation.

The application of the wind and solar energy is with the risk of its variability. By
disturbing the system network it brings additional cost of mitigation. A sophisticated
way of scheduling and reserve allocation is mandatory. In order to allocate a reserve
to highly affected area and to control the network from a failure an efficient power
system algorithm is needed which considers the input uncertainty [3].

According to [S], power system network flexibility requirement in Europe
increases due to the increasing of system size, application of renewable energy and
their mix. The ability of the existing power system network to accommodate
changes happening after construction determines its flexibility [6]. The main
changes come from the variability of demand and VG (Variable Generation) sys-
tems. Such variation affects the transmission line in which the power is delivered
through to the utility. As a result of this, power system planning must take into
consideration the constraints of the transmission lines. When the contribution of the
solar and wind energy source is more than thirty percent of the total power gen-
eration and the PV (Photo Voltaic) mix is 20-30%, the power disturbance is high
and requires the power network to be more flexible than the geographical system
size effect [5].

In order to balance the generation and load on time to time bases there is a need
to undergo economic dispatch and unit commitment. The ability of a power system
network to handle the injection of uncertain power generation is indicated in [7].
The very difficulty mentioned is the congestion of transmission line during load
dispatching. This is due to the fact that transmission lines are not designed to handle
the worst case scenario when varying generations enter into the system. As a result,
the paper proposes the boundary limit during dispatching in order not to congest the
lines.
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Though the integration of the power system network is evolving itself to smart
grid, the day to day increase of the wind and solar energy generation which requires
extra high care in prediction is still in its infancy. Since the uncertainty of those
energy sources varies in different time scale from place to place and from season to
season, the forecasting mechanism has been facing a lot of barriers [8]. Since there
is no promising advancement in energy-storing battery system for high power
generation, the power generation of the wind plant and PV system is dependent on
real time wind speed and solar irradiance [9]. Such kind of variation influences the
market badly.

In any grid with high wind and solar power plants, reserve allocation for reliable
power delivery is unquestionable duty. In [9] the worst and the best wind power
production of Spain for the year 2012 are presented. The best wind production is
when it is 110% of the real generation and the worst is when it is 55% of the real
generation. From economical point of view the benefit of wind power for the
Spanish electric system is when the wind generation is not less than 83% of the real
generation. From this one can understand the application of variable generation is
subjected to higher and lower values in a real time operation.

According to [10] the application of thermal energy will decrease drastically in
the mid of the twenty-first century. The power generation source is then replaced by
hydroelectric power in most part of northern Europe, in the Iberian Peninsula, the
Baltic and Aegean Sea by wind power and in Germany, United Kingdom and Spain
by solar power.

The increased application of the VG sources affects the static variables of a
power system, notably, bus voltage magnitude and bus voltage angle. The deter-
ministic power flow analysis only gives information about for predetermined
generation and load values at a given time [3]. Since there is a variability from
generation to transmission line and finally to the load side, the power flow results
are not deterministic values.

There are an extremely high and low values of a generation, as in [9], and load
values in a given power system network. As a result, power system networks must
be analyzed between the upper and lower interval values in order to deliver a
reliable power to the customer and to have a flexible network [11].

Due the variation of generation, transmission line parameters and the usual load
change, the application of uncertainty model arises in order to deal with power
system analysis [12]. Since transmission line parameter variation is dealt in detail in
[4], this paper focuses on generation variation which leads to the need of
uncertainty-based power system network analysis. The organization of this paper is
as follows: section two deals about solar and wind energy uncertainty due to solar
insolation and wind speed variation, respectively; in section three a case study is
conducted and finally section four is dedicated to the conclusion.
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2  Wind and Solar Generation

Solar and wind energy generation is dependent on the irradiance of the sun and the
speed of the moving wind, respectively. Wind is simply the horizontal motion of an
air. Though air can also move vertically, the horizontal movement is extremely
high. Such moving wind hits the blades of a wind turbine and generates electricity.
Unlike hydroelectric power with reservoir and diesel generator, the power generated
from wind varies when the wind speed varies. This is mainly due to the imprac-
ticality of storing wind speed like water and fossil fuels. The generation of elec-
tricity from wind speed is at real time of wind blow. The following formula shows
the direct relationship between the wind power and the speed of the wind. Since the
power is related to the cubic of wind speed, small variation in wind speed has
magnificent change in the power generation [13].

P= lpAV3 (1)
2
where P is the power generated (W), V is the wind speed (m/s), p is the wind
density (kg/m3) and A is the swept area (mz).

Unlike wind energy, the source of solar energy is the sun residing in our solar
system. The sun emits a vast amount of energy which can be converted by PV cells
to produce electricity [14]. The electromagnetic radiation emitted by the sun is
called solar radiation. The solar radiation per unit area is called solar insolation. The
generation of electric power from solar radiation is dependent on the solar inso-
lation. The higher the solar insolation the higher is the power and vice versa.

In order to show the constant variation of the two energy sources, three study
areas are selected and their wind speed and solar insolation result for the year
2013-2015 is presented. Since renewable energy sources are gaining high attention
due to their pollution free and abundance, their effect on the variation of input
power must be considered and a power system analysis, whether it is a power flow,
contingency analysis or unit commitment must consider the generation uncertainty
beside load variation. This paper aims to show the variation of the wind and solar
energy source and hinting the need of power system analysis model which con-
siders the uncertainty in the system.

3 Test Cases

In order to see the variation of power from wind and solar energy, the directly
related wind speed and solar insolation can be enough parameter of consideration.
As mentioned earlier, the cause of generation variation in today’s grid system is
mainly due to the application of renewable energy from the wind and solar plants.
Three stations are selected for test case study with a coordinate far away from each
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other. In order to have a representative outcome, three consecutive years are chosen.
Table 1 shows the coordinates of the three stations.

Based on the coordinates of Table 1, the raw data for the wind speed and solar
insolation is found from the Ethiopian National Meteorology Agency (NMA) and
the NASA data base. The solar insolation results of the three stations for the three
consecutive years are depicted in Figs. 1, 2 and 3. Similarly, the wind speed
variation measured in the three stations for the three consecutive years is shown in
Figs. 5, 6 and 7. In all the figures the x-coordinate represents months of the year
and the y-coordinates represents the monthly averaged wind speed or solar inso-
lation value measured at the specified year.

From Figs. 1, 2 and 3 one can easily detect the variation of the solar insolation
the monthly averaged values considered. This variation directly affects the gener-
ation of a total power of the smart grid networks. When a load variation is also
considered with this generation variation, every analysis in power system network
is vulnerable to extreme values and needs uncertainty model.

Table 1 Coordinates of the stations

Stations Area name Coordinates
Latitude Longitude
A Adama Town 8° 31’ 34.68" N 39° 15" 29.88" E
B Bahir Dar Town 11° 34" 27.1524" N 37° 21' 40.8708" E
C Wolaita Sodo Town 6° 51" 10.1124" N 37° 45' 39.4884" E
8 8
g8 °
T2, 2
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3 6 9 12 3 6 9 12 3 6 9 12
Months (Jan-Dec)-2013 Months (Jan-Dec)-2014 Months (Jan-Dec)-2015
Fig. 1 Solar insolation of station A
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Some of the powers system network analysis currently under study by different
researchers considering uncertainty is power flow analysis, transient stability
analysis and voltage assessment. All those studies are initiated by not only load
variation, but also the variation of the wind and solar insolation affecting generation
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power. A powerful algorithm-based on affine arithmetic (AA) is used to model the
uncertain variables, for the aforementioned analysis, and a punctual analysis
mechanism proved to be insufficient for future smart grid system analysis [3, 15, 16].
In order to have a better look of the solar insolation variation of the above results,
the percentage change between the maximum and the minimum value is depicted in
Fig. 4.

From Fig. 4 one can easily detect as the relative high variation of the solar
insolation is 39.91% in 2013 in station C. The relative low value of the uncertainty
extreme is measured in 2015 at station A which is 17.75%. As a conclusion, the
solar insolation which is directly related to the generated power can vary from 17.75
to 39.91% relative extremes during the study period of three consecutive years for
the three stations.

Similar to Figs. 1, 2 and 3, the variation of the wind speed which is directly
proportional to power generation according to (1) can be detected from Figs. 5, 6
and 7 for the same three stations and three consecutive years. Figure 8 shows the
extreme percent of uncertainties for the aforementioned respective stations and
study years. According to Fig. 8, the wind speed variation can go from low relative
extreme of 25.11% at station C in 2014 to high relative extreme value of 55.17% in
station A in 2015.

From the three station case studies, it is deduced that any smart grid system with
the solar and wind energy source must take into consideration the presence of input
power variation. This is one of the drawbacks of using such renewable energy
sources since their output is dependent on the varying weather condition and it is
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difficult to precisely predict it [17]. Future planning and control mechanism must be
based on the consideration of the entire drawback of such systems. During planning
the mathematical model to be applied must be the one which considers the presence
of generation, transmission line and load uncertainties in the system. The worst case
variation of the wind speed and the solar insolation must be included at the design
stage in order to get a realistic result for power system analysis [17].

4 Conclusion

The presence of generation variation due to the wind speed and solar insolation is
presented in this paper. A case study of three geographically different stations for
three consecutive years is conducted and presented with their share of uncertainty at
their respective years. From the result, it is found that the solar insolation can vary
as high as 39.91% in station C while the wind speed can vary as high as 55.17% in
station A in 2013 and 2015, respectively.

Due to the penetration of the wind and solar energy source more than ever in
today’s grid system, the only consideration of load variation is an outdated topic.
As presented earlier, generation variation is also one of a variable which worth’s
consideration during planning and controlling of a power system network. This
paper proves the non rejection of generation uncertainty with satisfactory case
studies. Any power system network analysis, whether it is power flow, contingency,
transient stability analysis or the likes must take into consideration the presence of
uncertainty both in generation, transmission line and load in order to deliver a
reliable power to the customer.
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Impact of DC Bias on the Magnetic
Loading of Three Phase Three Limb
Transformer Based on Finite Element
Method

Saurabh Kohli, S.B. Mahajan, Padmanaban Sanjeevikumar,
Viliam Fedak and Valentin Oleschuk

Abstract This article proposes a modelling mechanism based on Finite Element
Method (FEM) to understand the impact of DC currents on the magnetic loading of
the transformer. It details on the way magnetizing currents vary and harmonics
develop in a transformer. The analysis is performed using ANSYS tool for gen-
erating the scaled transformer model and MATLAB for plotting the results. The
analysis shows that on varying the primary voltage to different levels of voltages
and injecting DC currents based on a weakly coupled multi harmonic approach the
three phase three limb transformer is subjected to varying magnetizing currents with
the development of odd harmonics based on the saturation level of transformer. The
even harmonics are not observed owning to the structure of three phase three limb
transformer which offers a high reluctance to DC flux. Furthermore the scaled
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transformer is observed in ANSYS and it is visualized that the stray fluxes and the
saturation levels of the three limb transformer raises to a higher level on impact of
DC currents of varying magnitudes.

Keywords Three phase transformer model - DC bias - Half cycle saturation
Harmonics - Magnetizing currents « Geo-magnetically induced currents

1 Introduction

The core of power transformer is generally operated with Alternating Current
(AC) fields and hence they are designed so as to carry AC current but the existence
of superimposed DC flux over the AC flux may easily cause the transformer to
saturate and thereby causing damage to the transformer parts. There is a tendency of
the transformer to saturate in the half cycle with the impact of DC, as the mag-
netizing current shift towards the positive direction owning to unidirectional DC
flux in the core. This phenomenon is known as half cycle saturation [1] and is
widely the main effect of DC superimposed over AC flux in transformer.

Even a small amount of Direct Current (DC) may result in the production of
huge MMF inside the core as the currents get multiplied to the number of turns of
the winding. The transformer gets severely affected with the increase in the losses,
especially the core losses and stray losses, it also results in the production of
harmonics with increased demand of the reactive power, this also affects the
structural components of the transformers with overheating in several parts
including the tank wall, tie plates and clamping plates. The main source of DC
injection into the power transformer is the geo-magnetically induced currents
(Geo-magnetically Induced Currents (GIC)) [2—5] are produced by the combination
of magnetic field of earth and solar winds. There are other DC sources like the
power electronics device example the anti-parallel thyristor arrangement and the
HVDC transmission lines. Other source may include neutral offset by DC drives.
The odd and even harmonics [6—8] produced as a result of DC magnetization causes
increase in the stray losses and sometimes false tripping in power system.

2 Three Limb Transformer Construction
and Superimposition of DC Flux

In three limb transformer construction the three legs or limbs of the transformer are
wounded with the Cu coil windings which depicts the three phases for the trans-
former. The construction is such that each limb is connected to yokes on either side
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of that limb and hence there are two yoke structure at the top and at the bottom.
Thus a transformer flux path is completed by joining the limbs and the yokes. In the
normal operating condition, there is a flux flowing through each limb of the
transformer and as the source is alternating and sinusoidal, so is the flux and the flux
is flowing, such that it is nearly equal in the limbs and the yoke. In balanced
condition of the three phase transformer, it can be visualized that the flux oppose
and cancels in the yoke area of the transformer and hence no return path for the flux
is needed. However, such is not the case for an unbalanced load when the entire flux
follows a path of a larger air gap and then has to return back to the core again. This
large air gap area offers a very high reluctance for the flux to flow through and
hence it becomes interesting to see the impact of this very high reluctance path on
the flux of the transformer when it is superimposed with a DC flux.

There is variation in the normal produced flux as the DC flux gets superimposed
onto the normally produced AC flux, now this flux produced is a unidirectional DC
flux which depends on the reluctance offered to the DC flux path, the winding turns
and amplitude of the DC. In one-half cycle of a complete sinusoid the DC flux
would be added and in other half it would be subtracted thereby causing a flux shift.
The average of the flux starts to increase in the direction of shifting, which increases
the saturation in the positive direction, and increases significantly the excitation
current in the positive direction. When the flux keeps on increasing and is suffi-
ciently large enough, it reduces the excitation current in the negative half cycle, and
so excitation current is significantly positive. This results in partial magnetic sat-
uration of the transformer core and hence transformer does not operate at the
expected working point. The peak flux densities in the magnetic core in one half of
the cycle are very high and hence plot the B-H curve is non-linear. One can
visualize a smaller shift in the flux density owning to higher reluctance offered by
the core material and correspondingly the magnetizing currents attain higher peaks
and with shorter duration.

3 Modelling Mechanism

The simulation method used for carrying out simulation on the scaled transformer is
the Finite Element Method (FEM) [9, 10]. As there are boundary conditions
associated with each transformer based on the flux at different areas of the core, this
method provides a numerical solution to such boundary conditions. It is possible to
predict which areas of the core are heavily impacted by the injection of DC current
on the transformers with the help of this method [11]. Figure I shows a
two-dimensional three phase three limb scaled transformer FE model.
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Regulatory Winding Main Winding Tertiary Winding

. Transformer
Limb of Transformer  ,..r

Fig. 1 Two-dimensional three phase three limb transformers FE model

4 Working Point Calculation of Transformer Considering
Non-linear Material Properties

Transformers working point is more justifiable if the non-linear properties of the
core material are considered. The material of the core will be represented by
effective B-H characteristics. Using a weakly coupled multi harmonic [12-14]
approach the results of the Finite element is transformed for further analysis in
frequency domain and it is understandable to get the harmonics in this domain
which is suitable for the evaluation of DC injection.

To calculate the working point of a transformer for non-linear material requires
more computational efforts compared to a linear material. Begin with the linear
materials and finally end up calculating the exciting currents and vector potential
solutions for flux calculations and visualization of the transformer non-linear core
material. The idea behind calculating the working point for a non-linear core
material is to reach to an operating point in the B-H curve, which is close to the
saturation level of the transformer and later see the impact of DC at these operating
points. Thus, considering a core reluctivity for the transformer at its rated flux
density initially a linear inductance matrix is calculated and then the fundamental
component of the transformer currents are obtained and converted into time domain
and later calculating the nonlinear inductance matrix at different time steps con-
sidering non-linear properties of the selected material. Further from the non-linear
inductance’s and the flux obtained the magnetizing currents for the non-linear
materials in the frequency domain are calculated by taking the Fast Fourier trans-
form to visualize the harmonics in the currents. To obtain the impact of DC for the
non-linear core material a DC component is injected as different percentage of a
fundamental current after and the Fast Fourier transform (FFT) is calculated to
visualize the impact on the magnetizing currents and the harmonics.
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5 Simulation Results for Scaled Transformer Model

The transformer model has the three phase with three limb having eight coils on
each limb. With two coils as main winding, one coil as the tertiary winding and
remaining five coils as the regulating windings. The technical details of the
transformer are given in Table 1.

When a transformer saturates, the whole core usually does not saturate on the
same level. That is, part of the core may saturate more than other parts, while some
part may not saturate at all. The core saturation patterns may vary depending on the
core configurations. The flux distribution and the magnetizing current calculation
are done based on the working point calculation considering non-linear material
properties as discussed for the no load case. The non-linear core material considered
for the scaled transformer is TKES C120 with a peak flux density at saturation near
to 1.7 T as shown by the B-H Curve in Fig. 2.

While injecting the DC into the model, it has been taken as some percentage of
the fundamental current initially injecting a lower percentage of the fundamental
component and then higher to visualize the differences. The primary winding has
been also excited at different levels of voltage to see the impact of DC close to the
saturation point of the transformer. The windings are connected in star and the

Table 1 Technical detail of

S. No Parameters of transformer Value
transformer

1 Rated power 6.9 kVA
2 Rated voltage 400/400 V
3 Rated current 10/10 A

4 Rated frequency 50 Hz

5 Rated flux density 12T

6 Switching group Adjustable

)

Fig. 2 BH curve for

TKESC120 core material ('—
1.5

0.5

BT

=

0 500 1000 1500 2000 2500 3000
H [A/m]
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neutral is grounded. The results are plotted in MATLAB in a two way pattern so as
to analyze the magnetizing current behaviour and the harmonic content measured
for in the non-linear core material with the impact of DC.

6 Results Interpretation of DC Impact on Magnetizing
Currents and Harmonics

It is observed that as the level of DC bias increases in the transformer core with
non-linear material a small increase in the odd order harmonics based on the
saturation level of the transformer (see Figs. 3, 4, 5 and 6). But there is no effect on
the even harmonics. This can be attributed to the fact that DC flux in case of a the
three phase three limb transformer design is obstructed by magnetic reluctance
which is very high and that flux passing through the core-tank magnetic circuit has
a zero flux path, but while considering the 2D Model this flux path is not considered
and hence DC flux leaves as stray flux. Because the magnetizing currents depend on
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Fig. 3 a Magnetizing currents b harmonics at zero (0) DC bias
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Fig. 4 a Magnetizing currents b harmonics at [input primary voltage = 800 V, 20 mA DC bias]
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Fig. 5 a Magnetizing currents b harmonics at [input primary voltage = 800 V, 100 mA DC bias]
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Fig. 6 a Magnetizing currents b harmonics at [input primary voltage = 1000 V, 50 mA DC bias]

the total flux and since the DC flux has no impact owing to absence of zero flux
path there is no increase in even order harmonics and hence for a particular voltage
level the magnetizing current remains the same with the absence of even harmonics.

7 Visualizing Flux and Magnetic Vector Potential

For an input primary voltage of 800 V in ANSYS it is visualized the stray fluxes
which are leaving the transformer core and see how the saturation level of the flux
changes with DC bias of 75 mA as shown in Figs. 7 and 8. It is observed that the
influence of stray fluxes is higher with DC bias when the DC flux is superimposed
with the alternating flux. Also a comparison can be made between two different DC
levels for a transformer core applied with a primary voltage of 1200 V from Figs. 9
and 10 which depict the increase in saturation flux by the magnetic flux density
scalar bar with a higher level of DC current of 2 A compared to 1 A.
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Fig. 7 Flux distribution in transformer without DC [zero or 0] bias
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Fig. 8 Flux distribution in transformer with 75 mA bias
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Fig. 9 Flux distribution with DC bias of 1 A
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Fig. 10 Flux distribution with DC bias of 2 A

8 Conclusion

On the impact of DC on the three phase three limb transformer, it is visualized that
based on the saturation levels and the core structure of a three leg transformer the
odd harmonics are visible and increases as the saturation level increases but there is
no influence on even harmonics owning to the high reluctance path the 2D model
offers. Also the ANSYS results depict an increase in stray fluxes and a higher
saturation level with peak flux densities at a higher level of DC.
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Cost Optimization of a Ring Frame Unit

Rathinadurai Louis Helen Catherine, A. Soundarrajan
and Josephine Rathinadurai Louis

Abstract India focuses on many sectors out of which much of its growth in energy
consumption is expected to occur in the countries outside the Organisation for
Co-operation Economic and Development (OCED) known as non-OCED where
demand will be drawn by strong, long-term economic growth and India fits into this
particular category. In this research, the spinning mill is considered for optimizing
the parameters regarding the energy management with the real-time data taken from
a ring frame unit of spinning mill, analysis is done to find the feasible operating
conditions with the aim of minimizing the energy cost and increasing the prof-
itability of the sector, thereby suggesting for the spinning mill sector in India.

Keywords Cost optimization - Doff time - Energy management
Ring frame unit - Spinning mill

1 Introduction

Energy is the lifeline growth for any economy. In the case of a developing country
like India, energy sector is imperative because when considering the energy needs
which are increasing day by day, huge investment is made in the view to meet the

R.L. Helen Catherine (D<)

Electrical & Electronics Engineering, Dr. Mahalingam College of Engineering &
Technology, Pollachi 642003, India

e-mail: c.catherineclement@ gmail.com

A. Soundarrajan
Information Technology, PSG College of Technology, Coimbatore 641004, India
e-mail: soundaa@yahoo.com

J.R. Louis

Electrical & Electronics Engineering, PSG Institute of Technology & Applied Research,
Coimbatore 641062, India

e-mail: Josephinedhayal @ gmail.com

© Springer Nature Singapore Pte Ltd. 2018 107
A. Garg et al. (eds.), Advances in Power Systems and Energy

Management, Lecture Notes in Electrical Engineering 436,
https://doi.org/10.1007/978-981-10-4394-9_11



108 R.L. Helen Catherine et al.

demand. Industrial sector energy use in the non-OCED economic countries
including India is expected to increase by 1.8% per year compared to 0.6% per year
in the OCED Economics [1-3]. The chasm in the growth rates mirrored both faster
anticipated economic expansion outside the OCED and differences in comparison
of industrial sector production. Industrial textile sector has an overwhelming
presence in the economic life of the country as it is the second last provider of
employment next to agriculture. The opening up of the Indian economy in 1991
gave the much needed thrust to the textile industry which has become one of the
largest players in the world.

Textile industry of India ranks second in the world and also contributes 11% to
industrial production, 14% to manufacturing sector, 4% to the gross domestic
product (GDP) and 12% to the country’s total export savings. About 35 million
people are directly benefitted through employment and also to other 54.85 million
people in its related activities [4—7]. High speed drives for textile rotor spinning
applications are also considered. In this research a high speed drive and frictionless
suspension system for a rotor spinning unit which opens up the field for further
textile technology development, potentially leading to higher productivity, reduced
power consumption and dust deposit are considered [8].

2 Energy Consumption Details of the Spinning Mill

The spinning mill taken for study consists of 30 ring frames of various counts.
There are seven ring frames of the same count that corresponds to 21°s count. Only
one such ring frame is taken for analysis and is extended for the remaining spinning
frames. The ring frame details, motor details are given in Table 1 and it shows the
energy consumption of various units of the spinning mill considered.

It can be seen from Table 1, that more energy consumed in the ring frame
section and second consumption comes to the preparatory section. Hence in this
research a ring frame section is considered. Figure 1 shows the ring frame section
taken for analysis. The ring frame section of Fig. 1 is operated at a speed of
17,000 rpm (average of 16,677 rpm) all the times to produce the yarn. For the
analysis point of view, the speed of the spindle is varied and the major readings of

Table 1 Energy

. . S. No. Units Energy consumed (%)
COIl.Slepthl’.l det:?uls of L 1 Spinning (ring frame) 44.21
various sections in a spinning
mill 2 Preparatory 29.42
3 Plant 11.60
4 Auto coner 8.65
5 Compressors 2.93
6 Lights 1.44
7 Others 1.75
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Fig. 1 Ring frame section

Table 2 Readings of 1-doff of ring frame section

ihlljlulmmu
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prient

S. Set Average | Doff Displayed | Displayed Energy Production

No. |speed |speed time yarn length | production per |consumed | per doff
(rppm) | (rpm) (min) | (m) spindle (g) (units) (kg)

1 14,000 | 13,731 75 1589 44.68 33 52

2 15,000 | 14,975 69 1597 44.9 35 52.1

3 16,000 | 15,800 65 1589 44.68 36 522

4 17,000 | 16,625 62 1589 44.68 39 52.75

5 18,000 | 17,650 58 1589 44.68 42 55

doff time, energy consumed and the production made are noted and tabulated in
Table 2.

With readings noted down, the cost analysis of energy and the profitability of
yarn are done to find the optimum point of speed of the ring frame to be operated
with the ultimate aim of attaining higher profit of the spinning mill [9-11].

3 Per Day Mathematical Analysis

The generalized steps involved includes audit current operating conditions of the
mill, collection of required identification of the areas that needs to be improved,
plotting graphs and inferences and cost analysis. But in order to obtain a paramount
cost analysis [12—-15] view, a sequential flow chart may be followed is shown in
Fig. 2.
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Fig. 2 Flowchart of cost
analysis

R.L. Helen Catherine et al.

Calculation to fine possible areas of
improvement in the ring frame section
e  Number of Doffs per shift
60
Naig= 3*?
e NoOfDoff’sper day
Nay= 3* Shift

|

Time taken, production made per doff is

noted

A

To calculate per day energy & production
analysis

e Energy consumed per day
Epay= Epoff * Npay (units or KWh)
where, Epyy — Energy consumed per day
(units)
Epor— Energy consumed per doff (units)

¢ Output yamn produced per dayVpyy

= Yoot *Npyy (K8

|

To find per day cost
analysis

Y%profit & payback period is calculated

STOP
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Fig. 3 Number of doffs per day

Table 3 Number of doffs at various speeds of the spindle

S. Set speed | Doff time | Doff time, 7' (min) | No. of doffs per No. of doffs per
No. | (rpm) (min) (approx.) shift, Nspir day, Npay

1 14,000 75 80 6 18

2 15,000 69 74 6.486 19.45

3 16,000 65 70 6.857 20.57

4 17,000 62 67 7.164 21.49

5 18,000 58 63 7.619 22.85

3.1 Per Day Energy and Production Analysis

With the measured readings of one doff at various speeds of the ring frame, the total
production of yarn are calculated for one day and the respective graph is plotted and
shown in Fig. 3. Table 3 provides the data for number of doffs per day.

It can be seen from Table 3 that extra 5 min is added to the doff time considering
the replacement of the empty spindles in the ring frame after the production. It is
noted that the number of doffs per day increases by one consecutively with the
increase in speed by 1000 rpm. The minimum number of doffs is at 14,000 rpm
(18th Doff) and the maximum number of doff is at 18,000 rpm (22nd Doff) of the
spindle.

3.2 Total Energy Consumed and Total Production
at Various Speeds of Spindle

Table 4, shows the total energy consumed and total production per day. Figure 4,
shows the graphical representation of details mentioned in Table 4. The total energy
consumed (units) by the ring frame increases as the speed of the spindle (rpm) in-
creases. From the energy saving point of view, the spindle should be operated at a
speed of 14,000 rpm (which consumed energy of 366 units less than in 18,000 rpm
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Table 4 Production per shift and per day

R.L. Helen Catherine et al.

S. Set Energy Energy Energy Production | Production | Production
No. |speed |consumed consumed consumed per doff per shift per day
(rpm) | per doff per shift per day (kg) (kg) (kg)
(units) (units) (units)
1 14,000 |33 198 594 52 312 936
2 15,000 |35 227.03 681.08 52.1 337.95 1013.84
3 16,000 |36 246.85 740.57 522 357.94 1073.83
4 17,000 |39 279.40 838.21 52.75 37791 1133.73
5 18,000 |42 320 960 55 419.05 1257.14
Fig. 4 Energy consumed at —  Energy consumed & Produced yarn at )
various speeds 4 various speeds <
3 2
£ T~
S = 8
7] o=
= =
o =
I <
% >~
5 —— Producti
& Speed of the spindle (rpm) gzyper
A 4

Table 5 Units consumed per kg

S. Set speed Energy consumed per day Production per day UKG
No. (rpm) (units) (kg)

1 14,000 594 936 0.635
2 15,000 681.08 1013.83 0.672
3 16,000 740.57 1073.82 0.690
4 17,000 838.20 1133.73 0.740
5 18,000 960 1257.14 0.764
per day). The production of the yarn is high at higher speed of the spindle (298 kg
increase of yarn produced at 18,000 rpm from a base speed of 14,000 rpm).

Therefore, from the productivity point of view, the ring frame should be operated at
a speed of 18,000 rpm to yield higher kg of yarn.

3.3 Units Consumed per kg (UKG) Analysis

Table 5 shows the units consumed per kg of yarn and Fig. 5, show the corre-
sponding graphical representation of details mentioned in Table 5.
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Fig. 5 UKG at various a " B
K
speeds o ‘ UKG at various speeds ‘ 14000
Qo
"
£ 1
E /- 6000
> - —¢ 17000
Speed of the spindle (rpm)
18000
AV %
Fig. 6 At a profit of At a profit of Rs.30/kg h
Rs. 30/kg z
5] -
) 13
o = =1
c “‘;" o U
58 3¢
2
- Additional
Speed of the spindle (rpm) Enerlg:/)::‘Zst
-

It can be seen that energy consumed per kg of yarn increases gradually as the
speed of the spindle increases [16—18]. It consumes 143 Wh more energy at the

highest speed (18,000 rpm) per kg of yarn.

3.4 Per Day Cost Analysis

For cost analysis, two major factors are considered

(i) Energy cost per unit
(i) Profit of the yarn per kg

Also the following details are taken.

(i) The average cost of energy per unit from various sources (Tamil Nadu
electricity board, wind units, third party MALCO thermal and wind units of
India) of the spinning mill is taken as Rs. 7(Indian Currency)

(i) The profit per kilogramme of the yarn has the range of Rs. 5, 10, 15, 20, 25
and 30 based on various market conditions.

(iii) 14,000 rpm is taken as the reference value for analysis.

The additional energy costs (Rs.) and profit per day is shown in Appendix 1.
Table 5 shows the calculated value at a profit of Rs. 5/kg of yarn and Rs. 30/kg of
yarn. Additional profit and additional energy costs are calculated for Rs. 5, 10, 15,
20, 25, 30/kg of yarn. Figures 6 and 7 shows the graph corresponding to Rs. 5/kg

and Rs. 30/kg of the yarn.
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4 Results and Discussion

From per day mathematical analysis provided in previous sections with the manual
interpretation, it can be seen that when the profit of the yarn is Rs. 5/kg, the
additional energy consumption cost is greater than the additional profit for the speed
greater than 14,000 rpm (considered as the base value for analysis). When the profit
per Kilogramme of yarn is Rs. 10, it is found that the additional profit becomes
more than the additional energy cost for all speeds greater than 14,000 rpm of the
spindle. The ring frame was operated at its full load with 17,000 rpm of the spindle
speed. In order to operate at 18,000 rpm, it is suggested to replace the existing three
phase induction motor with a higher rated machine. The payback period (approx-
imate) is calculated and shown in Eq. (1)

Payback period = (Motor price + Installation charge) /Annual savings. (1)

The additional profit of the yarn for a year (Annual savings) when the spindle is
operated at 18,000 rpm is found to be around Rs. 11 lakh. The total price of the new
high rated motor around Rs. 7 lakh(inclusive of interest value and installation
charges) without considering the utility rebate cost, the payback period is found to
be seven months (approximately) when the profit/kg values is calculated and Fig. 8
shows the percentage profit at various speeds of the spindle.

It can be seen from Fig. 8 that there is a huge profit increase at 18,000 rpm speed
of the spindle than the other speed. For the available seven ring frames of 21’s
count the profit analysis for 18,000 rpm is estimated (approximately) for various
profit’kg (Rs.) values and tabulated in Table 6.
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Table 6 Profit per kg

S. No. Profit per kg (Rs.) Additional profit at 18,000 rpm (Rs.) (approx.)
1 5 40 lakh

2 10 80 lakh

3 15 1 crore

4 20 1 crore and 50 lakh

5 25 2 crore

6 30 2 crore and 40 lakh

5 Conclusion

From the cost analysis performed with the real time data, it is clear that there will be
loss, if the ring frame is operated at a higher speed (15,000 rpm and above) when
the profit of the yarn/kg is Rs. 5. If the operating speed is 17,000 rpm, there may be
a loss about Rs. 700 per day (about Rs. 250,000 a year) as the additional energy
cost exceeds the additional profit. Also a large amount of energy can be saved by
operating at 14,000 rpm.

If profit less than Rs. 10/kg then,

Operate the spindle at 14,000 rpm

else,

If profit greater than Rs. 10/kg then

Operate the spindle at 18,000 rpm

Payback Period:

Example: From the annual cost analysis when the profit is Rs.10/kg and the
speed of 18,000 rpm, the payback period for the replacing motor is calculated as
follows.

The annual savings for 18,000 rpm is Rs. 1156628. Approximate value of
Rs. 1100000 is taken. Then from the price of suggested motor mentioned above,
Payback period = 700000/1100000

= 0.63 years = 7 months (approx.).

Appendix 1

The additional energy cost (Rs.) at various speeds is calculated by subtracting the
respective actual energy cost with the energy cost value of 16,000 rpm.

Example: Taking the energy cost of 18,000 rpm from Table 5, the additional
energy cost is calculated as:

Additional energy cost = 6720 — 4767 = Rs. 2562

Similarly for the Additional energy consumed (units), Additional production
(kg) and Additional profit (Rs.) are calculated for various speeds with the reference
values of 16,000 rpm.
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The profit per day is calculated as:

Profit per day = ((Profit/kg) x Production per day) = Rs. 5369.14
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Analysis of Power System Harmonics
Using PSNR Metric

Srihari Mandava and Ramesh Varadarajan

Abstract In recent times there has been a wide interest in micro grids. One area of
concern in micro grids is the generation of harmonics by active devices such as
converters and FACTS devices used for reactive power compensation. The cur-
rently available literature focuses on the number of operations and fundamental
cycles for estimating harmonics. This usually results in a trade-off between accu-
racy of estimation and the choice of digital filter parameters. In this work a novel
orthogonal frequency division multiplexing (OFDM) principle modified as per the
power system scenario has been proposed. Odd harmonics up to 31st order are
measured by demodulation as if the power signal is OFDM modulated. All these
harmonics are measured using only one cycle of voltage signal. Instantaneous
detection of harmonics is made possible using the Discrete Wavelet Transform
(DWT) instead of the fast Fourier transforms used in conventional OFDM. DWT is
also used for noise elimination before the harmonics are analyzed and the perfor-
mance of proposed method is analyzed using PSNR under different noise
conditions.

Keywords Harmonics - OFDM - Demodulation -« FFT - DWT - PSNR

1 Introduction

For nearly one decade, attention towards construction of micro grids has been
enormously increased due to the constraint of meeting the power demand. The
micro grid power generation is majorly dependent on solar and wind sources. But,
the power generated from these resources is variable with respect to environmental
changes. This puts the system into unstable condition and many works are available
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in literature to mitigate the harmful effects of using various control actions. The
common issues in micro grid are the control of voltage level, real power and
reactive power and when they are coupled to power grid, harmonics are added into
the power lines. The negative effects of harmonics, sub-harmonics and inter har-
monics may lead to damage of electrical loads, capacitor failure, over heating of
conductors, transformers and electromagnetic radiations losses. Harmonics are also
introduced in power lines while transporting the power through non-linear devices
along with the consumption through non-linear loads [1].

Frequency variations are likely to occur in power systems and these variations
are small in case of synchronous generators while dealing with macro grids. Such
variations occur during the load mismatches and speed variations in the turbines
energized by various non-renewable sources. But in case of micro grids, the sce-
nario may be erratic because the instability is due to both input power variations and
instantaneous control actions within the inverter circuits. The three phase fre-
quencies are maintained same in case of synchronous generators with
non-renewable energy sources but when renewable energy sources with inverter
circuits are involved in grid, the frequency of the three phases may vary based on
the performance of the control system parameters. Many methods are proposed to
improve the power quality and stability of micro grids and hybrid grids. Among
them, more methods concentrate on the control action of converters and very few
methods concentrated on measurement domain. As the power quality fully depends
on the control actions, it needs sufficient accuracy in measurement. The parameters
such as voltage, current, real power and reactive power can be easily calculated
using conventional measurements. But, the difficulty arises while measuring and
tracking the fundamental frequency and its associated harmonics involving more
challenges.

The effectiveness of all control systems purely based on the measurement of
power quality with good accuracy and speed. Adaptive Bacterial Swarm Algorithm
(ABSA) was used in [2] to measure the changes in fundamental frequency ad har-
monics with more accuracy under dynamic conditions of system. Harmonic state
estimation (HSE) using weighted least squares (WLS) was used in [3] for 3D visu-
alizations of estimated bus voltage with respect to harmonic number and bus number.
The results in this method are close to the bounds computed using Monte Carlo
simulations. A mathematical basis for real time implementations on digital signal
processors through a restructured recursive-least-squares technique is presented in
[4]. This method had been tested in two DSP test platforms, where it considerably
reduced the turnaround time through decoupled recursive-least-squares (DRLS). The
phasors and harmonics were estimated with better accuracy when compared with
Adaptive Linear Combiner (ADALINE) and Recursive Discrete Fourier transform
(RDFT). Wavelet transforms were used in [5] to decompose the input time domain
signal into various sub-bands using, and train the CHNN (Continuous Hopfield
Neural Network). Harmonics up to 9th order are estimated harmonics along with its
phase and amplitudes. An adaptive wavelet neural network to detect the harmonics
up to 6th order is estimated with its amplitude and phase in [6]. This method is proved
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better than FFT, WNN (wavelet neural network), RBFNN (radial basis function
neural network), MLPNN (multilayer perceptron neural network). In [7], multi rate
filter banks had been used, which estimate the time dependent harmonics in power
converters. Harmonics produced during in rush currents and during the change of
firing angle had been captured and plotted. Hilbert transform had been used to
perform SSB (Single Side Band) modulation to estimate even harmonics. Odd har-
monics detection up to 15th harmonic had been done. The instantaneous phase
tracking using demodulation method is proposed in [8] and the performances are
analyzed by involving various FIR and IIR filters for testing. In this, the design of low
pass filters plays a great role in estimation accuracy. The same demodulation-based
scheme had been used in [9] to find the frequency of power signal under the influence
of the interfering tones. In addition to this, magnitude and frequency of the interfering
tones were evaluated. Interfering tones were considered up to 29 Hz while the
fundamental frequency was 60 Hz. Frequency and amplitude of harmonics in DFIG
(Doubly Fed Induction Generators)-based micro grids are estimated in [10] which is
generated in DFIG due to mechanical design of induction machines and Rotor side
converters (RSC). Kashyap et al. in [11] estimated harmonics up to 11th order under
white Gaussian noise using signal processing algorithm called Variable
Constraint-based Least Mean Square (VCLMS) and showed a MSE (Mean Square of
0.0257 at no noise condition. As per the standards of signal processing the MSE
should be less than 0.009 and this shows the poor performance of the measurement
process flow. A recursive wavelet-based algorithm (IRWT) was introduced in [12]
utilizing a new mother wavelet function and overall estimating procedure is used to
find the amplitude, phase angle and frequency in power systems. The work in [13, 14]
uses Recursive-Least-Square (RLS) harmonic estimation technique and in [15], an
Improved Recursive Newton Type (IRNTA) algorithm is implemented to estimate
the fundamental frequency.

In [16], the demodulation method is modified to improve the accuracy of har-
monics detection following the changes in fundamental frequency. It needs only
two cycles of input and an FIR filter in a controlled manner to know the variations
in the fundamental frequency and its associated harmonics. The main draw back in
this method is that it can estimate only one harmonic for each step as each esti-
mation of harmonic needs a separate carrier frequency. For example, it needs 29
steps to estimate harmonics up to 29th order by generating 29 different carrier
frequencies. After the power signal is demodulated and low pass filtered, the fre-
quency and the phase of the mth harmonic is estimated as follows.

The method in [16] is purely dependent on tuning the low pass filter and the
amplitudes and phase angle of harmonics up to 29th order were captured with a
Maximum Absolute Error (MAE) as less as 0.5% when the fundamental frequency
varies between 59.5 and 60.5 Hz. In this paper, an attempt is made to measure
harmonics by using the principle of OFDM receiver part. This method helps to
achieve a better control over stability in power quality parameters. It de-noise the
input power signals and decomposes the power signal using wavelet-based
quadrature mirror filters as mentioned in [8].
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2 OFDM and Its Application to Power System
Harmonics Measurement

In communication scenario, 3G systems inevitably use OFDM principle in order to
get rid of signal attenuation due to deep fading. OFDM has transmitter and receiver
as shown in Figs. 1 and 2. It was found that multi carrier system along with proper
guard band reduces the effect of multi path transmission. The major task in com-
munication would be to transmit and receive the data bits without error and hence
the best reproduction of the transmitted voice or multimedia data. The basic
technique behind the OFDM is to use multiple carriers without using oscillator
circuits to generate various orthogonal frequencies. This orthogonality along with
guard band insertion efficiently serves to retrieve the transmitted data. But, the
proposed work in this paper is meant especially for a power system application. The
sub-carriers dealt in OFDM are considered as harmonics in this method as both of
them follow the same orthogonality principle. Another important point is the
modulation stages in OFDM. There exist two modulation stages, namely, baseband
modulation with various sub-carriers and carrier modulation at a single frequency
which is far higher than the sub-carrier frequencies. In power system signals, the
fundamental frequency is 50 or 60 Hz and inclusion of harmonics may be viewed
as baseband modulation done with various orthogonal frequency signals. So, it is
very apparent that power signals are not carrier modulated, but only baseband
modulated.

In this work, firstly it is assumed that a power signal is modulated by various
sub-carriers, i.e. harmonics. The harmonics are then estimated and measured same
like the sub-carriers estimation in the OFDM receiver part. The only difference is
reconstruction of binary data stream is not necessary since there is no data trans-
mission involved as in the case of typical communication systems. Very few works
are present for detecting the harmonics of a signal under noise conditions and the
steps for identifying the harmonics of power signal under noise conditions using the
proposed method are shown in Fig. 3.

DATA | ,| SERIALTO MAPPING IFET PARALLEL TO

|

>
PARALLEL "l SERIAL To channel

Fig. 1 OFDM transmitter

From channel

SERIAL TO FFT PARALLEL TO DEMAPPING

; | DATA
PARALLEL SERIAL

Y

Fig. 2 OFDM receiver
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Fig. 3 OFDM-based harmonic visualization

1. De-noise the input power signals using certain new stage of preliminary DWT.

2. Decompose the power signal using analysis filter using wavelet-based quadra-
ture mirror filters.

3. Reconstruct the decomposed signals using synthesis filter banks to visualize the
time varying harmonic content as per the gray code sequence in Table 2.

The proposed method can also be applied for micro grid environment to visu-
alize the time varying harmonic content. The performance of the proposed method
is analyzed using a metric called Peak Signal to Noise Ratio (PSNR) for different
noise conditions.

3 Methodology

Let x(¢) be the power signal given by (1).

X(1) = An(1) cos(nQy (1) + ¢, (1)) + (1) (1)

A, is the amplitude,

Q, is the fundamental frequency,

¢,, 1s the phase of the mth harmonic and
1(z) is the noise.

Once X () is expanded, it resembles (2) in digital form.

X(n) = Ai(n) cos(wo(n) + ¢ (n)) + As(n) cos(3w,(n) + ¢5(n)) + - -- 2)
Asi(n) cos(3Lar,(n) + ¢y ()

The amplitude values (A;, A, ... A3;) considered are shown in Table 1.

The noise #(7) is normally filtered using low pass filter. But in the proposed
method of wavelet-based decomposition, the noise is filtered out in the preliminary
stage using a one level decomposition. Then, the analysis bank and synthesis bank
are applied on the signal as shown in Figs. 4 and 5. The sampling frequency of the
filter banks is chosen as f, = 2V*? - f;) where, f; is the fundamental frequency
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Table 1 Amplitude values of

- - Amplitude Values Amplitude Values
various harmonic order A ] A N
As(n) 1/3 A9(n) 1/19
As(n) 1/5 Ay (n) 1/21
Aq(n) 177 Ass(n) 1/23
Ag(n) 1/9 Azs(n) 1/25
Ap(n) /11 Asy(n) 1127
Aqs(n) 113 Aso(n) 1/29
Ays(n) 1715 Az(n) 1/31
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Fig. 4 Structure of analysis bank up to 31st harmonic order
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Fig. 5 Synthesis bank constructed upto 31st harmonic order



Analysis of Power System Harmonics Using PSNR Metric 125

Table 2 Gray code and it filter bank transfer function

Gray code and transfer function of Gray code and transfer function of Harmonic order
analysis filter bank synthesis filter bank

0000 Hy(z) Hy(z) Ho(z) Ho(z) 0000 H(z) Hy(z) Ho(z) Ho(z) 1

0001 Ho(z) Ho(z) Ho(z) H,(2) 1000 | Ho(z) Ho(z) Ho(z) Hi(z) 3

0011 Ho(z) Ho(z) H,(z) H\(2) 1100 | Ho(z) Ho(z) Hi(z) Hi(z) 5

0010 Ho(z) Ho(z) Hi(z) Ho(2) 0100 Ho(z) Ho(z) Hi(z) Ho(z) 7

0110 Hy(z) H1(z) Hi(z) Ho(z) 0110 Ho(z) H\(z) H(z) Ho(z) 9

0111 Ho(z) Hi(z) H,(z) H,(2) 1110 | Ho(z) Hi(z) Hi(z) Hi(z) 11

0101 Ho(2) Hi(z) Ho(z) Hy(2) 1010 | Ho(z) Hi(z) Ho(z) H1(z) 13
0100 Ho(z) Hi(z) Ho(z) Ho(2) 0010 Ho(z) H\(z) Ho(z) Ho(z) 15
1100 | Hi() Hi2) Ho@) Hox) | 0011 | Hy(2) Hi(2) Ho@) Ho) | 17
1101 H,(2) Hi(z) Ho(z) Hy(2) 1011 H,(2) Hi(z) Ho(z) H,(2) 19
1111 H,(z) Hi(z) Hi(z) Hy(2) 1111 H,(z) Hi\(z) Hi(z) H(z) 21
1110 Hi(2) Hi(z) H1(z) Ho(z) 0111 H,(2) Hi(z) Hi(z) Ho(z) 23
1010 | Hi(z) Ho(z) Hi(z) Ho(2) 0101 H,(2) Ho(z) H1(z) Ho(2) 25
1011 H,(2) Ho(z) H1(2) Hi(2) 1101 H,(z) Ho(z) H1(z) H(2) 27
1001 H\(z) Ho(z) Hy(z) Hi(z) 1001 H\(z) Ho(z) Hy(z) Hi(2) 29
1000 H,(z) Ho(z) Ho(z) Ho(2) 0001 H\(z) Ho(z) Hy(z) Ho(z) 31

(50 Hz) of the power systems and N is the number of decomposition levels
(Table 2).

Mother wavelets of type “dmey” are used in analysis bank and synthesis bank
and harmonics up to 31st order are measured and visualized with N =4, i.e.
M = 1) fo=@% = 1) 50 = 31.

4 Results

The specialty of the QMF-based separating the input power signal as sub-band is
that, it does not need any reference signal as generated in [5]. The decomposition
and reconstruction up to four levels spontaneously output the harmonic order up to
31. Tuning of filter banks is not required in the proposed method as in [5]. The
harmonics obtained through the MALTAB simulations are shown in Figs. 6 and 7.

Apart from the values set as per Table 1, time varying nature of harmonics have
been analyzed in this work to check the visualization performance. The following
changes are made for the harmonics in the input signal.

1. Harmonics of order 1, 3 and 31 are allowed in input from the time 0.005—
0.003 s.

2. Harmonic of order 5 is allowed in input from 0.1563 to 0.3122 s.

3. Harmonics of order 7 and 25 is allowed in input from 0.3125 to 0.4684 s.
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Fig. 6 Visualized harmonics up to 15th order

17th
19th
0.1 0.05
0 o VAMAVAVAY
.01 -0.05
0005 001 0015 002 0 0005 001 0015 0.02
21st
! }.MMM)W\)WWWVWV o IANVW\ANWWV‘N\MIWW
0005 001 0015 0.02 0005 001 0015 0.02
25th 27th
0.1 01
H }mwwwvvwwvw 0 [ MWL
01 -0.1
0 0005 0.01 0015 0.02 0 0.005 0.01 0015 0.02
2%th 31st
0.1
] i e FWWWWMWW“
-0.1
0 0005 0.01 0015 0.02 0005 001 0015 0.02

Fig. 7 Visualized harmonics from 17th to 31st order

The results obtained with the modified input are shown in Fig. 8. The changes
made for each harmonics signal are clearly seen in the output with the proposed
methods which say that the proposed method works satisfactory with time varying
harmonics.
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Fig. 8 Visualized time varying harmonics up to 31 harmonics

5 Performance Analysis

PSNR metric had been originally used in EEG reconstruction in [14]. Since
visual-based harmonic tracking is performed in this work, a new metric namely,
VBAE (Visual-Based Absolute Error) is proposed and it is defined as the difference
between the peak value of the original and peak value of the reconstructed signal. It
is given by (3).

VBAE = |Xm -X, 3)

where, X,, is the peak value of the original signal and X/, is the peak value of the
reconstructed signal. Though this metric is very sufficient for visualization-based
applications, this measure does not provide information regarding the amount of
error in the other samples, and hence it is local in nature. It is not meaningful to
compare directly Vgag of power signal of different sampling resolutions. Hence, it
is essential to normalize the signal range leading to a distortion measure called as
PSNR expressed in dB as shown in (4). Higher the PSNR, better is the visualiza-
tion. The PSNR is given by

20 1
VBAE

Figure 9 shows the variation of obtained PSNR for various harmonic order from
1 to 31. Red trace shows the performance of the harmonic visualization when
AWGN was set at 10, 20 and 30 dB, respectively. Black trace shows the improved
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Fig. 9 PSNR performance at 10 dB of AWGN

Table 3 PSNR obtained for various noise levels

10 20 30

Harmonic order from 1 to 31

Harmonic PSNR (dB) (at PSNR (dB) (at PSNR (dB) (at PSNR without
order Aygn = 10 dB) Ayen = 20 dB) Ayen = 30 dB) noise

With After With After With After

noise DWT noise DWT noise DWT
1 31.8208 |33.1315 |37.3875 [39.1656 |42.1284 |42.5685 |45.4302
3 32.0308 |31.9599 |38.1644 |37.1261 |40.6032 |42.4521 |43.6901
5 33.1803 |33.2847 |37.5249 |37.6330 [44.2112 |56.0784 |44.9502
7 30.2049 | 31.4517 |34.2795 |33.7447 |35.7967 |37.4455 |36.7766
9 31.4394 |33.4551 |38.5368 |64.1388 |50.8674 |41.0891 |40.9655
11 32.6885 |32.4028 |37.7276 |41.4294 |41.8145 |47.1478 |44.5053
13 31.4971 |33.3619 |36.5399 [40.0741 |39.8942 |51.9150 |44.4918
15 29.7857 |31.9769 |33.7618 |37.4416 |35.6765 |45.2361 |36.6186
17 31.0707 |32.2256 |40.9983 |37.4847 |43.0540 |43.1676 |39.4557
19 30.6411 |34.5711 |37.9957 |40.6725 |41.0086 |45.4834 |50.2059
21 31.8326 |34.7487 |37.4657 |42.8831 [42.5922 |49.9832 |[56.5141
23 31.1952 | 34.8844 |35.2829 |38.8182 [40.2845 |41.3995 |44.2699
25 30.3132 | 35.7315 |36.1121 |38.1644 |40.0798 |41.9564 |44.8689
27 30.3793 |36.0182 |36.9336 |40.2675 |40.9514 |42.3863 |48.0778
29 31.8434 | 38.1273 |37.3838 [40.6997 |40.5259 |41.8427 |49.2025
31 31.4167 |39.8068 |37.4658 [41.1134 [40.7017 |41.2681 |51.3208
Mean 31.3337 | 34.1961 |37.0975 |40.6786 |41.2619 |44.4637 |45.0840
PSNR
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PSNR using the proposed method. From Table 3, an average PSNR improvement
of 3 dB has been obtained when a preliminary DWT-based noise filtering is
employed. An average PSNR obtained at an ideal noiseless condition is 45.0840 dB
and a PSNR of 44.4637 dB is obtained at a noise level of AWGN = 30 dB. This
clearly says that the performance of filters depends on the amount of noise added in
the power signal.

6 Conclusion

This paper presented a novel harmonic estimation method using DWT, which
mimics OFDM receiver principle mitigating the effect of noise. A preliminary
DWT-based one level decomposition has been proposed in this work to improve the
harmonic visualization performance and an average of 3 dB improvement had been
achieved. Moreover, the proposed work takes only one full cycle of the input power
signal. Wavelet type of “dmey” has been used in our proposal, and further research
is required in optimizing the type of mother wavelets and to improve the visual
performances because of sampling rate mismatches. This work is highly suitable for
visualization applications and outputs are obtained at one step process irrespective
of the number of harmonics to be visualized. This work could be a better tool, to
further apply this measurement method for typical control actions in micro grid in
order to maintain the power quality. Works presented in this paper suffers from the
down sampling effect which spoils the visualization performance. An optimal
sampling frequency of 3.2 kHz considered in this paper.
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Low Power Circularly Polarized Wearable
Rectenna for RF Energy Harvesting

B. Naresh, Vinod Kumar Singh and V. Bhargavi

Abstract In this communication, an ameliorate textile circularly polarized
(CP) rectenna for harvesting the emitted RF energy in INSAT band is presented. The
textile antenna is bendable, robust, and low mass so that it can be weaving into
clothes of the smart soldier to charge the portable electronic devices in the battlefield.
Weight burden on the soldiers is significantly reduced; indeed power handling
capacity is increased by integrating the textile rectifying antenna into soldier clothes.
The proposed textile rectenna has a 10-dB return-loss bandwidth of 1200 MHz
(6.6-7.8 GHz) with the maximum gain 8.14 dB an overall size of 50 x 50
1.076 mm>. This antenna is suitable for INSAT band (6.725-7.025 GHz) RF
energy harvesting operations. Measurement results are also shown with theoretical
predictions, both of which are in quite good agreement.

Keywords Circularly polarized - INSAT band - Smart soldiers
Textile rectenna - RF energy

1 Introduction

The main motive to design and fabricate the textile rectifying antenna (wearable
rectenna) is to harvest the emitted radio frequency energy available in the sur-
rounding environment of the soldier. Numerous wearable rectenna configurations
with linearly and circularly polarized characteristic by utilizing different substrate
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material for RF energy harvesting are reported. Magneto dielectric multi-layer
multi-resonant rectenna [1], Dual-band SIW textile antenna with integrated solar
harvester [2], Flectron self-adhesive circularly polarized wearable antenna for
2.45 GHz, performance effect of textile antennas interface with human body at
millimeter wave frequencies [3—6]. For rescue and military operations wearable
antennas are most promising appliance due to invention of portable devices. The
electronics of the future will require less power and will draw more of that power
from environmental sources.

In RF energy harvesting application, circularly polarized antennas are more
preferable over the linearly polarized antennas due to its liberty of orientation. For a
line-feed microstrip antenna, CP character can be achieved by loading appropriate
slots or slits in the radiating element of the antenna [7-11]. Energy Harvesting
(EH) technology will continue to become more resourceful and sooner will be
tomorrow’s power source for many applications. Today, micro scale EH is gen-
erally used to charge batteries, or other energy storage devices. EH technology has
particular applicability to sensors that are located in remote, isolated, or environ-
mentally extreme locations without any type of primary power.

In this communication, a novel wearable rectifying antenna for RF energy
harvesting to power the micro powered sensor system is presented. To harvest the
RF energy there are several techniques, in which Schottky diode and CMOS-based
rectification are popular methods. The CP antenna has a dB impedance band
covering the INSAT band (6.725-7.025 GHz). The rectenna, together with wear-
able antenna and rectifier, has been experimentally evaluated at different dBm
power levels with a distance of one meter from transmitter.

2 Antenna Configuration

Figure 1 shows the design of the proposed planar textile antenna with defected ground
structure. The proposed antenna is fabricated on a textile substrate (jeans) with relative
permittivity ¢, = 1.7, thickness 4 = 1 mm, and dielectric loss tangent tan 6 = 0.025
[9]. Conductive Copper tape is used to design the radiating element and the same for
ground plane with 0.03 mm thickness. Copper and jeans both materials have the
property of being extremely flexible and rigid, so that it can effortlessly integrate into
soldier clothes. The proposed antenna contains a rectangular slot of 120 x 50 mm?
by truncating a pair of patch corners of equal side length AL = 12 mm for producing
line-feed CP operation as shown in Fig. 1; on which rectangular etched slot of
100 x 25 mm? is constructed for integration with a flexible solar cell in future to
make hybrid energy harvesting system. So that two different energy sources can be
utilized in one platform. The partial ground plane is located on the backside of the
textile substrate with the overall dimensions of 100 x 25 mm?. The antenna is fed by
a 50 Q microstrip line with a width 3.2 mm and length 30 mm. CST microwave
studio software is used to study the characteristics of proposed antenna and also
optimization technique is used to obtain 6.8 GHz resonance frequency.
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Fig. 1 Geometry of a compact circularly polarized rectangular microstrip antenna with a pair of
truncated corners (all dimension in mm)
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Fig. 2 Simulated return loss versus frequency plot of CP wearable rectenna

Designed antenna has wide impedance bandwidth covering the INSAT receiving
band so that textile antenna can easily integrate into clothing and it is two dimensional.
The proposed antenna configuration was numerically investigated and optimized
using the CST microwave studio. The simulated result of return loss is shown in
Fig. 2. Itis observed that the proposed antenna is resonating at 6.84 GHz with return
loss of —20 dB, giving an impedance bandwidth of 1200 MHz (6.6-7.8 GHz). The
simulation result of impedance and gain are shown in Fig. 3a, b. The real part of the
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(a) (b)
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Fig. 3 Smith chart and gain in 3D of proposed CP wearable antenna at 6.8 GHz

impedance at the resonant frequency 6.8 GHz is 40.1 Q, close to 50 € in the desired
range of frequency band. The reactive part of the impedance is 2.85 €, itis inductive.

3 Rectenna Design

The rectenna design essentially consists of three parts: antenna, matching network,
and rectifying circuit. The proposed rectenna design is based on 50 Q interface. The
power incident on the antenna will be reflected back to the environment if impe-
dance of rectenna circuit is not properly matched to its antenna. To match the
impedance between the antenna and the rectifier diode is done by input filter and the
harmonics generated by rectifier will be rejected by output low pass filter. Low
power level series mounted diode rectifier structure is shown in Fig. 4a, b.
Dimensioning of passive components used to design the filter elements are opti-
mized by using Agilent’s ADS software [12—15].

4 Results Analysis

The proposed circularly polarized wearable rectenna has been fabricated and ane-
choic chamber is used to carry out the experiments. An Agilent ES071C ENA series
vector network analyzer was used to determine the electrical performance of the
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(b)
, &

RX — Wearable Antenna

Fig. 4 a Photograph of the fabricated CP wearable rectenna b schematic view of RF energy
harvesting system

proposed textile antenna such as return loss, axial ratio, and gain. The distance (D,)
between the transmitting horn antenna (G = 11 dBi) and the rectenna is one
meter. The Friis transmission equations (1) and (2) are used to find out the output
DC voltage and overall efficiency of the rectenna against power density.
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C 2
Px = PxGxGx | —— 1
= PG (5 )
E2r2
Px = 2
= @)

where P is the transmitting power at a given field strength E (mV/m); G.x is the
receiving antenna gain; so the RF-DC conversion efficiency is calculated by
Eq. (3).

_ PoutDC o ngDc/RL
Nen = = 3)
PrX PrX

To determine the DC output voltage obtained at the rectifier end HP 83752b
sweeper is connected and positioned to produce a 6.8 GHz frequency with the
power —15 to 15 dBm levels. By conducting this experiment CP wearable rectenna,
electrical performance is obtained in terms of output power, efficiency, and dc
voltage with a fixed distance of one meter. Figure 5a, b shows the comparison
results of measured and simulated return loss and axial ratio, respectively. Flexible
solar cell is to be integrated with this rectenna to make is device as multi energy
harvesting system in future. Table 1 shows the recorded values by the rectenna
circuit.

— Simulated 45k
Bt == =Measured ||

Return Loss [dB]
. 2 v
Asial Ratio [dB]
ra
o

== =Measured
05F = Simulated

1

2 L L s
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Fig. 5 Comparison of measured and simulated results of proposed CP wearable antenna
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Table 1 Measured DC voltage from rectifying circuit
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Transmitted power Received power Voltage Pounc Efficiency npy
(dBm) (dBm) V) (%)

-15 -16.5 154mV | 0.7208¢° |17.3

-10 -115 423mV | 2208 |26.7

-5 -6.5 837 mV | 6.879%° |32.8

-1.5 191.6 mV | 4.376e™* |52

5 35 3872mV | 1826 |61.4

10 8.5 0.808 V | 5.195¢ |72.16

15 13.5 225V 426327 [81.6

5 Summary

Power required to operate the portable and microelectronic devices is now a reality
by means of energy harvesting technology. In this paper line-feed circularly
polarized wearable antenna with low power RF to DC rectifier is proposed.
Microstrip antenna, defected ground, and feed line structure are optimized to
6.8 GHz resonance frequency operation. The low power rectenna, based on a series
diode circuit has been tested which has recorded efficiency of 81.6% with
13.5 dBm received power. Low pass filter is directly connected to textile rectenna

terminals.
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Performance Analysis of Series-Passive
Filter in 5-Phase PWM Inverter Drive
and Harmonic Study Using
Simulink/Matlab

A.S. Ananda and Manjesh

Abstract Maintaining IEEE Harmonic standards in all Motor drives is most crit-
ical while designing. Harmonics has major effects on the output of all the inverters.
Several filters are used to suppress the harmonics, there are few drawbacks,
increasing number of the components used in the design and bulky circuit com-
ponents. In the inverters, suppression of all harmonics is the major issue due to its
inevitable effect on the load. Series-passive filter is the reliable filter used to reduce
the THD. Advancement in the power systems leads to a five phase inverter drives
due to applications and advantages over three phase loads. This work represents the
performance evaluation of Series-passive filter in 5-phase PWM inverter, reductions
of Total Harmonics Distortion are obtained using Simulink/Matlab, and same has
been presented.

Keywords Inverter drive - THD - Harmonics - Five phase - Filters
Series-passive filter

1 Introduction

Multi/Poly phase induction motors have wide range of applications in industries
and aircraft applications due its high torque and low maintenance by reducing the
amplitude, current per phase, and DC-link current harmonics, at the same time there
is increase in few other parameters like frequency of torque pulsation, voltage per
phase, reliability, and fault tolerance [1-5]. Harmonics at the load connected to
inverter with long cable creates voltage sags, which are very dominant factors in
affecting the performance of the induction motor drive. Therefore, the system
deteriorates efficiency of the motor and causes voltage imbalance in the windings of

A.S. Ananda (X)) - Manjesh
Bangalore University, Bengaluru, India
e-mail: a.sanand @yahoo.com

Manjesh
e-mail: manjesh1972@gmail.com

© Springer Nature Singapore Pte Ltd. 2018 139
A. Garg et al. (eds.), Advances in Power Systems and Energy

Management, Lecture Notes in Electrical Engineering 436,
https://doi.org/10.1007/978-981-10-4394-9_14



140 A.S. Ananda and Manjesh

the induction motor which intern generates and ripple voltages in converter and
inverter systems output.

Harmonic contents are polluting the power system loads by superimposing both
in current and voltages in the inverter; it consists of nonlinear elements such as
switches which compensate odd harmonics. Harmonics are inconsistent objects that
harm the power system in various effects, it results system failure, low power factor,
motor torque pulsations, and overheating in the power system are the major
problems. Researchers proposed many techniques to eliminate or suppress the
content of the harmonics in the inverter. Dominant harmonic order in 5-phase is 3rd
order, 5th order, and every 5th multiples harmonic order is absent in the 5-phase
inverter. Challenge is reduction of harmonics generated by the nonlinear elements
and to get a pure sine waveform at the output of the inverter. To obtain the pure sine
waveform various filters are designed and implemented.

Wide range of applications in power systems will use filters to allow or block
particular band of frequencies. Filter will have passive circuits, behaves as a
blocking agent by affecting the harmonic content and it reduces THD. Many filter
techniques are designed to filter out the harmonics; therefore, Series-passive filters
have better harmonics suppressive quality at the tuned frequency [6—-10].

2 Series-Passive Filter Design

Series-passive filter is placed between the load and inverter. Inductor and capacitor
in parallel form creates high impedance at the tuned frequency. The presence of
selective or tuned harmonic content are filtered out by the high impedance filters,
hence Series-passive filter can be used to filter out a single harmonic order. To
remove the leading 3rd harmonic order in 5-phase the resonant frequency is tuned
to 150 Hz, since the operated frequency of the five phase inverter is 50 Hz, also for
low input frequency 5 Hz the designed resonant frequency 15 Hz has been used.
Inductor (L) and Capacitor (C) values are calculated using Eq. (1).

1

f= e

(1)

3 5-Phase Inverter Drive

The 5-phase inverter constructed with 10 IGBT switches, gating signals are pro-
grammed by the pulse generators Py, P,, P3...P}¢, and circuit diagram of 5-phase
inverter is shown in Fig. 1. Ten IGBT switches are turned ON using 180°



Performance Analysis of Series-Passive Filter ... 141

wpft | I 'L

s-.li_aﬂ 1| —|
i
j; W | =
ssl-{
e
s

Fig. 1 5-Phase inverter circuit diagram
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Fig. 2 Construction of 5-phase inverter with series-passive filter

conduction mode and having 72° out of phase difference. Output voltage of the
inverter highly depends upon the switching of IGBT’s. Two from upper group and
three from the lower branch will be ON, or two from lower and three from upper
branch will be ON.

4 5-Phase Inverter with Series-Passive Filter

Construction of 5-phase inverter with Series-passive filter as shown in Fig. 2. The
Series-passive filter designed values are C = 1000 pF, L = 1.1 mH.

Therefore Li=L,=I13=L4=Ls=1.1mH and C,=C3=Cy=0Cs5=
Cs = 1000 pF.



142 A.S. Ananda and Manjesh

5 Simulation Results

Simulation has been done for the two input frequency of 50, 5 Hz and with RL load
of R=17Q and L = 1.3 mH. Harmonics and Total Harmonic Distortion are
studied by FFT analysis for both the input frequencies.

5.1 Simulation Results for 50 Hz Frequency

Inverter output voltage are measured and plotted for S5-phase inverter and
Series-passive filter, respectively. THD is measured at normal inverter and with
Series-passive filter. Figure 3 shows the voltage waveforms of 5-phase inverter.
Figure 4 shows the voltage waveforms 5-phase inverter with Series-passive filter.

Vour

Tour

Fig. 3 Output voltage and current waveforms of an individual phase in normal 5-phase inverter
for fi, = 50 Hz

L Cuvert

.. | | | 1 | |
[1] 1 " 12 1 "

Fig. 4 Output voltage and current waveforms of an individual phase in 5-phase inverter with
series-passive filter f;, = 50 Hz
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Table 1 shows the THD in Normal 5-phase inverter and with filter, respectively.
Figures 5 and 6 show the FFT analysis at output voltage with and without filter
modes.

Table 1 THD comparison of 5-phase inverter normal and with series-passive filter for

fin=50 Hz
Modes THD in %
5-Phase inverter normal 42.7
5-Phase inverter with series-passive filter 20.07
Fundamental {S0Hz) = 2485 , THD= 42.75%
‘w - T T T T T T T T T T 3

Mag (% of Fundamental)

0 2 4 1] 8 10 12 1 16 18 20
Harmonic order

Fig. 5 FFT sequence of normal five phase inverter drive for fi, = 50 Hz

Fundamental (50Hz) = 229.3 , THD= 19.70%
T T T

Mag (% of Fundamental)

0 2 4 [ 1 10 12 1 16 18 20
Harmanic order

Fig. 6 FFT sequence of normal 5-phase inverter with series-passive filter f;, = 50 Hz
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Table 2 Individual harmonic
order voltage at the output
voltage with and without
series-passive filter for

fin =50 Hz

A.S. Ananda and Manjesh

Harmonic 5-Phase 5-Phase inverter with
order inverter (V) series-passive filter (V)
1 248.28 228.79
2 0 0

3 82.76 36.01
4 0 0

5 0 0

6 0 0

7 3547 15.08
8 0 0

9 27.59 11.70
10 0 0

11 22.57 9.56
12 0 0

13 19.1 8.10
14 0 0

15 0 0.01
16 0 0

17 14.6 6.23
18 0 0

19 13.06 5.56

Using Simulink/Matlab the individual harmonic order’s voltages of a 5-phase

inverter Normal

Simulink/Matlab and same as shown in Table 2.

5.2 For a Input Frequency f;,, = 5 Hz

and with Series-passive filter can be obtained using

Input frequency is initialized for 5 Hz then FFT analysis computed for 5-phase
inverter Normal and with Series-passive filter, respectively. Figures 7 and 8 shows
the FFT analysis, respectively.
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Fundamental (5Hz) = 12.73 , THD= 42.93%

Mag (% of Fundamental)

0 5 10 15 20 25 k]
Harmonic order

Fig. 7 FFT sequence of normal five phase inverter drive for f;, = 5 Hz

Fundamental (5Hz) = 20.68 , THD= 20.50%
o ) =1

T — - - —r -

Mag (% of Fundamental)

0 2 4 6 8 10 12 AL 16 18 20
Harmanic order

Fig. 8 FFT sequence of normal 5-phase inverter with series-passive filter f;;, = 5 Hz

6 Conclusion

The effect and performance of Series-passive filter at the output of the inverter has
been studied using Simulink/Matlab. The Series-passive filter is tuned to remove
the particular harmonic order and coupled to the output of the inverter. Performance
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of Series-passive filter has been studied by obtaining the harmonics and Total
Harmonic Distortion; the results have been compared with five phase inverter drive
and 5-phase inverter with Series-passive filter. Harmonics and the THD have been
reduced by using Series-passive filter by tuned at the resonant frequency. In future
this work will be incorporated to study the thermal behavior of the 5-phase
Induction motor.
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Finding the Initial Variables for Affine
Arithmetic-Based Power Flow Analysis

Yoseph Mekonnen Abebe, P. Mallikarjuna Rao
and M. Gopichand Naik

Abstract Power flow analysis has been playing a major role in providing infor-
mation about the power system network. Due to the advancement of variable
generation (VG) sources and weather variation, the punctual power flow analysis
cannot give any information about the worst case scenario. The introduction of
affine arithmetic (AA) is gaining high recognition due to its ability to consider all
forms of uncertainty than interval arithmetic (IA). The first work in applying AA for
power flow analysis is finding the initial affine forms in order to start the analysis.
This paper focuses on finding the initial voltage and angle affine forms for polar
coordinates and the initial real and reactive voltage forms for rectangular coordinate
system.

Keywords Affine arithmetic - Initial affine forms - Interval arithmetic
Power flow analysis « Variable generation - Weather change

1 Introduction

Affine arithmetic (AA)-based power flow analysis is gaining attention due to the
problem associated with interval arithmetic [1]. Unlike TA-based power flow
analysis, AA-based power flow analysis needs initial affine forms of variables
before the analysis is started [2—4]. In [2] AA-based power flow analysis is pro-
posed and tested in an IEEE bus system and the result is found to be more better
suited for worst case scenario due to its slight conservative nature than the Monte
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Carlo simulation result proving the necessity of AA. Though the paper highlights
on how to solve AA-based power equations using constrained optimization
mechanisms, finding the initial values to start the analysis for polar coordinate is
given a little attention.

In [5] AA-based analysis is presented to deal with a generation uncertainty.
Sensitivity analysis is catried out in order to find the noise symbols representing all
sorts of uncertainty at (£1%) perturbation.

The application AA for a radial system with uncertainty is presented in [6]. The
analysis is based on backward/forward algorithm. Directly, IA form of power is
converted to AA using IA to AA conversion and the algorithm gives the desired
output. The information about the noise symbol representing the sensitivity of bus
value due to the injection of active and reactive power is not given. One of the main
aims of using AA over IA is to get extra information about the share of each
uncertainty.

Though some of the work which has been done on AA-based power flow
analysis gives highlights on finding either polar or rectangular initial affine forms,
the detail and combined works are still pending. Due to the advancement in the
usage of AA over IA the mechanism of finding initial affine forms for both coor-
dinates must be solved.

The aim of this paper is to generalize the way of finding the initial affine forms in
order to conduct AA-based power flow analysis. This paper provides details of both
polar and rectangular initial affine forms with specific examples. Since finding
initial affine forms are the basic criteria to start AA-based power flow analysis, the
step by step approach presented in this paper will help researchers in developing
soft computing mechanism for a power flow network with uncertainty.

The remaining sections of this paper are organized as follows. Section 2 high-
lights the mathematics of affine arithmetic; Sect. 3 gives details about the polar and
rectangular form-based initial affine forms; Sect. 4 is dedicated for result and dis-
cussion and finally Sect. 5 provides the conclusion of the overall work.

2 Affine Arithmetic

Basically AA is an extension of IA in order to solve problems associated with the
latter [7]. The inventor of AA, Comba, and Stolfi, pointed out that AA can tackle the
dependency problem which is turning out to be the worst drawbacks of IA in 1990
[8]. The basic AA mathematics for real number is based on (1) and (2). The two terms
represent two variables with the same sensitivity parameters or symbolic variable.

n
2:lo+ Zlisi (1)
i=1
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m=mgy+ Zm,-s,- (2)
i=1

where

I, m  Represents the affine functions,

lo, mg Represents the central values,

l;, m; Represents the partial deviations,

& Represents the symbolic variables; its value lies between [—1, 1]

There are two operations in AA: Affine and non-affine operations. Affine
operations can be manipulated using ordinary algebra. Non-affine operation needs
an extra approximation mechanism in order to be analyzed [8]. The basic affine
operations are addition, subtraction, scaling, etc. Notable multi variable-based
non-affine operations are multiplication and division. Other functions like loga-
rithmic, exponential, trigonometric, etc. also fall under non-affine operations.
Equation (3)—(5) represents affine operations and (6) represents multiplication. The
general non-affine approximation for any single variable 71 is given by Chebyshev
formula as in (7). In all the equations below o is a real constant.

Ii=(lo£my)+ Y (i £m)e; (3)
=1
a:l:ﬁiz(oc:tmo)—i— Zm,‘Si (4)
=1
am = amg + Z am;&; (5)

i=1

I = (lomo) +Z (lom; + Limq) & + <Z|I|Zm,>sn+l (6)

The basic difference between affine and non-affine operation is the introduction
of unique symbolic variable by non-affine operation at the end of the result. As seen
from (6) the new symbolic variable ¢, is introduced due to approximation error.

f= o+ &+ s, (7)

The details of finding the coefficient of (7) and the mathematical basics of
Chebyshev approximation is not the aim of this paper, hence one can easily explore
Chebyshev approximation from [7-10].

The conversion of affine to interval and vice versa is a common scenario during
AA analysis. For any affine function in (1) and interval L = [c, d], the conversion is
given by (8) and (9), respectively.
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3 Initial Affine Forms

For a punctual or ordinary power flow analysis without uncertainty the initial
voltages have a value of ‘1 p.u’ for PQ buses and all buses except the slack bus has
an angle value of ‘0 p.u’. Due to the presence of uncertainties in both the generated
power and load, punctual power flow analysis is replaced by uncertainty-based
power flow analysis and the initial values are no more flat 1 and O rather becomes
arrays of partial deviations [2, 4].

3.1 Polar Form

The polar form of Newton—Raphson power equation for both, the real and imagi-
nary power, is given by (10). The first step in formulating initial affine forms is
finding the central values. The central values (Vy; and dy;) are calculated from
ordinary load flow analysis at the center of the interval valued power or at the
punctual values of both reactive and active power [1, 2, 4].

= 5 vy cosl— 0~ )
] (10)

Qi = Y ViViYysin(0; — 0; — o)
1

The initial affine form of bus voltage and angle for polar coordinate-based
Newton—Raphson power flow analysis, including the central value, for ‘a’ number
of total buses, but slack and with ‘m’ number of load buses, is given by (11) and
(12), respectively.

n—1

VizVi,0+ Zvl.’;gf+ ZVZQ,(.s,? for i€ nQ (11)
= =1

n—1 m
0 = 0ig+ 2528;)+ ZégkekQ for i€ nP (12)
j=1 k=1
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where

Vio, 0io  The central values of \7, and 51’ calculated from load flow analysis at the
center of the uncertain power;

P
Vijo

5{; Partial deviations of V; and d; due to the injection of active power at bus j,
respectively;
Vl%, 5% Partial deviations of V; and &; due to the injection of reactive power at bus
' J» respectively;
&P ka Symbolic variables, bounded by [—1, 1] representing the injection of
active and reactive power, respectively.

As mentioned earlier, the central values are calculated from basic load flow
analysis at the center of the varying power. The next question is how to find the
partial deviations. In fact, finding these values is the main aim of this paper. The
partial deviation value indicates the sensitivity of each bus toward the ejection of
real and imaginary power to the system [2, 4]. Equation (13)—(14) shows the partial
deviation formula for both bus voltage and bus voltage angle because of the
injection of active and reactive power, respectively.

V=55 4P
avjo for jenP, k,i€nQ (13)
Vi =551 A0
o an 0 g
57 = 9% Ap,
L ap.
85”’ for i,jenP, kenQ (14)
58 =LA
ik an o Qk

The reactive and active power change at the respective bus is the radius of the
specified maximum and minimum power and given by (15).

pmax _Pr_nin
L J
AP} =~—
. Q?ax7Q21||l
AQk - 2

(15)

Equation (11) and (12) are found by adding the central bus voltage and angle
(Vi and 9; ), calculated at the center of the uncertain power using punctual power
flow analysis, and the partial deviation of (13)-(14) into, respectively. As a result
(11) and (12) are the initial affine forms of voltage and angle for AA-based
Newton—Raphson power flow analysis in polar form.
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3.2 Rectangular Form

The rectangular form of Newton—Raphson power equation for both powers is given
by (16). The initial affine form of real and reactive voltage for rectangular
coordinate-based Newton—Raphson power flow analysis, including the central
value is given by (17) and (18), respectively [11].

n—1

(Gue} Bijf;) +fi Z% G;fj + Bje))
=

M \

P =
(16)

B
[
—- —

n—1
0, fi_ (Gijej — Bijf;) — eiZ:IGijﬁ'JrBijej)
j=

J

Like polar coordinate, the central values (eg; and fy;) are calculated from
ordinary load flow analysis at the center of the varying power.

—e,o—i—Zel”—i—Ze a,g for i€ nP (17)

. n—1 m

fi=fio+ Zfi';sf-i- Zszkng for i€nQ (18)
= =1

where

€0, fio  The central values of the &; and f, calculated from load flow analysis at the
center of the varying power;

65, ,-5 Partial deviations of ¢; and f; because of the injection of real power at bus
J, respectively;

Vi%, 51.ka Partial deviations of ¢; and f; due to the injection of imaginary power at

' "~ bus J» respectively;

g]P’ gg Symbolic variables, bounded by [—1, 1] representing the injection of real

and imaginary power, respectively.

The partial deviation values indicate the sensitivity of all buses toward the
ejection of real and imaginary power to the system [12]. Equation (19)—(20) shows
the partial deviation formula for both real and reactive voltage due to the injection
of active and reactive power, respectively.

P de;
e 225—j Alv
v Mo for i,j€nP, k€ nQ (19)
ef = %‘ Ox
ik 01 0



Finding the Initial Variables for Affine ... 153

e g% APJ-
fQ AQ for jenP, k,i€nQ (20)
ko k

The real and imaginary power change at the respective bus is the radius of the
specified maximum and minimum power as given by (15). Plugging the central bus
active and reactive voltage (e; and f;), calculated at the center of the uncertain
power using punctual power flow analysis, and the partial deviation of (19)-(20)
into (17) and (18), respectively, gives the initial affine form real and imaginary
voltage for AA-based Newton—Raphson load flow analysis in rectangular form.

4 Test Case Study

In order to implement the two proposed methods an IEEE bus systems are used. Since
the number of noise variable increases with the number of buses, it is difficult to display
the result of higher bus systems. The test is performed on IEEE-6, 14, 30 and 57 bus
systems. For the sake of explanation the result of IEEE-6 bus system for ten percent of
the loads and generation uncertainty is presented for both cases. The number of noise
variable at each bus voltage or angle is equal to the number of (nP + nQ) buses.
Similarly the number of variables is also equal to the number of (nP + nQ) buses. For a
six bus system with two generators at bus (2 and 3) and three loads at bus (4, 5, 6), the
total number of variables and noise variable at each bus is eight.

Table 1 shows the initial partial deviation values for polar coordinate and
Table 2 shows the initial partial deviation values for rectangular coordinates. The
central values for all the bus system can be calculated from ordinary load flow
analysis at the center of the varying powers.

Tables 1 and 2 results are the initial affine partial deviation values for polar and
rectangular coordinates, respectively. Including the central value the initial affine form
of bus 4 for both cases can be written as follows depending on the above two tables.

74 = 1.005 — 0.0005¢; | — 0.0005¢,, +0.0022¢; ; — 0.0001¢; , — 0.0004, 5
+0.0062¢7 | +0.001¢5, +0.0002¢4 5

Ji = 0.005+0.0011¢; |, +0.00158; , +0.0063¢, ; — 0.0016; , +0.001 1 5
—0.0023¢f, — 0.023¢1, — 0.0003¢ 5

The two equation represents bus voltage magnitude and complex bus voltage for
bus number 4, respectively.

As discussed earlier, the central values of the above table results of all the buses
are found from nominal power flow analysis without uncertainty or at the center of
the uncertain powers. In the same manner the other initial affine forms are arranged
and made ready for affine-based power flow analysis. During AA-based power flow
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Table 2 Partial deviation values for rectangular coordinate

Variables Initial partial deviation values

ey f3) 8?1 3£2 3‘;3 824 '95’,5 3;{1 8;{2 37,3

e 0.0261 |0.0218 |0.0173 |0.0177 |0.0224 |0.0020 |0.0013 |0.0009
e 0.0217 |0.0518 |0.0161 |0.0272 |0.0398 |0.0020 |0.0019 |0.0003
ey 0.0183 |0.0172 |0.0148 |0.0134 |0.0170 |0.0077 |0.0020 |0.0008
es 0.0191 {0.0293 |0.0136 |0.0204 |0.0252 |0.0026 |0.0083 |0.0018
e 0.0238 |0.0423 |0.0170 |0.0249 |0.0361 |0.0022 |0.0031 |0.0066
1 0.0011 |{0.0010 |0.0063 |0.0016 |0.0011 |—0.0023 |-0.0002 |—0.0000
fs 0.0004 |0.0005 |0.0011 |0.0066 |0.0015 |—0.0002 |—0.0023 | —0.0003
Jo 0.0000 |—0.0009 |0.0001 |0.0008 |0.0048 |—0.0000 |—0.0003 |—0.0014

analysis the central and partial values of the bus voltage and angles are treated as a
vector quantity in order to implement the algorithm in Matlab. The two proposed
methods effectively represent all uncertainties considered to analyze the power
system network. The partial deviation magnitude increases with the increase of
percent of uncertainty.

5 Conclusion

In order to manipulate AA-based power flow analysis for uncertain system, finding
the sensitivity of bus variables toward the change of power is mandatory. This paper
provides step by step and detail calculation of finding the initial affine form central
and partial deviation values for both rectangular and polar coordinate systems.

Since AA result is highly dependent on the number of non-affine operations, it is
advisable to use rectangular coordinate systems in order to decrease the number of
non-affine operation in finding bus voltage and angle. On the other hand, if the aim
of the researcher is to find a conservative bound of voltage and angle, using polar
coordinate is advantageous. The paper provides both case initial variables for the
researcher to have flexibility in choosing any one of the methods to find desired
power flow results for uncertain system using AA.
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Ecology and Energy Dimension
in Infrastructural Designs

A. Rajaraman

Abstract With urbanization becoming the core of societal migration, infrastruc-
tural needs like transportation, power, water and communication are on the rise.
Infrastructural development in recent years call for consideration of new and
complex aspects relating to impacts on environment, energy and life cycle per-
formance in any new construction and it is preferable that these are addressed at the
planning and design stage itself so that negative effects could be minimized. The
present study focuses attention on ecology and energy dimensions at the planning
stage so that the resulting system is eco-friendly and at the same time sustainable.
Consideration of embodied energy and CO, emission in the design and planning
stages of two systems are demonstrated for Indian conditions with quantification of
the impact on environment. The case studies reveal that new dimensions like energy
and emission are to be added to existing cost and weight considerations—normally
used in designs—so that one can get a design which is competitive,
energy-intensive and eco-friendly to make it sustainable.

Keywords Energy - Environment - Infrastructural systems - Design - Emission

1 Introduction

Cellular communication and Internet are changing many aspects of present day life
and more and more research and exploration aspects in different areas like science,
engineering, space and even societal outlooks are sprouting every day to reach
globally all users. Proliferation of apps, smart electronic gadgets and telemedicine
are some of the many innovations which have become common and easily usable.
The impact of these on developing and developed countries is phenomenal in
opening out a common platform for all users and rendering geographical locations
insignificant. Simultaneously other issues like too much urbanization, ozone layer
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depletion and environmental hazards are also on the rise. Here infrastructural
systems which form a critical component of any country for its technological
advancement play an important role. Environmental aspects of present infrastruc-
tural systems are mainly the energy consumption and atmospheric pollution through
CO, emission and in this study how additional dimensions at planning and design
level besides the normally popular cost and weight considerations, can open new
designs to cater not only for cost and weight but also environment improvement.

2 Infrastructural Systems

Infrastructural systems which occupy a significant portion in a country’s budget—in
India it is around 25-30%—normally cater to housing, transportation, power,
communication and space technology. Considering housing and transportation,
residential systems and bridges occupy a dominant portion and in India most of these
are built with concrete/cement and steel besides sand, aggregate and water. Here the
production of concrete and steel need energy inputs and both have CO, emissions
affecting atmosphere. Residential systems either in private or government sector are
mostly with reinforced concrete as it is easy to make and form whereas in bridges
both steel—normal and high strength like in Hubli bridge—and concrete are used in
equal measure. Considering the planning and design stage of these systems, till now
only cost and weight consideration dominated and designs are arrived either based
on cost or on weight for making it less heavy in construction and on foundations.

3 Energy Dimension

Recent study as given in Fig. 1 shows how the economy in the last two centuries
has brought in a sharp increase in demand for natural gas and this resulted in an
energy gap which may be a cause of worry in the coming days. Similarly, CO,

Methane |
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. Oil economy $ 4 I
L Coal economy ™~ & |
- L4 |
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Adapted from J. Ausubel, 1996 *Can Technology Spare the Earth?® American Scienfist, v. 84, p. 169,

Fig. 1 Economy shift
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Fig. 2 Growth in CO,

. Global atmospheric concentration of
emission (www.autosteel.org) [ S—— e
k]

W0 M0 WEC MO0 10 10 1900 MO 1960 1660 100 e 1900 2000

emission as given in autosteel web site shows a significant increase in the last
decade as in Fig. 2.

Obviously, this has prompted many American and European countries to go into
green and sustainable construction on ‘war footing’. So one needs to have a shift in
construction and planning by adding a new dimension ‘Green and sustainability’
and this is shown in Fig. 3. In addition to normal entities like cost, materials/weight,
one can include energy for production and consequent CO, emission. Energy
calculations include energy in production, transportation and erection—some time
maintenance also—and this depends on materials, process and erection at site.
There are different aspects to this and many books and references give an idea from
energy management point of view [1].
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Fig. 3 Energy dimension in planning
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4 Case Studies

4.1 Building Systems

The first case study is on reinforced concrete beams used in housing and for
demonstration the span is chosen as 10 m and depth of the beam varied from 240 to
960 mm with data on strength of concrete from 20, 40 and 60 Mpa and two types
of steel with 250 and 415 Mpa as yield stress. Energy data is taken from [2] and
with values of 14 and 22 M]J per kg for the two steels and for concrete the values
chosen are 0.95 nJ, 0.96 MJ and 1.06 MJ per kg of concrete. CO, emission values
are [0.85 and 0.825] for steel and [0.12, 0.13, 0.16] for concrete. Figure 4 shows the
steel weights for five design values, three concrete strengths with left one for 250
strength steel and right for 415 steel.

Steel weights get reduced as strength increases for the five sets of variations in
designs and one can definitely arrive at an economical design from cost and weight
points of view [3].

But the effects on energy and CO, emission need to be seen and this is shown in
Fig. 5, where cost, weight, energy and emission variations are presented. One can
see clearly minimum cost does not guarantee minimum energy or emission and one
needs to do trade-off to arrive at eco-friendly design.

4.2 Transportation Systems

Considering bridge systems used profusely in modern-day transportation as fly-
overs to tackle traffic in major cities, two systems are possible as shown in Fig. 6
with one being normal uniform girders and another tapered cantilever beams. The
designs were done and effects on energy and CO, emission were carried for dif-
ferent designs with two different strengths and materials using fly ash as well.
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Fig. 4 Steel weights for different designs
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Detailed results have been presented in [4] and salient results are shown in Fig. 7,
where it is seen that the effects of adding fly ash considerably brings down the

environmental effects to as low as 24%.



162 A. Rajaraman

Fig. 6 Two configurations studied
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5 Conclusions

Consideration of environmental effects at planning and design stage can be taken
care of by adding another dimension to cover energy and emission issues so that a
sustainable and eco-friendly design could be arrived at. Two case studies are pre-
sented to give an idea as to how the weight- and cost-based designs need not be
eco-effective and adding waste materials like fly ash can considerably bring down
the environmental damage and the energy inputs.
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Energy-Aware Data Aggregation
Techniques in Wireless Sensor Network

M. Ambigavathi and D. Sridharan

Abstract A Wireless Sensor Network (WSN) is an exigent technology and it has
huge number of applications in disaster management, health monitoring, military,
security, and so on. This network faces some critical barriers like fault tolerance,
energy consumption due to heterogeneous traffic loads and redundant data trans-
mission. In which, nodes are miniscule and have restricted capability of processing
with reduced power of battery. This limitation of reduced power of battery makes
the sensor network prone to failure. Data aggregation is a vital technique for active
data processing in WSN. With the support of data aggregation, the energy depletion
is minimized by eliminating redundant data or by decreasing the number of sent
packets. This study reviews various data aggregation techniques such as clustered
aggregation, tree-based aggregation, in-network aggregation, and centralized data
aggregation with focus on energy consumption of sensor nodes.

Keywords Wireless sensor networks - Data aggregation techniques
Energy efficiency

1 Introduction

Wireless Sensor Network involves huge quantity of nodes, entailing a multi-hop
network in which nodes for vicinity interact with each other with responsibilities of
routing [1]. WSN is simple to implement in the needed circumstances and infor-
mation are collected, processed, and transmitted to a desired place. Figure 1
illustrates the overall architecture diagram of WSN. Aggregation of data is the
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process to collect and aggregate the meaningful data. In WSN, aggregation of data
is an efficient way for saving the restricted resources. The major intention of
algorithms of data aggregation is to collect the aggregated information in an
energy-effective way, thus lifetime of the network is improved. WSNs have
restricted battery, memory power, and restricted computational power, this results
in maximized complexity for developers of the applications and frequently out-
comes in applications which are strictly united with network protocols [2]. There
are only less number of studies that focus toward energy-efficient data aggregation
techniques related to WSN. This particular research reviews the energy-efficient
techniques of data aggregation with specific references to WSN. The rest of this
paper is designed as follows: Sect. 2 provides the various challenges of existing
data aggregation techniques in WSN. Section 3 discusses about the findings using
specific tabulation. Finally, the paper is concluded with recommendations in Sect. 4

2 Energy-Aware Data Aggregation Techniques

This section summarizes the detailed challenges of data aggregation schemes with
main focus on energy efficiency. Based on the network structure, the data aggre-
gation methods are categorized into four types.

2.1 Cluster-Based Data Aggregation

Cluster-based approach is considered as the hierarchical approach in which the whole
networks are divided into several clusters. A delay-aware network structure for
wireless sensor networks with in-network data fusion has been explained in [3].
Authors have pointed out that the clustering aggregation technique has been con-
sidered as the effective technique in reducing consumption of energy. In fact, the
clustering has introduced bottlenecks to the network and it also causes extra delays in
the process of data aggregation. Authors have proposed the structure which has
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organized the sensor nodes into the different size clusters and it also has communi-
cated with the center of the fusion in an interleaved manner. The process of opti-
mization also has proposed to enhance the distance of intracluster communication. In
the typical algorithm of cluster [4], the number of nodes in the network has been
selected as the Cluster Heads (CHs). In addition to these, the clustering has introduced
the consumption of extra energy and delay in the process of data collection. Moreover,
the small cluster has shortened the process of data aggregation. Setup and steady state
are the two phases involved under the operation of cluster-based data aggregation [5].

The algorithm of clustering has played an important role in reorganizing the data
structure effectively. Clustering header has performed the data aggregation and it
also has removed the redundancy effectively by using other CH intermediate nodes
[6]. Finally, the cluster tendency, cluster and group leader finding and the secure
aggregation are some of the effective process involved under the clustering and data
aggregation techniques. In [7], authors studied about the energy-efficient data
aggregation techniques in WSN. The data aggregation protocols have used the
deterministic cluster methods to save the node’s energy for resource dominant
sensor network. The major attributes of data aggregation protocols are latency,
energy, cluster head selection, node scheduling, cluster size, and data rate. Authors
in [8] investigated the data aggregation techniques for energy efficiency in WSNs.
Low-Energy Adaptive Cluster Hierarchy (LEACH) and Hybrid Energy-Efficient
Distributed (HEED) are some of the best-known protocols which has played an
important role in the cluster-based data aggregation. This approach also has con-
sisted of hierarchical nodes of an organization in which each node has divided into
clusters with special nodes to treat as the head of cluster. Data Density Correlation
Degree clustering method (DDCD) has been proposed in this study [9] which has
resulted in lower data distortion than those achieved using the method of Pearson
Correlation Coefficient-based Clustering and Alpha Spatial Clustering. Semantic
clustering methods are suitable for detecting the event and it is highly correlated
with the domain rules of monitored event. Core sensor node and data density
correlation degree are some of the description of clustering method which have
played a vital role in the energy efficiency system in the WSN.

2.2 Tree-Based Data Aggregation Technique

Tree-based data aggregation approach has been presented using fitting functions
[10]. Local aggregation and prefix filtering are the two methods used in this paper in
order to attain the reduction of redundant data transfer in WSN. Energy has been
saved by acquiring these methods due to the less data transmission. This tree
approach has defined the aggregation by constructing an aggregation tree.
Constructing Load-Balanced Data Aggregation Trees (LBDAT) has been imple-
mented in [11]. Data gathering trees have the tendency to perform the aggregation
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operations in which it is also called as Data Aggregation Trees (DATS).
Deterministic Network Model (DNM) and Probabilistic Network Model
(PNM) have closely linked with the DAT and their work has focused on con-
structing the LBDAT under the PNM. Tree-based topology has preserved the cost
of maintaining a routing table at each node and it tends to be more expensive in the
nodes with the limited resources.

Optimal data aggregation tree has been constructed based on Intelligent Water
Drops (IWDs) [12]. Sensor node has been organized into an optimal data aggre-
gation tree with the selected aggregation nodes for effective data transmission.
Further this has obtained the energy-efficient transmission of data within the net-
work. Intelligent water drop is otherwise called as the novel optimization algorithm
in which it has adopted to construct the optimal data aggregation trees for the
WSNs. IWD algorithm has been proposed in this article in order to improve the tree
construction by attempting to increase the probability of selecting optimum
aggregation nodes. Treelet-based Clustered Compressive Data Aggregation
(T-CCDA) has been proposed in [13]. This method is used to enhance the com-
pressive sensing performance recovery and localized correlation structures among
the sensor nodes. Further this implementation has become less efficient from the
aggregated communication perspectives of underlying WSNs grow. Treelet trans-
form also has the tendency to avoid the two main drawbacks of typical data
regression techniques. Tree-based data aggregation techniques for WSN have been
described in [14]. Authors have aimed to review the limitations of General
Self-Organized Tree-based Energy Balance routing protocol (GSTEB). Distributed
and collection phase are the two major steps involved in the tree-based data
aggregation techniques. In this technique, data has been transferred from the leave
nodes toward the coordinator node and aggregation has been performed at the
parent node. Successive interference cancelation has recovered the signals to lead
much reduced latency but increased the usage of energy with the tree-based
aggregation approach.

2.3 In-Network Data Aggregation Technique

A cross-layer water marking-based data aggregation integrity mechanism in
heterogeneous WSN has been explained in [15]. Efficient water marking-based
security strategy has been proposed to ensure the integrity of data aggregation. It
has optimized the process of data aggregation on the heterogeneous aggregation
nodes. Further the author has adopted the reinforced fragile water marking classi-
fication in the high level of network. Homogeneous aggregation node, base station,
heterogeneous sensor nodes are some of the components which are closely asso-
ciated with each other in the network model. They have pointed that the data
aggregation has been preserved by this proposed protocol effectively. The
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energy-efficient data aggregation and transfer in Periodic Sensor Networks (PSNs)
have been elaborated in [16]. Aggregation phase and adaptation phase are the two
phases which have managed the efficiency of energy in PSN. In which, the pro-
posed technique has eliminated the PSN redundant data over the network. This
approach is similar to cluster which has mainly focused on the local processing and
integration.

The delay performance of in-network aggregation in lossy WSN has been
evaluated in [17]. The computation process at the intermediate nodes has increased
the efficiency of network by reducing the number of transmissions. Further it has
increased the information amount contained in the single packet to make the system
vulnerable to the loss of packet. Distributed in-network computation has improved
the efficiency of the communication in the system. It has resulted in significant
improvements of performance in consumption of energy, memory usage, band-
width, and delay when compared to the previous delivery paradigms of end-end
information. Also, they have developed the new network architecture for the
in-network computation and energy efficient in lossy environment. Authors in [18]
comparatively presented the energy-efficient data collection techniques for WSN.
Data aggregation, sleep wake scheduling, and adjustment of transmission power are
some of the factors which are closely associated with the in-network approach.
Energy efficiency of WSN has affected the lifetime of the network and the efficiency
of energy has been increased by avoiding the unnecessary node operations.

2.4 Centralized Data Aggregation

Authors [19] studied about the data aggregation scheduling algorithms in WSN
with solutions and challenges, in which the delay sensitive feedback control using
the contention-free TDMA MAC protocol is considered as the centralized solutions.
Moreover, the adaptive data aggregation for clustering WSN also acts as the cen-
tralized solution to reduce the energy consumption. In fact, the time allocation
algorithm has been used to ensure the aggregation freshness and it also has the
tendency to reduce the data latency in the applications of monitoring system. Data
aggregation mechanism has been investigated for WSN in [20]. Centralized
approach has been created to sense the data from the sensor nodes. Further it has
aggregated the data by using proposed algorithm. Then, aggregated data has been
transferred to the sink node by selecting the path efficiently. Flat networks, diffu-
sion, SPIN, hierarchical, cluster-based, chain-based, and tree-based are some of the
data aggregation-based networks which have been equipped with the same battery
power. Authors reviewed about the energy efficiency data aggregation schemes in
[21].

LEACH centralized algorithm has been utilized in a centralized clustering
algorithm which has enhanced the clusters and it also requires less energy for
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transmitting the data. Sequential aggregation scheduling is considered as the cen-
tralized solution and it is used as collision-free schedule with the latency bound at
the specified level. Direct diffusion (DD) and the Sensor Protocol for Information
via Negotiation (SPIN) are considered as the efficient data-centric protocol which
has been involved under the centralized data aggregation effectively. In this tech-
nique, the data has gathered at the center node. In fact, the intermediate node has
sent the data packets addressed to leader from the child nodes. They have pointed
out that the DD has the tendency to sense the data with the attribute value pairs such
as duration, localization, and time interval. Apart from these, SPIN has used the
meta-data and descriptors in the higher level. Meta-data has exchanged among the
sensors through the advertisement mechanism of the data before transmission. The
main advantages of the centralized SPIN are simple in nature and it has high
avoidance of implosion and economic start-up cost [22]. Apart from these, no
feedback mechanism for data delivery is considered as the biggest disadvantages of
this centralized SPIN algorithm. But according to the DD centralized algorithm, it
extends the lifetime of the network effectively when compared to other algorithms.
It is also considered as one of the merit of centralized data aggregation techniques,
but the biggest demerits of this DD has not been used for continuous delivery of
data. Authors have presented the centralized algorithms, which have been bounded
with the hypothetical performance to the homogeneous and heterogeneous net-
works in optimal level. Authors have pointed out that centralized scheduling with
the spatial reuse has created an impact on the energy efficiency of the WSNs
effectively when compared to others.

3 Findings and Discussion

There are several challenges in data aggregation techniques such as data aggrega-
tion process quality, security, restricting storage and capabilities of processing,
energy constraint sensor node and synchronization and link failure. To resolve these
challenges, this study discussed about different data aggregation techniques, namely
clustered aggregation, tree-based aggregation, in-network aggregation, and cen-
tralized aggregation technique. Suitable criterias have been referred to categorize
existing solutions of data aggregation. Most existing review focuses on networking
problems such as routing with moderate approaches to aggregate the data but how
much work still remains to be performed to offer cross-layer solutions accounting
for representation of data, application, and so on. A systematic research of relation
between system lifetime and energy efficiency is an area of future study. Analytical
outcomes on bounds for sensor networks lifetime is another research worth
describing. Although several data aggregation techniques are discussed in this study
with respect to WSN, there is an essential scope for future study. The comparison of
different energy-efficient data aggregation techniques are summarised in Table 1.
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Table 1 Energy-efficient data aggregation techniques in WSN
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Cluster-based data
aggregation technique

Tree-based data
aggregation
technique

In-network data
aggregation
technique

Centralized data
aggregation
technique

Cluster head has
performed the data
aggregation

Tree has built the
data aggregation
process effectively

It has optimized
the process of data
aggregation on the
diverse nodes

It has taken the
shortest path by
using multi-hop
protocol

It has removed the
redundancy
effectively by using
other CH nodes

This has obtained
the energy-efficient
transmission of data
within the network

Aggregation and
Adaptation phases
are the two phases
used to manage
energy

It has the tendency
to reduce the data
latency in the

monitoring system

Deterministic
clustering methods to
save the node energy
for resource dominant
sensor network

It has not robust
against the failures
of communication
which are also
common in the
sensor networks

Data security and
Low energy are the
biggest advantages
of this technique

Centralized SPIN
are simple and it has
high avoidance of
implosion and
economic start-up
cost

LEECH and HEED
are the two protocols
associated with this
method

DNM and PNM are
closely linked with
the DAT

DRINA and
Modified DRINA
are the two
algorithms
associated with this
technique

DD and SPIN are
the two approaches
closely linked with
this technique

The features of
topology are also
linked with this
scheme to achieve the
higher results

Distributed and
Collection phase are
the two major steps
involved in the
tree-based data
aggregation
techniques

It has reduced the
network bandwidth
and consumptions
of power
requirements

CIAS has used to

minimize the latency
of process by using
the topology of CDS

4 Conclusion and Future Recommendation

In WSNs, utmost of the energy is consumed for receiving and transmitting the data.
The data aggregation process becomes an essential problem and optimization is
required. Effective data aggregation not only offers conservation of energy but also
removes redundancy data and hence offers useful information only. The techniques
of data aggregation play an essential role for accomplishing efficiency of energy as
they target to reduce several transmissions needed for collection of data which in
turn decreases consumption of energy. Several approaches are provided considering
suitable protocols of routing, efficient functions of aggregation and effective ways
of representing the data. Several solutions are proposed in cluster, tree-based,
in-network, and centralized data aggregation techniques. The future work will
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concentrate on evolving new routing algorithms for data routing from source to
sink. The approach must confront with the difficulties of topology construction, loss
tolerance, and data tolerance by involving many techniques of optimization that
further reduce costs of message and develop tolerance to loss and failure.
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Design and Performance Analysis
of Noise Equivalent Model for Optical
Fiber Link

Manoj Kumar Dutta

Abstract In optical communication system different types of noises may be
introduced into the signal. The effect of noise and corresponding degradation in the
signal quality is of great interest for the design of fiber-optic communication sys-
tems. In the present paper an electrical equivalent form of different important noises
has been developed in order to investigate its effects on the efficiency of an optical
fiber link. The basic components of an optical link are laser diodes, fiber, splices,
and optical detector. In the proposed model the laser diode is represented as voltage
source with internal resistance. Thermal noise in fiber, connectors, and splices is
estimated by using an equivalent resistor. PIN photodetector is choosen for the
proposed optical link and equivalent circuit model for the same is derived by carrier
rate equations using RC circuit with current sources. The variation of noise current
with the variation of frequency is shown.

Keywords Noise in optical fiber link - Thermal noise - Shot noise
Modal noise - Electrical equivalent model

1 Introduction

Any fiber-optic communication link is composed of optical transmitter, fiber
channel and optical receiver. Each of these components has different functions in
order to transmit information from one place to another. Transmitter in optical
domain is used for conversion of electrical signal to its equivalent optical form. The
generated optical signal is transmitted to the destination through optical fiber. The
receiver at the destination receives the optical signal and converts back to its
original electrical form. The basic component of an optical receiver is the pho-
todetector. When the signal passes through the different components of the optical
links, different impairments, viz., thermal noise, shot noise, inter symbol interfer-
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ence (ISI) and signal dependent noise may be introduced within the original signal.
Thermal noise arises from detector load resistor and from random nature of carriers.
The effect due to thermal noise is a major limitation in case of p-i-n photodetector.
The quantum or shot noise arises from the statistical nature of the production and
collection of photoelectrons when an optical signal is incident on a photodetector.
This statistics follow a Poisson process. The signal-dependent noises are modal
noise, mode partition noise and relative intensity noise. The above-mentioned
noises may degrade the quality of signal. The aim of this paper is to model the
electrical equivalent circuit for different noises that arise in the optical fiber com-
munication link and to investigate their effects on the signal carrying capacity of the
link [1-4]. In this paper a semiconductor laser diode is considered for estimation of
shot noise in an optical fiber link. Electrical counterpart of a laser diode, connectors
and PIN avalanche photodiode are developed. Total noise in the fiber optic link is
also estimated at different frequencies.

2 Methodology

2.1 Noise in Laser Source

The integrated electrical equivalent circuit model of a fiber-optic link is developed
by three important steps. First, semiconductor laser model for shot noise and its
equivalent circuit is developed by the inclusion of Langevin noise sources. Second,
thermal noise in fiber, connectors and splices is estimated and then PIN Avalanche
photodiodes model is developed for noise calculation. Finally, total noise of the
fiber link is obtained.

Fluctuations of intrinsic intensity in semiconductor laser diode are due to elec-
tron hole recombination within the lasing medium and quantum statistical photon
generation. In an optical transmission system photocurrent is generated because of
the incident photon and noise is generated because of change in electron (N) or
photon population (P).

Intensity variation of laser source may be obtained by summation of noise source
factor F(f) for photons and Fy(¢) for electrons. As in [1, 5, 6]

dN I N

— =-__ _(E.—E)p+F 1
&g 7 Eem B R M
dp BN P

)4
where

dN/dt rate of change of electrons number in the gain medium
dP/dr rate of change of photons number in lasing mode
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llq pump rate
T, electron lifetime

T, photon lifetime

ﬁT—N = Amount of coupled spontaneous emission within the lasing mode

E. and E, are downward and upward stimulated emission rate respectively.

The gain, A=E. — E,

The equations for average rates are obtained by setting time average of F and F
equals to zero as
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where

Iy DC pump current

Ay average value of gain

Ny electron population

Py number of photon in the lasing mode

The laser diode can be realized by a combination of a diffusion capacitance C, a
diode resistance R and an inductive load L with a series resistance R;. Using these
electrical parameters, small signal noise equivalent of laser diode is developed as
shown in Fig. 1. By proper analysis, corresponding noise intensity of a laser diode
can be calculated.

In Fig. 1 I, V, I; and Iy are input signal current, input signal voltage, output
signal current and noise current respectively. From the equivalent circuit it is
obtained that the value of C, R, L and R;, as follows [4].

q
C:me] (5)
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Fig. 1 Shows equivalent noise circuit implementation of a fiber-optic link
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‘m’ may be obtained by Fermi—Dirac distribution function [7].
Intensity due to current noise can be obtained by [4]

2 = [2qly + 44°E,PoAf

where, 2¢l, is the shot noise of a non-lasing diode.

2.2 Noise of Optical Fiber, Splices, and Connectors

M.K. Dutta

(6)

The intermodal dispersion properties of optical fiber generates a noise known as

modal or speckle noise [1, 8]. The basic conditions for modal noise are

(a) Coherent source narrow spectral width and long coherence length.

(b) Disturbances along the fiber.
(c) Face correlation between two modes.

Thermal noise in optical fiber also degrades the performance of fiber-optic data
link [9]. Losses in optical fiber due to splice connector and different bends are a
principle factor of thermal noise. This noise can be estimated by using a temper-
ature equivalent resistor Ry in the circuit with noise current sources as shown in

Fig. 1.
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2.3 Noise of PIN Avalanche Photodetector

The average PIN photocurrent produced by a PIN avalanche photodiode is [10]

nPyAq
I, = 10
p he (10)
where
Py incident optical power
A wavelength of incident signal
n  quantum efficiency
Let us assume modulated signal is
P(w) = P,(1+m &)
And the r.m.s current is
P m A
V2he
where
m; modulation index
w  modulation frequency
P,, average input power
The contribution to shot noise by PIN diode is
I gt + 1) (12)
AF - TP
where
Af frequency bandwidth
Current due to dark noise ip
ip = 2qIpAf (13)
Thermal noise current I,
4KTo
Iy = f (14)

Req
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Therefore,
I, =2q(I, + Ip) Af (15)
The equivalent resistance is

L 11
Rq R 'R,

3 Results and Discussion

The complete electrical equivalent circuit model for the fiber-optic link is shown in
Fig. 1 which is synthesized using derived equations for noise calculation of laser
diode, optical fiber, connector, splices and photodiode. The total equivalent noise
current is the algebraic summation of the noise current of laser diode 12, noise
current due to fiber, connector, splices I; and noise current due to PIN photodiode

I2. In case of single mode fiber the effects due to splices, modal noise and connector
losses may be reduced to a large extent in the fiber link. RMS signal to noise ratio
can be reduced by around 10 dB using good narrow line width injected laser [8].
Neglecting fiber noise, total noise current of fiber-optic link is plotted against
frequency as shown in Fig. 2. It shows that the total noise increases with frequency
and noise current is low in infrared region.
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e
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Fig. 2 Total noise current versus frequency curve
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4 Conclusion

Electrical noise equivalent circuit analysis of different impairments and nonlinear
effects of an optical fiber link have been discussed in this paper. The proposed
model has been used to investigate the effects of signal impairments on the optical
fiber link performance. The noise equivalent circuit model for a fiber-optic link has
been presented by adding current noise sources. The proposed model circuit
includes almost all the essential optical components of an optical link, viz., laser
diode, optical fiber, splices, connectors and PIN avalanche photodetector. Different
noises of the link are replaced by current sources. The integrated equivalent circuit
for noise calculation of fiber optic components that are demonstrated here may be
useful for design of low noise fiber-optic link.
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Improvement of Efficiency
of a Three-Phase Induction Motor
Using Robust Control

Anirban Sengupta

Abstract Slip power recovery scheme is widely used for controlling the speed of a
three-phase induction motor, but this method can also be used for increasing the
efficiency of an induction motor. Here, a three-phase induction motor has been
designed using vector-controlled induction motor drive and then the controlled
strategy is introduced in this induction motor. The control strategy is based on
feeding the slip power back to the rotor of a slip ring induction motor. The effi-
ciency and torque of a three-phase induction motor depend upon the slip of the
motor. This controller monitors the speed of the motor from no load to full load and
takes the appropriate control action to maintain the speed of the motor. After
implementation of this control strategy, it has been seen that the induction motor is
trying to maintain the no load speed and as a result, the power output of the motor
has been increased considerably.

Keywords Induction motor - Slip power recovery scheme - Losses and efficiency

1 Introduction

With the development of power electronics converters, the use of Induction motor
has been increased tremendously for the industrial applications. This is because of
its robustness, high torque and long life. More than 60% of the industrial appli-
cations are from induction motor [1].

The major disadvantage of a three-phase induction motor is its low efficiency.
This is because of many factors. There are several losses in an induction motor. The
friction loss of an induction motor can be minimized by increasing the air gap
between the stator and rotor. But if we increase the air gap, then the power factor of
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the motor will decrease. Also the power loss is dependent on the slip of the motor
[2]. If we increase the slip then the power loss will decrease and vice versa.

In this paper, a three-phase slip ring induction motor has been designed using
vector control. The slip power recovery scheme has been introduced to control the
speed of the induction motor. Controlling the speed means controlling the slip of
the motor as the slip of the motor depends upon the speed of the motor.

The next session describes the different types of power losses of a three-phase
induction motor and the factors on which the output of three-phase induction motor
depends. Section 3 describes the proposed control strategy to improve the efficiency
of the three-phase induction motor. Next at Sect. 4, the result of the simulation is
presented and the paper concludes at Sect. 5.

2 Losses of Induction Motor

The losses of an induction motor can be divided into two categories. These losses
are

(i) Fixed Loss
(i) Variable Loss

Fixed losses are those losses which do not depend upon the loading. These
losses are always present under the application of normal voltage. Fixed losses
occur mainly in the stator of an induction motor.

The variable losses are those which are not fixed. The classification of variable
losses is described in Fig. 1.

Motor input

Stator copper loss Input to rotor
and iron loss

l l

Rotor copper loss IMlechanical power
developed
Windage and friction losses Motor output

Fig. 1 Variable losses of three-phase induction motor
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Variable losses are also known as the copper loss. These losses depend on the
amount of load. If the load increases then the current drawn by the motor also
increases. As a result the amount of loss of the motor also increases. Since the
amount of loading on the motor is not fixed, the variable loss is also not fixed as
well [3].

If P;, = Electrical power input to the three-phase induction motor, then

Pin = (v/3)(VL)(IL) cos 0, (1)
where

VL Applied line voltage to the stator
I Line current
cos 8 Power factor of the motor

Power input to the rotor can be given by
P = Pin— P, 2
where

P, Total losses in the stator

And rotor copper loss is given by
Prp = PR x S (3)

where
S Slip of the motor

Therefore the output of the motor is given by
P, = Pgr — Prp— Friction and windage loss 4)
And the efficiency of the motor is

n = (Po)/(Pin) (5)

3 Proposed Control Strategy

In this proposed technique, we have injected an EMF of slip frequency in the rotor
circuit of the induction motor. Thus the output power of the induction motor
increases somehow. The phasor diagram of induction motor with EMF of slip
frequency injected in its rotor circuit is shown in Fig. 2.
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Fig. 2 Phasor diagram of induction motor with slip power injected in its rotor circuit
From Fig. 2 it is clear that

Power input = E|I; cosy,

= Ile +El.+ E1> cos @,
Resolving EMF on I, we get,
SE1I cos @y = 3Ry + Ejl5 cos(180° — B+ @,) (7)
Thus, proceeding in the same way we can find that

Power transfer to the secondary = Rotor copper loss + Slip Power

+ Mechanical power output.

The schematic diagram and proposed strategy are shown in Figs. 3 and 4,
respectively [4, 5].
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Fig. 3 Schematic diagram of slip power recovery scheme
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Fig. 4 Proposed control strategy of slip power recovery scheme

A closed-loop control scheme for slip power recovery method is shown in
Fig. 3. There are two loops. First loop is current controlled loop. Since torque of an
induction motor is dependent on current, the current controlled loop is also known
as the torque loop. The second loop calculates the reference speed. If the speed
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Fig. 5 SIMULINK model of the complete control technique

of the motor is not same as the reference speed, then the difference of speed, which
is the error speed, is supplied to a PI controller after amplification. If there is an
error then that error produces the torque. Since torque is proportional to current, it
can be also concluded that a current will be produced. This current is also converted
to control voltage V(- after supplying this error through another PI controller. This
voltage can be converted into a gate pulse [6].

The complete SIMULINK diagram of the control strategy is shown in Fig. 5.

4 Result and Discussion

The entire system is simulated in MATLAB/SIMULINK. At first, a three-phase
induction motor is modelled in SIMULINK and then a load has been introduced at
t = 3 s in this induction motor. As a result a change in speed and the rotor current
has been seen in the motor and the stator current was unaffected. The result of the
load without the efficiency optimization controller is shown in Figs. 6, 7, 8, 9, 10
and 11.

From the figures, it is clear that the efficiency optimization controller reduces the
speed and the rotor speed variation from no load to full load. As a result, the slip of
the motor reduces because of the efficiency optimization controller. From Eq. (3) it
is clear that rotor copper loss depends upon the slip of the motor. Therefore, the
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Fig. 10 Variation of rotor current with efficiency optimization controller

efficiency optimization controller reduces the rotor copper loss or it increases the
overall efficiency of the motor. Also it can be concluded that the variation of the
rotor current also reduces because of the efficiency optimization controller.
Therefore, I%R loss in the rotor circuit also reduces with the implementation of the
controller.
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Fig. 11 Variation of rotor speed with efficiency optimization controller

5 Conclusion

The main objective of this paper is to implement an efficiency optimization con-
troller to improve the efficiency of the three-phase induction motor. To achieve that
a robust control strategy using slip power recovery method has been implemented.
After implementation, it can be concluded that there is a significant improvement in
the efficiency of the three-phase induction motor and also the life of the induction
motor will be more.
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Improvement of Electrical Power Quality
with Distributed Power Flow Controller
with Fuzzy PWM Technique

Jyoti Saraswat and Jaydeep Chakravorty

Abstract With the rise in the need of electricity globally and because of an
enlargement in industry market and also due to the increase in urbanization, the
nonlinear load in the power grid has considerably increased in the few decade. Now
electricity has become an essential commodity in our life. To cater this growing
demand of power energy, everyone is now a concern about the quality of electrical
power. Frequent voltage fluctuations and power loss reduction are the major
challenge in the power system sector. So, the quality of power is an issue which is
equally important for both the end users and electric utilities. This paper gives a
model of distributed power flow controller (DPFC) with fuzzy PI controller for
control of electrical power system. In DPFC, multiple series converters and one
shunt converter are used and also there is no DC link between them. The proposed
model with fuzzy PWM has been implemented in MATLAB/Simulink environment
and tested for 5 bus system.

Keywords Power system - Distributed power flow controller (DPFC)
Fuzzy - FACTS - PWM

1 Introduction

Reliable and uninterrupted power flow is the most important issue in the power
sector nowadays. Power quality issues have become a most important part of a
power system [1]. In an AC transmission system, from the power flow calculation,
we get the voltage and current at each and every bus in the system at a particular
load and also the real and reactive power flow with. This calculation is the most
important in the proper design of a stable power system. FCATS devices that were
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introduced in the power system almost more than two decades ago are a power
electronics based device which is used to control the power transfer capability of an
A.C. system, and power flow control [2, 3]. To solve the problem of power quality,
FACTS devices and DVR can be used in the transmission lines [4—6]. To improve
the power quality, the use of UPFC and STATCOM has also become helpful [7, 8].
UPFC is basically the combined effect of static synchronous compensator
(STATCOM) and static synchronous series compensator (SSSC). These two
devices are connected with each other with a DC link. Because of this DC link,
active power can flow in both the directions between the output terminals of the
SSSC and the output terminals of the STATCOM. DPFC has similar configuration
as that of UPFC only the DC link is absent in case of DPFC. Through the trans-
mission line, at third harmonic frequency, the exchange of active power between
the shunt and the series converter takes place [9, 10]. A device having the concept
of power exchange by the help of harmonic and also the concept of DEFACTS is
called DPFC. Therefore, the DPFC has the combined advantageous properties of
UPFC and the DFACTS. The method is actually the concept of power theory of
non-sinusoidal components [10]. In this paper, a model of DPFC with fuzzy PWM
technique has been given. Also, its effectiveness has been tested in 5 bus system.
The complete set-up has been implemented in MATLAB/Simulink environment.

2 Modelling of Proposed DPFC with Fuzzy PWM

The model of DPFC is represented in Fig. 1.

Fundamental
c Vs —>| Frequency model >
o |1 |3 Vr —>
n !
Vse,ref . V
tr » Series converter model se,1
ol Vse,3
u 3 harmonic N
i s I model |
ni - 3
t Vsh,ref l ¢
Shunt converter Vens
model
-
Vsh,‘l

Fig. 1 Block diagram of DPFC
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It has mainly five blocks, namely, fundamental frequency block, the third har-
monic block, series converter block, the shunt converter block and the block of
control unit. Here, V and V, are the voltage of sending end and the voltage of
receiving end respectively. [; is the first harmonic current, I3 is the third harmonic
current, V. is the injected voltage at fundamental frequency by series converter,
Vses 18 the injected voltage at third frequency by series converter, Vg r is the
modulated amplitude of the reference AC signal generated by series control unit
and Vg, e i1s the amplitude of modulated AC signal, which is a reference signal,
generated by shunt control unit. Vg, ; and Vy, 3 are the magnitudes of voltage of the
shunt converters having the ith harmonic [10]. The Simulink implementation of
these five blocks is as follows.

The Simulink model of fundamental frequency network is depicted in Fig. 2; it
has been modelled from the equation

[Vs] = Vi = [Vser] = [Z1] x [11]

Here, Vi, V,, Vi1, Z; and I, are the matrix of three phase voltages, impedance at
first harmonic and current, respectively.

The Simulink model in MATLAB of third harmonic network is represented in
Fig. 3; it has been modelled from the equation

[VshS] - [VseS] = [23} X [13}

Here, Vg3, Viess Z3 and I3 are the matrix of three-phase third harmonic voltages,
impedance and current, respectively.

The representation of series converter model has been indicated in Fig. 4, which
is modeled from, the equation

dVy 1
Cse = — (Vsevlvdvref X Idvl + Vsevliquef X qul)
dr 2
1
+ 5 (Vse_3_d_ref X Id_3 + Vse_3_q_ref X Iq_3)

Fig. 2 Fundamental
2 +*
frequency model = b
S
5 Gain 1
v Addi
Vse,1

Fig. 3 Third harmonic .
network model : _>®
Vsh3 =
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V_se_ref

Fig. 4 Series converter

The shunt converter is obtained from the equation and the Simulink model is
shown in Fig. 5.

dVdc_sh _

3
Csn i@ 2 (Ven_1_d_ref X Isn_a_1 + Ven_1_q_ret X Ish_q_1)

1
E (Vsh_3_d_ref X Ish_d_3 + Vsh_3_q_ref X Ish_q_3)

Similarly, the Simulink model of series and shunt control is shown in Figs. 6, 7
and 8.

Uhig

Fig. 5 Shunt converter
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Fig. 8 Shunt control third harmonic

Series converters in the design are having its own series control. Shunt control
system, to supply active power to the converter connected in series, injects third
harmonic current to the line supplying the system. Grid system, at the same time, at
fundamental frequency, absorbs active power and the required amount of reactive
current is infused into the grid at fundamental frequency, so that a constant value is
kept for the DC voltage of the shunt converter
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3 Complete Simulation Model

MATLAB version has been used to simulate the complete model. In the proposed
model, DPFC with fuzzy PWM technique has been used. The blocks of the pro-
posed fuzzy PWM are shown in Fig. 9.

The control has two inputs and one output. The fuzzy inputs and output are
shown in Fig. 10.

The fuzzy rules are tabulated in Table 1 (Fig. 11).

The proposed system has been tested in the system as shown in Fig. 12. Itis a
transmission line with two parallel paths. The shunt converter is connected to the
second line and the series converter is distributed along the line according to the
length of transmission line. The complete model is shown in Fig. 12. The model is
tested with the data as shown in Table 2 and is compared with the system having
UPFC and with the system having IPQC. The comparative result is tabulated in
Table 3.

Actual Error .| Fuzzy PWM
troll output
controller |
p»| de/dt —>
Ref

Fig. 9 Block diagram of fuzzy PWM

Fig. 10 Fuzzy membership function

Table 1 Fuzzy rules de e
NNL NNM z PPM PPL
NNL B M M M B
NNM PB M L M B
L VB M VL M VL
PPM B M L M B
PPL B M M M B
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Fig. 12 The complete network

Table 2 Test data

Parameter Values
Sending end voltage (V) 230
Receiving end voltage (V) 230
Frequency (Hz) 50
Ven DC (V) 20
Vse DC (V) 20
Ish,3ref (A) 3
Series capacitor (uF) 1
Shunt capacitor (uF) 1
Length of the transmission line (km) 100
Line resistance (Q/Km) 0.45
Line inductance (mH/Km) 4.2
X/R ratio 3
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4 Results

The voltage waveform with and without proposed DPFC with fuzzy PWM model is
shown in Fig. 13. Similarly, the waveform of the current with and without the
proposed DPFC with fuzzy PWM model is in Fig. 14.

Voltage waveform of test results on IEEE-14 bus system with and without the
proposed DPFC is shown in Fig. 15 and the real and reactive power with DPFC is
shown in Fig. 16.

Fig. 15 Voltage waveform
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Fig. 16 Power waveform

5 Conclusion

The DPFC is the modified form of UPFC where the DC link is absent. The
improvement in power quality of the transmission systems is an important issue for
the industry. In this paper, DPFC with fuzzy PWM as an improved device, in
mitigating the voltage swell and voltage sag, has been designed in
MATLAB/Simulink model. The same model was also tested on IEEE-14 bus
system. The observed simulated gives the advantages of using DPFC in improving
the power quality mainly to remove the sag and swell. From the simulated results, it
is clear that the shunt and series converters in the DPFC at third harmonic frequency
have the ability to exchange active power, and the series converters, at fundamental
frequency, can infuse manageable active and reactive power. It is shown that the
proposed DPFC model gives a good performance in improving the quality of power
and also its flow control.
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New Sliding Mode Control of a Five-Phase
Permanent Magnet Synchronous Motor
Drive in Wide Speed Range

Anissa Hosseyni, Ramzi Trabelsi, Med Faouzi Mimouni, Atif Iqbal
and Padmanaban Sanjeevikumar

Abstract This paper proposes a novel sliding mode control (SMC) for a five-phase
permanent magnet synchronous motor (PMSM). This control strategy exhibits
stability control system and fast dynamic response. The stability of the proposed
control strategy is proved by the Lyapunov theory. Simulated results are reported to
prove the efficacy of the proposed strategy. Moreover, the depicted set of numerical
simulation results always shows a close conformity with the developed theoretical
background.
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1 Introduction

Multiphase machines have experienced a surge in their research due to their distinct
advantages over their three-phase drive counterparts. Indeed, by increasing the
number of phases, the current per phase is reduced without increasing the voltage
per phase [1]. Multiphase motor drives reduce the torque pulsations. The high phase
order offers greater fault tolerant [2]. So that, multiphase motors are used in some
critical domains requiring high reliability such as electric aircraft, electric traction
and ship propulsion. Recently, PMSM has received an increasing interest due to
their attractive features such as high power density and high efficiency. Many
nonlinear state feedback methods, and in particular sliding mode control, have
become an attractive alternative to the field oriented control (FOC) strategy to
achieve high performance of three phase motor drives [3, 4]. This technique has
been widely applied for three-phase motor drives proving numerous attractive
features compared with the conventional FOC but it is not the case for multiphase
motor drives. SMC has received an increasing interest to their attractive features
such as:

(1) Its robustness to uncertainties and disturbances.
(2) This control strategy offers a stability control system and fast dynamic response

[3].

In this paper, a novel observer is proposed to attain a new sliding mode control
of a five-phase PMSM. The rest of this paper is organized as follows: Sect. 2
describes the five-phase PMSM model, Sects. 3 and 4 deal with sliding mode
control and simulation results, respectively. Finally, some conclusions are presented
in the last section.

2 Model of a Five-Phase Permanent Magnet Synchronous
Motor (PMSM)

The mathematical model of five-phase PMSM is presented in a rotating (d, — ¢g,,)
and (d, — ¢q,) frame as follows [1]:

% =- %Idp +welyp + LLdeP dld” = fop +
5
% = _% ap — Qelap — \/;sz{ + LL[,"qﬁ '”’ _fqp qu
Qi — Ry 4 300y + v - d'm et s (D
%’ = — ILi — 3w+ L%vq_y d"f‘ =fu+ f s
do_ Vit i _to ‘é—?:fg
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where

fdp = alldp + welqp

.ﬁ)p = allqp - weldp +arw,
fds = azlys + Swelqs

ﬁ]s = a3Iqs — 3w dys

fo = asly + asTL + acQ

5
R, 2Pr
ay=—-—; a=— y a3 =
1 Lp 2 Lp 3
5
\/;P‘I’f 1
4 =" A= gi de=

3 Sliding Mode Control

207

In this section, a novel SMC of five-phase PMSM is introduced. Two steps are
necessary to synthesis the SMC: First, the sliding surface is designed and then the
control law is developed. So that, five sliding surfaces with integral actions are

considered as follows:

1

sQ = eo+q / eq(t)dr
0

t

Sap = eqp +q2 [ eqp()dt
0
t

Sqp = €qp T3 feqp(f)df
0

i

t
Sds = eas + q2 [ eqs(T)dt
0

t
Sqs = €gs + G5 feqs(‘c)dt
0

3)

where g; (i = 1, 2, 3, 4, 5) are positive constants and e, is the speed error, and e,
eqp» Cds» €qs» the show (d, — g,,) and (d; — g,) stator currents errors components,

respectively, are given by:
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e = Q-0
eqp = lap — IZP
egp = lgp — 1y, (5)

€ds = Iy — I;S
_ *
€qs = I‘IS - Iqs

The application of SMC to achieve the control of five-phase PMSM proceeds in
two steps: the synthesis of speed controller and then the synthesis of currents
controllers.

Speed Controller: The speed controller is designed to achieve the convergence of
the speed error to zero by constraining the convergence of the system to the sliding
surface (so = 0)

so=0=350=¢qg+qieq =0 (6)
The I, stator current component reference is given by:

I;peq = (Q* —asT; — agQ — qleg)/a4 (7)

In order to achieve performance regardless of the uncertainties on the dynamic of
the system, one should add the discontinuous term called ‘reaching controller’
which is given by [4]:

I,,, = —kisgn(sq), (8)
where k; is a positive constant.

The d,, d; and g, are axis current component references that are maintained to
zero [1].

4 Current Controller

The current controllers are designed such a way to bring the system to follow the
trajectory defined by the sliding surfaces (sd,, = 0554 = 0554 = 054 = 0)

Sdp = 0 S‘dp =0
sgp =0 §gp =0
Sds = 0 = 5‘ds = (9)

5qs =0 Sqs =0
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The stator voltage references can be given by:

Vdpeq = Lp (I;p 7fdp - q2ed17> - szgn(Sdp)

Vapeg = Ly (Ljp —Jap — q3eqp — 043611)) — k3sgn(syp)
Vdseq = L (I;s _fds - q4eds) - k4sgn(sds)

Vgseqg = Ly (i;s —fs — 45€qs> — kssgn(sys)

; (10)

where k; (i = 2, 3,4, 5) are positive constants. The stability of the proposed strategy
is proved by the Lyapunov theory.
Let us consider the Lyapunov function

1
VCzi(eé—i—eflp—ﬁ—efm—i—efls—kef]s) (11)
To ensure the stability of V., q1, ¢2, q3, g4, g5 should be chosen in such a way
that:
{ q1>>kasgn(sq)l; q2>>>’kdpsgn(sdp) ‘ ; ‘B>>>’kqpsgn(sql’)|; (12)
q4>>> |kdegn(sds) |; 45>>> |kqs5gn (qu) |

The proposed sliding mode control based on the sliding mode observer. Where
Iy, 1y, 145 and 1, are the currents in the rotating frame and o, is the rotor speed. “*’
is used to indicate that the variables are reference values. The real and the reference
speed are processed in the speed sliding mode controller to determine the reference
I, current to obtain the reference I, current. The commanded I, 14 and I cur-
rents components are fixed to zero. Then, the reference and actual currents com-
ponents in (dy, g,, d; and g,) rotating frame is processed in the current sliding mode
controllers to obtain as outputs the equivalent commanded voltages to that should
be added the reaching term to obtain the total reference voltages given by [10].

5 Numerical Simulation Test Results and Discussion

To check the validity of the proposed sliding mode control of a five-phase PMSM,
the feedback control has been modelled in MATLAB/Simulink Computer program.
To highlight the performance of the proposed control, the sliding mode control of
five-phase PMSM has been tested in two extreme situations: speed inversion under
torque application and running at low speed as shown in Figs. 1 and 2, respectively.

Figure la shows the reference and real speed. Indeed, the reference speed is in
pulse form which is raised from zero speed to rated speed of 157 rad/s and then it is
reversed to reach —157 rpm at f = 1 s. The proposed sliding mode control is seen to
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Fig. 1 Sensitivity of the five-phase PMSM performances at speed reverse: a reference and real
rotor speed, b electromagnetic and load torque, ¢ I, and I, currents components, d real I, and I,
currents components

offer good performance in terms of speed tracking. The load rejection capability of
the drive is also proved in the simulation results. Figure 1b illustrates the load and
electromagnetic torque of the five-phase motor. The electromagnetic torque varies
with the stator current component I ,. The proposed controller shows also good
dynamic tracking for (d, — g,) and (d,; — q,) currents components as presented in
Fig. lc, d. Figure 2a represents the reference and the real speed at low speed. The
reference speed is a step fixed at 5 rad//s. It can be seen that the proposed controller
shows good performance in terms of settling time. Indeed, the speed and perfectly
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Fig. 2 Sensitivity of the five-phase PMSM performances at low speed: a reference and real rotor
speed, b electromagnetic and load torque, ¢ /4, and I, currents components, d I, and I, currents

components

to its reference value. Figure 2b illustrates the load and electromagnetic torque and
Fig. 2c, d show (d, — g,,) and (d, — g,) currents components, respectively. Indeed,
the proposed sliding mode control shows good performance at low speed.
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6 Conclusions

This paper presented control of a five-phase permanent magnet synchronous motor
(PMSM) based on sliding mode control (SMC). A complete model of the AC drive
system is numerically developed using simulation software and tested for its
dynamics, load rejection and reversal behaviours. Developed sliding control algo-
rithm satisfies the Lyapunov criterion under the stability requirement for transient
and dynamic behaviours. Simulation results show satisfactory results of the pro-
posed SMC for different cases such as load disturbance and low speed.
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Observer of a Five-Phase Permanent
Magnet Synchronous Motor Drive in Wide
Speed Range
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and Padmanaban Sanjeevikumar

Abstract This paper proposes a novel sliding mode observer (SMO) to achieve the
sliding mode observer (SMC) for a five-phase permanent magnet synchronous
motor (PMSM) in wide speed range. The structure of the proposed SMO is
described and its stability is proven in the context of Lyapunov theory. Simulated
results are provided to prove the effectiveness of the proposed strategy.
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1 Introduction

During the past years, multiphase drives have gained interest for their advantages.
Their features include reduction of torque pulsations and reducing stator phase current
[1-3]. The high phase order offers greater fault tolerance. Many nonlinear state
feedback methods, and in particular, sliding mode control, have become an attractive
alternative to the field-oriented control (FOC) strategy to achieve high performance of
three-phase motor drives. The synthesis of SMC control requires the rotor speed and
rotor position information, so that the position and speed sensors can be installed on
the shaft. Unfortunately, these sensors are costly and touch to temperature and
vibration. Nevertheless, many researchers’ activities were dedicated to sensorless
control techniques and several methods were proposed. One of the known classes of
nonlinear observers is the sliding mode observer which posses many special char-
acteristics, namely order reduction control, simple algorithm and disturbance rejec-
tion. Numerous researches have been focused on the sensorless control strategies for
three-phase PMSM [4-6] but only few researches have been focused on SMO for
multiphase motor drives. This paper proposes the synthesis of sliding mode observer
to estimate the rotor position and speed for a five phase in closed loop. The rest of this
paper is organized as follows. The model of machine is presented in Sect. 2. The
design and the stability of the proposed SMO are developed in Sect. 3, respectively.
Some simulation results are shown in Sect. 5 and Sect. 6 deals with conclusions.

2 Model of a Five-Phase PMSM

The stator flux of five-phase PMSM in (d,, gp,dy, q,) is given by:
iy

ar = _Rsldp + weiqp + Vap
d)”qp 1
T =Rl — Wedap + Vgp
dz
d:l.v = —R,l; + coe/lqs “+ Vs (1)
d/
T;IS = _Rslqp - welds + Vgs
Tom = \/§P¢flqp

idp = Lylgy + \/%‘Df

dgp = Lplgp (2)
j-ds = Lly
j-qs - leqs

, ) N .
A= (Aip Agp ‘as Ags) : stator flux in (d,,,qp,dx,qx).
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By transforming (2) in (o, ,, %, ;) one obtains:

;“%P = Lply, + ;”%f

App = Lplpp + Zpy
as = Lslys ’ (3)
/Iﬁs = Ll
where
5
hof =\ 5%y cos(0e)
4)
5. .
ilff = Eépf s1n(06)
Using (4), the electrical rotor position can be found:
A
0, = tan™! <ﬁ> (5)
)L(xf

3 Design of SMO

In this section, a new SMO for speed and rotor position estimation of five-phase
PMSM is developed in order to estimate the rotor speed at wide range. Based on (1)
and (2), a sliding mode observer can be designed from the SMO developed in [6]
and applied to three-phase PMSM as:

RV .
i Di+v+Ki+ Kswosgn (i),
A (6)
L, sin 0,

where
4 . . . . \T - N N A A \T
1= ( lop lpp las Ips ) and A= (/me )yﬁp Aas j.[;_\ ) )

where ‘A’ and ‘ ~’ indicate the corresponding parameters which are the estimated
value and error value, respectively. K and Kgyo are the matrix gains.
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Where
k, 0 0 0 ksmor O 0 0
0 Kk 0 0 _ 0  ksmor O 0
K=10 o ks, O Kswio = 0 0  ksmos O
0 0 0 ki 0 0 0 ksmoa
L, 0 0 0 R, 0 0 0
o L, 0 o0 | o —r o0 0
L=19 o L, 0 D=1 0 -R O
0 0 0 L 0 0 0 —R,

The estimation rotor position is given by:

0, = tan™! 4l , (7)
af

where

{ of = P — Lyl
;llgf = /A{/; — Lpi/;.

o>

4 Stability Analysis

To prove the stability of the proposed of the sliding mode observer, let us define the
Lyapunov function:

V= (ZTL*IZ), 9)
where

dJ
dr

= D; — K; — KSMosgn (;) (10)

The derivative V is given by:

V =i"(D — K)i — Ksmoisgn(i) (11)
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To guarantee stability of V, V should be negative, so that from (11):
i'(D - K)i<0 (12)
KSMO? sgn (;) >0 (13)

From (12), the gains ksmo1, ksmoz, Ksmo3, ksmos4 in the matrix Ksyo should be
positive. Equation (13) requires that the eigenvalues of (D — K) must be in the left
half plane. So, the gains k,, k2., k3,, k4, in the matrix K are selected using the pole
placement method.

Speed estimation: The rotor speed can be calculated by differentiating (7) which
gives [6]:

_ Jag(k = gy (k) = dgy(k = )y (K) (14)
1 (207 + 23y &)

e

where k and k — 1 are two consecutive sampling instants and T is the sampling
period.

5 Numerical Simulation Results and Discussion

A MATLAB/Simulink environment was used to simulate the feedback control
based on SMO. To highlight the performance of the proposed observer, developed
in the previous sections, the proposed observer has been tested in two different
situations. The first scenario was devoted to speed inversion. The second situation
analyzes the performance of feedback sensorless control when the motor is running
at very low speed. The response of the motor is illustrated under two different
profiles. In the first case, the performance of five-phase PMSM to change (Fig. 1).

The estimation error of speed is shown in Fig. 2¢ proving the high performance
of SMO even at very low speed. The rotor position and its estimation error are
illustrated in Fig. 2c, d, respectively.

6 Conclusions

In this paper, a SMO for estimation of rotor speed and position of five-phase PMSM
has been developed. A complete model of the AC drive system is numerically
developed using simulation software and test for its transient and dynamic beha-
viours. It is verified from the investigation that the proposed control technique
offers good response to various perturbation conditions. Moreover, the proposed
sliding mode observer improves the accuracy of speed estimation at very low-speed
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Fig. 1 Sensitivity of five-phase PMSM performances at speed reverse: a real, reference and
estimated speed, b estimation error of rotor speed, ¢ estimated and real position, d estimation error
of position

variations without adoption of speed sensors. Developed sliding control algorithm
satisfies the Lyapunov criterion under the stability requirement for transient and
dynamic behaviours. The proposed control scheme is applicable to AC drives that
need to be adapted to sensitivity, speed control in AC traction, electric vehicles and
high-power applications.
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Thermal Analysis of Inverter-Fed
Induction Motor

Sunam Saha and Mohammed Nasir Ansari

Abstract Reducing the size and cost and increasing the energy efficiency and
optimal loading of the motor have a direct impact on the temperature rise of the
motor. Motor needs to be operated such that its temperature rise is within the
prescribed safe limit. Therefore, easy and precise temperature rise determination of
motor becomes critical. Thermal models of motor are widely used for temperature
determination. In this paper, a modified thermal model is proposed using which the
temperature rise of induction motor fed from raw supply and inverter-fed supply is
determined. The parameters of the thermal model are also determined.

Keywords Thermal analysis - Induction motor - Inverter - Lumped parameter
Temperature rise

Nomenclature

Reoyif  Radial conduction thermal resistance of the stator yoke lower half part

Resyun  Radial conduction thermal resistance of the stator yoke upper half part

Ryg Convection thermal resistance between stator teeth and air gap

Ryrag  Convection thermal resistance between rotor and air gap

R.s«  Radial conduction thermal resistance of the stator teeth

Rest Axial conduction thermal resistance of the shaft

Ryswia Convection thermal resistance between stator winding, external connection
and inner air

Reswee Convection thermal resistance between stator winding, external connection
and external case

Ryiaee Convection thermal resistance between internal air and end caps

R.ss Conduction thermal resistance between stator copper and stator slot
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Natural convection thermal resistance between external case and ambient
Rotor copper loss

Stator iron loss

Stator copper loss

Resistance in the stator conductor

Resistance between stator and rotor

Resistance between stator and yolk

Resistance in the rotor conductor

Resistance between rotor and external case

Stator copper loss

Rotor copper loss

Stator iron loss

05 Temperature at outer stator surface

0; Temperature at outer rotor surface

AP; Losses in the ith node (some are zero)

0; Temperature rise on the ith node

Xk Thermal conductivities between ith and the kth node (some are zero)

,__,<
o = c
g £ g

=

]
e}

g & & & &
g g

TN XIIIITITR
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1 Introduction

Rotating electric machines are mainly used for energy transfer, from electrical
energy to mechanical energy or vice versa. During this energy transfer some losses
occur, which as a result generates heat. Due to this heat generation, temperature rise
takes place in various parts of the motor and if the thermal limit is crossed, it may
give rise to many undesirable effects [1]. Moreover, modern electric machines are
designed using new materials and improved manufacturing techniques to make the
size smaller and have higher loading capability. They are being operated much
nearer to the point of overload [2]. Therefore, for the motor to have a good life span,
its temperature rise should be within the prescribed safe limit [3]. As a result, it is
important to carry out thermal analysis of the motor. There are different types of
thermal analysis to determine the thermal behaviour of the machine such as lumped
parameter thermal model, finite difference and finite element or other alternative
numerical techniques. The numerical techniques require very long processing time
and also are expensive due to the usage of expensive software. The lumped
parameter thermal model on the other hand is fast and requires less number of
computations and is most suitable for small and medium size motors [1]. Basically,
thermal modelling is designing a thermal network similar to an electrical circuit. It
consists of thermal impedances, nodes and heat sources [2]. The different motor
parts have been divided into different nodes and the losses acts as the heat source.
These thermal parameters can be obtained by solving few equations or can be
calculated by tests [1]. Thermal parameters are conduction, convection and
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radiation resistances for different parts of the motor. Conduction resistance is given
by the length divided by the area and the conductivity of the material used. The
convection and radiation resistances are given by one divided by the surface area
and heat transfer coefficient of the material [2, 4].

There are many different thermal models proposed in the literature. Mellor,
Robert and Turner proposed a lumped parameter thermal model for both
steady-state and transient analysis [5]. Aldo, Andrea, Mario and Michele proposed a
simple thermal model [6] as compared to the model proposed by Mellor, Robert and
Turner [5]. In [3], a generalized thermal model is proposed, where the temperature
rise under no load as well as full load is calculated. In [7], some difficult aspects in
thermal analysis are covered. Thermal analysis of a wound rotor induction motor is
discussed in [8]. In this paper, a lumped parameter thermal model of an induction
motor is synthesized. The thermal parameters of the model are obtained based on
the geometric information of various parts of the induction motor and the infor-
mation on the material used for design. This paper also predicts and compares the
temperature rise at the outer stator and the outer rotor part of an induction motor
driven directly from the main supply with that of an inverter-fed induction motor.
Due to the presence of harmonics in the inverter waveforms, more losses are
generated in the motor and as a result more temperature rise takes place. In Sect. 2
of this paper, a modified thermal model is proposed and in Sect. 3 the calculation of
the temperature rise along with the calculation of thermal parameter and the stator
and rotor losses have been explained. The experimental calculations and data
obtained are discussed in Sects. 4 and 5 concludes the paper.

2 Thermal Model

Thermal modelling is to synthesize a heat transfer circuit, which is similar to an
electrical network. When a motor operates, losses occur, as a result of which heat is
developed in different parts of the motor [9, 10]. The heat dissipation takes place
via conduction, convection and radiation and various motor parts act as the path for
the dissipation. The parameters of the network are calculated by obtaining the
resistances and capacitances, which are offered by the path for heat dissipation,
completely based on the material used and the dimensional information of the
motor parts.

2.1 Simple Thermal Model

Aldo, Andrea, Mario and Michele proposed a simple thermal model [6] as com-
pared to the model proposed by Mellor, Robert and Turner [5]. In this paper, a
slightly modified thermal model is proposed. Figure 1 shows a modified thermal
model. The forced convection thermal resistance between the external case and
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Fig. 1 Modified lumped
parameter thermal model l I\/\/\'
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external air has been neglected considering the data of the velocity of the air is not
uniform and difficult to calculate. If obtained, will be an inaccurate value, which
will lead to inaccurate calculation of the thermal parameter. The thermal analysis
for the motor in steady state is performed. As a result, the capacitance in the thermal
network is neglected. The asymmetric distribution of temperature in the machine is
neglected. The heat transfer in the axial direction is considered only for the shaft of
the motor. As a result of the assumptions, the number of thermal parameters in the
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model is reduced and the thermal parameters (i.e. the thermal resistances) are
calculated based on the equations that are applicable for hollow cylinders [6].

Thermal analysis proposed in this paper is a steady-state analysis and therefore
only thermal resistances are considered in the network. The thermal parameters
present in the thermal model are conduction, radiation and convection resistances.
The effect of radiation is small and can therefore be neglected. The calculations of
the thermal parameter are done similar to that as shown in [6].

3 Temperature Determination

The temperature rise of an electric machine can be obtained from the thermal model
which is similar to the electrical network. To obtain the temperature rise, the
thermal parameters need to be calculated first. For calculating the thermal param-
eters, the information about the material used in every part of the motor along with
the dimensional details of the induction motor needs to be obtained. The thermal
parameters can be calculated by substituting the geometric data and the material
coefficient in the equations as shown in [6].

The losses that occur in an electric machine act as the thermal sources for the
machine. In this model, three most important thermal sources are taken into con-
sideration, i.e. stator copper loss, rotor copper loss and stator iron loss. The other
losses of the machine are neglected.

AP; =i (0; — 01) + oo (0; — 02) + -+ + o (0; — Ox) (1)

Using these three losses in the thermal model of Fig. 1 and Eq. (1) and solving
for temperature rise in the stator and temperature rise in rotor, following equations
can be obtained [3].

95 = RscPscu +RsrPrcu +RsyPir (2)
Qr = RrsPscu +chPrcu +RrePir (3)

To obtain the temperature rise, Eqs. (2) and (3) are used. For determination of
the losses in the motor, two simple tests can be performed. The two tests are
blocked rotor test and no-load test. These two tests are performed twice. Once for
an induction motor fed from main supply and again for inverter-fed induction
motor. The results obtained from this test are used to calculate the stator and the
rotor losses for both the cases separately. The thermal parameters can be calculated
based on the geometry of the machine. All the data obtained from the no-load test,
blocked rotor test and thermal parameter calculations are substituted in the Eqgs. (2)
and (3) to obtain the temperature rise for the two different cases and the results can
be compared. The entire process for temperature rise determination is shown in
Fig. 2.
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Fig. 2 Flowchart for
calculation of temperature rise

Obtain the geometric information and the material used of the
desired induction motor

1

Calculate the thermal parameters of the model with the help of
the equation shown in [5]

1

Calculate the rotor and stator losses of the induction motor using
no-load and blocked rotor test results

1

Obtain the temperature rise using the equation (2) and (3)

Table 1 Calculated values of

Thermal parameters Values obtained (°C/W)
thermal parameter

Resyi 0.0012

Regyun 0.0011

Rystag 0.1541

Ryrag 0.2119

Rest 0.0039

Rest 0.1546

Ryswia 0.0061

Reswee 5304 x 10°°

Ryigec 0.39

Resess 0.265

Ryean 0.35

4 Results and Discussion

In this paper, thermal parameters are calculated for an induction motor of 0.5 H.P.,
220 V, 1500 rpm, 3 A. The calculations of the thermal parameters are entirely
based on the information obtained on the materials used and the geometric infor-
mation for the induction motor [6]. The thermal model obtained is shown in
Table 1. To obtain the stator copper loss, stator iron loss and rotor copper loss, a
no-load test and blocked rotor test is performed on an induction motor of 0.5 H.P.,
220 V, 1500 rpm, 3 A, when it is operated with the raw supply and again when fed
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Table 2 Comparison of temperature rise

Induction motor with sinusoidal supply (°C) Inverter-fed induction motor (°C)
0, 53.76 56.40
0, 55.56 59.22

from inverter drive circuit. The losses in both the cases are recorded and substituted
in the Egs. (2) and (3).

Therefore, the temperature rise can be obtained simply by solving Egs. (2) and
(3). In our case the temperature rise is noted in Table 2.

From the results, we see that the temperature rise for inverter-fed induction
motor is higher than that of the induction motor run from the raw supply and it has
already been established in the literature that induction motor fed from inverter
supply will have more losses as compared to the one fed from raw supply. As a
result, we can say that the results that have been obtained are justified.

5 Conclusion

This paper presented a comparison of temperature rise of an induction motor when
fed from main supply and inverter-fed induction motor. The main aim of this paper
is to help the designer to obtain the temperature rise at the outer stator and rotor part
for a small- or medium-sized motor in a simple and easy way. In this paper a
lumped parameter model is used. With the help of knowledge on geometry and
properties of material used, lumped parameter thermal model is synthesized as
shown in Fig. 1. A no-load and blocked rotor test is performed to obtain the losses.
To obtain the temperature rise, these data are used in Egs. (2) and (3). The result
obtained shows that the temperature rise for inverter-fed induction motor is higher
than that of the induction motor fed from raw supply. The reason for this can be the
presence of harmonics in the inverter supply.
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Contingency Analysis Reliability
Evaluation of Small-Signal Stability
Analysis

A. Murugan, S. Jayaprakash and R. Raghavan

Abstract Mainly, this paper discusses about electrical power systems. Power sys-
tems are linked with power flow control, admittances matrix, eigenvalues, stability
and contingency analysis. But here essentially it focuses on stability and contingency
analysis. Under all possible operating conditions, new control techniques are pre-
sented in great demand. The small-signal stability model for 9-bus system and
two-area four-machine 11-bus system is considered in this paper. All buses are
modelled as classical model and six and eight state variables are used for the analysis.
Individual machine rotor coordinates are transformed from reducing the network
equations. The state variable formation came from linearizing network equations and
machine differential equations. Generally, the small kind of fault is occurring at
transmission area. To observe the system stability, find out the value of eigenvalues
and eigenvectors. Finally, results show contingency analysis using IEEE 9-bus sys-
tem and 11-bus four-machine power systems. The eigenvalues, participation matrix
and sensitivity analysis value and all were produced based upon MATLAB Coding.

Keywords Eigenvalues - Left and right eigenvector - Participation matrix
Power system modelling - Small-signal stability - Contingency analysis

1 Introduction

Under small perturbation condition, the small-signal stability of the power system is
to maintain synchronism. Whenever small variations or deviations are changing
depends upon the load and generation due to continuous changes of synchronism.
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With the help of machines or generators can be restored forces in the system as well
as can be bring in maintain stable conditions [1]. The stable conditions mainly
depend on the load. Actually, the small signal is nothing but small kind of dis-
turbances or faults of the power system [2]. Then linearization of system equations
is allowable for the purpose of analysis.

The stability of power system networks is an important aspect in reliability of
power supply. If the small disturbances are produced in the power system the
phenomenon is referred as small-signal stability. Generally while transmitting
the power, a disturbance is created in transmission side because of mal operation of
the system or changing the circuit breaker or natural causes [3]. Basically two
different approaches are used at behaviour and study of power system dynamics.
One mainly depends upon time simulation. This accounts for system nonlinearity,
but specifically is unable to present frequency domain information. Another one is
linear system analysis; it avoids system nonlinearity [4].

After certain period, the system begins or makes the first move; the steady-state
system will not be attained. The transient state is recognized in the initial condition
during this beginning period [5] in the face of a dynamic equilibrium is happened
while two or more turn around development takes place. So this kind of system
known as steady state, Actually this kind of steady state stability and all is comes
only by the way of small-signal stability in the dynamic system [6].

In synchronism condition, the power is produced through synchronous genera-
tors with the intention of operation in synchronism. At the time, this system is
presented in rest position of the power system [7]. Suppose if the system frequency,
voltage profile and phase sequences are maintained in the same position, then the
generators or creators will be synchronized via bus. Normally the power system
stability is in stable condition only [8]. Suppose if any kind of fault occurred then at
the time it will go into oscillating condition. That kind of fault will be an intended
one. It will happen due to mal operation or natural causes or effect [9]. This stability
is divided into three different categories. These categories are considered about
steady state, transient and dynamic stability.

2 Modelling of SMIB and Multi-machine System

2.1 System Description and Modelling

The SMIB system is connected to the large system via transformer and transmission
line with the help of generator. The machine is represented by classical model
which has one winding on the rotor (field winding) (Fig. 1).
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Fig. 1 Single line diagram of

the SMIB system | LARGE
é‘ | SYSTEM

For a classical model of the synchronous machine, the states are incremental
changes in rotor side speed and angle. Our analysis the super bar notation on per
unit quantities are dropped out.

This is in the form of X = Ax + Bu.

From this equation, A is the state matrix of the elements. This is dependent
mainly on the system parameters of Kp, H, X7 and also the initial operating con-
dition represented by the values of E; and J.

Where

Delta-omega is in per unit
Delta-delta is in radians

The synchronizing torque coefficient is given by

c |E'|| V| X
s =—-————————C080 (1
(Xd + Xy +Xline)

~—

3 Multi-machine System

Refer Fig. 2, the SMIB model is only tolerable for analyzing local mode of
oscillations. However, for analysis of inter-area mode, we entail a more detailed
representation of the network including machines. For a general detailed model

Fig. 2 Representation of the 1
two-machine n-bus system —

5]
®

Transmission
Network

(8]

é
+
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Fig. 3 Equivalent circuit for

the two-machine n-bus system R X
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which accounts for the state variables voltage behind transient reactance, speed and
angle, the differential equations are expressed in the respective d-q reference frame
(Fig. 3).

Here, two different symmetrical regions are the main system is available s of two
symmetrical areas fixed via somewhat weak tie. Each region has one generating
division with equal outputs. The generators and excitation a system of dynamic data
is used in power system. In setting up, the various power flows used in the studies,
capacitors were added necessarily to ensure that the systems voltage profile was
satisfactory. Our experience with large interconnected systems confirms some of the
results of our studies using the small system, and we are confident that the general
conclusions drawn from our work will apply to large systems. The following
equations pertain to the four-machine system as well as can be used for IEEE 9-bus
system.

3.1 Synchronous Machine Model

Using classical model, synchronous generators were modelled with the help of
angles and frequencies in the state variables. In two-area system, the generators
were divided into two categories. One is presented in the first area and another one
is in second area.

Finally, we are getting the admittance matrix including diagonals of generator.

dow
E = Tm —_ Te (2)

do
3@ @ (3)



Contingency Analysis Reliability Evaluation ... 233

3.2 Transmission Line Model (Short Line)

The transmission lines are divided into three categories. First one is short trans-
mission line, second one is medium transmission line and finally long transmission
line. These and all using depends on the distance and voltages. But this paper has
presented the short transmission line because of using the low transmission
voltages.

3.3 Load Model

The loads are modelled as a constant admittance in transient stability studies.

3.4 Introduction to Two-Area System

In 11-bus system, one area contains seven buses and two generators and the second
area contains four buses and two generators. Here the machines are considered to be
classical model. Out of two regions, one region is connected in left half of the
system and another one is connected in right half of the system. In 11-bus system,
the line between 7 and 9 is considered as weak system. In figure shows that two
shunt capacitors are connected bus 7 and 9.

The generator rating is used as 900 MVA and 20 kV.

3.5 Performed Processes

e Calculate the power flow control
e To determine the linear analysis and modal analysis
e To simulate the time domain analysis.

The performed processes are shown based on the following flow chart.

4 Small-Signal Stability

4.1 State Equation

For a classical model of the synchronous machine, the states are incremental
changes in rotor speed and angle. In our analysis, the super bar notation on per
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unit quantities are dropped out. The state equations for the SMIB system shown

below
a0] _ [ 2[A0], [
[A_é}_[wo 0" [las | |0 [ATm “)

This is the form of X = Ax+ Bu.
A is the state matrix of the elements. It is dependent on the system parameters

Kp, H, X7 and the initial operating condition represented by the values of E; and J.
Where

A is in per unit,
Ad is in radians

The synchronizing torque coefficient is given by

K, = wcos 0 (5)
(X,] + X + lee)

4.2 Assumptions
In this paper fully modelled as classical model (Type 0)

(i) Damping is ignored
(ii)) The buses between 7 and 9 are considered as a constant admittance

4.3 Preparation

From this small-signal stability analysis, angles, frequencies and voltages are
considered as initial conditions as well as it attains from load flow.
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5 Multi-machine Small-Signal Stability Algorithm

Formulate the admittance matrix
YV=I

|

Reduce the Network Analysis and initialize
power, voltage Transient & Non transient
Conditions

Yis =Yo6 = Y66 * Yeowe * Y,

NG.NG T ANG,G

Find Transformation Matrix and Inverse
Transformation Matrix and then converted Reduced
Equations into individual Machine Coordinates

MY =T %YV *T

!

Applying Linearization for voltage, current,
Modified Admittance Matrix and Transformation

!

Calculate the Small change in current

Al =[M,AE - j(AdM , - M AS)E, |

!

Linearization of differential equations and
Swing Equations are

dA@'[ _ ATm/ _ATm‘ _KDAZD-i &
dt 2H,
dAG, - @ AT,
dt ]

Calculate the Eigen Values |

|

Verify System Condition is stable or unstable |

l

Calculate the Participation Matrix |

|

Finally calculate the sensitivity Factor for
Contingency Analysis
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6 Eigen Analysis

The differential equations of power system model to be formed literalizing network.
Then eigenvalues and eigenvectors can be evaluated from the above differential
equations.

AX = [A]X, (6)

where x is a state vector and A is the state matrix, then size of the matrix is n X n;
the state equation is expressed by taking the Laplace transform of the system. Then
this new equation is derived in the S domain and is given by

det(S1] - [A]) = 0 (7)

The matrix of the poles or values of s of the system is satisfied means then that
matrix is called eigenvalues of the Matrix (A). The Matrix A values should be real
or complex. If complex conjugate of Matrix A is presented only in the real
eigenvalues [10]

L=o+jm (8)

6.1 Eigenvalues and Stability

If the eigenvalues are presented in the left axis area of the imaginary axis, then the
system is stable. Mainly, this system depends on real value. On other hand if any of
the eigenvalues comes at right axis area of the imaginary axis, then the system is
unstable. Oscillating mode has only a real eigenvalue.

A=o+jo 9)

(i) Suppose if a system is having complex of negative real value of eigenvalues
in the oscillatory mode then the system known is globally stable.
(i) Suppose if a system has complex of positive real value of eigenvalues in the
oscillatory mode means then the system is unstable.
(iii) Suppose if above two conditions or criteria are not satisfied then system is
known as an undamped oscillatory response.

7 Participation Matrix

Multiplication of left eigenvector and right eigenvector is called as participation
matrix. This matrix is used to calculate the state variables in the eigen factor.
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P [ ¢100
Py | | 92002

P=|: : (10)
P"./ ¢nj(pjn1

Here left eigenvector is ,; The element p,,; = ¥,; ¢;, is called a participation
factor. It is a measure of the relative participation of the nth state variable in the ith
mode, and vice versa [3].

Small-signal stability analysis is carried out by performing the following steps:

(1) With the help of system data feeding the loads.
(i) Here, Matrix A has to be formed using load flow analysis of the system
linearizing equations.
(iii) If above criteria over successfully then the final results of eigenvalues and
frequency will be formed.

7.1 Eigenvalue Sensitivity to Load Changes

The state matrix of sensitivity of an eigenvalue 4; to an element oy; is equal to the
product of the left eigenvector element 1/, and right eigenvector element ¢;.

0% = lpikd)ij (11)

akaj

In power system, by varying the load power at bus 7 and 9 matrix of the system
was computed.

8 Contingency Analysis

A contingency analysis is the major action of power system. This is the simulated
model using computer application. Mainly contingency analysis is nothing but
security analysis. A contingency is the failure or loss of an element (e.g. generator,
transformer, transmission line, etc.) in power systems. After solving the problems,
results can be classified into three different ways. First one is none; Second one is
severe, and finally critical.

None—In power system without any loads or any one element can be rebalanced.

Severe—If using no of elements (Capacitor or Inductor) or lines it will arise
some problems or overloaded.
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Critical—System is stable means no problem otherwise (unstable) it is create
big problem.

It provides an automatic way of looking at all the statistically likely contin-
gencies. In this example, the contingency set is all the single line/transformer
outages

9 Simulation Results

The simulation results were shown in the following table. From Table 1 a system
can be identified as stable or unstable easily.
From Table 1, all eigenvalues become negative. So we see that system is stable.
Participation matrix for 9-bus system

0 0 0
—0.204340.0011i —0.2043 —0.0011; 0.2951 — 0.0000i
—0.2957 — 0.0030;  0.29574-0.0030i  0.2022 + 0.0000i

Sensitivity factor for 9-bus system

0 —0.0012 —0.2324
0.0016 —0.2043 —0.0011i —0.2310
0 —0.2391 0

Participation matrix for 11-bus system

0.3297 —0.0i  0.3297+40.0i —0.0010+0.0046i —0.0010 — 0.0046i
0.1764 — 0.0i  0.176440.0i  0.0015+0.0059:  0.0015 — 0.0059i
—0.0084+40.0i —0.0084 —0.0i 0.2491+0.0029;  0.2491 — 0.0029i
0.0023 — 0.0  0.0023+0.0i  0.2504 — 0.0134;  0.2504 + 0.0134i

Table 1 Eigenvalues for 9- and 11-bus system

9-Bus system for three-machine 11-Bus system for two-area four-machine
—0.0091 + 2.4366i —0.0000 + 11.4038i
—0.0091 — 2.4366i —0.0000 — 11.4038i
—1.2766 —6.3407 + 6.3077i
—1.2905 —6.3407 — 6.3077i
—0.0017 —8.145 + 6.150i
—0.0000 —8.145 — 6.150i
- —0.0000
—0.0000




Contingency Analysis Reliability Evaluation ... 239

Sensitivity factor for 11-bus system

0 —0.0012 —-0.3899 —0.0497
0.0002 0 —0.0915 —0.0482
0.0481 0.0251 0 0.6217

0 —0.0305 —0.4507 0

10 Conclusion

The paper proposes an investigation of 9-bus and 11-bus power system. It shows
various values of generator and non-generator of admittance matrix, Eigenvalues
and participation matrix with the help of eigenvectors. Table 1 analyzed all
eigenvalues become negative values. i.e. the system is presented in stable condition.
Participated matrix is calculated by two different eigenvectors. Even though if small
disturbances occurred in the transmission line, system will come to stable condition
after the disturbances are cleared.

Whenever generating power capacity increases automatically, it will cause the
machine loss of synchronism.
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Finite Element Method Based
Determination of Magnetic Loading

of Three-Phase Five-Limb Transformer
with Impact of DC Offset

Saurabh Kohli, S.B. Mahajan, S.M. Badave,
Padmanaban Sanjeevikumar and Atif Igbal

Abstract In this article, modelling mechanism based on finite element method
(FEM) to understand the impact of DC currents on the magnetic loading of the
three-phase five-limb transformer is articulated. This paper provides detailed fea-
tures of magnetizing current variations and progressions of harmonics in trans-
former. On variation of primary voltage and injecting DC currents based on a
weakly coupled multi-harmonic approach, the three-phase five-limb transformer is
subjected to irregular magnetizing currents with formation of odd and even har-
monics based on saturation level of transformer. Furthermore, the scaled trans-
former is modelled and it is visualized that the stray fluxes and the saturation levels
of the five-limb transformer raise to a higher level on impact of DC currents of
varying magnitudes. The analysis of proposed work is performed using ANSYS
tool for generating the scaled transformer model and MATLAB for plotting the
results which validates the proposed concept.
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1 Introduction

The power transformers are utilized in the power system network to modulate the
voltage levels at a constant frequency. The transformation of this voltage level takes
place in various steps in the network and hence it becomes essential to see the
impact of an unintentional direct current which gets into the core of this transformer
which is suitably designed to carry alternating current. The phenomenon which is
involved in the superimposition of direct currents with the alternating currents is
called the half-cycle saturation [1]. The normal operation of the power transformer
involves the principle of mutual induction where two coils are wound around the
core having a high value of mutual inductance. The flux, which is alternating, flows
along the core path because of the alternating voltage being applied to the source
coil and is responsible for the production of electromotive force by Faraday’s law.
Most of the flux remains inside the core owning to its high permeability compared
with the surrounding air but there is a part of the flux which passes through the air
and this flux is the leakage flux or stray flux. It becomes vital to observe how this
unwanted flux is affected when the transformer has two additional limbs compared
to a conventional transformer. A very minute dc flux can bring major changes in the
flow of alternating flux in the core. This dc flux can enter the core of the transformer
through several means. One of the major causes is the geomagnetically induced
currents [2-5] which is an atmospheric phenomenon. These currents which are
induced in the conductors due to the geomagnetic variations happening in the
atmosphere can easily flow into the coils or the windings of transformer if they are
star-connected and the neutrals are earthed. These GICs are equivalent to dc cur-
rents as they occur over a small frequency. There have been incidents all across the
world even causing blackouts due to these GICs. Other sources include power
electronics devices which are used in the power network to obtain different regu-
lations based on voltage and currents. An example of such a device is a static VAR
compensator in which a small voltage drop causes a direct current flowing into the
SVC transformer and eventually causing saturation of the core in one half cycle.

The various after effects of the DC bias may include hot spot heating. When the
transformer is affected by DC causing half-cycle saturation of core there is some
amount of leakage flux which also induces eddy currents in the core material. Now
this flux leaks into other parts of the core like the tank structure like the tie plates
and tank walls which results in heating of these parts of the transformer.
Magnetostriction is another property which is responsible for changing the shape of
the ferromagnetic core material and cause of hissing sound is amplified owning to
injection of DC currents. The addition of DC increases the harmonic content of the
magnetizing currents and both even and odd harmonics are evident. The impact of
these harmonics [6—8] can be devastating on the transformers if they are in large
magnitudes.
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2 Five-Limb Transformer Construction
and Half-Cycle Saturation

In a five-limb transformer, the three limbs which are at the middle are wounded by
the three-phase windings which is the exactly the same as in a three-limb but the
difference is that there are two other limbs at the end of the three middle limbs who
have a smaller area compared to the three main limbs. The cross-section area for the
main yoke is also smaller than the main limb cross-sectional area. An additional
flux can flow through the added two yokes on the five-limb transformer which is
beneficial when we are considering an unbalancing on the secondary side of the
transformer possible due to unbalanced loads. There are conditions when the main
yoke is not able to carry more flux or else the saturation can take place, in such
cases excessive flux finds path to flow through two additional limbs. The flux which
originates from the main limb has no fixed path as to which way it flows given the
two alternative path and hence the flux is non-sinusoidal. This difference in the
structure of five-limb transformer causes the magnetizing currents to vary differ-
ently compared to a conventional transformer.

Now as the DC gets injected into the transformer owning to the different sources,
there will be a merger of this DC flux into the alternating flux which is flowing
already in the transformer during its normal operation. This additional DC flux is
produced in a single direction and its magnitude depends on the intensity of the DC
currents, the obstruction which is happening in the path of this DC flux and its
amplification based on the number of turns of the windings. There is deviation in
the normal AC flux owning to the fact that DC flux which is constant will lead to an
additional flux in one half cycle but in the other half cycle, i.e. in the negative cycle
there will be a subtraction of the flux. Considering the median flux it is observed
that it increases in the positive direction and hence the magnetizing currents also see
a spike in the positive direction. As the DC is injected further, this distortion in the
flux keeps on increasing until the magnetizing currents are of short duration and
peaky in nature which results in beginning of the saturation of the core and because
of its intensity being higher in one direction it is supposed to be causing half-cycle
saturation of the core of transformer. The transformer is severely affected by this
causing a shift in the normal flux and the stray flux affecting the parts of trans-
formers. The variation of this DC flux in case of a five-limb transformer is thus
essential to visualize.

3 Transformer Scaled Model

The method used for simulating the scaled transformer is the finite element method
(FEM) [9, 10]. The method is useful in giving a numerical solution to the associated
boundary conditions of a transformer like the flux densities at the various end of
core. The impact of the DC current on different areas of the core in terms of
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variation in flux density and the flux path followed can easily be predicted by using
this method [11]. Figure 1 shows a five-limb scaled transformer FE model.

3.1 Working Point Calculation of Transformer

Considering the nonlinear material properties of the core, the working point cal-
culation for the transformer is performed. A weakly coupled multi-harmonic [12,
13] approach is being used and the results of the finite element method are trans-
ferred in the frequency domain, where it is possible to visualize the harmonics along
with the normal component of the magnetizing currents.

Initially, we consider the core to be made of linear material as it becomes easier to
begin the calculations and lesser efforts are involved. Using the fundamental
equations, it is possible to calculate the magnetizing currents and also to have a better
visualization of the flux and the vector potential solutions are obtained for a trans-
former with nonlinear core material. It becomes essential to evaluate the perfor-
mance of the transformer with the inclusion of DC bias at a point which is close to
the saturation level of that transformer. Hence considering the flux density at rated
value, the initial linear inductance matrix is being obtained. Furthermore, the initial
or the fundamental component of the currents in transformer is calculated and then
transferred into the time domain and then considering the core material properties to
be nonlinear, the nonlinear inductance matrix is obtained at various time steps. The
fast Fourier transform (FFT) is then performed on the results obtained for calculating
the exciting currents from the nonlinear inductance matrix. To study the effect of
DC, an amount in percentage of the fundamental component of the currents is being
biased into as DC current. Later, the FFT is calculated to visualize the effect of
exciting currents and harmonics in the transformer core.

4 Simulation Result for Scaled Transformer Model

The transformer model has three phases and three limbs having eight coils on each
limb, with two coils as main winding, one coil as the tertiary winding and
remaining five coils as the regulating windings. The technical details of the
transformer are given in Table 1.
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Table 1 Technical detail of S. No Parameters of transformer Value
transformer
1 Rated power 6.9 kVA
2 Rated voltage 400/400 V
3 Rated current 10/10 A
4 Rated frequency 50 Hz
5 Rated flux density 12T
6 Switching group Adjustable
Fig. 2 BH curve for 2
TKESC120 core material
1.5
=
e 1
0.5
s 0 500 1000 1500 2000 2500 3000
H [A/m]

The saturation of the core is being visualized for a three-phase five-limb
transformer configuration. The core of the transformer is saturated unevenly and not
same for all parts. The effect on the magnetizing currents and harmonics is being
visualized for the above model. The nonlinear core material considered for the
scaled transformer is TKESC120 with a peak flux density at saturation near to 1.7 T
as shown by the B-H Curve in Fig. 2.

Initially, the DC fed into the model is lower and is gradually increased to
visualize the effects. The primary winding has been also excited at different levels
of voltage to see the impact of DC close to the saturation point of the transformer.
The windings are connected in star and the neutral is grounded. The results are
plotted in MATLAB so as to analyze the magnetizing current behavior and the
harmonic content measured in the nonlinear core material with the impact of DC.

5 Results Interpretation of DC Impact on Magnetizing
Currents and Harmonics

Owning to the return flux path, the five-limb transformer will have circulating DC
flux in the core which means the saturation of the core would be faster and stronger
and hence the magnetizing currents would be larger and with high peaks. The
magnetizing currents are higher in three-phase five-limb transformers subjecting
them to be more affected by the DC bias as visualized comparing Fig. 3 without DC
bias, Figs. 5 and 7 with DC bias and at higher voltage levels. Owning to the dc flux
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Fig. 5 a Magnetizing currents b harmonics at [input primary voltage = 800 V, 20 mA DC bias]

flowing through three phases forming circular path in all the phases, the appearance
of even harmonics along with odd harmonics is observed. On observing Figs. 7 and
9, it can be visualized that magnetizing currents are peaky and magnitudes are twice
as compared to a smaller voltage level with the same DC bias of 100 mA. Also the
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fourth and sixth even harmonics are of higher magnitudes. Thus, all the odd and
even harmonics are evident in the case of five-limb transformer model (Figs. 4, 6

and 8).
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Fig. 9 a Magnetizing currents b harmonics [input primary voltage = 1000 V, 100 mA DC bias]

6 Visualizing Flux and Magnetic Vector Potential

On comparing Figs. 4, 6, and 8, the stray fluxes which are leaving the transformer
core are higher and it is visualized as to how the saturation level of the flux changes
with DC bias of 100 mA to 1.94 T compared to a saturation level of 1.78 T at lesser
DC bias level of 20 mA. These stray fluxes are visualized to be moving towards the
transformer tank structure which eventually leads to hot spots development on the
tank structure.

7 Conclusion

A modelling mechanism based on finite element method (FEM) to understand the
impact of DC currents on the magnetic loading of the three-phase five-limb
transformer is articulated in this article. The impact of DC on the magnetic loading
of the three-phase five-limb transformer is presented and it is visualized that owning
to the three-phase five-limb transformer structure where an additional two limbs
provide an additional path for the superimposed dc flux to pass through and there is
no lower reluctance path for it to escape owning to which the saturation of the core
material is faster and stronger compared to a conventional transformer. The irreg-
ular behavior of magnetizing currents is observed whose magnitude and the peak
value increase as the DC bias increased with increasing the voltage levels. Both
even and odd harmonics are observed whose magnitude is also directly proportional
to the amount of DC flux induced along with AC flux. The quantity of stray or
leakage flux is higher and its intensity is also more at higher DC bias levels with
clear visualization of stray fluxes in ANSYS.
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Sensorless Back Stepping Control
for a Five-Phase Permanent Magnet
Synchronous Motor Drive Based
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Atif Igbal and Med Faouzi Mimouni

Abstract This paper presents the development of a speed control technique for a
five-phase permanent magnet synchronous motor drive (PMSM) based on sliding
mode observer (SMO) and back stepping controller. The design of back stepping
controller is detailed. The stability of the closed-loop system is demonstrated in the
context of Lyapunov theorem. In order to apply a sensorless five-phase PMSM
control, a SMO is used which estimates the rotor speed and the rotor position.
Simulation results are reported to prove the efficacy of the proposed strategy in
closed loop.
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1 Introduction

During the last years, multiphase drives have gained interest for their advantages.
Among their features are reduction of torque pulsations and reducing stator phase
current [1-3]. The high phase order offers greater fault tolerance. Recently, PMSM
has acquired interest [4, 5]. The advantages of this type of machine are numerous,
among which we can mention: low inertia, robust and low maintenance cost [3, 4].
Various methodologies to achieve the control of multiphase motor drives are pre-
sented in the literature. The most famous one is the vector control [6] which has
been used in most industrial drive applications due to its applicability and sim-
plicity. Nevertheless, the five-phase PMSM is a highly nonlinear system so that the
vector control, based on conventional PI and PID regulators, fails to achieve the
high performance requirements of industrial applications. To compensate for the
effects of nonlinearity, many nonlinear control strategies have been developed to
control PMSM drives such as sliding mode control [7], the direct torque control [8]
and the back stepping control [9-12]. Recently, back stepping control technique is
widely developed and studied. A back stepping controller is known as a recursive
and systematic design with the flexibility to avoid cancellations of useful nonlin-
earity [13]. It is a robust and powerful methodology that has been studied in the last
two decades. Numerous researches have been focused on the back stepping con-
troller to three-phase PMSM [9-11]. In [9], an adaptive backstepping technique is
designed to achieve the sensorless control of PMSM supplied by a current source
inverter. The control system is based on the adaptive backstepping observer and
adaptive backstepping controller. In [10], an improved direct torque control method
of three-phase PMSM based on backstepping control with a recursive least squares
algorithm to identify machine parameters is presented. Another new adaptive
nonlinear backstepping controller is proposed to compensate the unknown system
parameters [11]. Furthermore, a novel trajectory generator is designed to constrain
the motor reference current. Several research activities were dedicated to the con-
cept of sensorless control technique of three-phase PMSM drives. One of the
known classes of nonlinear observers is the sliding mode observer which posses
many special characteristics, namely order reduction control, simple algorithm and
disturbance rejection. Numerous papers were dedicated to the observation of
PMSM based on SMO [14, 15].

In this paper, the sensorless backstepping controller of five-phase permanent
magnet synchronous motor drive is proposed. This paper is organized in five
sections including the introduction as follows. Section 2 introduces the model of
five-phase PMSM. Then the backstepping controller is discussed in Sect. 3.
Section 4 deals with simulation results and the conclusions are presented in Sect. 5.



Sensorless Back Stepping Control for a Five-Phase ... 253

2 Model of a Five-Phase PMSM

The five-phase PMSM model can be given in a decoupled rotating frame
(diq1 — d3q3) [41:

% = —bily + wely + Llpvdl

% = —bily — W g — b, + Llp"ql

dﬁ% = —b3lys +30.l5 + L%vgzs (1)
‘Z_f — —balys — 300 + Liqus

where
(Idl,lql,ld3,lq3): stator currents in (d, — q; — d; — q3) frame.

(le, Val, Va3, vq3): stator voltages in (dy — g1 — ds — g3) frame.

Q and w, are the mechanical and electrical speed respectively. J, f and @ are the
inertia moment, the friction coefficient and amplitude of magnet flux respectively. P
pair poles and T, load torque.

5
oo
bl:&QbZZ 2 ;b3:&
L, L, L,

R; is stator resistance, L, and L, are the inductances of the main fictitious
machine and secondary fictitious machine respectively
Equation (1) can be written as:

dl n 1
Hal _ v
dr 81 L, d1
dly + 1
Dl _ —,
a5 L, "
dl 3 1
W:g3+L—vd37 (2)
dly 1
st pve
aQ _

dr 85
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where
g1 = —bily + wdy
&2 = —bily — wla1 — by,
83 = —b3l;z +3w 13 (3)
84 = —bs3lyz — 30,13
1
85 = b4lqp — jTl — bSQ
where
5
e \édjfp. ) _f
4 — 7 » Vs — 7

The control objective is to make the mechanical speed (2 track desired reference
Q.: such a tracking can be achieved through a backstepping controller algorithm.
The stator voltages are (le, Vgls Va3, vq3) considered as inputs.

3 Speed Backstepping Controller

The basic idea of the backstepping control strategy is to make the complex non-
linear closed-loop system equivalent in cascade subsystems of order one. The
stability is provided by Lyapunov strategy. The synthesis of the backstepping
controller proceeds in two steps.

3.1 Calculation of Current References

The system should follow the trajectory for output variable. The speed error is
defined by:

ey = QC - Q (4)
The derivative with respect to time of Eq. (4) gives:
e =Q.—Q (5)

Accounting for Eqgs. (2), (5) can be written as:

ey = Q. — g (6)
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In order to check the tracking performances, let us define the first Lyapunov
function v; associated with speed error, such as:

1
Vi = 56’% ™)

Using Eq. (6), the derivative of Eq. (7) is given by:
= e (Q — gs) (8)
Equation (8) can be rewritten as follows:
v =e1(Q — g5) = —ke} )
where k; > 0, which gives:
e =Q. — Q= —ke (10)

The ¢, axis current contributes towards torque whereas d;, ds and 3 current
components do not. This allows maintaining d; axis current, d3 axis current and g3
axis current equals to zero in order to obtain maximum average torque for given
copper losses [2].

The references currents then are given by:

(I‘/l)c Q + = Tl+b5Q+k1€1>/b4

(ar). =0 (11)
(1‘13)0 =0

(ls3), =0

3.2 Calculation of Currents References

The aim is to obtained the references current obtained by the previous step. The
stator current errors are defined as:

ey = (Iql)c_ ql
es = (In) . ~In

¢ 12
es = (I3) — I3 (12)
es = (Iqs)cf 43
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Considering Egs. (11), (12) is given by:

. 1
ey = (QC+ jT[-l-bsQ-i- klel)/b4 — Iql

e3 = —lIan (13)
ey =—1Ip
€5 = — g3

Using Egs. (13), (6) can be given as:
él = b4€2 — k1e1 (14)

The derivative of Eq. (14) gives:

e = (Ip), — I
es=(In). — 1
.3 (.dl)c a (15)
ey = (I3), — I3
€5 = (iq?’)c — 143
By substituting Eq. (2) in Eq. (15), one obtains:
o o 1
er=(Ip), —Ipn = (Ip), — 82— 7 Val
P
. o 1
es=(In), — I = (In). — 81 — 7V
y (16)
o 1
ey = (L), — Iz = (Ii3), — &3 — 7V
es =) —Ips = (I3), — g4 — 7 Ve

s

In order to prove the stability of the overall system, let us choose a new
Lyapunov function defined as:
_gteteteltel
B 2

V2 (17)

The derivative of Eq. (17) is given by:

\.)2 = —k1e% — kzef — k3€3 — k4€f - k5€§

. 1 . 1
+e <k2€2 +ager + (Iy1), — &2 — qu1> +e3 <k3€3 +In). — &1 — LVd1>
P P

) 1 . 1
+ ey <k4€4 + (Id3)c — 83 — L—Vd3> +65 (kSeS + (Iq3)c — 84 — L_V(/3>

(18)
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The derivative of the whole Lyapunov function Eq. (18) is negative, if the
quantities between parentheses in the same equation are equal to zero.

. 1
kaez +bser + (1), — g2 — v =0
L,
. 1
kyes + (1), — &1 — 7V = 0
g (19)

. 1
kyeq + (IdB)C — g3 — L_Vd3 =0

. 1
kses + (I3), — g4 — Ve = 0

A

The stator voltages are given by:

kaez +baer + (I1), — $2)
kses+ (In), — g1)
kses+ (Is3), — g3)
Vg3 = Ly (kses + (I;3), — g4)

Vql = Lp

Vai :Lp

Vas = L

—~

where k», k3, k4 and ks, are positive constants.

The synthesis of back stepping controller requires the rotor position and rotor
speed information. So that the speed and rotor speed transducers should be installed
in the shaft. However, these sensors are sensitive to environment conditions and
increase the system cost. The algorithm-based sliding mode observer used in this
work was developed with details in [2] but not described in this paper. The sliding
mode observer was applied to five-phase PMSM to estimate the rotor speed and the
rotor position. For more details refer to [2].

4 Simulation Results

A MATLAB/Simulink environment was used to simulate the feedback back step-
ping control based on SMO.

The corresponding results under the two different profiles: reversing transient
and low speed are illustrated by Figs. 1 and 2 respectively. Figure 1 illustrates the
drive performance to reversing the speed command. Figure 1a shows the reference,
estimated and real speed. One notes that the observed speed converges to the
reference one with good estimation. It seems clear from Fig. 1b that the developed
observer displays good results in terms of speed estimation. Indeed, the estimation
error of rotor speed is almost zero in steady state. Figure lc displays the observed
and the actual position. The five-phase PMSM performances at low speed are
reported in Fig. 2. The reference speed is set at 10 rad/s. Figure 2a displays the real,
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Fig. 1 Performances of five-phase PMSM to speed change: a speed; b estimation error of rotor
speed ¢ rotor position

observed and reference rotor speed. We can conclude a good estimation in terms of
trajectory tracking. Nevertheless, there is a small estimation error in transient state
as shown in Fig. 2b. Figure 2c displays the observed and real rotor position and its
estimation error is shown in Fig. 2d. The corresponding results prove the perfor-
mance of the SMO.



Sensorless Back Stepping Control for a Five-Phase ... 259
(a)
el 15
[
©
£ =
@ (\_% 10
2 = real speed
© T p
T 8;)_ 5 estimated speed .
o2 — — — — reference speed
8 5
c o 0
g °
[
‘©
4 -5
0 0.5 1 1.5 2
Time(s)
(b)
0.04
:\; 0.03
o =
® 2 o002
5o
S £ 001
e £
3 o0
-0.01
0 0.5 1 1.5 2
Time(s)
(© :
8 real [ —
) — — = — estimated
=2 6 ’
38 4 / /
(0] -%' /
- 3 4
c 8 / /
© —_
®© O
gs 2 =
0
0 0.5 1 1.5 2
Time(s)
(d)
0.1
c & 005
25
5 =
S5 0
= O
o =
o E
% -0.05
[0}
-0.1
0.5 1 1.5 2
Time(s)

Fig. 2 Performances of five-phase PMSM to speed change: a speed; b estimation error of rotor
speed ¢ rotor position, d estimation error of rotor position



260 A. Hosseyni et al.

5 Conclusion

This work presented the sensorless backstepping controller of a five-phase PMSM
based on SMO. Developed controller satisfied the stability condition under
Lyapunov criterion for both transient and dynamic behaviours. Numerical results
verify the developed theoretical background in terms of rotor speed and rotor
position estimation under different profiles.
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A Compact Dual-Band N-Way Wilkinson
Power Divider for GSM

Aijaz M. Zaidi, Syed A. Imam and Binod K. Kanaujia

Abstract In this paper, a compact dual band equal split N-way Wilkinson power
divider (WPD) is presented for GSM. A coupled line is also proposed as dual-band
quarter wavelength transmission line transformer (DBQWTLT). To understand the
dual-band operation of DBQWTLT, the complete derivation for the design equa-
tions is also done herein. By replacing each quarter (4/4) wavelength transmission
line (TL) of the single-band equal split N-way WPD with the proposed
DBQWTLT, the proposed circuit is obtained. To validate the proposed approach,
dual-band equal split two-way- and five-way WPD for 900 and 1800 MHz (GSM
frequencies) operating frequencies are presented here. The simulated results of the
dual-band equal split two-way and equal split five-way Wilkinson power dividers
validate the theoretical approach.

Keywords Wilkinson power divider - Quarter wavelength transmission line
transformer - Advanced design system (ADS)

1 Introduction

The wireless communication industry is very charismatic and challenging now. The
new advancements in the technology imposed some requirement on the wireless
communication systems such as compact size, multiband operations, and wide
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bandwidth. Power dividers/splitters are used to divide the single signal in more than
one signal, for example, three-way power divider divides the input signal into three
output signals. Previous work on single band N-way power divider was done in
[1-3]. Several metrics namely cost, size, bandwidth, have been adopted to define
the effectiveness of these components. Significant work was also done to make it
dual band [4-6]. But each these techniques has its limitations and drawbacks. For
example, in [4] two section transmission lines in cascaded form were used for
dual-band operation. But shows poor isolation loss. In [5] two-way dual band,
WPD was proposed using stubs. But occupies large area because of shunt stubs.
Multiband N-way Wilkinson power dividers were also proposed in [7].

In this paper, a compact dual-band equal split N-way Wilkinson power divider
for Global System for Mobile communication (GSM) is proposed. This paper is
divided into five sections. The coupled line as DBQWTLT with its dual-band
operation is explained in Sect. 2. The proposed dual-band N-way equal split WPD
is explained in Sect. 3. Simulation results of dual-band equal split two-way- and
five-way Wilkinson power divider with explanation are given in Sect. 4.

2 Dual-Band Quarter Wavelength Transmission Line
Transformer

The structure of the conventional £/4 TL and the proposed DBQWTLT are shown
in Fig. 1. Zc, Zg, Zyqq, and 0 are the characteristics parameters (characteristics
impedance, even, odd, impedance, and electrical length) of the conventional £/4 TL
and the proposed DBQWTLT respectively. The design equations for the dual-band
operation for DBQWTLT are obtained by doing even-odd-mode analysis.

(a) (b) Ze, 70400

Zc,+90°

o HEEE o o

Fig. 1 a Quarter wavelength transmission line, b proposed dual band quarter wavelength
transmission line transformer
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2.1 Even-Mode Analysis

The even-mode half circuit of the conventional £/4 TL is an open stub of electrical
length £45° and even-mode half circuit of the DBQWTLT is an open stub of
electrical length 0, shown in Fig. 2. Equations (1) and (2) are obtained for the
impedances of the even-mode half circuit of the conventional quarter wavelength
TL and proposed DBQWTLT. By taking Eqgs. (1) and (2) equal, Eq. (3) is obtained.

Zg
in = 1
jtan (1)
Zin = —jZc (2)
ZE = ZC tan 0. (3)

2.2 0Odd-Mode Analysis

The odd-mode half circuit of the proposed DBQWTLT and the conventional
quarter wavelength transmission line are shown in Fig. 3. The odd-mode half cir-
cuit of both the structures is short stubs of electrical length £45° and 60 respectively.
The equivalent impedances of short stubs of electrical length £45° and 0 are given
in Egs. (4) and (5) respectively. Both the structures, shown in Fig. 3, are equivalent.
So, on taking this condition, Eq. (6) is obtained.

Zin = jZogatan 0 (4)

Fig. 2 Even-mode half (a) (b)
circuit a quarter wavelength

Zg,0

[o]
transmission line, b proposed Zc,+45
transmission line transformer

(@) . (b)
Z-,+45 Zous®

'—_1.__1

Fig. 3 Odd-mode half circuit a quarter wavelength transmission line, b proposed dual band
quarter wavelength transmission line transformer
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Zin =JjZc (5)

Zodd = Z¢ cot 0. (6)

2.3 Dual-Band Operation

The equations for the dual operation of the proposed structure can be obtained with
the help of the mathematical concept. The coupled line exhibits dual-band char-
acteristics at two frequencies. So, Egs. (3) and (6) should be justifiable at two
frequencies. Here, we assume f; and f> are the operating frequencies of the circuit.
Let 5 = kf}, where k is the ratio of the f> and f;. If 0, and 0, are the electrical lengths
of the coupled line at the operating frequencies f> and f;. Equations (3) and (6) are
re-expressed as.

Zr = Zctan 04
7 7 ™)
e = Zctan 0,
Zodd = Z¢ cot 0
odd - c 1 (8)
Zodd = Zc cot O,
For Egs. (7) and (8) validation,
0, +0, =an
0 f
—_— = — = k7 9
0 fi ©)
where « is an integer. The value of the 6 and 0, are obtained from Eq. (9).
an
0, = 10
YTk (10)

For the compact size, take a = 1.
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3 Proposed Dual-Band Equal Split N-Way Wilkinson
Power Divider

3.1 Single-Band Equal Split N-Way Wilkinson Power
Divider

The conventional single-band equal split N-way WPD is shown in Fig. 4, where
Zow/N is the characteristics impedance of conventional 90° TL and N is the number
of the way. Each TL of the conventional single-band WPD is replaced with pro-
posed DBQWTLT; we obtained the proposed dual-band WPD, Fig. 5. The required
values of the Zg, Z,qq, 0 can be obtained using Egs. (3), (6), (9) and (10).

3.2 Dual-Band Equal Split Two-Way Wilkinson Power
Divider

Let the terminals impedance (Z,) of the two-way WPD are 50 Q. For two-way
WPD, N = 2. Then Z, V2 =70.7106 = Z.. This Wilkinson power divider is for
GSM applications. So, 900 and 1800 MHz frequencies have taken as operating
frequencies. The ratio of the operating frequencies/electrical length is equal to two.
This is the value of k = 2. For the compact design, we have taken a = 1. By putting
the value of a and k in Eq. (10), the electrical length of the coupled line
(DBQWTLT), has been obtained, 0 = 60°. The value of the even-odd-mode
impedances, Zg = 122.474 Q, Z,qq = 40.824 Q of the DBQWTLT, have been
obtained from Egs. (3) and (6). A schematic of two-way WPD is shown in Fig. 6.

Z6,VN,90°
PORT2
— 7 ® Zo
Z0,VN,90° ‘ v PORT3.
7_ 0
pa
PORT1 Zo, NSO | y PORT4
.7.7—7_ ‘ Z @ Z,
0
Zo,VN,90° PORTN+1
—— ‘ - @ 0
0

Fig. 4 Single-band equal split N-way Wilkinson power divider
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Fig. 5 Proposed dual-band equal split N-way Wilkinson power divider
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Fig. 6 Dual-band equal split two-way Wilkinson power divider
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3.3 Dual-Band Equal Split Five-Way Wilkinson Power
Divider

For the five-way WPD, N = 5. So, Z, V5=111.803 Q = Z.. Rest of the procedure
to find the desired values of the components of the presented dual-band equal split
two-way WPD has been applied. The values of the coupled line (DBQWTLT)
parameters Zg, Z,qq and 0 have been obtained as Zg = 193.649 Q, Z 44 = 64.549 Q
and 60° respectively for the dual-band equal split five-way WPD. The schematic of
the dual-band equal split five-way WPD is shown in Fig. 7.

4 Simulation Results

Two verify the design approach, the schematic circuits of the presented dual-band
equal split two-way- and five-way WPD has been simulated in Agilent
Technologies ADS. Ideal coupled lines have been used for the simulation. The
simulated results of the presented dual-band equal split two-way WPD and five-way
WPD have been satisfied all the characteristics conditions of single-band equal split
N-way WPD like ports matched condition (S;; = S22 = S33 = Sqq = S55 = Se6 = 0),
output ports isolation (S,3 = S3, = S43 = S45 = Ss¢ = 0) and equal power/insertion
losses (S>; = 831 = S41 = S51 = —7 dB) at both the frequency bands. The return
loss, insertion loss, and port isolation of the presented dual-band equal split two/

5= ) 1 'T T
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5 | | | l Zo=084 549 Ohm
....... E=680
sP1 l l F=0.8 GHz
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F=0.9 GHz L T R=50 Ohm -t
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Fig. 7 Dual-band equal split five-way Wilkinson power divider
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five-way WPDs are <—60.0 dB/<—70.0 dB, —3.01 dB/—6. 99 dB and <—60.0 dB/
<—70.0 dB respectively, have been achieved at both the frequency bands, Figs. 8,
9, 10, 11, 12, 13, 14 and 15.

4.1 Results of the Presented Two-Way Wilkinson Power
Divider

See Figs. 8, 9, 10, 11 and 12.
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4.2 Results of the Presented Five-Way Wilkinson Power
Divider

See Figs. 12, 13, 14 and 15.
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Fig. 14 Port isolation
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5 Conclusion

A compact dual-band equal split N-way Wilkinson power divider for GSM has
been presented in this paper. A novel architecture of the dual-band quarter wave-
length transmission line transformer with design is also presented in this paper. The
proposed DBQWTLT possesses wide bandwidth characteristics and compact in
size as compared to the previous tactics. The proposed approach has been verified
by simulating the dual-band equal split two-way- and five-way WPD in ADS.
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The simulated results validated the proposed approach. The proposed circuit has
good matching, equal split, and good output port isolation.
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Comparative Analysis of DC/DC
Converters with MPPT Techniques
Based PV System

S. Saravanan, N. Ramesh Babu and Padmanaban Sanjeevikumar

Abstract This paper focuses on the comparison of perturb and observe (P&O) and
adaptive neuro-fuzzy inference system (ANFIS) based maximum power point
tracking to track the optimum maximum power from PV system. This article also
points out the performance of the boost converter and modified Single-Ended
Primary-Inductor Converter (SEPIC) using above two techniques for PV. P&O and
ANFIS techniques are used to generate duty cycle of DC/DC converters. The study
is performed by using MATLAB/Simulink with the rating of 200 W PV and it has
been observed that the modified SEPIC converter based ANFIS produces superior
results compared with classical boost converter.

Keywords Maximum power point tracking - Adaptive neuro-fuzzy inference
system - Perturb and observe - Photovoltaic + Boost converter

1 Introduction

Due to the increase of energy demand and huge expense of fossil fuel, the con-
ventional energy source will not be capable for the production of power in the
upcoming years. To overcome that the renewable energy based power generation is
an eminent energy source, the renewable energy sources used are Photovoltaic
(PV), fuel cell, and small wind turbines [1]. The PV-based power generations have
become most prominent source for off-grid power generation. Many researches at
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present focus on this domain to improve the efficiency and to cultivate the maxi-
mum power effectively. The installation of PV system requires higher initial cost
with less maintenance. The PV system mainly converts the solar energy into
electricity and it mostly utilizes the irradiance and temperature. The solar power
produced introduces disturbance due to changing climatic conditions. To enhance
the generating powers from PV, Maximum Power Point Tracking (MPPT) tech-
niques are used to track [2]. There are various MPPT techniques to track the
optimal power from PV system, they are, hill climbing method, Perturb and
Observe method [3], Incremental Conductance [4], Fuzzy Logic Controller, Neural
Networks, Genetic Algorithms, Particle Swarm Optimization, Adaptive
Neuro-Fuzzy Inference System and so on [5, 6].

PV-based energy has low voltage characteristic in nature to step up the voltage
by using DC/DC converter as per the required application. The converter is used to
generate the fixed output voltage for the load during environmental changing
condition in the PV system. The converter depends on pulse for the switch
according to that the boost up operation will perform which was generated from the
MPPT technique [7]. The general block diagram of the PV-based converter using
MPPT technique was shown in Fig. 1. When the PV source varies according to the
climatic condition, the duty cycle is produced by tracking the optimum power using
MPPT technique to the converter and voltage transfer to the loading condition.

This paper provides the study of PV system with P&O and ANFIS MPPT
methods along with the usage of boost converter and modified SEPIC under
changing irradiance conditions.

1.1 PV Panel Modelling

Solar cell is designed by connecting current source in parallel with pn junction
diode which absorbs the irradiance and temperature of the solar energy and converts
it into dc current [8]. When the cells are connected in series, it generates large
voltage, whereas if it is connected in parallel, large current will be generated.

Fig. 1 A general overview of
PV-based system

Ipv

PV Vv DC/DC Vo ’
Panel |— PY' converter Foud

PWM

MPPT
Controller
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Fig. 3 I-V and PV characteristics of solar PV array

The equivalent circuit diagram of the single diode PV panel was shown in Fig. 2.
The modelling of the solar cell is defined by voltage—current relationship of PV
system as follows [9]:

IIPVIS<exp<M> 1) VR (1)

NSkTCl Rsh

where, I,,—PV current (A), I——saturation current (A), g—the electron charge
(1.60217 x 107" °C), k—Boltzmann constant (1.38065 x 10~>* J/K), a—diode
ideality constant, R; and Ry,—series and parallel resistances of cell (2), Ny—no. of
cells in series, and 7—temperature (K).

The relation between the power versus voltage and current versus voltage
characteristics for different irradiance condition of the PV panel is shown in Fig. 3.
From these characteristics, it is decided to incorporate a MPPT algorithm to track
the optimum power and current by choosing appropriate duty cycle in the converter.
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1.2 MPPT Modelling

1.2.1 Perturb and Observe Method

P&O based MPPT technique is one most commonly used because of its simple
operation and efficiency. In this method, the PV voltage and current is measured by
using sensor and calculate the power as the result is obtained. By comparing present
power with previous power, the controller will choose the next perturbation size.
According to the perturbation step size, the oscillations will increases or decrease
and there should be an optimum step size with a tradeoff [10]. The duty cycle of the
P&O method is computed by the voltage and power relationship as given in Eq. (2).

dP . P(n)—P(n—1)
W " = V) = Vpuln = )

(2)

The main demerits of this system are the oscillations around the maximum
power point and the low tracking efficiency under rapidly changing environmental
conditions.

1.2.2 ANFIS-Based MPPT Method

The combination of fuzzy logic control (FLC) and artificial neural network
(ANN) is called as ANFIS. The neural networks controller is used to mapping the
nonlinearity from the task and FL.C used to deciding the output for the task by using
correct fuzzy rules based on error and change in error. Because of the hybrid
operation of FLC and ANN, the ANFIS becomes more precise in controlling part of
the system by comparing other techniques [11].

The input 1 is the PV voltage and input 2 is the PV current and output is the duty
cycle with the set of 1200 data for the DC/DC converter. Its operation is divided
into five layers as shown in Fig. 4. The layer 1 is input layers and error (E) and
change in error (CE) are sent to layer 2 which performs the fuzzification operation
to produce the crisp fuzzy values. Layer 3 is a rule-based layer which tracks the
output to input based on the match. The layer 4 is a normalization layer which
strengthens the firing measured from a given rule. Layer 5 is defuzzification layer
which converts fuzzy values to crisp values and produces the appropriate duty cycle
to tune the MPPT to track the optimum point with more accuracy.

To train the ANFIS, the 1200 number of epochs with membership function of
both input variables E and CE are 5 and 5. Therefore, total numbers of rules are 25
as shown in Fig. 5.
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1.3 Modelling of DC/DC Converter

This paper compares both the boost converter topology [12] and modified SEPIC
converter topology of the PV system using two MPPT methods. The two converters
are used to generate high output voltage for the PV system and also it is validated
under the constant temperature with varying irradiance conditions.

1.3.1 Modified SEPIC Converter

This converter operates by the combination of classical boost and SEPIC converter
to generate the voltage gain. The converter used diode D,, and capacitor C, in the
circuit as shown in Fig. 6. The circuit consists of a single switch, diodes Dy and D,,,
inductors L; and L, and capacitors C;, C, and Cy [13]. When the switch is in turned
ON condition, the diode D, and D,, gets blocked condition and the charges are
stored in inductors L; and L,. The input current flows through inductor L, to the
inductor L, through capacitors C; and C,. When the switch is in turned OFF
condition, the diode D, and D, are in conduction mode and stored energy starts
discharge from L;. The current flows through capacitors C;, C, and the inductor L,
discharges the energy through diode D to load. The parameter design equation of
classical boost and modified SEPIC converters are tabulated in Table 1.

1.4 Implementation and Results

The detailed implementation of P&O and ANFIS based MPPT with DC/DC con-
verters for PV systems are modelled and simulated using MATLAB/Simulink
software. To validate the performance of MPPT algorithm, sudden changes in
irradiance level of PV system is introduced and verified the performance. The P&O
and ANFIS techniques produce the control pulse in accordance with the changes of
irradiance occurred at the PV panel. The system is simulated with conventional
boost and modified SEPIC converters.
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Parameter Boost converter SEPIC

Switch duty cycle D=1- % D= %

Inductance L= ‘Z;f Li=L,= VA“}’Z?

Capacitors C = m C=C = AIQT"('fv Cy = m

Vou 1s the output voltage, Vi, is the input voltage, D is the duty cycle, f'is the switching frequency,
Aiy is the inductor ripple current, and AV is the capacitor ripple voltage

Table 2 Converter

. Parameters Boost converter | Modified SEPIC
parameters chosen for testing —
Switching frequency (f) |24 kHz 24 kHz
Duty cycle (D) 0.9 0.82
Ly 195 pH 1772 pH
L, - 177.2 uH
Cy 128 pF 115 pF
C1 and C2 - 2.24 ].LF
R 338 Q 338 Q
| | | : y 2
1000 k-=----n-- .’ _________ ’. _________ ". _________ ] lOOC?W/m
o 800f - b L i Lo .
°§ : , 700‘?:V/m :
z : | E E
oS 600f--------- el Al ettt it ittt 1
Q , , , ,
= | | | |
k=t ' ' ' '
S e e . . .
E 400 300Wim? : : |
200 === s AR R o oo .
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Fig. 7 Change in irradiance level of PV

For the analysis, both converters are designed for 200 W PV panel. The
designed parameter values for both boost and modified SEPIC are tabulated in
Table 2. By using the both MPPT techniques track the maximum power from the
panel and generate the duty cycle for the converters. The performance of the MPPT
techniques based on boost and modified SEPIC converters was compared by
varying irradiance (300, 700, and 1000 W/m?) with constant temperature (25 °C).

The varying irradiance for different time period is shown in Fig. 7. The output
power of the boost converter based PV system is shown in Fig. 8. From the graph,
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Fig. 8 Output power of PV based boost converter

Table 3 Comparison of MPPT Boost converter
maximum power for boost techniques 300 W/mZ 700 W/mZ 1000 W/m2
converter
P&O 18.92 W 106.6 W 162.9 W
ANFIS 50.73 W 119.6 W 169.8 W

it is clearly shown that the ANFIS based boost converter produce maximum power
than the P&O technique for PV system. The output power of boost converter based
PV system with both MPPT technique is listed in Table 3. The maximum power
generates around 169.8 W by ANFIS and 162.9 W by P&O based boost converter
at standard irradiance (1000 W/mz) and temperature (25 °C) condition. Compare to
P&O based MPPT, the ANFIS technique generate maximum output power for PV
with boost converter.

The output power of the modified SEPIC based PV system is shown in Fig. 9.
From the result, we can observe that the ANFIS-based modified SEPIC converter
produces maximum output power than the other MPPT technique. The maximum
output power produced for modified SEPIC converter using two MPPT techniques
is tabulated in Table 4. From the table, converter produces 174.9 W for ANFIS
technique and 170.9 W for P&O technique. By comparing both Tables 3 and 4, we
can find that the combination of modified SEPIC converter generates maximum
output power for PV system.
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Fig. 9 Output power of PV based modified SEPIC converter

Table 4 Comparison of MPPT Modified SEPIC
maximum power for modified techniques 300 W/m? 700 W/m2 1000 W/m2
SEPIC converter
P&O 2175 W 1155 W 1709 W
ANFIS 47.47 W 1214 W 1749 W

2 Conclusions

In this paper, two MPPT methods namely P&O and ANFIS and converter circuits
like boost and modified SEPIC were used to model PV system. The performances
of the PV system with different combinations were analyzed under different irra-
diance and constant temperature condition for PV system. The simulated results
cleared that the modified SEPIC converter based ANFIS techniques performs better
than the conventional methods. Compared to boost converter, the modified SEPIC
based MPPT techniques produces maximum output power.
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Single Phase Asymmetric
Switched-Inductor Quasi-Z-Source
CHB Multilevel Inverter
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and Padmanaban Sanjeevikumar

Abstract Asymmetric Switched-Inductor Quasi-Z-Source Cascaded H-Bridge
Multilevel Inverter (A-SL-qZS-CHB-MLI) with seven-level high-boosted load
voltage is discussed in this article. Each unit of the proposed A-SL-qZS-CHB-MLI
is comprised of a Quasi-Z-Source (qZS) network with SL cell and H-Bridge unit.
The SL cell is formed with three diodes and two inductors. The qZS network
facilitates the operation of shoot-through (ST) state control to provide boosted
output voltage. The inclusion of SL cell increases the boosted output for the same
ST duty ratio as compared with conventional qZS-CHB-MLI. The performance
analysis of this topology in connection with THD for load voltage obtained from
simple boost control and multicarrier PWM method is presented. Simulation results
obtained from the proposed A-SL-qZS-CHB-MLI reveals high boost output voltage
with reduced THD as compared with the traditional qZS-CHB-MLIL.
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1 Introduction

In recent research works, many of the researches focused on renewable energy
power generation systems. Unfortunately, the input voltage obtained from the
renewable energy sources is sometimes low, discontinuous and affected by the
environment. Multilevel inverters are effectively employed in power-conversion
systems for high-power applications [1, 2]. The CHB multilevel inverters are
readily utilized in renewable energy applications as it provides output voltage with
reduced THD using multiple input dc voltage sources.

The CHB-MLI has reduced number of switches in its configuration as compared
with diode-clamped- and capacitor-clamped MLIs for a given number of voltage
levels [3]. The CHB-MLIs can only provide the summation of the input voltages,
but have no voltage boosting capability. Impedance-source networks (Z-Source
networks) are extensively used to increase boost ability of the inverters. Quasi-ZS
network is the improvement of the ZS network for providing improved reliability as
well as to provide continuous input current. The ZS and q-ZS network fed inverters
have remarkable applications in grid-connected distributed energy systems [4, 5].
The limits allied with the ZSI such as increased voltage stress applied on capacitors,
discontinuous input current, and no common ground between the CHB inverter and
dc source can be undertaken with the progress of q-ZS-MLI [6]. The SL-qZS-MLI
affords an extended boosted dc-link voltage with the recompenses of common
ground with the dc source as well as continuous input current. Productive advan-
tages can be obtained by including the SL-QZS network in the CHB-MLI. Hence,
the SL-qZS-CHB-MLI provides buck as well as boost functionality. This incor-
poration allows extended boost load voltage and power conversion concurrently in
one stage by utilizing ST states. Introduction of SL cell in the gZS inverter formed a
topology, which provided a higher boost factor as explained in [7, 8]. The ST states
can be generated by simple boost control, maximum boost control and constant
boost control techniques [9-16]. The SL cell makes it possible to operate the
proposed topology with high value of modulation index, thus reducing the
switching device voltage stress. The proposed topology significantly reduces the ST
time which results in decreased switching loss and improved efficiency. Analysis on
the performance of the A-SL-qZS-CHB-MLI with seven-level output voltage
provides outstanding performance with combined advantages of the SL cell, qZS
network and the H-Bridge cell. The simulated results of the A-SL-qZS-CHB-MLI
were obtained using MATLAB. Figure 1 shows the traditional ¢ZS-CHB-MLI and
its qZS network consisting of inductors L, L,, diode D; and capacitors C;, C,. In
this traditional topology, qZ source network shares the common ground with



Single Phase Asymmetric Switched-Inductor Quasi-Z-Source ... 287

Fig. 1 Traditional C2
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inverter, and draws continuous input current from the dc source. The boost factor of
the qZS-CHB-MLI is given in (1)

de 1
Boost factor, B= — = ——F—— 1
oost factor, W (1—2Dy) (1)

The A-SL-qZS-CHB-MLI topology is given in Sect. 2. The simple boost control
of the proposed is explained in Sect. 3. The simulation results were depicted in
Sect. 4, which elucidates the output voltage with THD. The conclusion is given in
Sect. 5.
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2 Asymmetric SL-qZ-Source CHB-MLI

The proposed A-SL-qZS-CHB-MLI for generating seven-level load voltage is as
depicted in Fig. 2. The proposed topology consists of a SL-qZS network with SL
cells, and H-Bridge unit. The SL cell consists of diodes D,, D3, D, and inductors
L,, Ly. The SL-qZS network affords the common ground point with the CHB
inverter.

The SL cells increases the voltage boost functionality for the A-SL-qZS-
CHB-MLI topology with addition of only three diodes and one inductor. The
A-SL-qZS-CHB-MLI operation is explained with non-ST and ST states. The mode
diagram of the non-ST state is shown in Fig. 3 and that of the ST state is shown in
Fig. 4. In the non-ST state, the diode D, D, are forward biased, while D,, D3 are

Fig. 2 Proposed seven-level £2
asymmetric 1"
SL-qZS-CHB-MLI
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Fig. 3 Non-shoot-through
state of the proposed topology

Fig. 4 Shoot-through state of Cc2
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reverse biased which connects L, and L; in series. The energy is transferred from
the input dc source to the CHB-MLI through the inductors L, L,, L3 and at the
same time the capacitors C;, C, are charged. In the ST state, the inverter side is
shorted due to the cross-conduction of switching devices in any leg.

During the ST state, D; and D, are reverse biased, while D, and D5 are turned on
which connects the inductors L,, L3 in parallel, discharges the capacitors C;, C, and
stores energy in inductors Ly, Ly, Ls.

The value of the voltage across capacitor C; is given in (2)

1 — Dg,
—Vin (2)

Vo = —— 0
@ 1-2Dg - D%,

The value of the voltage across capacitor C, is given in (3)

2Dy,

Vo= ————"
© " 1-2Dy4 - D%

Vin 3)
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The dc-link voltage is given in (4)

1 +Dsh

e = Vet Ve = 55 T

Viac = BVyc 4)

The value of AC load voltage depends on the Modulation Index (M) and B as
provided in (5)

Vac = M-B- 7 (5)
Figure 5 shows the B versus Dy, for A-SL-qZS-CHB-MLI and qZS-CHB-MLI

topologies. The boost functionality of the A-SL-qZS-CHB-MLI topology is
extended more than that of the traditional topologies.

3 Simple Boost Control of the Proposed
A-SL-qZS-CHB-MLI

ST states can be generated by simple, maximum and constant boost control tech-
niques. The ST states provide buck, boost and extended boost operations of the
proposed topology. Switching signals for the proposed topology are produced by
using Phase Disposition Pulse Width Modulation (PD-PWM) technique. In this
paper, the simple boost control method is applied for introducing ST states in the
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Fig. 6 Phase Disposition PWM scheme (PD-PWM)

generated pulses from PD-PWM technique by varying ST duty cycle. The simple

boost technique produces the ST states by using two constant control signals, where

the amplitude of the control signal is compared with the carrier signal above the

peak value of the modulating reference signal. The reference signal, the carrier

signals, and constant lines for simple boost control technique are shown in Fig. 6.
The ST duty ratio for this case is given in (6)

T
Dyp=-"r=1-M (6)

The correlation between M and Dy, is given in (7)
M <1 — Dy, (7)
The B of the A-SL-qZS-CHB-MLI is shown in (8)

1+ Dsh

1-2D-D?% ®

The proposed topology requires lower ST duty ratio when compared with
qZS-MLI for attaining the same boost gain. This advantage of the proposed
topology facilitates the larger improvement in the output voltage. Figure 7 shows
the voltage gain G versus M characteristics of the proposed topology, and it is
observed from the plot that the G increases for the higher M as compared with
conventional qZS-MLI.
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Table 1 Performance indices of the simulated output voltage

S. No. | Duty ratio Boost factor Simulated output voltage
Da (%) | B = 5525 | THD (%) | Vi sundamentat (V) | Vipeattundgamentar (V)
. 5 1.2 22.02 286.8 405.6
2. 10 1.39 21.59 293.8 415.6

4 Simulation Results

Simulation study using MATLAB software is carried for the proposed new
asymmetric SL-qZS-CHB-MLI topology. The simulation parameters are given as:
inductors, L; = L, = L3 = 40 mH and capacitors, C; = C, = 6000 pF, switching
frequency f; = 5 kHz, the input voltage Vi,; = Vinp = Vinz = 100 V and resistive

load, R-load = 50 Q.

Table 1 displays the three important performance indices namely V., (funda-
mental), Vj,eax (fundamental) and % THD of simulated output voltage of asymmetric
SL-quasi-Z-Source fed seven-level CHB inverter for Dy, = 5 and 10%.

Figure 8 shows sample output voltage waveform for ST duty ratio Dy, = 10%
and the corresponding THD spectrum is presented in the Fig. 9.
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Fig. 8 Simulated sample output voltage wave form of the asymmetric SL-qZ-source fed CHB
seven level inverter (Dg, = 10%)
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Fig. 9 FFT plot of the simulated output voltage (Dg, = 10%)

5 Conclusion

The performance analysis of the A-SL-qZS-CHB-MLI topology with extended
boost capability is presented in this paper. The boosted output voltage and the THD
of the proposed topology for 5 and 10% shoot-through duty ratio are presented with
the simulated results using MATLAB. The simulation results ensure reduced THD
and boosted load voltage for the proposed seven-level topology. This topology can
be effectively applied for renewable energy power-conversion systems such as
photovoltaic and/or wind power-conversion system.
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Buck-Boost LED Driver with Dimming
Characteristics

R. Gunabalan, D.R. Binu Ben Jose and Padmanaban Sanjeevikumar

Abstract Light Emitting Diode (LED) lighting plays a major role nowadays in
industry and commercial applications. An efficient control technique is introduced for
low power LED lighting with dimming characteristics. The driver circuit consists of a
simple buck—boost converter with dc input voltage. The dimming characteristics are
achieved by relating a low and high frequency control signal in order to eliminate
flickering and colour shift. Software implementation is performed in MATLAB-
simulink for a power rating of 10 W and tested under diverse brightness conditions.
The simulation results demonstrate that dimming can be achieved with high efficiency.

Keywords Buck-boost converter - LED lighting - Pulse width modulation
LED dimming

1 Introduction

Light emitting diode market is increasing day by day and preferred for low power
flash light to medium power street light applications because of its longer life [1],
no poisonous content (mercury free) [2], pollution free with high efficiency, low
voltage operation, high colour rendering index, maintenance free, no requirement of
ballast, low heat emission, easy dimming and high efficacy (Im/W) [3, 4]. The
operational lives of LED bulbs can be determined by the driving technique and
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operating temperatures. The voltage and current ratings of LED lighting is entirely
different from the rest of lighting devices. The voltage rating of LED lighting
depends on the number of LEDs connected in series and the current ratings vary
from 100 mA to 5 A. The typical current value of single LED for lighting appli-
cations is 350 mA. LEDs are current controlled devices and to retain constant
current, the LED driver circuits are intended to work in continuous conduction
mode [5]. LED dimming is necessary in street light applications during off-peak
period and very low power applications such as the backlight for smart phones and
flashlights [6]. Dimming of LEDs is adopted by varying the current through them.
Both analog and digital (PWM) dimming methods regulate the LED drive current,
which is proportional to the light output.

Simple pulse width modulation (PWM) dimming circuits were employed to avoid
flickering and colour shift in LED lighting with a low frequency range of 120-480 Hz
for a fundamental frequency of 60 Hz [7]. Digital dimming using low frequency pulse
width modulation to avoid chromaticity shift problem was studied and experimentally
verified for a frequency of 200 Hz [8]. High frequency series power dimming was
proposed for slow dynamic converters achieving good power factor and total har-
monic distortion [9]. A double PWM (DPWM) low frequency gate driver circuit was
adopted to regulate the average current and its amplitude to stop the LED lighting from
colour swing [10]. The biological effects of flickering effect of dimming LED lighting
at low frequencies are discussed in detail in case of car taillights [11]. In this proposed
work, double PWM method is incorporated with simple buck—boost converter to drive
the LED by a pulsed current for better efficiency and low current ripple and it is
compared with the high frequency PWM dimming technique.

2 DPWM Buck-Boost Converter

The configuration of buck—boost converter for LED lighting with dimming char-
acteristics was employed in [12] where the average voltage and current through the
LED was varied by adjusting the duty cycle of high frequency signal. DPWM
control method for dimming feature was proposed to improve the performance of

: :f> Buck-boost LED
¢ inpat converter = Load

h

DPWM
Gate Signal

Fig. 1 Block diagram of buck—boost converter with DPWM method
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the existing dc—dc buck—boost converter. The block diagram representation of the
buck-boost dc—dc converter is shown in Fig. 1.

The circuit diagram of the buck—boost converter is shown in Fig. 2. The circuit
is formed by a dc voltage source, ideal semiconductor switch, inductor, free-
wheeling diode and filter capacitor (Fig. 3).
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Fig. 3 Double pulse width modulation control signal for LED driver
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3 Results and Discussions

The control signal for the switch is generated by a combination of 50 kHz high
frequency and 100 Hz low frequency signal for dimming. The converter is operated
in discontinuous conduction mode during dimming mode and LEDs are in on state
when the low frequency PWM signal is in high state. The magnitude and the
average current of the LED lighting are controlled by high and low frequency
signals respectively. The circuit variables are designed for an input voltage of 12 V.
The LED load is designed for an output voltage of 24 V at maximum brightness
conditions with 350 mA. The load has a string of eight LEDs connected in series
and the rating of each LED is 3 V and 350 mA. The designed circuit parameters
and specifications are given in Table 1.

The buck—boost converter circuit is designed to operate for a minimum current
of 8.22 mA to the rated current of 350 mA by varying the pulse width of high
frequency signal from 23.75 to 52% for SPWM dimming. The average output
voltage variation is from 20.44 to 24 V. In DPWM dimming, the pulse width of
high frequency signal is maintained at 52% which is the maximum value to obtain
the rated voltage (24 V) in SPWM and the duty cycle of low frequency signal is
varied from 16.5 to 69% for a current of 8.22-262 mA (3/4th of the rated current).
The average output voltage varies from 20.45 to 22.98 V. It is evident that smaller
variations of output voltage across LEDs made large impact in its current and the
brightness.

The key waveforms of the PWM techniques are presented in Figs. 4 and 5 for a
minimum load current of 8.22 mA. In single PWM method, the amplitude as well
as the average current of the LED is controlled whereas in double PWM, the
amplitude (peak value) is maintained constant and the average current is controlled.
Current is discontinuous in both switching methods. The switching and conduction
losses are less in DPWM but the switching stress is high during the initial period.

The voltage and current waveforms are attained for half the rated current of
175 mA in single and double PWM method and are depicted in Figs. 6 and 7. The
current through the inductor, LED, switch, diode and capacitor are observed.
Current is continuous in SPWM and discontinuous in DPWM and reduces the
conduction losses for the same load current. The rated current of 350 mA is

Table 1 Specifications of Parameters Values
buck-boost converter
Input voltage 12V
Output voltage 24V
Output current 350 mA
Inductance 110 pH
Capacitance 10 pF




Buck-Boost LED Driver with Dimming Characteristics 299

(@) (b)
25 0.2
0.18
20 0.16
= s 0.14
© 15 f;’ 0.12
% % 0.1
g 10 3 oos
0.06
5 0.04
0.02
001 0.12 0.14 0.16 0.18 0.2 0
° : : B ) N 0.1 0.12 0.14 0.16 0.18 0.2
Time (s) Time (s)
©
| inductor current |
N N N /N N\
0.1 0.1 0.1 0.1 0.1 0.1001 0.1001 0.1001 0.1001 0.1001
1
| m—— switch current |
0.5 I
0
0.1 0.1 0.1 0.1 0.1 0.1001 0.1001 0.1001 0.1001 0.1001
0.1 T T
|

0.05 | LED current
i i
0.1 0.1 0.1 0.1 0.1 0.1001 0.1001 0.1001 0.1001 0.1001

| = diode current |

N NN

0.1 0.1 0.1 0.1 0.1 0.1001 0.1001 0.1001 0.1001 0.1001

0.0(2) /\ P /\ //\ //‘ capacitor current |
ARV RVARVARYA

0.1 0.1 0.1 0.1 0.1 0.1001 0.1001 0.1001 0.1001 0.1001
Time (s)

o
o o0~ O

Current (A)

-0.02
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achieved by operating the switch in continuous conduction in SPWM as dimming is
not required. The corresponding waveforms are illustrated in Fig. 8. The efficiency
of the control techniques are calculated for different load currents and are given in
Table 2. The efficiency of DPWM is better at low dimming current and high
brightness state.
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Table 2 Efficiency of SPWM and DPWM (input voltage = 12 V)

Output load Single PWM Double PWM
current (A) Duty Output % m | Duty Output % n
cycle voltage (V) cycle voltage (V)

0.0822 23.75 20.44 90.3 16.5 20.45 97.7
0.0875 25 20.56 89.8 18 20.52 96.9
0.175 37 21.77 91 435 21.75 95.7
0.2625 47.5 22.97 927 |69 22.98 97.6
0.35 52 24.13 93.8 |96 24 97.7
4 Conclusion

The dimming characteristics are achieved by employing DPWM technique in a
simple buck—boost converter with minimum number of switches and energy storage
devices. The performance of the driver circuit is improved by operating the con-
verter in discontinuous conduction mode for current regulation. The low frequency
reduces the flickering and colour difference under discontinuous conduction. It is
possible to achieve wide output current range with minimum voltage variations
without any additional coupling inductive components.
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S-Parameter Based Evaluation
of Cable Losses for Precise Low
Frequency Voltage and Current
Calibration

Swati Kumari, Sunidhi Luthra, Jyoti Chauhan, Bijendra Pal,
Saood Ahmad, Ravinder Kumar, P.S. Negi and V.N. Ojha

Abstract LF (low frequency) voltage and current are important parameters in
electrical metrology. Evaluation of cable losses has been undertaken to improve
measurement accuracy for LF voltage and current calibration at CSIR-National
Physical Laboratory India (NPLI). The measurement has been done by measuring
its S-parameters using Vector Network Analyzer (VNA) in the frequency domain.
Insertion Loss method and Return loss method have been used to validate the VNA
based measurement results. This paper presents evaluation of cable losses for two
designated coaxial cables. The applied corrections for both these cables have been
evaluated in frequency range from 300 to 1 MHz at different LF voltage points. In
order to improve LF voltgae and current calibration accuracy and precision in
measurements, the coaxial cables must be characterized for their impedances and
losses. This paper presents and discusses two different methods used to characterize
the coaxial cables.

Keywords Coaxial cable - Insertion loss - Return loss - Cable loss
Calibration - Accuracy + VNA

1 Introduction

To measure the broadband S-parameters using VNA, it has to be calibrated [1] first.
A conventional short-open-load-thru (SOLT) method [2, 3] has been used to cali-
brate the VNA. Since in this study device under test (DUT) is coaxial cable with
Type N connector, 85032F—a mechanical calibration kit having short open and
load has been used for VNA calibration. Before starting the measurements, VNA’s
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reference plane must be calibrated [4]. Since here we are concerned about coaxial
cable losses by two different VNA based measurement methods. So first S,
parameter is being measured and evaluated using two-port based Insertion loss
method and then S;; parameter is being measured and evaluated using one-port
return loss method, where one end of the cable is terminated by a matched 50 Q
load. Now S,; is evaluated based on S;; measurements using Eq. (3).

Based on insertion loss method and return loss method cable loss is measured in
terms of logarithmic scale then evaluated using standard S-parameter formula [5]:

outputpower
S21(dB) = 101 _— 1
(dB) 0810 inputpower ’ (1)
transmittedpower
S11(dB) = 101 _—— 2
(4B) O810 receivedpower ’ @)
S11

So, the contribution due to cable losses has been evaluated in terms of correction.
Correction has been calculated using following standard S-parameter formula [5]

b2
21=— a2 =0 4
s20 =27 a )

Correction = Applied value — Measured value (5)

where, al is incident power at the network input
a2 is incident power at the network output
b2 is reflected power at the network output

For many decades, research work has been going on around the globe to be at
par in terms of national standards. It is a known fact that to reduce the overall
uncertainty for a measurement, all sources of errors must be considered. Generally
for any calibration setup, a standard source must be electrically connected to Device
under Test (DUT) through cables and connectors. This paper discusses evaluation
of cable losses for LF voltage and current calibration. Ideally the DUT must read
the same value from the source without any degradation but unfortunately this is not
always the case. So for precise and accurate measurements, appropriate cables must
be used, otherwise serious errors may be introduced which can affect the overall
uncertainty. So, to minimize the effect on total uncertainty one must consider these
possible sources of errors.
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2 LF Voltage and Current Calibration at NPLI

Being a National Metrology Institute (NMI), NPLI is responsible for providing
apex-level calibration services within the country. For precise and accurate mea-
surements, bank of multijunction thermal converters (MJTC) are used as primary
standard for LF voltage and current parameter. MJTC’s are used to assign AC-DC
Transfer difference in frequency range from 10 Hz to 1 MHz for LF voltage and
40 Hz to 10 kHz for LF Current [6]. The AC-DC transfer difference thus assigned
is transferred to working standards such as calibrators and digital multimeter.

The calibration setup shown in Fig. 1 consists of designated co-axial cables to
connect the source with the DUT. The errors caused due to each and every com-
ponent of calibration setup, especially cable losses must be included in the reported
results. This paper presents the analysis done in support of this goal.

3 Experimental Setup

The experimental setup for insertion loss method evaluating cable loss is shown in
Fig. 2. Corresponding S,; parameter of the coaxial cables have been measured and
uncertainty calculated accordingly. To achieve our goal, designated coaxial cables
as shown in Fig. 3 were measured for their S-parameter.

Fig. 1 Calibration setup for
direct LF voltage and current Computer Interface <
measurements Controller
a
v v
Precision AC Calibrator _ | Digital Multimeter
(Standard) v (DUT)

Fig. 2 Two-Port VNA
based insertion loss
measurement setup for cable
loss measurement
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(b)

Fig. 3 a Cable 1: Type N (male) cable used in LF voltage measurements b Cable 2: Type N

(male) to banana (male) cable used in LF voltage and current measurements

Table 1 Coaxial cable loss for cable 1 and cable 2 respectively

Freq. Cable 1 Cable 2

(kHz) Insertion loss Return loss Insertion loss Return loss
method (dB) method (dB) method (dB) method (dB)

300 —0.015 —0.015 —0.023 —0.024

400 —0.015 —-0.014 —-0.023 —0.025

500 —0.015 —0.014 —0.024 —0.025

1000 —0.016 —0.014 —0.025 —0.026

4 Measurement Results

Measurement of cable losses has been done for higher end of LF range that is from
300 kHz to 1 MHz as shown in Table 1. Uncertainty of the cables has been cal-
culated from the obtained sets of measurements [7]. Plot of uncertainty in cable loss
measurements with frequency for both the cables are shown in Figs. 4 and 5
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respectively. Vertical bar shows uncertainty in the cable loss for LF range. As we
can see from Table 1 that cable loss for cable 1 and cable 2 is approximately same
for both the methods. Difference in cable loss for cable 2 as compared to cable 1 can
be due to impedance mismatching between different types of end connectors.
Further mismatch uncertainty [8] can be evaluated to validate the results.
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Table 2 Correction for cablel at different applied voltages
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Applied voltage Correction (V)

Frequency (kHz) 1 mV 100 mV 1V 100 V 1000 V
300 0.0000017 0.00017 0.0017 0.17 1.7
400 0.0000016 0.00016 0.0016 0.16 1.6

500 0.0000016 0.00016 0.0016 0.16 1.6
1000 0.0000016 0.00016 0.0016 0.16 1.6

Table 3 Correction for cable 2 at different applied voltages

Applied voltage Correction (V)

Frequency (kHz) 1 mV 100 mV 1V 100 V 1000 V
300 0.0000016 0.00016 0.0016 0.16 1.6
400 0.0000017 0.00017 0.0017 0.17 1.7
500 0.0000017 0.00017 0.0017 0.17 1.7
1000 0.0000018 0.00018 0.0018 0.18 1.8

5 Conclusion

Coaxial cable losses have been evaluated for the LF voltage in the frequency range
from 300 kHz to 1 MHz. Broadband S-parameter for designated cables has been
measured and analysed and corresponding corrections have been calculated using
Egs. (1), (2), (3), (4) and (5) for different voltage points as shown in Tables 2 and 3.
Measurement results shows that both methods are validated. Correction factor is
sensitive to cable losses which concludes that higher end of LF range need to be
addressed and corrections must be applied for absolute measurements. For accurate
and precise LF voltage and current calibration, cable losses must be incorporated in
the results.
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Buck-Boost Current Converter Using
Duality Concept and Its DC Transformer
Modelling

S.B. Mahajan, Padmanaban Sanjeevikumar, K.M. Pandav,
R.M. Kulkarni and V.A. Sherke

Abstract In this chapter, DC-DC current buck—boost converter using duality
concept is articulated with the help of DC transformer modelling. Buck—boost
converter plays a dominant part of switch mode power supply (SMPS) and drives
applications for voltage and current control. Advantage of employing buck—boost
converter is that it provides voltage less as well as greater than input voltage. The
suggested converter is dual of traditional buck—boost converter and provides a
flexible control of current for SMPS and drives applications. The duality concept is
applied on conventional voltage source buck—boost converter to obtain proposed
converter (current buck—boost converter). The formation of proposed circuit is
discussed in detail along with its mathematical analysis and equations. MATLAB is
used to simulate proposed and results prove practicability and operation of pro-
posed circuit of converter.

Keywords Duality approach - DC-DC - Buck—boost - DC transformer modelling
Current

S.B. Mahajan (0<)) - K.M. Pandav - R.M. Kulkarni - V.A. Sherke
Department of Electrical and Electronics Engineering,

Marathwada Institute of Technology (MIT), Aurangabad, Maharashtra, India
e-mail: sagar25.mahajan@gmail.com

K.M. Pandav
e-mail: kiranpandav88 @yahoo.co.in

R.M. Kulkarni
e-mail: kulkarni.rishil23 @gmail.com

V.A. Sherke
e-mail: sherke.vaibhav@gmail.com

P. Sanjeevikumar

Department of Electrical & Electronics Engineering, University of Johannesburg,
Auckland Park, South Africa

e-mail: sanjeevi_12@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2018 315
A. Garg et al. (eds.), Advances in Power Systems and Energy

Management, Lecture Notes in Electrical Engineering 436,
https://doi.org/10.1007/978-981-10-4394-9_32



316 S.B. Mahajan et al.

1 Introduction

Now-a-days many industrial applications require a variable DC voltage from fixed
DC voltage [1-12]. Buck-boost converter is DC-DC high frequency switching
converter and it merges the characteristic of boost converter and buck converter to
feed the constant power to load [1-4]. This converter requires DC input which
results into low as well as high output voltage and output is depends on duty ratio.
Traditional buck—boost converter gives low as well as high negative output com-
pared to input [5—12]. Some industrial drives application requires current converter
to control the torque of the drives. In this paper, buck—boost current converter is
proposed using duality approached to control the current through load. In proposed
converter dual model of voltage source buck-boost converter is employed to
control the load as per the industrial requirement which helps to achieve high or low
current. When OFF state duty cycle of switch decreases, then output of proposed
converter is decreased and converter is operates as a buck current converter.
When OFF state duty cycle of switch is increases then output of proposed converter
is increased and converter is operates as a boost current converter. Electrostatic
components (Capacitors) and magnetic components (Inductor) play a very crucial
role in operation of the proposed converter and operating at the high frequency as
they possess remarkable property of getting charged or discharged in short time
span. In Sect. 2, duality concept is applied to obtain proposed converter. In Sect. 3,
proposed converter circuit analysis given with numerical equation, DC transformer
modelling and its diagrammatic representation. The relationships of DC current and
DC voltages are represented by DC transformer modelling [1-4]. MATLAB soft-
ware is used to verify the practicability of proposed converter. In Sect. 4 proposed
converter simulation results is discussed and examined in detail.

2 Proposed DC-DC Buck-Boost Current Converter
with Duality Concept

A circuit and its dual circuit are different from each other but they show the same
characteristics equation. Hence, two circuits are dual of each other if they described
by similar characteristic equations with only its dual pair interchanged [1-4].
Duality is obtained between voltage and current source, resistance and conductance,
capacitor and inductor, open circuit and short circuit, and many more as elaborated
in the Table 1. Proposed current buck—boost converter is obtained by using duality
concept on conventional voltage source buck—boost converter. Figure 1 shows
traditional buck—boost converter with voltage source which is consisting of single
switch, inductor, diode and capacitor.

To find the network of proposed current converter (dual circuit of traditional
voltage buck—boost converter), following steps are to be followed and the duality
operation is articulated in Fig. 2.
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Table 1 Duality relationship between circuit terms and components

Dual of components and terms

Components and terms in circuit

Voltage source (independent) Current source (independent)
Current source (independent) Voltage source (independent)
Capacitor Inductor

Resistance Conductance

OFF-time duty cycle (Toff/T)
Open circuit

Node

Capacitor ampere second balance

ON-time duty cycle (Ton/T)
Short circuit

Mesh/loop

Inductor volt second balance

Power transistor
Power diode
Delta connection

Power transistor

Power diode

SO A A A A A A A O

Star connection
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Fig. 2 Duality concept for traditional buck—boost voltage source converter
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1. Consider a node at the middle of each mesh of traditional buck—boost voltage
source converter.

2. Now, mark a datum node (known as reference node) away from all nodes
outside the circuit.

3. Join the considered nodes, such that every line joining the nodes should pass
through an element in the circuit.

4. If the line drawn from the nodes leaves the circuit after passing through a circuit
element, then join the line with datum node.

5. Now, replace each element by its dual pair element as shown in the table.

6. After considering the dual elements, the polarity of voltage source must be
determined. If the mesh current produced by voltage source is positive then in
the duality circuit, consider the current direction from datum node to associated
node of mesh.

Figure 3 depicts the proposed current buck—boost converter and it required
single inductor, single control switch, single uncontrolled switch and capacitor.
Control switch is directly connected in parallel with current source to control the
operation of modes of proposed converter. Single inductor is connected in series
with load. Capacitor is connected in intermediate to transfer of energy of the source
to loads. When S is turned ON, all the input current is passed through the switch S.
Capacitors transfer its energy to load and inductor through switch S. Because of
capacitor voltage diode D is in reverse biased (negative voltage is appeared across
diode). In this mode series connection of control switch, Load, Inductor L, capacitor
forms a closed loop. Negative buck or boost current is obtained at the load. The
equivalent circuit of proposed converter when switch S is turn ON is given in
Fig. 4a.

liw=Is,Vs =0,Ip =0
Ic=—-1; =1, ON State Equation (1)
Vo—VL+Ve=0

When switch S is turned OFF, all input current flows through the capacitor and
diode. Thus in this mode capacitor is charged by input source. Diode, load and
inductor form a closed loop and inductor provides energy to load through diode.
The diode is forward biased and current through diode is equal to summation of
capacitor and inductor current. Finally negative buck and boost current is obtained

Fig. 3 Proposed current Ve -V
buck—boost converter il 1 i m—:
1T
Iq\l/ — - +
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Fig. 4 a ON state b OFF state of equivalent circuit of proposed buck—boost current converter

Fig. 5 Characteristics 4 o orion
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at the output of converter. The equivalent circuit of proposed converter when switch
S is turn OFF is given in Fig. 4b.

Ip=Ic+1,=1c—Ip
Is=0,I,=I¢ OFF State Equation (2)
Vo—V, =0

In Fig. 5 characteristics waveform of the proposed current source converter is
shown. In proposed current buck—boost converter inductor and capacitor is used as a
filter and intermediate component respectively. The main function of capacitor is to
deliver energy to load from input source. Proposed converter follows the capacitor
ampere-second balanced method which is a dual of inductor volt second balanced
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method. It means during one complete cycle of switching, the amount of charge
flowing in and out of the capacitor is the same in its steady state condition. Thus the
integration of capacitor current over a complete switching cycle is equal to zero.

(1 = D)I¢ (when switch is ON) + (D)Ic (when switch id oFF) = AQ (3)

where, OFF-time duty cycle denoted by D (ON-time duty cycle).

(1= D)(—1y) + D{Ip — I) = 0 @
(1-D)(Io)+ DLy =0 )
Current gain of proposed converter, G(D) = I = 1-D (6)

—D/(1 — D) is current gain of proposed converter. Proposed converter operated
as buck current converter when D is less than 0.5 and operated as boost converter
when D is greater than 0.5. Proposed converter provides a workable solution to
control the current of load.

3 Proposed Buck-Boost Converter DC
Transformer Modelling

The DC transformer model is utilized in order to obtain the circuit equivalent of
proposed converter, which represents the direct and apparent relation of DC currents
and DC voltages of a converter. Considerable and accepted approach is provided by
this model which allows transformer gets saturated with DC; hence, transformer is
employed physically without considering the parameter to model equivalent circuit
of proposed converter. Both side of transformer, i.e., primary as well as secondary
are represented by dependent sources and turn ratio is the functions of OFF state duty
cycle provided control system. There are usually three distinct ports in a power
converter: input port, output port and control signal port as illustrated in Fig. 6. The
efficiency of switching converters is ideally equal to 100%. This is the reason; it is
found that input power is always equal to power obtained at output.

Fig. 6 Generalized power
converter port

Control Signal
Iin I Io
i Input DC-DC Output
_ Power | Converter | Power

Vo
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Input power (Pi,) = Output power Pg 7)
or Ijp X Vin =1, X V,

(8)

G(D)
Vo=V X gp; of V=V, xG(D)

In=1I,x = or gmxcw)}
where G(D) is based on duty y ratio (OFF state duty cycle). Conversion ratio of
proposed converter does not depends on the load and it is equal to negative value of
D/(1 — D). Further Model-I network and Model-II network are obtained by using
proposed current converter as shown in Fig. 7a, b.

Using Ideal DC transformer model, an equivalent but actually more significant
and upgraded model of any DC-DC Converter can be acquired as exposed in
Fig. 8a. Solid horizontal lines indicated that transformer is capable to work on DC
voltage and Current. The set of rules applied to simplify the equivalent circuit of
proposed converter and final DC transformer model is shown in Fig. 8b.

To make the circuit much simpler, all the elements on primary sides are shifted
to transformer’s secondary side as illustrated in Fig. 9. Now, with the help of
current division rule, the circuit can be simplified in order to find the resultant
output current. The graph for OFF state duty cycle versus current gain is illustrated
in Fig. 10.

(a)

* I; '1; +
vin Yox G(D) linx GD) vo Vin Io (_D) Vm G(D)

Fig. 7 Proposed converter modelled based on dependent source a model-I b model-II

(a) (b)
GD): 1 -D:1-D 9
Isl + e « . *+ +
+ in ° e I, t n
Vin Vo Iin @\ Rsh< |Vin Vo Iolk Vo

Fig. 8 DC-DC converter model using DC transformer a generalized model using DC transformer
b proposed converter using DC transformer
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Fig. 9 Proposed converter
DC transformer model by

referring the entire primary
element to secondary side IO
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+
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4 Simulation Result of Proposed Buck-Boost Converter

The proposed buck—boost current converter is simulated in MATLAB to verify the
feasibility and operation with 20 kHz switching frequency, 100 W rated, input
current 4 A, off state duty cycle is 75% for boost Mode of converter and 25% off
state duty cycle for buck Mode. Simulation result of proposed converter in buck
mode and boost mode is shown in Fig. 11a, b respectively. In buck mode it is
observed that for 25% off state duty cycle, the current is step down to —1.34 A from
4 A. In boost mode, it is observed that for 75% off state duty cycle, the current is
step up to —12 A from 4 A. It is also observed that diode is in reversed biased when
switch is ON. In OFF state voltage across diode is summation of voltage across load
and inductor. The voltage across switch in OFF state is equal to capacitor voltage.
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Fig. 11 Simulation Result a buck mode (25% OFF state duty cycle) b boost mode (75% OFF
state duty cycle)

5 Conclusions

Buck—boost current converter using concept of duality is articulated in this paper
with DC Transformer model to control the load current. Using duality concept and
capacitor ampere second balance method conversion ratio is obtained. Proposed
converter operates as a buck current converter when off state duty cycle is lesser
than 50% and operates as a boost current converter when off state duty cycle is
higher than 50%. Simulation results prove the viability of proposed circuit and
duality concept.
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Abstract In this article 2.4 kW, three-phase inverter for aircraft application is
articulated. When aircraft above 1000 m altitude, power amplifiers are employed to
increase the strength of signal during transmission. The circuitry consist of input
filter, three-phase output obtained by connecting three single-phase H-bridge
inverter, transformers and LC filters at the star connected load end. The (THD) of
proposed three-phase inverter is 2.8%. The Total Harmonics Distortion (THD) of
the circuit is reduced by using sinusoidal pulse width modulation technique
(SPWM). The component size is reduced by using high frequency modulating
signal (400 Hz). The proposed circuit performance is verified with experimental
and simulation result. The experimental and simulation result confirms the feasi-

bility of proposed converter.

Keywords Three-phase inverter - H-Bridge - Aircraft application
High frequency - Sinusoidal pulse width modulation (SPWM)

K.M. Pandav - S.B. Mahajan (<)) - S.M. Badave - R.M. Pachagade
Department of Electrical & Electronics Engineering, Marathwada Institute
of Technology, Aurangabad, India

e-mail: sagar25.mahajan@gmail.com

K.M. Pandav
e-mail: kiranpandav88 @yahoo.co.in

S.M. Badave
e-mail: smb.eed @gmail.com

R.M. Pachagade
e-mail: ruchi.pachagade @gmail.com

P. Sanjeevikumar

Department of Electrical & Electronics Engineering, University of Johannesburg,
Auckland Park, South Africa

e-mail: sanjeevi_12@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2018

A. Garg et al. (eds.), Advances in Power Systems and Energy
Management, Lecture Notes in Electrical Engineering 436,
https://doi.org/10.1007/978-981-10-4394-9_33

325



326 K.M. Pandav et al.

1 Introduction

The invention of aircraft by Wright Brothers helped mankind to take a step up in the
ever-fascinated dream of flying. Recently major challenge is to adopt power con-
version static inverters technology to supply the aircraft’s electrical instruments.
The recent era of fresh aircraft systems, a most important challenge is conversion of
supply for the aircraft’s electrical instruments. Present aircrafts depend exhaustively
on electrical power owing to wide application of electronic flight instrument sys-
tems to normalize, produce and allocate electrical power throughout the aircraft. To
accomplish consistency in the electrical systems suitable energy conversion device
with fewer distortions, minimum number of semiconductor devices and protection
unit is installed in such a way that it will not be subjected to harmful on circum-
stances of any kind. Three-phase inverter utilizes the renowned technologies for
reliable and fault tolerant, redundant with low-voltage and high-current configu-
rations [1-5]. Due to capability of reduction in per phase inverter semiconductor
rating it is more suited for high power applications. The radio detection and ranging
(RADAR) is used in aircraft to transmit and receive the signal from the ground
station. If aircraft flying at altitude below 1000 m, then the signal strength is good at
receiving end of the ground station. But when aircraft flying above 1000 m altitude,
the strength of the signal received at ground station is weak, to get good signal
strength throughout the way at the ground station power amplifier is used. This
power amplifier increases the strength of signal by increasing the gain of the
system. The high power rated system is required to turn on the power amplifier.
Inverter plays a dynamic role in gaining the symmetrical AC output voltage of
desired magnitude and frequency. The inverters have been extensively used for
engineering applications such as AC motor drives and uninterruptible power supply
(UPS), [1-13]. Recently, the inverters are also playing an important role in various
renewable energy conversions as these are used for harnessing electricity from grid
of Wind Energy System or solar System.

Three phase power generation proves to be more economical when compared
with single-phase power generation. In three-phase systems, 120° phase difference
achieved in each phase of waveforms implies a spatial displacement of 120° delay
in time every power cycle [3-5]. Reference to electrical systems definitions, a
three-phase power can be denoted by three separate power circuits. Under ideal
situations three-phase power systems designate a balanced behaviour. Three-phase
systems are termed unbalance in cases where either of the three-phase voltages is
unequal or the phase angle deviates from 120°.

The renowned benefits such as reduction Total Harmonic Distortion (THD) and
limited dv/dt in the output voltages with limited rating devices ease of splitting
phase windings the Three-phase inverters are more advantageous than conventional
inverter. In this paper, 2.4 kW three-phase converter for aircraft application is
articulated with hardware and simulation results. The Total Harmonics Distortion
(THD) of the circuit is reduced by using sinusoidal pulse width modulation tech-
nique (SPWM).
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2 Three-Phase Proposed Inverter

Three single-phase inverters are linked in parallel to configuration the three-phase
inverter as depicted in Fig. 1. To achieve balance three-phase voltages gating
signals of single phase inverters should be 120° phase shift with respect to each
other. Isolated winding is employed in primary side of the transformer whereas the
secondary windings linked to a filter. The working of single phase inverter depends
on the switching sequence. The single-phase inverter is operating in 180° con-
duction means every switch conduct for 180°. For positive and negative half cycle
the load voltage is equal to the Vg and —Vs respectively where, Vs is supply voltage.

Ideal situation is considered to evaluate proposed three-phase inverter. The
angular difference between voltages and current in each phase of three-phase power
system is ¢.

Then the voltage and current of R phase will be

VR = Vi sin ot
Ir = Iy sin(wt — @)

The voltage and current of Y phase will be

Vy = Vp sin(wr — 120°)
Iy = Iy sin(wt — ¢ — 120°)

] Step LC
J* S E X?::er L] Filter (-
14 | %S12

‘ T
Input J#} Sa2q JE S23 Y

DC step [ | 1c =

Source S il xmer | | Filter
] 24 |4 %S5,

Step LC
X?::er Filter
g - .
J Sia  19%Ss.

Fig. 1 Block diagram of three-phase inverter
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And the voltage and current of B phase will be

Vi = Vi sin(wt + 120°)
Ig = I, sin(wt — @ + 120°)

Therefore, the expression instantaneous power in R, Y and B phase is

VR % Ir = Vinly sin(wr) sin(wr — @)
Vy * Iy = Viply sin(wt — 120°) sin(wt — ¢ — 120°) (4)
Vg * Iy = Viuly sin(wr + 120°) sin(wr — ¢ + 120°)

The total three-phase power of the system is summation of the individual power
in each phase

P=Vr*xIr+Vy*xly+Vgx*lg (5)

Substituting Eq. (4) in Eq. (5) implies

Vi -
P=3%x— ] *|—=| *xcoso = 3VIcos 6
(ﬁ) (ﬁ) ’ Y ®)

The Eq. (6) illustrates the total instantaneous power is constant and equal to
three times of the real-power per phase.

2.1 Inverter Card and PWM Generation

The Pulse Width Modulation (PWM) based inverters are superior when compared
to inverters designed using conventional technologies [1-7]. The PWM MOSFET
inverters are used which provide output switching stage. The PWM inverters have a
lot of protection and control circuits in comparison to the traditional inverters.
PWM is used to keep the output voltage of the inverter at the rated voltage
(1107220 V AC) irrespective of the output load and to reduce THD. This is
accomplished by changing the width of the switching frequency generated by
the oscillator section. The AC voltage at the output is based on the width of the
switching pulse. The control process is achieved by feeding back a part of the
inverter output to the PWM controller section (PWM controller IC). Based on this
feedback, voltage the PWM controller will make necessary corrections in the pulse
width of the switching pulse generated at oscillator section. This change will cancel
the changes at the output voltage and the inverter output will stay constant irre-
spective of the load variations. The AC voltage obtained at the output of inverter
can be boosted up by step-up transformer that converts low AC voltage into high
AC voltage as per requirement. In Sinusoidal PWM inverter the widths of the
pole-voltage pulses, over the output cycle, vary in a sinusoidal manner.
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Fig. 2 Flow chart for PWM generation

The scheme, in its simplified form, involves comparison of a high frequency tri-
angular carrier voltage with a sinusoidal modulating signal that represents the
desired fundamental component of the pole voltage waveform. The proposed logic
flowchart to generate PWM is shown in Fig. 2. The positive sine wave is compared
with the triangular wave by op-amp comparator. The output of the comparator is the
PWM pulse of 20 kHz frequency. The output of comparator again compares with
the synchronizing square-wave signal of frequency 400 Hz using NAND gate. For
lower switches, the synchronizing pulse first inverted and then compared with the
output of comparator using NAND gate. The ratio of the peak magnitudes of the
modulating wave (V,,) and the carrier wave (V) is defined as modulation index.

m

Modulation index = VV (7)

C

The switching pulses are generated by using PROV51RD2 microcontroller used
in PWM card. The values of the sine function vary from —1.0 to + 1.0 for O to 360°
angles. This method ensures that only integer numbers are input to the DAC by the
89V51RD2 microcontroller. Table 1 represents the angles, the sine values, the
voltage magnitudes, and the integer values representing the voltage magnitude for
each angle (with 300 increments). The full-scale voltage of 10 V obtained using
Eq. (8) is assumed for DAC output. V. of DAC for various angles is calculated as
shown in the Table 1.

Vout =5V + (5 x sin 0) (8)

The digital signal from microcontroller is given to DACO0800 IC which converts
digital signal to analog signal. The output of DAC is an analog current signal given
to an I-V converter that gives analog positive half sine wave signal at its output and
of 800 Hz frequency. The generation of triangular wave of 20 kHz cannot be
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Table 1 Angle versus voltage magnitude for sine wave

Angle Sin 0 Vout Value send to DAC (decimal)
(degree) (voltage magnitude)

0 0 5 128
30 0.5 7.5 192
60 0.866 9.33 238
90 1.0 10 255
120 0.866 9.33 238
150 0.5 7.5 192
180 0 5 128
210 —-0.05 2.5 64
240 —0.866 0.669 17
270 -1.0 0 0
300 —0.866 0.669 17
330 -0.5 2.5 64
360 0 5 128

obtained directly. By using the microcontroller 89V52RD2 at ALE pin a square
wave of 4 MHz frequency is generated, further it is reduced to 20 kHz by using
decade counter IC 54L.S90. On applying square wave to the input of decade counter
the square wave of 400 kHz is obtained at the output. This 400 kHz frequency
square waves are again reduced by using two decade counters. The integration of a
square wave to triangular wave is achieved by applying a square wave at the input
of integrator, gaining a triangular wave at the output of the Integrator.

2.2 Base Drive Circuit

The driver which is used in inverter to drive MOSFET is nothing but the “Concept
Scale Driver” or “Base Drive card”. The SCALE driver from concept is based on
chipset that was developed specially for the reliable driving and safe operation of
MOSFET’s. Features of Scale Driver are (i) Short circuit and over current pro-
tection (ii) Extremely reliable, long service life (iii) Electrical isolation from 500 V
to over 10 kV (iv) High Gate current from £6 to £30 A. There are two inputs A
and B. The input to this scale driver is sine weighted 180 upper level PWM signals.
Then two outputs (channel 1 and gate channel 2) are provided by SCALE driver.
This output is given to the MOSFET ‘s Gate terminal. A spike at the gate terminal of
the MOSFET and this is done by Concept SCALE Driver. Emitter and Collector
terminal are connected to the emitter sense channel and the collector sense channel
of SCALE driver respectively. When Base drive card gives 1 A spike at every pulse
the inverter card generates sine waveform which is 180° phase shifted. It provides
all types of protection to the inverter card.
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3 Numerical Simulation and Experimental Results

The performance of proposed circuit is verified with experimental and simulation
result. Table 2 gives the detail of designed parameters of inverter with filter taken
for investigation under balanced conditions. Figures 3 and 4 show phase and line
output voltages waveforms of three-phase inverters. The windings of each phase of
inverter are having spatial displacement of 120° as evaluated in Egs. (1), (2), (3).
The phase current in each winding is shown in Fig. 5. The proposed converter is
implemented experimentally and the experimental results are compared with sim-
ulation result. For experimentation, the gate signals pattern of the switches of the
converter is generated by microcontroller (P§9V51RD2) which provides the
switching pulses and base drive card is used for the isolation of the pulses obtained

Table 2 Electrical parameters of proposed system

Parameters Value
Input DC voltage/DC current 29-30 V/85 A
Input DC current 85 A
Output AC voltage 115 V (P-P), 200 V (L-L) with 400 Hz
Output power 24 kVA
Load 16.50 Q (Star)
Transformer 400 Hz, Step-up (30-115 V)
Voltage

100

-100}

0.1955 0.196 0.1965 0.197 0.1975 0.198 0.1985 0.199 0.1995 0.2
Time

Fig. 3 Phase output voltage waveform
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Time

Fig. 4 Line output voltage waveform

Current

0.1955 0.196 0.1965 0.197 0.1975 0.198 0.1985 0.199 0.1995 0.2
Time

Fig. 5 Current waveform in each phase

from microcontroller. IRF2907-type MOSFETS is used to design proposed con-
verter. The inverter consists of VSI inverter, high frequency transformer and filter.

The hardware setup of proposed system is depicted in Fig. 6. To minimize the
distortions and ripple content in inverters SPWM (sinusoidal PWM) with 0.9
modulation index is employed. Also sinusoidal PWM technique is used to eliminate
up to harmonic. To eliminate harmonic, an L-C filter of value L = 0.15 mH and
C =4 pf is also used. The odd harmonics content present in square pulse can be
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Step - lp
Transformer

Fig. 7 Three phase output voltage waveform

removed by designing low-pass L-C filter which rejects 20 kHz frequency and
passes the 400 Hz waveform. Three phase output waveform of hardware model is
shown in Fig. 7. The Total Harmonic Distortion (THD) of output waveform with
filters is 2.8% as shown in Fig. 8.
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Fig. 8 THD of output waveform

4 Conclusion

Three-phase inverter with power rating 2.4 kW for aircraft application is articulated
in this paper. Three-phase output obtained by connecting three single-phase
H-bridge inverters in parallel to feed star connected load. The proposed circuit
performance is verified with experimental and simulation result. The experimental
and simulation result confirms the feasibility of proposed converter for aircraft
application.
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Control Algorithm Concept for AC
Voltage Stabilizer Based on Hybrid
Transformer with a Matrix Converter

Pawel Szczesniak, Jacek Kaniewski and Padmanaban Sanjeevikumar

Abstract This paper presents the concept of a control algorithm and a study of its
properties for an AC voltage stabilizer based on a three-phase hybrid transformer
with matrix converter. Presented in this paper is an approach for obtaining con-
tinuous control of the voltage magnitude and phase shift using a conventional
transformer with two windings and power electronics devices, referred to as a
matrix converter. By adjustment of these voltage parameters we can reduce the
effects of overvoltage and voltage sags. The concept of a closed-loop control
algorithm and properties of the proposed voltage stabilizers are discussed in this

paper.

Keywords Hybrid transformer - AC voltage stabilizers - Matrix converter

1 Introduction

Modern home and industrial devices more often are exposed to interference coming
from the power grid. The most significant disturbances are: voltage sags, swells and
voltage interruptions [1, 2]. Even a short shutdown of industrial process equipment
can lead to large additional economical costs connected with: longer production
downtimes, costly and complex restart of the production process and waste from the
unfinished production process. It is necessary to applied protection of electronic
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